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Preface

This Reprint addresses the growing research interest in tackling environmental and energy

challenges through advanced empirical and theoretical economic analysis, with a particular focus on

energy economics, renewable energy, and the energy transition. Furthermore, it seeks to feature innovative

approaches for assessing and enhancing sustainable energy policies, integrating both theoretical

insights and empirical applications.

A key focus is on methodological advancements that capture spatio-temporal patterns of

energy markets, resource and energy use, clean energy adoption, and associated environmental

impacts, highlighting implications for decarbonization and the just energy transition. Essentially,

the contributions in this Reprint have explored frameworks that support green technologies and

sustainable energy policy development, proposed initiatives generating socio-economic benefits,

identified obstacles to sustainability, and illuminated the complex interactions between economic and

environmental systems.

Ultimately, this Reprint provides actionable insights into the formulation of effective energy

policy by setting clear targets, presenting models for sustainable growth, and analyzing policy

synergies and trade-offs. Overall, the policy implications in this Reprint highlight the core research

advances in energy economics, renewable energy, and green technologies.

George Halkos

Guest Editor
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Editorial

Economic Analysis and Policies in the Energy Sector

George Halkos

Laboratory of Operations Research, Department of Economics, University of Thessaly, 28hs Octovriou 78,
38333 Volos, Greece; halkos@uth.gr

Abstract

The aim of this Special Issue is to consider economic analysis in terms of the most up-to-
date and advanced empirical and theoretical methods applied to energy problems. The
main purpose of this Special Issue is to feature the theoretical and empirical practice of
sustainable policy performance measurement. The progress of the green economy includes
methodological issues in order to indicate and present spatio-temporal patterns of resource
and energy use and associated pollution. Results will be discussed in support of sustainable
energy policies. This Special Issue seeks the methodological framework to contribute to
sustainable energy policy development, provide energy policy initiatives targeted to socio-
economic goods/benefits, to capture sustainability obstacles and negative environmental
impacts, and highlight links and interactions between economic and environmental systems.
The expected outcome is to set targets, propose models for sustainable growth and energy
policies, and analyze policy interactions.

Keywords: energy economics; renewable energy; energy transition; energy markets; clean
energy; just energy transition; green technologies; sustainable energy; decarbonization;
energy policy

1. Introduction

The energy sector is currently facing, worldwide, a variety of concerns that are im-
peding progress towards a future that is less polluting. It is the traditional dependence
on fossil fuels that remains a challenge, as it generates more greenhouse gas emissions,
causing further climate change and environmental deterioration. Additionally, issues
such as energy security, price volatility, ageing infrastructure, and uneven accessibility to
commodities and services can all hinder the sector’s capacity to satisfy rising demand. As
a consequence, energy systems under enormous strain continue to develop, but the route
to transition is plagued with technological, monetary, and political hurdles. The above
challenges not only impede the mainstreaming of greener innovations but also reduce the
decarbonization of key industries for economic development.

The current energy transformation, which aims to shift towards renewables and en-
hance energy efficiency, is inextricably linked to meeting the United Nations Sustainable
Development Goals (SDGs), notably SDG7 (Affordable and Clean Energy) and SDG13
(Climate Action). However, difficulties in the energy industry threaten to halt or un-
dermine growth. Furthermore, the widespread adoption of renewable energy solutions
is hindered by the significant upfront investment requirements, ambiguous regulatory
frameworks, and the demand for extensive grid upgrades. Additionally, in the absence
of a just transition framework that guarantees equitable opportunities and safeguards for

Energies 2025, 18, 4214 https://doi.org/10.3390/en181642141
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workers and marginalized groups, the transition may deepen existing social disparities.
Overall, addressing these obstacles is essential to ensure that the energy transition supports
sustainable development by harmonizing economic progress, environmental responsibility,
and social equity.

Therefore, bearing in mind the above issues in energy sectors, it is important to amass
potential methodological advancements in energy-related sectors that might lead the path
for sustainable growth. The aim of this Special Issue is to review the updated and robust
empirical and theoretical economic methods that have been utilized in diverse energy-
related challenges; hence, the main purpose of this Special Issue is to feature practical
solutions to actualize sustainability-related performance in policymaking.

2. State-of-the-Art Energy Policy Practices and Instruments

Sustainability is inextricably linked to the progressive disengagement of modern
societies from conventional fossil fuel energy production [1]. Halkos and Tsirivis [2]
revealed that the distinctive attributes of individual electricity markets raise the complexity
of strategic planning and implementation of multinational pro-environmental initiatives,
making horizontal energy and environmental policymaking practically inefficient. The
study initially affirmed the pivotal influence of electricity prices and energy taxation
on renewable deployment in EU member states, yet the direction and strength of this
impact significantly varied even between neighboring countries, thereby favoring the
implementation of national energy strategies in an effort to fulfill SDGs.

Ji et al. [3] revealed how energy storage can provide power supply reliability and facili-
tate the sustainable energy transition. This study monitored an electricity supply chain and
compared the equilibrium results under four different scenarios influenced by the Stackel-
berg game theory. The empirical results showed that two factors are essential: the discharge
subsidy and the investment subsidy, as they can ameliorate energy storage technology
quality. Moreover, especially during the early stages, the investment subsidy can influence
positively both technology levels and electricity demand. Nevertheless, during the later
stages, the discharge subsidies are rendered more advantageous for technological advance-
ments and electricity demand. Essentially, the paper is suitable for finding profitable
solutions by enhancing technological standards and satisfying electricity demand.

Considering the nature and special features of the Mexican energy market, Flores et al. [4]
determined that combining the withdrawal of all state subsidies for energy generation
with a new carbon tax would yield substantial environmental and welfare gains for Mexi-
can society. This study revealed necessary policy-related aspects such as the influence of
taxes on welfare-oriented fiscal policies as it utilizes the Household Income and Expendi-
ture Survey (ENIGH) to estimate the demand for fuels, specifically electricity, liquefied
petroleum gas, and gasoline, showing that welfare losses would be regressive regarding
the incremental rises in electricity price, whereas the opposite stands for the changes in
gasoline prices. Essentially, the redistribution of the tax revenues that have been gathered
through the removal of energy subsidies and the setting of a carbon tax would significantly
benefit Mexican households, resulting even in welfare gains of up to 350% for the most
vulnerable households.

Similarly, Basu et al. [5] verified a decoupling process of associated GHG emissions
and capital formation in the Indian power sector, strongly arguing against the subsidization
of both fossil fuel imports and RES investments. This study provides insights on thenet-
zero economy by monitoring the economy-electricity-emissions (3E) relations, showing
that in the long term, the presence of electricity-driven emissions decouples with capital
formation, whereas inflation and economic development raise CO2 emissions. The primary
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finding demonstrates that GDP and emissions are not directly related by highlighting the
negative feedback loop of inflation to trade and of trade to emissions. Decoupling should
be prevented by this long-term macroeconomic dynamic death spiral, imports of fossil
fuels should not be subsidized for economic shock recovery, and risk hedging of energy
transition investments should take place in the post-COVID-19 future.

Rather than relying on subsidy policies, Wan et al. [6] advocate the promotion of
environmental, social, and governance (ESG) evaluation and rating of distinct power
companies as an incentive to enhance their environmental performance profile and green
transition progress. This study observes the companies of the Shanghai Stock Exchange in
China through machine learning algorithms in order to reveal potential causal relationships
between ESG ratings. Contributing to the existing literature, as ESG parameters are linked
to companies in the energy sector, especially those with companies with high capital
market performance.

Smart metropolitan agglomerations are expected, according to Hu and Han [7] to
utterly change future urban planning; such megacities can boost energy efficiency of
urban living while at the same time facilitating the modification of the industrial model
so that energy consumption from urban economic activity is minimized. The empirical
results show that the simulations demonstrate an “S”-shaped development curve for the
“smart” and “green” elements, providing an important indication of a robust development
model. Overall, this paper paves the way for long-term planning with periodic goals and
stages, taking into account the unique characteristics of megacities and addressing outside
energy-driven urban-focused pressures.

Nonetheless, the required time horizon for the complete decarbonization of modern
societies raises the significance of prominent transitional fuels, such as natural gas. von
Döllen and Schlüter [8] support that the large storage capacity of existing natural gas
facilities confers a competitive advantage in the usage of the particular fossil fuel, since
it offers energy planners a critical solution to the insurmountable challenge of energy
storage. The authors assert that a wise power generation strategy must necessarily exploit
all available technologies, including renewables, transitional fuels, and conventional fossil
fuel power plants.

In harmony with the previous analysis, Navarro et al. [9] postulate that diminishing
natural gas supply for power generation to below 50% of current pipeline full capacity
would trigger a substantial domino effect on production expenses and supply security. This
paper simulates the primary natural gas pipeline’s capacity congestion, showing interesting
policy-related interrelations between natural gas management and the electricity sector
through the interlinkages of production costs and load flows. The empirical results can
underpin policy-specific coordinated management based on these interlinked systems with
economic optimization and holistic grids.

Considering the necessity for an uninterrupted power supply for both the industrial
sector and households, Bambirra et al. [10] allege that, apart from the economic cost of
energy facility appraisals, it is essential to integrate other critical aspects such as power sys-
tem security, operational risks, and potential synergies among the various energy sources
contributing to the generation fuel mix. This planning can be undertaken through meticu-
lous asset management based on the NEWAVE model that is used to simulate potential
scenarios of hydraulic production that can reorient forthcoming fiscal policies in revenue
redistribution. In order, however, to deal with the shortcoming of the proposed methodol-
ogy, the paper employs multicriteria decision-making tools to assess the performance of
long-term energy assets. Henceforth, this empirical contribution can be used as a robust
decision-making tool in energy sectors worldwide.
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In this sense, the monitoring of how new energy policies can affect urban carbon
equity, as for example in China, reveals that while policies promote energy transition, they
also worsen carbon distribution inequity. For instance, Yang et al. [11] showed that cultural
forces, particularly Confucianism, might help mitigate these inequities, especially in non-
industrial and non-resource-dependent cities. The empirical findings highlight the need
for culturally informed policy frameworks to achieve more equitable energy transitions.

Qudrat-Ullah [12] proposed a framework for nuclear peace and trust in order to
strengthen nuclear energy governance by addressing trust deficits, access inequities, and
regional instability. It emphasizes trust-building, equitable technology sharing, and in-
clusive governance, linking nuclear energy to sustainable development. Actionable steps
include the need for oversight from the International Atomic Energy Agency, capacity-
building, and training to support safe, cooperative nuclear advancement, especially in
developing nations.

3. Conclusions

The present Special Issue shows that sustainability depends on reducing fossil fuel
reliance, but variations in electricity markets complicate multinational energy policies,
making national strategies more effective for meeting SDGs. Moreover, energy storage, sup-
ported by investment and discharge subsidies, plays a crucial role in improving technology
and supporting renewable transitions, with investment subsidies being more impactful
early on and discharge subsidies more beneficial later. In Mexico, removing energy subsi-
dies and introducing a carbon tax can yield environmental gains, while in India, decoupling
emissions from capital formation argues against subsidizing fossil fuels or renewables.
Instead of subsidies, ESG evaluations are recommended to drive green transitions. Smart
cities are expected to enhance energy efficiency and reshape industrial models. Despite
decarbonization goals, transitional fuels, such as natural gas, remain vital due to storage
advantages, necessitating a balanced use of renewables, transitional, and conventional
energy sources. Finally, ensuring power supply security requires evaluating both economic
and operational risks within the energy mix.

To recapitulate, this Special Issue focuses on using the latest empirical and theo-
retical methods to analyze energy-related economic challenges; furthermore, it aims to
highlight best practices in measuring the performance of sustainable policies and address
methodological issues related to tracking spatiotemporal patterns of resource use, energy
consumption, and pollution. The goal is to support the development of sustainable energy
policies that maximize socio-economic benefits while minimizing environmental impacts.
By examining the connections between economic and environmental systems, the present
Special Issue has proposed models for sustainable growth, set clear policy targets, and
evaluated policy interactions.

Acknowledgments: The Editor would like to thank the support and help of Tiffany Lv and the
authors that contributed to this Special Issue.

Conflicts of Interest: The author declares no conflicts of interest.
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Article

New Energy Policies and Informal Cultural Norms Promoting
Carbon Equity in Chinese Cities: Synergistic Effects and
Regional Heterogeneity

Zixuan Yang 1, Huang Yu 1 and Jingqiu Zhang 2,*

1 School of International Trade and Economics, University of International Business and Economics,
Beijing 100029, China; sarahyoungest@outlook.com (Z.Y.); jamespao520@outlook.com (H.Y.)

2 College of Applied Arts and Science, Beijing Union University, Beijing 100191, China
* Correspondence: jqzhang4811@outlook.com

Abstract: In the era of energy transition, there is a lack of targeted research on the synergistic
effects of new energy policies and informal institutions on carbon equity. This study
examines how new energy policies influence urban carbon equity, with a focus on the
mediating role of cultural forces. Utilizing panel data from 256 Chinese cities (2000–2021)
and employing the New Energy Demonstration City (NEDC) policy as a quasi-natural
experiment, this study adopts a staggered difference-in-differences (DID) approach to
identify causal relationships. Key findings reveal: (1) China has been accompanied by a
rise in carbon distribution inequity measured through the cumulative distribution patterns
of carbon emissions and economic outcomes, highlighting the equity-efficiency trade-off.
(2) The NEDC policy, while advancing energy transition, inadvertently exacerbates urban
carbon inequity. The conclusion is robust to parallel trend tests, placebo analyses, and
controls for concurrent policies. (3) Confucianism, as an informal institutional force, can
effectively mitigate the urban policy-driven inequities. (4) Heterogeneity analysis finds
that the synergistic effect of Confucianism and the policy is more significant in non-old
industrial base cities and non-resource-dependent cities. Theoretically, this research bridges
energy transition literature with institutional theory by revealing the compensatory role
of cultural systems in formal policy frameworks. Practically, it advocates for culturally
informed energy governance models, proposing Confucian principles of harmony and
collective responsibility as design pillars for equitable sustainability transitions.

Keywords: carbon equity; energy transition; Confucianism; new energy demonstration
city; differences-in-differences method

1. Introduction

The global imperative for climate mitigation demands a fundamental restructuring
of energy systems [1], yet the equity implications of such transitions remain critically
understudied. China’s unique dual identity—as both the world’s largest carbon emit-
ter and a pioneering force in renewable deployment—provides a pivotal testing ground
for reconciling decarbonization with distributive justice. Recent advances in hydrogen
technologies—such as electrochemical production methods and advanced materials-based
storage energy systems—offer scalable pathways to bridge energy transformation [2,3].
While fossil fuels still dominate the national energy matrix, strategic interventions like the
New Energy Demonstration City (NEDC) policy have catalyzed localized energy transitions
through multi-level governance innovations [4]. These measures have significantly elevated

Energies 2025, 18, 2475 https://doi.org/10.3390/en18102475
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clean energy adoption rates, with pilot cities demonstrating accelerated renewable integra-
tion alongside sustained economic growth compared to non-participating counterparts [5].
However, the prevailing transition paradigm exhibits a critical tension: techno-economic
efficiency metrics prioritize cost-optimal emission reductions [6,7], whereas equitable tran-
sitions require spatially and socially balanced allocation of decarbonization burdens and
benefits. The equity-efficiency paradox is particularly pronounced in China’s institutional
context. Confucian governance traditions, which emphasize hierarchical responsibility allo-
cation and culturally mediated social contracts [8,9], tend to underlie the political economy
of carbon rights distribution. Consequently, developing transition frameworks that simul-
taneously optimize technical pathways and institutionalize carbon equity mechanisms
emerges as both a scholarly imperative and a governance necessity.

Current research on carbon equity focuses on three primary domains: measurement
and evaluation of carbon emission equity, analysis of factors affecting carbon emission
equity, and design of carbon emission allocation and compensation mechanisms based on
the principle of equity. First, in terms of measuring and evaluating the equity of carbon
emissions, existing studies are mostly based on the core principles of economic capac-
ity, responsibility allocation, interpersonal fairness and ecological balance [10], and use
quantitative tools such as the Gini coefficient, the Theil index, and the Kakwani index
to assess the equity of carbon emissions [11,12]. Second, in the research on the factors
influencing carbon emission equity, most scholars regard the income level as the core
driver of the phenomenon of carbon emission inequity or disparity [13]. However, compre-
hensive analyses incorporating multidimensional factors such as economic development,
urbanization, energy systems, and industrial composition remain limited. While these
studies have revealed the multi-faceted causes of carbon emission disparities [14], they
often overlook the role of energy transition policies. Third, in the study of carbon emission
allocation and compensation mechanisms grounded in equity principles, existing literature
predominantly focuses on constructing equitable and efficient allocation schemes [15,16]
but lacks a systematic quantitative analysis of the impacts of these schemes on the equity
of carbon emission in practical application. This theory-practice disconnect is particularly
pronounced in urban governance scenarios, when one-dimensional models encounter
dynamic and complex urban systems, their efficacy tends to be drastically diminished [17].
Specifically, in-depth empirical analyses of how energy policy design and implementation
impact carbon emission equity are still insufficient.

The complex economic and demographic dynamics of cities pose a great challenge to
a one-size-fits-all approach. China’s prefecture-level cities are characterized by differences
in industrial structure and development endowments, which require governance frame-
works to be embedded in local contexts. Notably, these contextual frameworks extend
beyond mere socioeconomic and demographic parameters but are instead deeply rooted
in enduring cultural norms [18]. Confucianism, as a deep cultural tradition, provides a
unique perspective for understanding carbon equity issues [19]. Confucianism, with its eco-
logical philosophy of “the unity of heaven and mankind” and ethical concepts centered on
“benevolence”, provides a deep cultural foundation for sustainable development [20]. This
philosophical system closely integrates environmental issues with social, ethical, cultural,
and economic dimensions, emphasizing the symbiosis and harmony between humans and
nature [21]. In addition, “moderation”, an important principle of Confucianism, advo-
cates the pursuit of fairness and justice while tailoring governance strategies to specific
contexts [22]. When applied to urban energy transition, this philosophical framework
endows policy design with humanistic concerns and simultaneously emphasizes a strong
sense of social responsibility [23]. This cultural logic promotes a delicate balance between
the responsibility for carbon emission reduction and the right to development in practice,
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providing rationality for the realization of carbon equity. The neglect of traditional cultural
regulatory mechanisms in existing research fundamentally undermines the cultural appro-
priateness of policy design, which constitutes the most notable research gap in the current
body of theory.

Based on the above discussion, this study aims to address several key questions: first,
can energy transition policies promote the realization of urban carbon equity? Second, do
energy transition policies and Confucianism exhibit synergistic effects in promoting urban
carbon equity? Finally, is there heterogeneity in the impact of the interaction of these
two factors on urban carbon equity across cities with different industrial structures and
resource endowments? To answer the above questions, this study empirically explores the
impact of energy system transition on carbon equity based on unbalanced panel data from
256 Chinese cities from 2000 to 2021 using a progressive differential model, with a special
focus on the unique role of Confucianism in this process, reinforcing the understanding of
traditional cultural norms as key determinants of sustainable development paths.

Compared to previous studies, the main contributions of this study can be summarized
in three aspects: first, by emphasizing the importance of carbon equity, this study proposes
a perspective that complements and deepens the existing efficiency-centered emission
reduction strategies, takes the right to development and the equity in the distribution of
emission rights as the foundational principles, and quantifies urban carbon equity based
on the cumulative distribution curves of carbon emissions and economic development
at the district and county levels. Second, the energy transition is incorporated into the
research framework of urban carbon equity, and the quasi-natural experiment is utilized
to explore the theoretical and practical effects of the NEDC policy on urban carbon equity.
Last, this study integrates economic and cultural perspectives, offering new insights into
achieving carbon equity. This study advances an institutional synthesis framework that
innovatively integrates formal regulatory mechanisms with Confucianism. The systematic
analysis of the co-evolutionary dynamics demonstrates quantifiable scalability across both
Confucian-heritage societies and institutional ecosystems.

2. Institutional Background and Theoretical Hypotheses

2.1. Institutional Background

Energy transition is an important policy tool for promoting sustainable development,
in which the development and utilization of renewable energy is considered a key path
to reducing environmental pollution and mitigating climate change. To address global
climate change, the Kyoto Protocol proposes three flexible cooperation mechanisms to
achieve greenhouse gas emission reduction targets through international cooperation,
one of which is the Clean Development Mechanism (CDM) [24]. As one of the world’s
largest carbon emitters, China has prioritized clean energy development and positioned
carbon reduction as a cornerstone of its national strategy. Intending to effectively address
environmental and climate change issues and implement the goals of the 12th Five-Year
Plan for Renewable Energy Development, the Chinese government introduced the concept
of “New Energy Demonstration Cities” in 2012. This policy framework seeks to embed
energy supply and consumption into the core of urban planning by deeply integrating new
energy systems with urban construction. Its objectives are to foster the development of
new energy industries and technological advancement, optimize the urban energy con-
sumption structure, and gradually phase out the traditional “high-energy consumption,
high-emission, high-pollution” economic model—all with the aim of enhancing cities’ sus-
tainable development capabilities [25]. It will gradually get rid of the traditional economic
development model characterized by “high energy consumption, high emission, and high
pollution” and enhance the sustainable development capability of the city. The declaration
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mechanism of new energy demonstration cities is characterized by both “top-down” and
“bottom-up” approaches. Specifically, the declaration process is authorized by the central
government, local governments apply independently according to their conditions, and
finally, the central government reviews and approves the application. According to the
“New Energy Demonstration City Evaluation Indicator System and Explanation (for Trial
Implementation)”, the declaring city needs to meet two basic conditions: firstly, the city’s
comprehensive capacity meets the standard, and secondly, the city’s new energy utilization
base meets the standard. These conditions are the prerequisites for the declaration work,
ensuring that the construction of the demonstration city is scientific and feasible. The
National Energy Administration (NEA) conducted a comprehensive assessment of the
declared cities based on the basic conditions and evaluation index system, and in January
2014, it announced the list of the first batch of new energy demonstration cities and indus-
trial parks [26]. The spatial distribution pattern of these demonstration cities is shown in
Figure 1, covering representative cities in different regions of China, providing practical
samples and policy references for the development of energy transition nationwide.

Figure 1. Spatial distribution of New Energy Demonstration Cities. Note: This map is based on the
annotated map (No. GS(2023)2767) of the standard map service website of the Map Technical Review
Center of the National Ministry of Natural Resources of China. The base map has not been modified.
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2.2. Theoretical Hypotheses

In the process of promoting the transformation of urban energy systems, the new
energy model city policy may not be conducive to the realization of carbon equity in cities.
First, China’s decentralized system is prone to the GDP catch-up and environmental “race
to the bottom” effects that are common in different counties when weighing environmental
and economic development [27]. The counties that rely heavily on traditional energy con-
sumption will blindly accelerate the transformation of the secondary industry into a cleaner
one without significantly reducing industrial energy dependence, which will easily lead to
the energy consumption rebound effect, resulting in a large scale of energy consumption in
the secondary industry in the early stage, increasing carbon emissions, deviating from the
allocation of a reasonable amount of emissions, and exacerbating the inequity in carbon
emissions in the city [28]. Secondly, from the perspective of constraints, the NEDC policy is
a combination of environmental regulation relying on urban space, which explicitly puts
forward energy consumption constraints and energy consumption intensity constraint
indicators [29]. The “hard constraints” resulting from the command-type environmental
regulation policy have a heterogeneous impact on counties with different energy structure
endowments, and counties with a high degree of dependence on traditional fossil energy
may be penalized for failing to complete the task in time, and thus be forced to take on more
responsibility for carbon emissions [30]. Third, from the perspective of guidance, the NEDC
policy aims to guide the promotion and utilization of clean technologies and explicitly
requires local governments to set up special funds for support, such as cash incentives
or tax breaks for new energy enterprises’ technological innovation, transformation, and
upgrading [31]. However, in the actual situation of decentralized financial governance in
districts and counties, the allocation of resources is often affected by the economic strength
of districts and counties and the bargaining power of local governments, which results in
a regional lock-in effect of green technology innovation. This effect causes districts and
counties with poorer resource endowments to lag behind in the application of technology,
making it difficult to achieve rapid reductions in carbon emissions [32], thus exacerbating
the imbalance in carbon emission levels between districts and counties. The social equity
theory emphasizes the fair distribution of social resources and opportunities, and this
principle is also applicable to the distribution of carbon emission rights. In the process
of policy implementation, different regions may lead to uneven distribution of carbon
emission responsibilities due to differences in resource endowment, economic structure,
and development level. Therefore, the following hypotheses are proposed.

Hypothesis 1. Urban energy transition inhibits the realization of urban carbon equity.

Culture implicitly influences people’s way of thinking, cognitive and practical activi-
ties [33]. In the context of the implementation of the NEDC policy, the theory of polycentric
governance offers valuable insights into the complex interactions among various stake-
holders involved, such as central and local governments, different departments, and social
organizations. Polycentric governance theory underscores the significance of coordina-
tion, collaboration, and mutual checks and balances among these entities. However, in
practice, local governments may face a dilemma between pursuing economic growth and
achieving carbon emission reduction targets, which can result in deviations during policy
implementation. It is here that the essence of Confucianism, with its social and ethical
principles, becomes particularly relevant. As a cultural cornerstone deeply ingrained in
Chinese society, Confucianism shapes behavioral norms and moral values. It provides a
common ethical framework that can guide decision-making and resource allocation [34].
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First, Confucianism emphasizes collectivism and believes that social resources should
be allocated reasonably according to people’s contributions and needs. Under the influence
of the Confucian idea of “the way of neutrality”, city managers will take into account
the interests of the majority group when formulating income distribution policies [35]. In
the energy system transition, this concept can guide policymakers to pay more attention
to the fair distribution of carbon emission rights and reduce the uneven responsibility
of carbon emissions caused by the difference in energy structure. Second, the absence
of institutionalized trust mechanisms among stakeholders in carbon quota allocation
triggers regulatory arbitrage and strategic gaming, not only impeding policy compliance
but also exacerbating systemic resource misallocation through institutional exclusion and
reverse selection effects The trust relationship is endogenous to institutions and cultures
and is especially built on the foundations of responsibility and traditional culture [36],
among others. Confucianism focuses on human relations and moral obligations, and such
moral norms are the ideological basis of the credit system, which helps to enhance the
trust between different interest groups in the process of carbon emission allocation [37].
In the energy system transition, this trust can promote cooperation and communication
between districts and counties, share resources, technologies, and experiences more actively,
reduce the waste of resources and conflicts caused by mistrust, and work together to meet
the challenges encountered in the energy transition process, and ultimately promote the
realization of carbon equity. Third, the unique taxation ideas in Confucianism provide
a deep cultural soil and theoretical support for solving urban carbon equity issues. The
Confucian principle of “giving to the rich, giving to the poor, and collecting from the
poor” emphasizes the balance of income, expenditure, and welfare [38]. In the energy
system transition, this principle elevates the societal responsibility of policymakers and
implementers, preventing the neglect of carbon equity due to short-term economic gains. It
simultaneously guides them to focus on the equitable distribution of financial resources,
ensuring that districts and counties with fewer resources receive enhanced support. This
dual focus fosters a more just allocation of carbon emissions. Therefore, the following
hypotheses are proposed.

Hypothesis 2. Confucianism can promote the realization of urban carbon equity in the process of
energy transition.

3. Materials and Methods

3.1. Model Setting
3.1.1. Baseline Model

In 2014, China launched the New Energy Demonstration Cities (NEDC) policy. Ad-
hering to “clean, efficient, multi-energy complementarity”, NEDC cities integrate urban
construction and energy transformation. This paper uses NEDC to characterize energy
system transformation [39], employing an empirical model:

Ginii,t = α + β1didi,t + ∑ βkXi,t + ∑ YearFE + ∑ CityFE + ∑(Province × Year)FE + εi,t (1)

didi,t = Treati × Postt (2)

Treati = 1 for NEDC cities, 0 otherwise; Postt = 1 post-NEDC announcement, 0 other-
wise. To mitigate potential confounding factors and ensure robustness, we included a set of
control variables Xi,t. Additionally, city-fixed effects ∑CityFE, year-fixed effects ∑YearFE,
and Province-Year fixed effects ∑(Province × Year)FE are included to address potential
confounding factors.
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3.1.2. Regulatory Effect Model

To verify the role of Confucianism on urban carbon equity in the process of energy
system transformation, the following regulatory effect model is constructed:

Ginii,t = α + γ didi,t·Confi,t + β1didi,t + β2Confi,t + ∑ βkXi,t + ∑ YearFE + ∑ CityFE + ∑(Province × Year)FE + εi,t (3)

3.2. Variable Selection
3.2.1. Explained Variable

Carbon emission equity means that each unit in the city obtains equal development
rights and carbon emission rights allocation space. County-level administrative units in
China are grassroots units that combine economic development autonomy with environ-
mental governance responsibilities (Counties refer to county-level administrative units
in China, including municipal districts, counties, and county-level cities, which are the
basic spatial units for analyzing intra-city developmental disparities). On the one hand,
county-level governments have substantial decision-making power in economic activities
such as investment attraction and industrial layout, directly affecting regional carbon emis-
sion intensity (such as the energy consumption structure of county-level industrial parks).
On the other hand, national-level carbon emission policies (such as carbon peaking pilots)
need to be implemented through county-level units. Therefore, taking county-level units as
the analysis object can accurately capture the matching relationship between development
rights and environmental burdens. However, due to significant differences in resource
endowments and energy production and consumption structures across counties, coupled
with high development fluidity between counties, a one-size-fits-all distribution mecha-
nism is impractical. Additionally, dynamic monitoring through traditional development or
emission processes is challenging [40]. Therefore, this paper uses the balance of cumula-
tive distribution patterns of carbon emissions and economic development outcomes as a
measure of carbon emission fairness. This approach reflects fairness in the distribution of
results and addresses the challenges of dynamic monitoring in development and emission
processes. The Carbon Lorentz curve is a manifestation of the development effect and envi-
ronmental burden brought by the economy and carbon emissions. On the one hand, carbon
emissions are essentially generated in the process of economic development of districts
and counties; On the other hand, counties have the right to a fair share of carbon emissions
commensurate with development. The carbon Lorentz curve at the urban scale quantifies
the sorted cumulative distribution function of socioeconomic activities and carbon emission
intensity across county-level administrative units. The Gini coefficient, calculated from the
area between the Lorenz curve and the absolute fairness line, offers an objective measure
of carbon emission distribution fairness, where values closer to 0 indicate greater equity.
The formula is as follows [41]:

Ginii,t = 1 −
j

∑
n=1

(
xj,t − xj−1,t

)(
yj,t + yj−1,t

)
(j = 1, 2, . . . , m) (4)

where j represents each district and county, xj,t is the reference factor the cumulative
percentage of GDP, and yj,t is the cumulative percentage of carbon emissions.

3.2.2. Explanatory Variable

This study uses the New Energy Demonstration Cities policy to characterize energy
transition and reveal the impact of energy transition on urban carbon equity. The promotion
and deployment of this policy is the result of external forces at the national level. The
policy has the characteristics of long-term stability, and the demonstration zone covers
many regions in central and western China, providing a rich sample and comparison basis
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for identifying the effect of the policy. Specifically, the core explanatory variable did was set
in the study, and the value was 1 after the policy took effect at the location of the policy,
and 0 otherwise.

3.2.3. Moderating Variable

The measurement of Confucianism. The quantification of cultural ideologies, partic-
ularly Confucian value systems, with methodological approaches, remains a subject of
debate. A central focus of this paper is the degree to which regions have been influenced
by Confucianism [42], a construct typically quantified using historical data on Confucian
temples, academies, scholarly centers, and the number of Confucian scholars.

In the macro-level study, Chen et al. (2021) measured the concentration of Confucian-
ism in a region by the number of scholars in the Ming and Qing dynasties [43]. However,
Chen et al. (2020) demonstrated that the number of scholars during the Ming and Qing
periods significantly impacted contemporary education levels [44]. This suggests that the
influence of scholar counts on other variables may primarily stem from regional education
levels, rather than directly reflecting Confucianism. Regarding Wang and Chen (2025), this
study employs the number of Confucian temples as a proxy for Confucianism [36], rather
than relying on the number of Jinshi scholars. Confucian temples, as structures dedicated to
commemorating Confucius, primarily serve sacrificial functions and thereby more purely
reflect regional reverence for Confucian traditions. This measure captures the enduring
influence of Confucianism, even after historical events such as the May Fourth Movement
and the “Breaking the Four Olds” campaign. The current number of Confucian temples
used in this analysis highlights the degree to which local societies value and preserve
Confucian heritage, offering an indicator of contemporary cultural influence. To assess
the influence, this study integrates it as a moderating factor in regression analyses. It
is measured by the natural logarithm of the number of Confucian temples, incremented
by one.

3.2.4. Control Variables

This paper accounts for a range of factors that could potentially influence both NEDC
policy and urban carbon equity [44,45]. Control variables encompass several key economic
indicators. Economic Advancement (Dev) is measured by the annual growth rate of gross
regional product, indicating the rate of growth of the city’s economic development. Income
Level (Income), represented by the logarithmic transformation of per capita GDP. Fiscal
Pressure (Fsc) is ascertained by the ratio of net financial revenue to fiscal revenue, which
provides insight into the financial health and stability of a region. Industrial Structure (Str),
quantified by the value added of the secondary industry relative to that of the tertiary
industry, offers a measure of economic diversification and the balance between different
sectors. Investment level (Invest) is the ratio of actual foreign investment utilization to GDP.
The use of foreign capital (FDI), represented by the actual amount of foreign capital used in the
current year, reflects technological spillover effects and their impact on urban carbon equity.

3.3. Data Specification

The study sample consists of 256 cities at the prefecture level and above in China,
spanning the period from 2000 to 2021. Carbon emissions data were sourced from the
latest version of the EDGAR v8.0 database (https://edgar.jrc.ec.europa.eu/report_2023,
accessed on 8 September 2023), specifically utilizing its high-resolution fossil energy carbon
emissions grid data at a spatial granularity of 0.1◦ × 0.1◦. These grid-level data were
aggregated to the city level based on the geographical coordinates of each region, ensuring
precise alignment with urban boundaries. Urban characteristic data were obtained from
multiple authoritative sources, including the China Urban Statistical Yearbook, relevant

13



Energies 2025, 18, 2475

field-specific statistical yearbooks, and the annual statistical bulletins on national economic
and social development published by individual cities. To further enhance data accuracy,
the study leverages county-level data as the foundational unit for carbon equity calculation,
which was then aggregated to the city level. This approach ensures a high degree of
granularity and precision in the emissions estimates.

4. Results

4.1. Descriptive Statistics

Figure 2 shows the carbon Lorentz curve at the country level from 2000 to 2020. With
the year 2000 as the starting year, the deviation degree of China’s carbon Lorentz curve from
the absolute fairness line (solid diagonal black line) continues to increase, indicating that
the unfair distribution of carbon emissions is worsening. As shown in Figure 3, China’s
carbon emission Gini coefficient has remained within a relatively equitable range (Gini < 0.4).
However, the fluctuating upward trend suggests growing disparities in carbon emissions
across districts and counties. According to Figure 3, the Gini coefficient of China’s carbon
emissions falls within a relative average range (Gini < 0.4). However, the trend observed
displays a fluctuating pattern with a discernible upward trajectory, suggesting an increasing
disparity in the distribution of carbon emissions across districts and counties.

Figure 2. Lorenz curve: cumulative distribution of carbon emissions—cumulative distribution
of GDP.

Against the background of global low-carbon development and energy transition in
depth, the spatial coupling relationship between carbon equity and efficiency has become
an important proposition in the study of sustainable urban development. We used the
Gini index and the Super-SBM model with non-expected output to calculate the carbon
emission equity and carbon emission efficiency levels in Chinese cities. The study selected
the data results of the time node of 2021, and carried out spatial descriptive analysis and
visual expression through ArcGIS 10.8 software to map out the spatial differentiation of
carbon emission equity and efficiency in Chinese cities. As can be seen from Figure 4, the
eastern coastal urban agglomerations (e.g., the Yangtze River Delta urban agglomerations)
generally show higher carbon emission efficiency, but the fairness level is obviously differ-
entiated; while the cities in central and western China, although the efficiency level needs
to be improved, have excellent performance in the evaluation of the fairness of carbon
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emission, which reflects the ecologically fragile region’s responsibility for the low-carbon
development. This spatial differentiation highlights the urgency of conducting urban
carbon equity research: on the one hand, the traditional efficiency-centered policy tools
may lead to the “stronger the stronger, weaker the weaker” Matthew effect, exacerbating
the imbalance of inter-regional emission responsibilities; on the other hand, as the core ethi-
cal dimension of sustainable development, the disconnection between carbon equity and
efficiency may lead to social contradictions and resistance to governance in the low-carbon
transition. As China is now in the overlapping period of energy system restructuring and
accelerated urbanization, there is an urgent need to break the single evaluation paradigm
of “efficiency first” and establish a multidimensional governance framework that takes
into account both equity and efficiency.

Figure 3. Annual Average Carbon Emission Gini Coefficients in China.

Figure 4. Spatial Distribution of Carbon Equity and Efficiency in Chinese Cities in 2021. Note: This
map is based on the annotated map (No. GS(2023)2767) of the standard map service website of the
Map Technical Review Center of the National Ministry of Natural Resources of China. The base map
has not been modified.
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4.2. Benchmark Regression

Columns (1) and (2) in Table 1 present the results of the data analysis based on the
baseline regression model. In Column (1), the regression introduces only the policy variable
did, while controlling for time and individual fixed effects. The estimated coefficient is
0.032, which is significant at the 5% significance level, suggesting that the transition of the
energy system led to a worsening of carbon inequality. Comparing the statistics of the
data within the sample, the mean value of the Gini coefficient within the sample is 0.344,
which means that the implementation of the policy correspondingly brought about a rise
in inequality within the region of about 10 percent. In Column (2), we further incorporate
additional control variables and account for both time and individual fixed effects in the
regression model. The coefficient on the core explanatory variable remains at 0.027, which
is statistically significant at the 10% significance level. This result is highly consistent with
the findings in Column (1), reinforcing the robustness of the relationship between the key
variable and the outcome. These findings suggest that the transition may have overlooked
the equity of carbon emission controls. Considering the common ecological impacts across
regions, urban policies do not appear to be equitable in balancing economic development
rights and environmental protection responsibilities within cities [46].

Table 1. Benchmark regression results.

(1) (2)
Gini Gini

did 0.032 ** 0.027 *
(0.016) (0.015)

Dev. 0.002 *
(0.001)

Income 0.091 ***
(0.013)

Str. 0.006
(0.010)

Invest −0.057 **
(0.024)

FDI −0.084 **
(0.035)

Fsc. 0.358 ***
(0.039)

Constant 0.341 *** −0.465 ***
(0.004) (0.119)

Control variables No Yes
Year FE Yes Yes
City FE Yes Yes

Prov. × Year Yes Yes
Obs. 3678 3678
R2 0.071 0.165

Note: Standard errors in parentheses; *, **, *** denote p < 0.10 p < 0.05 p < 0.01, respectively.

4.3. Parallel Trend Hypothesis Testing

The validity of the DID approach relies on the assumption of parallel trends between
the treatment and control groups. Therefore, this paper investigates the common trend
between the experimental and control groups before and after the introduction of the
policy. As shown in Figure 5, there is no significant difference in carbon equity between
experimental and non-experimental areas before the policy was introduced, which is
consistent with the parallel trend hypothesis.
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Figure 5. Parallel trend test results.

4.4. Robustness Test
4.4.1. Placebo Test

A placebo test was required to exclude the effects of other possible unobservable
factors. A sample of 1000 was randomly selected from the samples, and each sample was
randomly assigned to a demonstration city and a non-demonstration city. Figure 6a,b show
the results for the treated group and didi,t is randomly selected 1000 times, and the kernel
density of the regression coefficients is all around 0 and normally distributed [47].

 

Figure 6. (a) Results of a random sampling of 1000 fitted distributions for the treated group cities.
(b) Results of a random sampling of 1000 fitted distributions for the DID term.

4.4.2. Eliminate Concurrent Policy Interference

Considering that other policies during the sample period may interfere with the causal
identification of this paper, this paper collects and organizes three policies that overlap with
the study sample interval and may affect the equity of urban carbon emissions: Broadband
China, Green Finance, and Energy Saving and Emission Reduction Fiscal Policies [48].
To ensure robust causal identification, we construct policy-specific dummy variables and
incorporate them into the benchmark regression model. The results, as shown in Columns
(1), (3), and (5) of Table 2, demonstrate that the regression findings remain consistent with
the baseline conclusions even after excluding potential interferences from other policies.
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Statistically, this indicates that the impact of this NEDC on urban carbon emissions is highly
stable. The direction or degree of significance has not changed due to the control of other
policies. Economically, this stabilizing negative coefficient implies that the studied policy
still has a significant inhibitory effect on urban carbon equity.

Table 2. Excluding other policy effects.

(1) (2) (3) (4) (5) (6)
Broadband Green Finance Fiscity

did × Conf. −0.030 ** −0.031 ** −0.030 **
(0.013) (0.013) (0.013)

did 0.027 * 0.047 ** 0.027 * 0.049 ** 0.029 * 0.049 **
(0.015) (0.022) (0.015) (0.022) (0.015) (0.022)

Dev. 0.002 * 0.001 0.002 * 0.001 0.003 ** 0.001
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

Income 0.094 *** 0.095 *** 0.091 *** 0.099 *** 0.090 *** 0.100 ***
(0.013) (0.018) (0.013) (0.018) (0.013) (0.018)

Str. 0.005 −0.018 ** 0.006 −0.018 ** 0.008 −0.017 **
(0.010) (0.009) (0.010) (0.009) (0.010) (0.009)

Invest −0.056 ** −0.070 *** −0.057 ** −0.070 *** −0.057 ** −0.070 ***
(0.024) (0.012) (0.024) (0.012) (0.024) (0.012)

FDI −0.082 ** −0.004 −0.084 ** −0.002 −0.085 ** −0.002
(0.035) (0.025) (0.035) (0.025) (0.035) (0.025)

Fsc. 0.362 *** −0.007 0.358 *** −0.009 0.352 *** −0.009
(0.039) (0.029) (0.039) (0.029) (0.039) (0.029)

did × Broadland −0.030 * −0.013
(0.016) (0.009)

did × GF 0.039 −0.002
(0.077) (0.043)

did × Fiscity 0.078 *** 0.042 ***
(0.023) (0.015)

Constant −0.492 *** −0.587 *** −0.465 *** −0.630 *** −0.465 *** −0.644 ***
(0.120) (0.179) (0.119) (0.176) (0.119) (0.176)

Control variables Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
City FE Yes Yes Yes Yes Yes Yes

Prov. × Year Yes Yes Yes Yes Yes Yes
Obs. 3678 3678 3678 3678 3678 3678
R2 0.166 0.802 0.165 0.802 0.168 0.802

Note: Standard errors in parentheses; *, **, *** denote p < 0.10 p < 0.05 p < 0.01, respectively.

4.5. Further Analysis
4.5.1. The Moderating Effect of Confucianism

The organizational and cultural climates, as well as governance perspectives, under-
score the interplay of cultural values and governance strategies in advancing sustainable
energy transitions [49]. As shown in Columns (1) and (2) of Table 3, the coefficients of the
interaction terms are consistently negative, indicating that Confucianism significantly pro-
motes carbon equity. This moderating effect essentially reflects the synergistic governance
efficacy of cultural institutions and formal policies—when policy shocks are embedded in
a high-trust Confucian cultural environment, transaction costs in policy implementation
can be reduced. This effect remains robust in Columns (3) and (4), where we include the
interaction term between city classification variables and time. The moderating role of
Confucianism in the policy effect of urban carbon emissions remains robust after controlling
for other contemporaneous policy disturbances. Columns (2), (4), and (6) of Table 2 show
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that the coefficients of Confucianism and the policy interaction term did×Conf range from
−0.030 to −0.031 and are all significant at the 5% level.

Table 3. Moderating effects of Confucianism.

(1) (2) (3) (4)
Gini Gini Gini Gini

did × Conf. −0.033 ** −0.031 ** −0.035 *** −0.036 ***
(0.013) (0.013) (0.013) (0.013)

did 0.055 ** 0.049 ** 0.054 ** 0.054 **
(0.022) (0.022) (0.022) (0.022)

Grade × year 0.006 ***
(0.001)

Centre × year 0.005 ***
(0.001)

Constant 0.344 *** −0.630 *** −1.678 *** −1.690 ***
(0.002) (0.176) (0.291) (0.315)

Control variables No Yes Yes Yes
Year FE Yes Yes Yes Yes
City FE Yes Yes Yes Yes

Prov. × Year Yes Yes Yes Yes
Obs. 3678 3678 3653 3653
R2 0.798 0.802 0.803 0.802

Note: Standard errors in parentheses; **, *** denote p < 0.05 and p < 0.01, respectively.

Under its unique values and ethical framework, Confucianism offers a cultural foun-
dation and innovative pathway for achieving urban carbon equity. This cultural drive
promotes trust and cooperation among different stakeholders, concurrently enhancing
policy implementation, optimizing resource allocation, and improving policy transparency
and fairness [50]. These effects collectively facilitate a more equitable distribution of car-
bon emissions in the energy system transition. This corroborates theoretical hypothesis 2:
informal norms can correct formal institutional implementation biases, especially in fiscal
decentralization systems, and cultural capital can be transformed into a flexible regulatory
tool for environmental governance.

In Chinese Confucian culture, “benevolence” and “righteousness” originate from
family kinship (e.g., filial piety and fraternal duty) and gradually extend to social rela-
tionships [51]. Filial piety is a unique characteristic that emphasizes intergenerational
emotional ties, distinguishing it from Western cultures. Based on data from the Chinese
General Social Survey (CGSS) released in 2021, this paper measures regional Confucian-
ism through the distribution of responses to the questionnaire “Should children bear the
responsibility of supporting one’s family?”. The CGSS is a comprehensive, continuous,
nationwide social survey organized by the Renmin University of China, using multistage
stratified probability sampling, covering all provincial administrative units in China, with
a sample size of about 12,000 per year [52]. The survey data span eight core observation
years (2010–2013, 2015, 2017–2018, and 2021). For unsampled years within the 2010–2021
study period, missing values were imputed using the linear interpolation method, which
calculates the arithmetic mean of adjacent observed years.

One question regarding aging: “Who do you think should be primarily responsible
for the aging of elderly people with children?” Based on this question, we calculated the
percentage of people in the region who believe that their children should be primarily
responsible for their old age. According to Table 4, the moderating effect of Confucianism,
which is measured by survey data, is consistent with that shown in Table 3. For regions
with a dense Confucian culture, NEDC implementation has had a positive effect on urban
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carbon equity, as evidenced by a 0.125-unit decrease in the Gini coefficient (according to the
coefficient in Column (2): 0.120−0.245 = −0.125). Confucianism has a significant positive
effect on the realization of urban carbon equity.

Table 4. Robustness test of moderating effects.

(1) (2) (3) (4)
Gini Gini Gini Gini

did × Conf. 1 −0.247 ** −0.245 ** −0.281 *** −0.274 ***
(0.097) (0.097) (0.097) (0.097)

did 0.120 ** 0.120 ** 0.137 *** 0.133 ***
(0.051) (0.051) (0.051) (0.051)

Grade × year 0.010 ***
(0.003)

Centre × year 0.008 ***
(0.003)

Constant 0.361 *** −0.667 *** −2.316 *** −2.399 ***
(0.003) (0.255) (0.560) (0.641)

Control variables No Yes Yes Yes
Year FE Yes Yes Yes Yes
City FE Yes Yes Yes Yes

Obs. 1846 1846 1846 1846
R2 0.797 0.800 0.801 0.801

Note: Standard errors in parentheses; **, *** denote p < 0.05 and p < 0.01, respectively.

4.5.2. Heterogeneity Analysis

The structural heterogeneity of cities engenders differential policy responsiveness,
necessitating tailored governance frameworks for sustainable energy transitions. Cities’
resource endowments and industrial configurations create distinct transition constraints.
Accounting for the heterogeneity in cities’ industrial structures and resource endowments
enhances the understanding of Confucianism’s role in urban energy transitions and how
policy and cultural interventions contribute to achieving carbon equity. Old industrial bases
and resource-dependent cities face significant transformation resistance: on the one hand,
the capital mismatch and sunk cost effect of traditional industries prolong the lag period of
the policy’s effectiveness, leading to structural delay in carbon emission reduction; on the
other hand, the “resource curse” and economic lock-in effect of resource-dependent cities
may trigger the risk of trans-regional transfer of carbon emissions, and such cities tend
to outsource high-carbon production activities under policy pressure, creating a “beggar-
thy-neighbor” situation, which exacerbates the carbon burdens of neighboring cities and
damage to regional ecosystem.

Based on the national urban resource types delineated in the National Sustainable
Development Plan for Resource-dependent Cities (2013–2020), the sample cities are cate-
gorized into resource-dependent cities and non-resource-dependent cities [50]. As shown
in columns (3) and (4) of Table 5, for non-resource-dependent cities, the synergy between
Confucianism and NEDC policy significantly promotes urban carbon equity; for resource-
dependent cities, the positive effect of Confucianism in promoting urban carbon equity
in the energy transition process is not significant. The relatively diversified industrial
structure of non-resource-dependent cities makes them more flexible and sustainable in
their organizational scope and governance thinking, and better able to translate the equity
concepts of Confucianism into practical policies. The long-term dependence of resource
cities on specific resources and their mindset of “prioritizing growth over governance”
limit the influence of Confucianism in energy transition [53].
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Table 5. Heterogeneity analysis.

(1) (2) (3) (4)
Non-Old

Industrial Base
Old Industrial Base

Non-Resource-
Dependent

Resource-
Dependent

did × Conf. −0.097 *** −0.030 −0.054 *** −0.012
(0.017) (0.033) (0.019) (0.021)

did 0.149 *** 0.122 ** 0.070 ** 0.029
(0.030) (0.048) (0.032) (0.034)

Constant 0.365 * −0.402 −0.237 −1.475 ***
(0.214) (0.273) (0.232) (0.334)

Control variables Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
City FE Yes Yes Yes Yes

Prov. × Year Yes Yes Yes Yes
Obs. 2412 1209 2204 1414
R2 0.804 0.175 0.786 0.819

Note: Standard errors in parentheses; *, **, *** denote p < 0.10 p < 0.05 p < 0.01, respectively.

To examine whether the urban industrial system significantly influences the syner-
gistic effect of energy transition policies and Confucianism, this paper focuses on the
industrial system outlined in the “National Old Industrial Base Adjustment and Reform
Plan (2013–2022)” [54], as shown in columns (1) and (2) of Table 5. In non-old industrial
base cities, the synergy between Confucianism and the NEDC policy significantly enhances
urban carbon equity. However, in old industrial-based cities, the positive role of Confu-
cianism in promoting urban carbon equity during the energy transition process is less
pronounced. Old industrial base cities have long been characterized by a single industrial
structure and a high concentration of large state-owned enterprises. While the develop-
ment model of “one industry alone” has brought huge economic benefits, its management
mode and benefit distribution mechanism are often relatively rigid, and the endogenous
motivation to seek paths for energy use transformation is relatively weak. In this highly
administrative and planned economy context [55], the influence of Confucianism has
been weakened, making it difficult to promote substantive energy transformation and
carbon equity.

5. Discussion

5.1. Energy Transition and Carbon Equity

The energy transition is a key pathway to achieving the goal of carbon neutrality and
involves a shift from traditional fossil energy sources to renewable energy sources, as well
as improvements in energy efficiency. According to the theory of equity-efficiency trade-offs
in economics, the energy transition aims to improve energy efficiency and reduce carbon
emissions, but this process may exacerbate interregional inequities [56]. Carbon equity,
as an organic unity of the three elements of environment, development, and equity, is a
key issue affecting the low-carbon transition and social welfare. Scholars have extensively
studied the conceptual connotations, measurement indicators, and evolutionary trends
of carbon equity at the global, national, and regional scales [57], but there are relatively
few empirical studies measuring carbon equity at the city level, especially lacking in
the in-depth excavation of intra-city carbon inequality. Examined from an individual’s
behavioral perspective, the equity of urban carbon emissions constitutes a key factor
influencing individual behavioral decisions. The equity of carbon emissions directly affects
the behavioral dynamics of district and county governments. Any bias or unfairness in the
distribution of carbon emission rights among different administrative units within the city
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may weaken the behavioral motivation of the district and county governments, which in
turn constitutes an obstacle to the realization of low-carbon goals.

From a macro perspective, when promoting carbon emission reductions, district and
county governments focus on local economic development and emission performance
while concurrently monitoring the development outcomes and emission status of peer
administrative regions. If districts and counties pursue carbon emission targets in isolation
rather than synergistically, it often leads to an inefficient allocation of resources and fails
to maximize the overall benefits of the city under the framework of welfare economics
theory. This study quantifies urban carbon equity through the cumulative distribution
curves of carbon emissions and economic development at the district and county levels and
proposes an analytical framework based on the principles of the right to development and
equity in the distribution of emission rights, which provides a complementary perspective
to the existing efficiency-centered emission reduction strategies. The study finds that
although the Gini coefficient of carbon emissions at the national level in China is within a
relatively average range (Gini coefficient < 0.4), its fluctuating upward trend suggests that
the inequity in the distribution of carbon emissions is increasing. In addition, China’s new
energy model city policy exacerbates the inequity of urban carbon emissions. This result
is consistent with the theory of policy externalities in economics. Although the NEDC
policy has achieved remarkable results in technology promotion and energy structure
optimization, its implementation has exacerbated the unequal distribution of resources
among regions. Early clarification of the impact of energy transition policy implementation
on carbon equity in cities is essential for achieving sustainable development goals and
promoting coordinated regional development.

5.2. New Energy Policy and Informal Cultural Norms

The realization of carbon equity, while relying on the upgrading of formal systems,
technologies, and facilities at the “hardware” level, necessitates parallel advancement in
informal systems, such as cultural and conceptual frameworks, at the “software” level [58].
From the perspective of behavioral economics, cultural informal institutions directly influ-
ence the implementation effectiveness of energy policies by shaping the decision-making
preferences of individuals and organizations. In a cultural atmosphere that emphasizes
collective responsibility and environmental friendliness, enterprises are more inclined to
incorporate sustainable development into their strategic goals and proactively adjust their
production technologies and energy structures to meet the requirements of energy policies.
Such culture-driven corporate ethics can reduce the psychological costs for enterprises to
implement environmental regulations and decrease resistance to policy implementation.
Analyzing from the perspective of transaction cost theory, cultural informal institutions
help build trust networks and reduce information asymmetry among enterprises, the gov-
ernment, and consumers. When trust relationships are established between enterprises and
policymakers based on shared cultural values, the costs of policy communication and super-
vision significantly decrease. As a result, enterprises are more willing to cooperate in policy
implementation, voluntarily disclose carbon emission data, and participate in the carbon
trading market. At the government level, cultural informal institutions have a significant
impact on the implementation of energy policies by influencing the administrative ethics
and risk preferences of officials. Although innovations in formal institutions, including
environmental regulations, are crucial for China’s low-carbon economic transformation,
under the unique Chinese government governance model, political promotion tournaments
and fiscal decentralization lead to intense competition among local governments [59]. Lo-
cal officials face information asymmetry and goal conflicts when implementing central
environmental policies. In the absence of the reinforcement of public responsibility by
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cultural informal institutions, officials may, under the pressure of promotion tournaments,
prioritize high-energy-consuming industrial projects that can quickly boost their political
achievements, resulting in the weakening of environmental policy implementation.

Compared with existing studies, this paper particularly emphasizes the role of cultural
informal institutions in urban carbon emissions and examines the synergistic effects and
heterogeneities between energy transition policies and cultural informal institutions on
carbon emission equity. The study finds that Confucianism, as a unique informal institution
in China, interacts with formal energy policies and influences urban carbon equity. Its
emphasis on “harmony without uniformity” and “benevolence towards others” helps
create a cultural environment that emphasizes public interests and long-term develop-
ment [60]. This changes the risk preferences of officials, making them more inclined to
implement low-carbon development policies and achieve sustainable development goals
by promoting industrial structure upgrading [61]. This culture-driven transformation of ad-
ministrative ethics can effectively mitigate the opportunistic behavior of local governments
in environmental policy implementation and enhance the effectiveness of energy policy im-
plementation. In non-resource-based cities and non-old industrial bases, where the service
industry accounts for a high proportion and the cost of industrial transformation is low,
cultural informal institutions can more easily enhance public environmental awareness and
the long-term governance willingness of the government. Therefore, Confucianism demon-
strates significant synergistic effects with new energy demonstration city policies. However,
in resource-dependent cities and old industrial bases, due to the significant lock-in effect of
traditional industries, the promoting effects of Confucianism on enterprise transformation
and the administrative thinking of the government are offset by asset specificity and sunk
costs, resulting in insignificant policy synergistic effects [62]. Such heterogeneities call
for the construction of differentiated policy synergy mechanisms. In non-resource-based
cities, efforts should be made to strengthen the integration of cultural informal institutions
and policy tools. Methods such as establishing a low-carbon cultural points system and
incorporating environmental protection into enterprise credit evaluations can be adopted
to form a positive cycle of “cultural guidance—policy incentives”. In resource-dependent
cities, it is necessary to improve the constraint mechanisms of formal institutions. Measures
such as the construction of carbon emission trading markets and the normalization of
environmental inspections should be taken. Only by compensating for regional differences
in cultural factors through institutional design can the dual goals of energy transition and
carbon emission equity be achieved.

5.3. Research Limitations and Future Prospects

While this study has yielded valuable insights into the impact of new energy model
city policies on urban carbon equity and the moderating role of Confucianism, limitations
persist. Quantitative methods, though precise, may be less effective in interpreting complex
socio-cultural dynamics. Qualitative research methods, on the other hand, can dig deeper
into the mechanisms and logic behind these phenomena, but the generalizability of their
results may be limited. Future research could address these limitations by integrating
quantitative and qualitative methodologies, thereby providing a more comprehensive
perspective on energy transitions and carbon equity.

The spatial spillover effects of energy policies are another area of concern. Policies may
have spillover effects on neighboring regions in the course of implementation, which are
complex and heterogeneous. For example, as economic activities between regions become
more frequent, demonstration cities may have demonstration and diffusion effects on the
surrounding areas, which in turn affect the carbon emission behavior of neighboring cities.
Future research can analyze the spatial spillover effects of energy policies and their impact
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on carbon equity by constructing spatial econometric models. Dynamic spatial panel
models incorporating time-varying connectivity matrices could capture evolving inter-city
interactions in economic, technological, and demographic dimensions. Researchers might
employ spatial regime-switching models to identify critical thresholds in policy diffu-
sion, complemented by difference-in-differences designs with spatial lags to disentangle
demonstration effects from competitive behaviors.

Confucianism, as a cultural informal system, has a moderating role in the energy
transition, but its specific transmission mechanism has not been quantitatively analyzed.
The cultural informal system influences carbon emissions through channels such as social
trust and governance thinking, but the specific paths of action and time lags of these
channels need further study. This begins with tracing how Confucian cultural endowments
influence mediating mechanisms like social trust networks and corporate governance
practices, ultimately shaping emission-intensive production and consumption patterns.
Crucially, future work should investigate institutional complementarity between Confucian
norms and formal regulations through policy experiments in pilot zones, supported by
longitudinal databases tracking cultural-institutional synergies across development stages.

Emerging frontiers call for reimagining carbon equity and energy justice through three
lenses: (1) examining how smart city technologies mediate between cultural systems and
carbon governance, particularly through AI-driven simulations incorporating cultural vari-
ables; (2) developing intergenerational equity models that embed Confucian filial ethics into
long-term decarbonization commitments; and (3) constructing transnational frameworks
analyzing how localized cultural systems interface with global climate regimes. Realiz-
ing these ambitions necessitates forming transdisciplinary consortia integrating energy
engineering, cultural geography, and computational social science expertise—ultimately
forging context-sensitive transition frameworks that harmonize technological pathways
with cultural-institutional ecosystems.

6. Conclusions and Recommendations

6.1. Conclusions

Based on panel data of 256 cities across China from 2000 to 2021, this paper character-
izes urban energy transition with NEDC policy, empirically examines the urban carbon
equity effect of energy system transition using the DID method, and explores the moderat-
ing role of Confucianism in it. The findings of the study include the following:

(1) China’s national carbon emission Gini coefficient, though currently below 0.4,
reveals an upward trend from 2000 to 2021, indicating growing inequality in carbon
distribution. (2) The NEDC policy appears to worsen urban carbon inequality, a finding
that survives rigorous testing, including parallel trend and placebo tests, and remains
robust after accounting for confounding policies and factors. (3) Confucianism positively
moderates energy transitions, fostering urban carbon equity. (4) The impact of policy
synergy between Confucianism and NEDC policy on urban carbon equity is characterized
by typical heterogeneity. Specifically, the synergistic effect of Confucianism and NEDC
policy is more significant in non-old industrial base cities and non-resource-dependent
cities; the positive effect of Confucianism on promoting carbon equity is not obvious in
resource-dependent cities and old industrial base cities.

6.2. Policy Recommendations

Optimizing NEDC policy according to local conditions. The policy framework should
be adjusted in regions where carbon emissions are unevenly distributed or where the NEDC
policy has proven ineffective, ensuring alignment with regional realities. For resource-
dependent cities and old industrial base cities, where the positive impact of Confucianism
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on carbon equity is less pronounced, increased policy support and financial investment are
critical. Targeted interventions such as subsidies for green technology adoption, incentives
for economic diversification, and support for energy system transformation can help break
path dependencies. Culturally resonant areas could amplify bottom-up community-driven
transitions anchored in Confucian collectivism. This multi-layered approach—spatially
differentiated regulation, cultural-policy synergy, redistributive market mechanisms, and
adaptive governance—constitutes a coherent framework to reconcile decarbonization
imperatives with interregional equity, aligning China’s climate trajectory with its ecological
civilization ethos.

Strengthen the organic integration of Confucianism promotion and energy transition
policies. First, Confucianism’s ecological and ethical principles should be embedded in
policy communication to increase public awareness and acceptance of renewable energy,
thereby strengthening the social foundation for policy implementation. Second, enterprises
can be encouraged to adopt Confucian values of responsibility and integrity to enhance
environmental stewardship. This can be achieved through incentives for green technolog-
ical innovation and sustainable industrial upgrades. Finally, aligning Confucian ethical
frameworks with modern governance practices can drive green innovation and support
equitable energy transitions.

Promote cooperation and coordination of regional carbon emissions. To mitigate the
persistent rise in national carbon inequality, a dual-track redistribution system should
be established. First, a unified carbon trading platform must prioritize equitable initial
allowance allocation, embedding compensatory mechanisms for historically marginalized
regions. Second, industrial relocation partnerships should be formalized, requiring high-
carbon-capacity regions to provide technology transfer and green industrial spillovers to
less-developed counterparts. The framework could be reinforced through fiscal equaliza-
tion policies that redirect carbon tax revenues toward renewable energy infrastructure in
carbon-vulnerable regions.
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Abstract: Energy storage is a proficient means of enhancing power supply reliability and
facilitating the use of renewable energy. To study the impact of policies on energy storage
decisions in the power supply chain, this paper constructs an electricity supply chain and
compares the equilibrium results under four scenarios based on the Stackelberg game
theory. The research reveals that both discharge subsidy and investment subsidy play a
beneficial role in improving the level of energy storage technology, regardless of whether
power producers choose to invest in or lease energy storage equipment. Furthermore,
when combined with the implementation of a renewable portfolio standard, these subsidies
can have beneficial outcomes. During the early stages of development in the energy storage
industry, investment subsidy proves more advantageous for enhancing both technology lev-
els and electricity demand. Conversely, at later stages of industry development, discharge
subsidies become increasingly advantageous for enhancing technological advancements
and fulfilling electricity demand. Furthermore, implementing a strategy in which power
generators invest in energy storage can enhance their profitability while concurrently
advancing technological standards and satisfying electricity demand.

Keywords: power supply chain; energy storage subsidy; renewable portfolio standard;
energy storage investment

1. Introduction

Renewable energy plays a critical role in reducing emissions and addressing climate
change. Ensuring a stable and efficient energy supply is essential for achieving sustainable
economic growth [1]. Consequently, there has been an increasing focus on implementing
policies to promote renewable energy in recent years [2]. The Renewable Portfolio Stan-
dard (RPS) has been implemented in various nations and is recognized as one of the most
efficacious programs for promoting renewable energy [3]. However, with the continuous
development and widespread use of renewable energy, its volatility and uncertainty have
posed significant challenges to energy dispatch and balancing. In response to this issue,
energy storage technology has emerged as a solution [4]. Energy storage serves the purpose
of storing surplus energy and releasing it during periods of high or low demand. This
addresses the necessity for a swift response from the power system to supply changes, opti-
mizes the distribution and scheduling of electrical energy, and enhances the dependability
and cost-effectiveness of energy delivery [5].

Energy storage systems are utilized in conjunction with wind and solar power gen-
eration to tackle the challenges of renewable energy consumption and to alleviate its
variability [6]. According to industry statistics from the China Electricity Council, as of the
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end of 2023, the majority of commissioned electrochemical energy storage power stations
are situated on the power generation side, accounting for 49.11% of the total. Renewable
energy dominates energy storage on the power generation side, accounting for 90.63%.
However, significant initial costs and uncertain profits of future returns make renewable
energy power generation enterprises exceedingly prudent when it comes to investing
in energy storage [7]. Consequently, many power generation enterprises also consider
collaborating with energy storage enterprises.

Provincial and municipal governments in China have enacted various energy storage
subsidy plans [8]. The two most commonly implemented types of subsidies are discharge
subsidies and investment subsidies. Table 1 compiles data on energy storage subsidy
policies in selected regions of China for 2024. Despite ongoing efforts by the Chinese
government to implement energy storage policies, there is still a lack of well-defined
policy objectives and subsidy schemes. Additionally, significant variations in subsidy
policies exist across different regions. In contrast, some developed countries have well-
established policies regarding energy storage. For example, as early as 2009, California in
the United States included energy storage in the subsidy coverage of its self-generation
incentive program. In 2021, they issued more precise instructions about the subsidy
amount for energy storage installation. The Australian Renewable Energy Agency was
established in 2012 to offer financial support for the development and implementation
of renewable energy technologies ranging from initial laboratory research to large-scale
commercial deployment.

Table 1. Energy storage subsidy policies in selected regions of China in 2024.

Regions in China Type of Subsidy Subsidized Standards

Chengdu, Sichuan Province Discharge Subsidy 0.3 CNY/kWh
Huangpu District, Guangzhou Discharge Subsidy 0.2 CNY/kWh

Binhai New District, Tianjin Discharge Subsidy 0.5 CNY/kWh
Haiyan County, Jiaxing Discharge Subsidy 0.25 CNY/kWh

Pudong New District, Shanghai Investment Subsidy 10%
Baiyun District, Guangzhou Investment Subsidy ≤10%

Guangming District, Shenzhen Investment Subsidy 20%
Beijing Investment Subsidy ≤30%

Considering RPS and energy storage subsidy, this study categorizes the types of
energy storage for power generators into two modes: investing in energy storage and
leasing energy storage equipment. It utilizes the Stackelberg game model to address the
following issues:

RQ1: What are the optimal energy storage decisions for different entities in the power
supply chain under different environmental policies?

RQ2: How does the implementation of environmental policies affect different modes
of energy storage? Which energy storage model is more likely to contribute to the develop-
ment of renewable energy?

RQ3: How can the appropriate adjustment of various policies promote the advance-
ment of energy storage technology and encourage the growth of the energy storage industry
and renewable energy generation, considering the impacts of the renewable energy quota
obligation, subsidy amount, subsidy ratio, and lease coefficient of energy storage equipment
on supply chain energy storage decisions?

2. Materials and Methods

Currently, there are already numerous studies focused on renewable energy, RPS, and
energy storage.

In the field of renewable energy studies, numerous scholars have focused on the
impact in mitigating carbon emissions. Bird et al. found that cap-and-trade mechanisms
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had a significant effect on the quantity of electricity generated from renewable energy
sources, thereby influencing overall carbon emission levels [9]. Dahal et al. emphasized the
importance of implementing renewable energy policies to achieve carbon neutrality [10].
Hanif et al. confirmed that the use of renewable energy effectively regulates carbon emis-
sions, while the reliance on non-renewable energy exacerbates them [11]. Yu et al. indicated
that the development of renewable energy in China has a positive impact on reducing
emissions [12]. Zhang et al. utilized the STIRPAT model to explore the relationship between
investment in renewable energy and carbon emissions, revealing variations in influence
across different stages of investment [13]. Meng et al. examined how the consumption of
renewable energy affects carbon emissions across 30 provinces in China [14]. Yang et al.
found that allocating a higher percentage of investment towards wind energy leads to de-
creased carbon emissions, whereas directing more investment towards solar and bioenergy
results in increased emissions [15]. Siddik et al. proposes that the government should
actively promote the use of renewable energy sources in order to cultivate a low-carbon
economy [16]. Xu et al. recommended that the Chinese government continue to expand
investment in renewable energy, improve financial efficiency, and provide an efficient
financial market environment for renewable energy [17].

In the realm of research on Renewable Portfolio Standards (RPS), the effects of RPS
implementation and potential policy improvements have been widely discussed. García-
Álvarez et al. emphasized the necessity of a more risk-free framework to bolster investor
confidence in RPS [18]. Young and Bistline highlighted the significant impact of future gas
pricing on the ability of RPS to reduce carbon dioxide emissions [3]. Meanwhile, Bento et al.
revealed that, while the implementation of RPS can lead to either a substantial increase in
available resources or significant reductions in emissions, achieving both simultaneously is
challenging [19]. Zhao et al. delved into the impact of incentives on the costs and effects
of RPS, offering valuable insights for government development of dynamic incentive
mechanisms [20]. Zhu et al. found that increasing green certificate prices encourages
greater investment in renewable energy, but only when renewable energy quota obligations
are excessively high; otherwise, it diminishes motivation for power companies to invest
in renewable energy [21]. Yan et al. demonstrated that a combination of cap-and-trade
mechanisms and RPS is most effective for promoting renewable energy [22], while Hu
et al. discovered that an increase in renewable energy quota obligations can lead to a
decline in green electricity consumption and higher carbon emissions [23]. Lee analyzed
and examined the long-term impact of renewable portfolio standard on electricity prices
and found that it depends on changes in long-term average costs [24].

In the field of energy storage studies, many scholars have focused on the technology
of energy storage rather than considering its role in decision-making within the power
supply chain. Rohit et al. highlighted the benefits of energy storage in the power sup-
ply chain and conducted a comprehensive comparison of various energy storage tech-
nologies [25]. Wang et al. examined two energy infrastructures in Chongming, China,
from 2016 to 2040, demonstrating that the implementation of energy storage systems can
enhance the efficiency of renewable energy utilization by 2040 [26]. Arbabzadeh et al.
found that implementing energy storage technology has a positive impact on reducing
carbon emissions [27]. Liu and Bao explored how energy storage could improve coordi-
nation and benefits within the wind power supply chain, finding that setting appropriate
prices promotes wind energy utilization and enhances overall supply chain efficiency [28].
Zhang et al. demonstrated that energy storage can enhance power system reliability and in-
crease renewable energy penetration [29]. Sayed et al. discussed issues related to managing
various renewable energy sources and storage systems as well as recent advances in green
hydrogen production and fuel cells, which pave the way for a wide range of renewable
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energy applications [30]. Zhao et al., through numerical results, showed that integrating
with an effective strategy for utilizing stored energies enhances power system flexibility
and increases utilization of renewable generation [31].

We thoroughly reviewed the existing research in the aforementioned three areas. In
summary, the innovative points of this study can be summarized as follows:

1. The existing literature on renewable energy predominantly focuses investment, pric-
ing, and the reduction in carbon emissions within the power supply chain. There is
a greater emphasis on technical research regarding energy storage, while there is a
scarcity of studies that examine the selection of energy storage models. Additionally,
there is limited literature on improving energy storage technology from a supply
chain perspective. This paper examines investment in energy storage equipment from
a supply chain perspective and analyzes the effects of various stakeholders investing
in such equipment, hence enhancing research on new power systems.

2. China has implemented various environmental policies for the power industry, such
as RPS and cap-and-trade mechanisms, with relatively mature research in this area.
However, China’s policies on energy storage are still in an exploratory stage. While
various provinces and cities in China have implemented different energy storage
policies, the literature specifically focused on these policies remains scarce. The
paper analyzes and contrasts two prevalent energy storage subsidy schemes in China,
offering a foundation for governmental decision-making about the implementation of
such policies.

3. Problem Definition

In the context of RPS, the power generator has both renewable energy generation units
and traditional thermal power generation units. The electricity seller, who is responsible
for RPS, is required to purchase a specified percentage of renewable energy and green
certificates from the power generator. In this paper’s power supply chain, the power
generator stores renewable energy and makes decisions on the energy storage model to
maximize profits. The power generator decides whether to invest in energy storage directly
or to lease energy storage equipment from a professional energy storage provider. In
this study, we used the Stackelberg game to determine the equilibrium solution, with a
focus on the impact of various incentive policies and energy storage models on power
generators’ energy storage decisions. The Stackelberg game is able to reflect the structure of
the electricity market well, and conforms to the decision-making sequence of the electricity
supply chain. It is able to capture not only the impact of the policy on the subsidized
(generators and storage service providers), but also the impact on the entire supply chain
and other players in the supply chain.

In the case where the power generator invests in energy storage, this paper constructed
a power supply chain with the power generator as the leader and the electricity seller as the
follower, as shown in Figure 1, and the decision-making sequence of the power generator
and the electricity seller is as follows: firstly, the generator decides on the wholesale
electricity price and the level of energy storage technology, and secondly, the seller decides
on the amount of electricity demand. In the case where the power generator leases the
energy storage equipment, this paper constructed a power supply chain with the power
generator and the energy storage provider as the leader and the electricity seller as the
follower, as shown in Figure 2, and the decision-making sequence of the power generator,
the electricity seller, and the energy storage provider is as follows: firstly, the generator
decides on the wholesale electricity price, the energy storage provider decides on the level
of the storage technology, and then the seller decides on the amount of electricity demand.
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Figure 1. Supply chain structure in the generator investment scenario.

Figure 2. Supply chain structure in the generator leasing scenario.

To facilitate the modeling and solution, the following assumptions were made in this paper:

Assumption 1. With energy storage devices, the power generator can deliver electricity with more
stability. According to Chen et al., customers’ electricity demand is determined not only by the price
of power but also by its stability [32]. Consumers will prefer more stable electricity because it is
safer and more reliable. This study assumed that the power demand function is connected to the level
of energy storage technology, as follows: q = a − p + bt, where a is the basic electricity demand
of the market; p is the market price of electricity, where the higher the p, the lower the electricity
demand; b (0 < b < 1) is the sensitivity coefficient of energy storage technology level, where the
larger the b, the more importance consumers attach to the level of energy storage technology; and
t is the level of energy storage technology of the energy storage equipment, where the higher the t,
the higher the electricity demand.

Assumption 2. The electricity seller purchases thermal and renewable electricity from the power
generator at the wholesale electricity price w and sells it to the consumption side at the market
electricity price p. It is further assumed that both thermal power and renewable energy production
facilities already exist. The unit production cost of thermal power is ct and that of renewable energy
is cr, and the cost of transmission and distribution of electricity and the rate of energy loss are not
taken into consideration. Currently, the cost of renewable energy is decreasing year by year, but it
still lacks competitiveness relative to fossil energy sources such as coal [33]; so, in this study, it was
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assumed that the unit production cost of renewable energy is greater than the unit production cost
of thermal power, i.e., cr > ct.

Assumption 3. In this paper, only the storage of renewable energy was considered, and thermal
power storage was not considered. In order to mitigate the problem of intermittency of renewable
energy and thus improve the stability of power supply, an effective solution is to invest in energy
storage technology and equipment to maximize the balance between power supply and demand [34].
It was assumed that the investment cost of energy storage is related to the level of energy storage
technology. In order to pursue a higher level of energy storage technology, a higher investment
cost of energy storage needs to be invested in. Therefore, it can be assumed that the energy storage
investment cost function of the power generator or energy storage provider is 1

2 βt2 [35], where
β is the cost coefficient of energy storage investment. There exists a boundary condition for it, and
when it is too high, it indicates that the current energy storage industry has not yet developed to
the extent that it can support large-scale investment, and it needs to wait for further technological
progress. This functional form is widely used in economic and engineering modeling to represent
the case of increasing marginal costs, and can effectively represent the trend of rising costs during
the advancement of energy storage technology.

Assumption 4. When a power generator leases energy storage equipment from an energy storage
provider, the equipment, technology, and services are all leased together with the energy storage
equipment. In this paper, it was assumed that the cost that an energy storage provider charges is
correlated with the equipment’s level of energy storage technology. Therefore, it was assumed that
the cost function of energy storage equipment leasing for the power generator is f t [32], where f is
the lease coefficient of the energy storage equipment.

The lease coefficient of the energy storage equipment was impacted by market consid-
erations in this study, rather than being used as a decision variable. In the pre-development
period of the energy storage industry, due to the high cost of investing in energy storage,
few companies invested in energy storage; so, few companies in the market can provide
leasing services. Therefore, the cost of leasing energy storage equipment was higher at this
time. When the energy storage industry develops into a mature stage, the cost of leasing
energy storage equipment will be reduced.

Assumption 5. Electricity sellers are responsible for RPS and are required to provide consumers
with a certain percentage of the total electricity supplied from renewable energy sources. Assume
that one green certificate is issued for each unit of renewable energy produced by the power generator,
and the two are bundled and sold to the electricity seller. The price of the green certificate is pc, the
renewable energy quota obligation is θ, the amount of renewable energy purchased by the electricity
seller from the power generator is θq, and the amount of thermal power is (1 − θ)q [36].

Assumption 6. Governments can support energy storage through two key channels: investment
subsidy and discharge subsidy. The discharge amount of energy storage equipment is influenced by
its storage capacity, discharge efficiency, discharge depth, etc. To simplify the model and parameters,
the storage capacity, discharge efficiency, and discharge depth were uniformly summarized in
this paper as the level of energy storage technology. The discharge amount of the energy storage
equipment is positively correlated with the level of energy storage technology, and the higher the
level of energy storage technology, the higher the discharge amount [37]. To simplify the subsequent
calculations, this paper introduced the discharge coefficient of energy storage equipment γ, assuming
that the discharge volume is a primary function of the energy storage technology level. Under the
discharge subsidy, the government provides subsidies to energy storage investment enterprises by
the standard of RMB d/kWh, and the amount of the discharge subsidy is dγqe. There is a boundary
condition for d such that, when it is too high, the marginal benefits of additional subsidies are
reduced. This is because, at very high levels of subsidies, the costs of policy implementation and
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administration may outweigh the benefits. Under the investment subsidy, the government grants
enterprises a certain percentage of the energy storage investment amount, and the amount of the
investment subsidy is 1

2 αβt2, where α is the subsidy ratio of energy storage investment. There exists
a boundary condition for α that, when too high, may lead to over-investment in energy storage
technologies that are not yet cost-effective, thus reducing the overall return on investment.

3.1. Problem Modeling

To investigate the impacts of different energy storage models and energy storage
subsidies on the energy storage decision-making of the power supply chain under RPS,
four power supply chain decision-making models were constructed in this section with
two models of power generator investing in energy storage or leasing energy storage
equipment, and two energy storage policies of discharge subsidy or investment subsidy.
The four models are denoted by superscripts 1, 2, 3, and 4, respectively, and (*) represents
the equilibrium solution. The symbols involved in this paper and their meanings are
explained in Table 2.

Table 2. Notation and variable definitions.

Notation Description

w Wholesale electricity price
q Electricity demand
t Level of energy storage technology
a Basic electricity demand of the market
b Sensitivity coefficient of the energy storage technology level
p Market price of electricity
ct Unit production cost of thermal power
cr Unit production cost of renewable energy
d Subsidy amount per unit of discharge
α Subsidy ratio of energy storage investment
β Cost coefficient of energy storage investment
f Lease coefficient of energy storage equipment
γ Discharge coefficient of energy storage equipment
θ Renewable energy quota obligation
pc Green certificate transaction price
πG Power generation’s profit
πS Power seller’s profit
πE Energy storage provider’s profit

3.1.1. Scenario 1: Supply Chain Decision Model for the Power Generator Investing in
Energy Storage Under Discharge Subsidy

The decision functions of the power generator and seller are, respectively:

π1
G = θq(w + pc − cr) + (1 − θ)q(w − ct)− 1

2
βt2 + dγqe (1)

π1
S = θq(p − pc − w) + (1 − θ)q(p − w) (2)

According to the inverse induction method, it can be obtained:

q1 =
a + bt − w − pcθ

2
(3)

When β − b2

4 > 0 is satisfied, the Hessian matrix is negative definite and there are
extreme values. Let ∂πG

∂t = 0 and ∂πG
∂w = 0, which yields:

t1∗ = −4dγ + b(−a + ct + crθ − ctθ)

b2 − 4β
(4)

w1∗ = −2bdγ + b2[ct + crθ − (ct + pc)θ]− 2β[a + ct + crθ − (ct + 2pc)θ]

b2 − 4β
(5)
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q1∗ = −bdγ + β(−a + ct + crθ − ctθ)

b2 − 4β
(6)

Substituting Equations (4)–(6) into Equations (1) and (2) yields the equilibrium profits
of the power generation’s profit and the power seller’s profit:

π1∗
G = − 1

2(b2−4β)
[a2β − 2actβ + ct

2β + 2abdγ − 2bctdγ + 4d2γ2 + 2(−ct

+ct)(aβ − ctβ + bdγ)θ + (cr − ct)
2βθ2]

(7)

π1∗
S =

{bdγ + β[a + ct(−1 + θ)− crθ]}2

(b2 − 4β)2 (8)

Proposition 1. The optimal energy storage technology level t1∗, the optimal wholesale electricity
price w1∗, the optimal demand q1∗, as well as the generator’s profit π1∗

G and the seller’s profit
π1∗

S for the power supply chain in Scenario 1 are shown above.

3.1.2. Scenario 2: Supply Chain Decision Model for the Power Generator Investing in
Energy Storage Under Investment Subsidy

The decision functions of the power generator and seller are, respectively:

π2
G = θq(w + pc − cr) + (1 − θ)q(w − ct)− 1

2
βt2 +

1
2

αβt2 (9)

π2
S = θq(p − pc − w) + (1 − θ)q(p − w) (10)

According to the inverse induction method, it can be obtained:

q2 =
a + bt − w − pcθ

2
(11)

When (1 − α)β − b2

4 > 0 is satisfied, the Hessian matrix is negative definite and there
are extreme values. Let ∂πG

∂t = 0 and ∂πG
∂w = 0, which yields:

t2∗ = b(−a + ct + crθ − ctθ)

b2 + 4(−1 + α)β
(12)

w2∗ = b2[ct + crθ − (ct + pc)θ] + 2(−1 + α)β[a + ct + crθ − (ct + 2pc)θ]

b2 + 4(−1 + α)β
(13)

q2∗ = (−1 + α)β[a + ct(−1 + θ)− crθ]

b2 + 4(−1 + α)β
(14)

Substituting Equations (12)–(14) into Equations (9) and (10) yields the equilibrium
profits of the power generation’s profit and the power seller’s profit:

π2∗
G =

(−1 + α)β[a + ct(−1 + θ)− crθ]2

2b2 + 8(−1 + α)β
(15)

π2∗
S =

(−1 + α)2β2[a + ct(−1 + θ)− crθ]2

[b2 + 4(−1 + α)β]2
(16)

Proposition 2. The optimal energy storage technology level t2∗, the optimal wholesale electricity
price w2∗, the optimal demand q2∗, as well as the generator’s profit π2∗

G and the seller’s profit
π2∗

S for the power supply chain in Scenario 2 are shown above.
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3.1.3. Scenario 3: Supply Chain Decision Model for the Power Generator Leasing Energy
Storage Equipment Under Discharge Subsidy

The decision functions of the power generator, seller, and energy storage provider
are, respectively:

π3
G = θq(w + pc − cr) + (1 − θ)q(w − ct)− f qe (17)

π3
S = θq(p − pc − w) + (1 − θ)q(p − w) (18)

π3
E = f qe − 1

2
βt2 + dγqe (19)

According to the inverse induction method, it can be obtained:

q3 =
a + bqe − w − pcθ

2
(20)

Next, the power generator decides on the wholesale electricity price w and the energy
storage provider decides on the level of energy storage technology t simultaneously. It can
be obtained that the wholesale electricity price w and the level of energy storage technology
t are, respectively:

t3∗ = f + dγ

β
(21)

w3∗ = 1
2
[a + ct + crθ +

b( f + dγ)

β
− (cr + 2pc)θ] (22)

q3∗ = b( f + dγ) + β[a + ct(−1 + θ)− crθ]

4β
(23)

Substituting Equations (21)–(23) into Equations (17) and (19) yields the equilibrium
profits of the power generation’s profit, the power seller’s profit, and the energy storage
provider’s profit:

π3∗
G = 1

8β2 {b2( f + dγ)2 + 2bβ( f + dγ)[a + ct(−1 + θ)− crθ] + β{−8 f ( f + dγ)+

β[a + ct(−1 + θ)− crθ]2}} (24)

π3∗
S =

{b( f + dγ) + β[a + ct(−1 + θ)− crθ]}2

16β2 (25)

π3∗
E =

( f + dγ)2

2β
(26)

Proposition 3. The optimal energy storage technology level t3∗, the optimal wholesale electricity
price w3∗, the optimal demand q3∗, as well as the generator’s profit π3∗

G and the seller’s profit
π3∗

S for the power supply chain in Scenario 1 are shown above.

3.1.4. Scenario 4: Supply Chain Decision Model for the Power Generator Leasing Energy
Storage Equipment Under Investment Subsidy

The decision functions of the power generator, seller, and energy storage provider
are, respectively:

π4
G = θq(w + pc − cr) + (1 − θ)q(w − ct)− f qe (27)

π4
S = θq(p − pc − w) + (1 − θ)q(p − w) (28)

π4
E = f qe − 1

2
βt2 +

1
2

αβt2 (29)
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According to the inverse induction method, it can be obtained:

q4 =
a + bqe − w − pcθ

2
(30)

Next, the power generator decides on the wholesale electricity price w and the energy
storage provider decides on the level of energy storage technology t simultaneously. It can
be obtained that the wholesale electricity price w and the level of energy storage technology
t are, respectively:

t4∗ = − f
(−1 + α)β

(31)

w4∗ = 1
2
[a + ct + crθ +

b f
β − αβ

− (ct + 2pc)θ] (32)

q4∗ = 1
4
[a +

b f
β(1 − α)

+ ct(−1 + θ)− crθ] (33)

Substituting Equations (31)–(33) into Equations (27) and (29) yields the equilibrium
profits of the power generation’s profit, the power seller’s profit, and the energy storage
provider’s profit:

π4∗
G =

1

8(1 − α)2β2
{ f 2[b2 + 8(−1 + α)β]− 2b f (−1 + α)β[a + ct(−1 + θ)− crθ]

+(−1 + α)2β2[a + ct(−1 + θ)− crθ]2}
(34)

π4∗
S =

{b f + (1 − α)β[a + ct(−1 + θ)− crθ]}2

16(−1 + α)2β2
(35)

π4∗
E =

f 2

2β(1 − α)
(36)

Proposition 4. The optimal energy storage technology level t4∗, the optimal wholesale electricity
price w4∗, the optimal demand q4∗, as well as the generator’s profit π4∗

G and the seller’s profit
π4∗

S for the power supply chain in Scenario 1 are shown above.

3.2. Model Analysis

This section analyses the impacts of renewable energy quota obligation, subsidy
amount per unit of discharge, and subsidy ratio of energy storage investment on the level
of energy storage technology, electricity demand, power generator profits, and electricity
seller profits. The equilibrium solutions for the four scenarios are also compared.

Inference 1. As the renewable energy quota obligation increases, there is

(1) ∂t1∗
∂θ < 0, ∂t2∗

∂θ < 0, ∂t3∗
∂θ = 0, ∂t4∗

∂θ = 0;

(2) ∂q1∗
∂θ < 0, ∂q2∗

∂θ < 0, ∂q3∗
∂θ < 0, ∂q4∗

∂θ < 0;

(3) ∂π1∗
G

∂θ < 0, ∂π2∗
G

∂θ < 0, ∂π3∗
G

∂θ < 0, ∂π4∗
G

∂θ < 0;

(4) ∂π1∗
S

∂θ < 0, ∂π2∗
S

∂θ < 0, ∂π3∗
S

∂θ < 0, ∂π4∗
S

∂θ < 0.

Inference 1(1) demonstrates that, as the renewable energy quota obligation increases,
the investment of the generator in the level of energy storage technology decreases. The
reason for this is that, when the renewable energy quota obligation increases, the power
generator is required to create a greater amount of renewable energy. According to Zou
et al., the cost of renewable energy can be competitive with fossil energy by 2030–2050 as the
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relevant technology matures [33]. Therefore, at present, this study continues to believe that
the cost of producing renewable energy is higher than that of conventional thermal power.
Due to resource constraints, the increase in the cost of power generation will cause power
producers to consider reducing the cost of investing in energy storage, thus inhibiting the
level of energy storage technology. Furthermore, the level of energy storage technology will
remain unchanged in both generator leasing scenarios with the increase in the renewable
energy quota obligation. Since the energy storage provider determines the level of energy
storage technology in both scenarios, the RPS does not impose any limitations on the energy
storage provider. Inference 1(2) demonstrates that the electricity demand decreases in all
scenarios as the renewable energy quota obligation increases. This is because, in generator
investment scenarios, a decrease in the level of energy storage technology results in a drop
in the amount of electricity needed. In generator leasing scenarios, when the renewable
energy quota obligation increases, the electricity seller’s profit decreases. To compensate,
the seller often raises the market price of electricity to improve their profit. However, this
increase in price results in a fall in the electricity demand. Inference 1(3)–(4) show that, as
the renewable energy quota obligation increases, the profits of both the power generator
and seller decrease. The increase in the renewable energy quota obligation leads to an
increase in the cost of electricity generation for the generator and the cost of obtaining
green certificates for the electricity seller. Consequently, both profits decline.

Inference 2. As the subsidy amount per unit of discharge increases, there is

(1) ∂t1∗
∂d > 0, ∂t3∗

∂d > 0;

(2) ∂q1∗
∂d > 0, ∂q3∗

∂d > 0;

(3) ∂π1∗
G

∂d > 0, when 0 < f < f1, ∂π3∗
G

∂d > 0, when f > f1, ∂π3∗
G

∂d < 0;

(4) ∂π1∗
S

∂d > 0, ∂π3∗
S

∂d > 0.

f1 = b{bdγ+β[a+ct(−1+θ)−crθ]}
4β−b2

Inference 2(1)–(2) show that, as the subsidy amount per unit of discharge increases,
both the level of energy storage technology and the electricity demand rise. A larger
subsidy per unit of discharge reduces the financial burden of investing in energy storage,
making investors more inclined to invest more in higher technology levels. Advanced
energy storage technology results in a more reliable electricity supply, hence boosting
electricity demand. Inference 2(3) demonstrates that, as the subsidy for energy storage
per unit of discharge increases, the power generator’s profit in the generator investment
scenario increases. However, in the generator leasing scenario, the power generator’s profit
first grows and subsequently decreases. In the generator investment scenario, the increase
in the subsidy amount per unit of discharge will provide the generator with more financial
assistance. Additionally, an increase in electricity demand will result in higher profits from
the sale of electricity. In the generator leasing scenario, when the energy storage subsidy
per unit of discharge exceeds a certain threshold, the energy storage provider is inclined
to make substantial investments in energy storage technology. When the energy storage
technology reaches a high level, the generator’s profit decreases since the cost of leasing
storage equipment exceeds the revenue gained from selling additional electricity. Inference
2(4) shows that, as the subsidy amount per unit of discharge increases, the power seller’s
profit rises in all cases. This is because the power seller’s profit is not affected by the energy
storage factor and increases only due to the increase in electricity demand.
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Inference 3. As the subsidy ratio of energy storage investment increases, there is

(1) ∂t2∗
∂α > 0, ∂t4∗

∂α > 0;

(2) ∂q2∗
∂α > 0, ∂q4∗

∂α > 0;

(3) ∂π2∗
G

∂α > 0, when 0 < f < f2, ∂π4∗
G

∂α > 0, when f > f2, ∂π4∗
G

∂α > 0;

(4) ∂π2∗
S

∂α > 0, ∂π4∗
S

∂α > 0.

f2 = b(−1+α)β[a+ct(−1+θ)−crθ]
b2+4(−1+α)β

Inference 3(1)–(2) show that both the level of energy storage technology and elec-
tricity demand rise as the subsidy ratio of energy storage investment increases. The
reason is similar to those assigned to Inferences 2(1)–(2) and will not be repeated here.
Inference 3(3) shows that, as the subsidy ratio of energy storage investment increases, the
power generator’s profit in the generator investment scenario also increases, while the
power generator’s profit in the generator leasing scenario first grows and subsequently de-
creases. The reason is similar to that for Inference 2(3). Inference 3(4) shows that the power
seller’s profit increases in all scenarios as the subsidy ratio of energy storage investment
increases. The reason is similar to that for Inference 2(4).

Inference 4. Comparison of discharge subsidy and investment subsidy in the scenario where the
power generator invests in energy storage

(1) When 0 < α < α1, t1∗ > t2∗; when α1 < α < 1, t1∗ < t2∗.
(2) When 0 < α < α1, q1∗ > q2∗; when α1 < α < 1, q1∗ < q2∗.
(3) When 0 < α < α2, π1∗

G > π2∗
G ; when α2 < α < 1, π1∗

G < π2∗
G .

(4) When 0 < α < α1, π1∗∗
S > π2∗

S ; when α1 < α < 1, π1∗
S < π2∗

S .

α1 = dγ(4β−b2)
β{4dγ+b[a+ct(−1+θ)−crθ]} , α2 =

2d(4β−b2)γ{2dγ+b[a+ct(−1+θ)−crθ]}
β{4dγ+b[a+ct(−1+θ)−crθ]}2

Inference 4(1)–(2) demonstrate that, when the subsidy ratio of energy storage invest-
ment is above the threshold α1, the investment subsidy has a greater capacity to enhance
the level of energy storage technology and stimulate electricity demand. This is because a
higher subsidy ratio for energy storage investment allows the power generator to obtain
more financial support through the investment subsidy. As a result, they will have more
funds available to invest in energy storage, which in turn promotes the level of energy
storage technology. Since electricity demand is positively correlated with the level of
energy storage technology, an increase in the latter will result in a corresponding increase
in the former. When the subsidy ratio of energy storage investment is low, the financial
assistance received by the generator through the investment subsidy will be comparatively
less than the discharge subsidy. This leads to a higher level of energy storage technology
and electricity demand under the discharge subsidy. In addition, the threshold α1 is nega-
tively correlated with the sensitivity coefficient of energy storage technology level, which
is lower as the consumer prefers a more stable electricity supply. Thus, if customers exhibit
a stronger preference towards the level of energy storage technology, the government can
implement more investment subsidies, which will be more favorable to the level of energy
storage technology and electricity demand.

Inference 4(3) demonstrates that the investment subsidy benefits the power genera-
tor’s profit more when the subsidy ratio of energy storage investment exceeds the threshold
α2. This is because when the government sets a low investment subsidy ratio, the generator
receives less financial support through the investment subsidy compared to the discharge
subsidy. In this case, the discharge subsidy is more favorable to the power generator’s
profit, and vice-versa for the investment subsidy. In addition, the threshold α2 is positively
correlated with the cost coefficient of energy storage investment. As the energy storage
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industry develops, the cost coefficient of energy storage investment will decrease due to
the learning effect and scale effect. Therefore, when the energy storage industry reaches a
mature stage, the investment subsidy becomes more advantageous for the power gener-
ator’s profit. Inference 4(3) demonstrates that, when the subsidy ratio of energy storage
investment is high, the investment subsidy has a more favorable impact on the power
seller’s profit improvement. This is because the level of storage technology, electricity
demand, and market price of electricity are higher under investment subsidy, and therefore,
the power seller’s profit is higher.

Inference 5. Comparison of discharge subsidy and investment subsidy in the scenario where the
power generator leases energy storage equipment

(1) When 0 < α < α3, t3∗ > t4∗; when α3 < α < 1, t3∗∗ < t4∗.
(2) When 0 < α < α3, q3∗ > qIL∗

; when α3 < α < 1, q3∗ < q4∗∗ .
(3) When 0 < f < f3or f > f4, π3∗

G > π4∗
G ; when f3 < f < f4, π3∗

G < π4∗
G .

(4) When 0 < α < α3, π3∗
S > π4∗

S ; when α3 < α < 1, π3∗
S < π4∗

S .

α3 = dγ
f+dγ , f3 = b(1−α){bdγ+2β[a+ct(−1+θ)−crθ]}

b2(−2+α)−8(−1+α)β
, f4 = dγ(1−α)

α

Inference 5(1)–(2) demonstrate that, when the subsidy ratio of energy storage invest-
ment is below the threshold α3, the discharge subsidy has a stronger positive impact on the
level of energy storage technology and electricity demand. This occurs because a fall in
the investment subsidy ratio results in a reduction in the financial support received by the
energy storage provider, who acts as the investor in energy storage. Consequently, their
motivation to invest in energy storage diminishes. Consumer preference for energy storage
technology directly affects electricity demand. When energy storage technology is at a
lower level, electricity demand decreases accordingly. In the pre-development period of the
energy storage industry, energy storage technologies are not yet fully mature, and the initial
investment costs of the equipment are relatively high. Consequently, the lease coefficient of
energy storage equipment f is also higher. Since the threshold α3 is negatively correlated
with f , α3 is relatively low at this stage, and the subsidy ratio of energy storage investment
is likely to exceed this threshold. It is recommended that the government implement more
investment subsidies. The practical reason is that the cost of investing in energy storage
technologies is relatively high at this stage, which reduces the willingness to invest. The
government needs to provide a higher subsidy ratio of energy storage investment to en-
courage investment in energy storage technologies and thereby promote the improvement
in energy storage technology levels. Therefore, in the early stages of energy storage in-
dustry development, it is recommended that the government implement more investment
subsidy policies. However, as the energy storage industry gradually matures, technologies
continue to advance, equipment costs gradually decrease, and the market scale expands,
the lease coefficient will also decrease accordingly. Implementing discharge subsidies can
more directly increase the utilization rate of energy storage equipment, increase discharge
volumes, and thereby enhance energy storage technology levels and electricity demand.

Inference 5(3) demonstrates that, if the lease coefficient of energy storage equipment is
either too low or too high, the discharge subsidy is more conducive to the power generator’s
profit. This is because the low lease coefficient of energy storage equipment leads to a high
α3, then the level of storage technology and electricity demand under the discharge subsidy
is more likely to be higher than under the investment subsidy. As a result, the power
generator under the discharge subsidy can generate more profit by selling electricity. When
the lease coefficient of energy storage equipment is too high, the revenue generated by
energy storage is insufficient to offset the cost of the lease. At this time, α3 is low, indicating
that the level of energy storage technology under the discharge subsidy is lower than that
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under the investment subsidy, and therefore, the generator’s storage leasing cost is lower;
so, the generator’s profit under the discharge subsidy will be relatively higher. Inference
5(4) demonstrates that a lower lease coefficient of energy storage equipment leads to a
more advantageous discharge subsidy for the power seller’s profit. The reason is similar to
that for Inference 4(4).

Inference 6. Comparison of the scenarios where the power generator invests in energy storage or
leases energy storage equipment under the discharge subsidy policy

(1) When 0 < f < f5, t1∗ > t3∗; when f > f5, t1∗ < t3∗.
(2) When 0 < f < f5, q1∗ > q3∗; when f > f5, q1∗ < q3∗.
(3) π1∗

G > π3∗
G .

(4) When 0 < f < f5, π1∗
S > π3∗

S ; when f > f5, π1∗
S < π3∗

S .

f5 = b{bdγ+β[a+ct(−1+θ)−crθ]}
4β−b2

Inference 6(1)–(2) demonstrate that, when the lease coefficient of energy storage
equipment is below the threshold f5, it is more advantageous for the power generator to
make its investment in energy storage, considering the level of energy storage technology
and electricity demand. When the lease coefficient of energy storage equipment is high,
it indicates that the energy storage industry is in its early stage. Encouraging power
generators to lease energy storage equipment can not only reduce their initial investment
risks but also accelerate the dissemination of and improvement in technology through
learning effects. As the industry matures, power generators directly invest in energy
storage equipment, enabling them to fully exploit economies of scale, reduce unit costs,
and thereby promote the improvement in energy storage technology levels and the increase
in electricity demand. In addition, the threshold f5 is positively correlated with the subsidy
amount per unit of discharge. Therefore, when the energy storage industry is dominated by
power generators, the government can increase this threshold f5 by increasing the subsidy
amount per unit of discharge. Whereas when the energy storage industry is dominated by
energy storage providers, the government can increase the threshold f5 by decreasing the
subsidy amount per unit of discharge. This will help maximize the overall level of energy
storage technology and electricity demand. In addition, f5 is also positively correlated with
the sensitivity coefficient of energy storage technology level. Thus, when consumers have
a stronger preference towards a specific level of energy storage technology, investment
in energy storage by generators is more favorable to the level of storage technology and
electricity demand.

Inference 6(3) demonstrates that the power generator’s profit in the generator in-
vestment scenario is higher than that in the generator leasing scenario. The discharge
subsidy can efficiently alleviate the cost of the generator’s investment in energy storage.
Inference 6(4) demonstrates that, when the lease coefficient of energy storage equipment is
below the threshold f5, the generator investment scenario is more favorable to the power
seller’s profit. The reason is similar to that for Inference 4(4).

Combined with Corollary 6(1)–(4), it can be seen that, when the lease coefficient
of energy storage equipment is below the threshold f5, all equilibrium solutions in the
generator investment scenario will exceed those in the generator leasing scenario. In
turn, this threshold is positively correlated with the subsidy amount per unit of discharge.
Therefore, if the government implements a discharge subsidy, it is advisable to incentivize
power generators to invest in energy storage when the subsidy amount per unit of discharge
is high. This will guarantee that the level of energy storage technology, electricity demand,
power generators’ profits, and power sellers’ profits are all relatively better.

42



Energies 2025, 18, 2152

Inference 7. Comparison of the scenarios where the power generator invests in energy storage or
leases energy storage equipment under the investment subsidy policy

(1) When 0 < f < f6, t2∗ > t4∗; when f > f6, t2∗ < t4∗.
(2) When 0 < f < f6, q2∗ > q4∗; when f > f6, q2∗ < q4∗.
(3) π2∗

G > π4∗
G .

(4) When 0 < f < f6, π2∗
S > π4∗

S ; when f > f6, π2∗
S < π4∗

S .

f6 = b(1−α)β[a+ct(−1+θ)−crθ]
4β(1−α)−b2

Inference 7(1)–(2) demonstrate that, when the lease coefficient of energy storage
equipment exceeds the threshold f6, it is more favorable for the power generator to lease
energy storage equipment to increase the level of energy storage technology and electricity
demand, for the same reason as that for Inference 6. In addition, the threshold f6 is
negatively correlated with the sensitivity coefficient of energy storage technology level.
When consumer preference for energy storage is stronger, the level of energy storage
technology and electricity demand in the generator leasing scenario is more likely to be
greater than in the generator investment scenario. As a result, generators are more inclined
to lease energy storage equipment at this time.

Inference 7(3) demonstrates that the power generator’s profit is higher in the generator
investment scenario than in the generator leasing scenario. The reason is similar to that
for Inference 6(3) and will not be repeated here. Inference 7(4) demonstrates that, when
the lease coefficient of energy storage equipment is below the threshold f6, the generator
investment scenario is more favorable to the power seller’s profit. The reason is similar to
that for Inference 6(4).

Combined with Corollary 7(1)–(4), it can be seen that, when the lease coefficient
of energy storage equipment is below the threshold f6, all equilibrium solutions in the
generator investment scenario exceed those in the generator leasing scenario. The threshold
is positively correlated with the lease coefficient of energy storage equipment. Thus, when
the government implements the investment subsidy, it is advisable to incentivize power
generators to invest in energy storage if the subsidy ratio is large. This will guarantee that
the level of energy storage technology, electricity demand, power generators’ profits, and
power sellers’ profits are all relatively better.

4. Numerical Analysis

In this section, we employ numerical analysis methods to effectively show the impact
of energy storage models and energy storage subsidies on the decision-making of the power
supply chain under RPS. This section refers to Yan et al. and Chen et al. and energy storage
subsidy policies implemented by various provinces and cities in China [22,32].

4.1. Impact of Renewable Energy Quota Obligation and Subsidy Amount per Unit of Discharge on
Equilibrium Solutions

This section analyses the impact of renewable energy quota obligation and subsidy
amount per unit of discharge on the equilibrium solution. The parameters were set as
a = 10, b = 0.6, f = 0.5, ct = 0.3, cr = 0.4, α = 0.1, γ = 0.8, and β = 0.5, and we took
θ ∈ (0, 1) and d ∈ (0, 1). Observing Figure 3a–d, we find:
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(a) (b) 

  
(c) (d) 

Figure 3. The impact of renewable energy quota obligation and subsidy amount per unit of discharge
on the level of energy storage technology (a), electricity demand (b), power generator’s profit (c), and
power seller’s profit (d).

Figure 3a shows that the level of energy storage technology in scenarios 1 and
2 decreases as the renewable energy quota obligation increases, and the level of energy
storage technology in scenarios 1 and 3 increases as the subsidy amount per unit of dis-
charge increases. Figure 3b shows that the electricity demand decreases with the increase
in renewable energy quota obligation in all four scenarios, and the electricity demand
increases with the increase in subsidy amount per unit of discharge in scenarios 1 and 3.
Figure 3c,d shows that the power generator’s profit and power seller’s profit decreases
with the increase in renewable energy quota obligation in all four scenarios, and the power
generator’s profit and power seller’s profit increases with the increase in subsidy amount
per unit of discharge in scenarios 1 and 3, which aligns with Inference 1. From Inference 1,
it can be inferred that the renewable energy quota obligation has a negative impact on the
equilibrium solution in all scenarios. However, when looking at the graph trend, it is evi-
dent that the inhibitory effect of the renewable energy quota obligation on the equilibrium
solution is quite small compared to the effect of the subsidy amount per unit of discharge.
Although RPS may reduce the level of energy storage technology and electricity demand,
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the implementation of a discharge subsidy can easily offset the suppressive effects of the
RPS, even if the subsidy amount per unit of discharge is relatively small. Furthermore,
RPS ensures the consumption of renewable energy; hence, the overall advantages surpass
the drawbacks. In addition, the threshold of the subsidy amount per unit of discharge for
each equilibrium solution in scenario 3 over scenario 4 is relatively small, between 0 and
0.1. It is worth noting that the storage subsidy policies implemented in China indicate that
there is virtually no subsidy amount per unit of discharge within this range in practical
terms. Consequently, the discharge subsidy in the generator leasing scenario exhibits a
more favorable policy impact compared to the investment subsidy.

4.2. Impact of Renewable Energy Quota Obligation and Subsidy Ratio of Energy Storage
Investment on the Equilibrium Solution

This section analyses the impact of renewable energy quota obligation and subsidy
ratio of energy storage investment on the equilibrium solution. The parameters were set
as a = 10, b = 0.6, f = 0.5, ct = 0.3, cr = 0.4, γ = 0.8, β = 0.5, and d = 0.3, and we
took θ ∈ (0, 1) and α ∈ (0, 0.4). As can be seen from the implemented energy storage
subsidy policies, no investment subsidy policy in practice sets the ratio at greater than 30%.
The upper limit of a was set to 40% to facilitate a more intuitive comparison. Observing
Figure 4a–d, we find:

  
(a) (b) 

  
(c) (d) 

Figure 4. The impact of renewable energy quota obligation and subsidy ratio of energy storage
investment on the level of energy storage technology (a), electricity demand (b), power generator’s
profit (c), and power seller’s profit (d).
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Figure 4a shows that the level of energy storage technology in scenarios 2 and
4 increases as the subsidy ratio of energy storage investment increases. This effect is
particularly prominent in scenario 2, where a higher subsidy ratio leads to a more signifi-
cant increase in the level of energy storage technology. Figure 4b shows that the electricity
demand in scenarios 2 and 4 increases with the increase in the subsidy ratio of energy
storage investment. Figure 4c,d show that the power generator’s profit and the power
seller’s profit in scenarios 2 and 4 increase with the increase in the subsidy ratio of energy
storage investment. Similar to the findings in Section 4.1, it is evident here that the re-
duction in the equilibrium solution caused by the renewable energy quota obligation is
minimal compared to the influence of the subsidy ratio of energy storage investment. And
the implementation of investment subsidies can easily compensate for this disincentive.
Considering that RPS guarantees the consumption of renewable energy, it is beneficial
to simultaneously apply RPS and investment subsidies. In addition, the threshold of the
subsidy ratio of energy storage investment for each equilibrium solution in scenario 4 over
scenario 3 is relatively large, ranging from 0.3 to 0.4. It is worth noting that the storage
subsidy policies implemented in China indicate that there is virtually no subsidy ratio of
energy storage investment within this range in practical terms. Therefore, the policy impact
of the discharge subsidy in the generator leasing scenario is more favorable compared to
the investment subsidy. Furthermore, the magnitude of the growth in each equilibrium
solution in the generator investment scenario becomes more pronounced when the subsidy
ratio of energy storage investment rises. This indicates that the impact of the policy is
more noteworthy when power generators invest in energy storage under the investment
subsidy policy.

The implementation of RPS can increase the consumption of renewable energy and
enhance environmental benefits. However, it will also increase the production cost of
renewable energy and the intermittency problem will affect the stability of power supply,
which will affect the profit of power producers. However, combining Figures 3c and 4c,
it can be observed that, under the combination of RPS and energy storage subsidy policy,
the profit of power producers is enhanced. This is because, on the one hand, the electricity
consumption side favors more stable electricity, and the improvement in the level of energy
storage technology enhances the stability of electricity and raise the demand for electricity,
thus boosting the profitability of power generators. On the other hand, the addition of the
energy storage subsidy policy can very effectively reduce the pressure on power generators
to invest in energy storage, thereby reducing the cost of energy storage investment.

4.3. Impact of Lease Coefficient of Energy Storage Equipment on the Equilibrium Solution

This section analyses the impact of the lease coefficient of energy storage equipment
on the equilibrium solution. The parameters were set as a = 10, b = 0.6, ct = 0.3, cr = 0.4,
α = 0.1, γ = 0.8, β = 0.5, d = 0.3, and θ = 0.3, and we took f ∈ (0, 1). Observing
Figure 5a–d, we find:

Scenarios 1 and 2 are both the generator investment scenarios. The equilibrium
solutions for these scenarios do not depend on the lease coefficient of energy storage
equipment. To facilitate observation and comparison, these two scenarios are also depicted
in the image. Figure 5a,b,d show that the level of energy storage technology, the electricity
demand, and the power seller’s profit in scenarios 3 and 4 all increase when the lease
coefficient of energy storage equipment increases. When f < 1, the equilibrium solutions
in scenarios 3 and 4 are smaller than those in scenarios 1 and 2, and they tend to surpass
the equilibrium solutions in scenarios 1 and 2. Nevertheless, the lease coefficient of energy
storage equipment in practice has already surpassed the range established in this study,
making it challenging to obtain such a high number. Thus, it can be inferred that, overall,
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the energy storage technology level, electricity demand, and power seller’s profit are higher
in the generator investment scenario compared to the generator leasing scenario. It is worth
noting that, in Figure 5c, the power generator’s profit grows and subsequently decreases
when the lease coefficient of energy storage equipment increases in scenarios 3 and 4, and
it does not surpass the power generator’s profits in scenarios 1 and 2. This is because,
in our model, the profit of the electricity generator in the scenario of generator leasing
is affected by both the cost of the energy storage lease and the revenue from electricity
sales. The cost of leasing energy storage equipment is directly related to lease coefficient of
energy storage equipment f . Revenue from electricity sales is affected by the level of energy
storage technology, which in turn affects the stability and reliability of electricity supply.
Higher levels of energy storage technology lead to a higher demand for electricity, which in
turn leads to higher revenues. However, when f exceeds a certain threshold, the additional
cost of leasing energy storage equipment can begin to outweigh the increased revenue
from electricity sales. It is clear from Figure 5c that there exists a value of f that makes
the generator’s profit optimal, and the generator can flexibly adjust its storage strategy by
observing the cost of storage leasing in the market.

  
(a) (b) 

  
(c) (d) 

Figure 5. The impact of the lease coefficient of energy storage equipment on the level of energy storage
technology (a), electricity demand (b), power generator’s profit (c), and power seller’s profit (d).
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5. Conclusions and Policy Implications

Despite the promise of energy storage to enhance the proliferation of renewable energy,
there is presently insufficient research regarding the influence of various energy storage
policies and models on decision-making within the power supply chain. Therefore, this
article focused on the impact of different energy storage subsidy policies combined with
different energy storage models under RPS, which provides a basis for energy storage
decision-making in the electricity supply chain. In this article, four scenarios were presented
and two types of supply chain models were developed to illustrate this point. By analyzing
the equilibrium solutions, we identified the following key findings:

1. In the scenario of generator investment or generator leasing, a higher subsidy ratio for
energy storage investment is advantageous in increasing the level of energy storage
technology and electricity demand. During the pre-development stage of the energy
storage industry, stable power supply is crucial for the power consumption side. If
power generators invest in energy storage, it will be more beneficial for the investment
subsidy to enhance the level of energy storage technology and electricity demand.
Additionally, during this time, the lease coefficient of energy storage equipment is
also relatively high. Consequently, if power generators opt to lease energy storage
equipment, it will be more beneficial for the investment subsidies to enhance the
level of energy storage technology and electricity demand. Conversely, in the mature
stage of the energy storage industry, regardless of the energy storage models, it is
more beneficial for discharge subsidies to enhance both levels of technology and
electricity demand.

2. The model of power generators investing in energy storage becomes more advanta-
geous for increasing their profits when the discharge subsidy or investment subsidy
is implemented. When the lease coefficient of energy storage equipment is low, this
model also becomes more favorable for enhancing energy storage technology and
meeting electricity demand. In the early stages of development in the energy storage
industry, the lease coefficient of energy storage equipment tends to be high, leading
power generators to invest in energy storage equipment primarily to maximize their
profits. However, this approach does not contribute significantly to improving the
level of energy storage technology or meeting electricity demand. Conversely, in the
mature stage of the energy storage industry, power generators choose to invest in
energy storage not only to maximize their profits but also to enhance the level of
energy storage technology and meet electricity demand.

3. An increase in either the subsidy amount per unit of discharge or the subsidy ratio
of energy storage investment has a positive impact on the level of energy storage
technology, electricity demand, and the profits of electricity sellers. This policy effect
is particularly significant when power generators invest in energy storage under the
investment subsidy policy. In the mature stage of the energy storage industry, when
the subsidy ratio of energy storage investment is low, power generators can improve
their profits by relying on a higher subsidy amount per unit of discharge or a higher
subsidy ratio of energy storage investment.

4. The increase in the renewable energy quota obligation imposes constraints on energy
storage technology, electricity demand, and the revenues of power generators and sell-
ers. However, whether it is implemented with a discharge subsidy or an investment
subsidy, its constraining effect is relatively minor. The Renewable Portfolio Standard
(RPS) significantly influences the consumption of renewable energy. As the quota
obligation increases, so does the consumption of renewable energy. Therefore, RPS
plays a beneficial role in advancing renewable energy.

The aforementioned findings may offer valuable managerial insights and policy implications.
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Firstly, when the government considers providing subsidies for energy storage or
when power generators choose energy storage models, it is important to consider the level
of preference that consumers have for a reliable electricity supply. If consumers strongly
prefer a certain level of energy storage technology, then government investment subsidies
will be more beneficial in promoting the adoption of advanced energy storage technology
and meeting electricity demand. Similarly, if consumers have a strong preference for
specific energy storage technology when discharge subsidies are implemented by the
government, power generators may choose to invest independently in order to maximize
profits and meet consumer demands. In cases where consumers strongly favor particular
levels of energy storage technology while the government implements investment subsidies,
additional incentives should be provided to power generators who opt to lease energy
storage equipment. This approach will encourage power generators to lease energy storage
equipment and ultimately promote the advancement of energy storage technology and
meet electricity demand.

Secondly, when the government considers providing subsidies for energy storage or
when power generators are choosing energy storage models, it is important to consider the
different development stages of the energy storage industry. During the pre-development
stage of the energy storage industry, it is recommended that the government implement
an investment subsidy policy and encourage power generators to lease energy storage
equipment. As the energy storage industry matures, it is recommended that the subsidy
ratio of energy storage investment be gradually reduced. This will help prompt energy
storage investment companies to stop relying on subsidies and focus on improving their
technological competitiveness, which will in turn promote sustainable development of
the industry. In implementing this policy, the government may also consider providing
additional incentives to power generators who choose to lease energy storage equipment.
This approach will restructure the energy storage industry towards a focus on power
generators leasing energy storage equipment, which can promote advancements in en-
ergy storage technology and meet electricity demand. When the energy storage industry
develops to a mature stage, it is advisable for the government to implement discharge
subsidies and encourage power generators to invest in their own energy storage systems.
By increasing the subsidy amount per unit of discharge, more power generators can be
encouraged to invest in this technology. This strategy will shift focus within the industry
towards power generator investment in their own energy storage systems, promoting
further improvements in technology and meeting electricity demand.

Finally, it is imperative for the government to persist in enforcing RPS. As renewable
energy technology advances, it is essential to gradually raise the renewable energy quota
obligation to encourage the consumption of renewable energy. Moreover, the government
can simultaneously implement an energy storage subsidy policy alongside RPS. On the
one hand, RPS holds the authority to establish quota obligations and compel enterprises to
consume renewable energy. On the other hand, the purpose of the energy storage subsidy
is to enhance energy storage technology and improve the stability of renewable energy.
This will ultimately enable firms to consume more renewable energy and assist them in
meeting their RPS consumption objectives.
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Abstract: There is a lack of comprehensive evaluation on the impact of ESG rating differ-
ences on the green transformation of energy enterprises in the transition era. This study
leverages data from companies listed on the Shanghai Stock Exchange in China, applying
double machine-learning algorithms to precisely estimate the causal relationship between
variations in ESG ratings and the green transition efficiency of energy companies. The
research shows that the difference in ESG ratings of third-party rating agencies significantly
promotes the efficiency of green transformation of energy enterprises. This paper also
studies the influencing factors of this effect: First, ESG rating differences significantly
promote the improvement of green transition efficiency of energy enterprises; Second,
the positive effect is more pronounced in energy companies with more balanced board
structures. Finally, energy companies with high capital market attention can also contribute
to this positive impact. Through the mechanism test, this paper finds that enterprise green
innovation is an important mechanism for ESG rating divergence to positively promote the
efficiency of energy enterprises’ green transformation. Furthermore, this paper analyzes
the impact of ESG rating on enterprises from the perspective of market cognition and short-
term behavior, which provides a new perspective for analyzing the practice of enterprises
pursuing long-term transformation. The study also calls for a more sober reflection on the
trend toward ESG in society.

Keywords: ESG rating discrepancies; green transformation efficiency; internal governance;
double machine learning

1. Introduction

Against the backdrop of global environmental deterioration, increasingly severe en-
vironmental issues have drawn widespread attention from various sectors around the
world [1]. Currently, the pursuit of green and sustainable development has become a core
issue of our time [2]. In China, all sectors of society have deeply realized the necessity of
abandoning the previous development model characterized by “high energy consumption
and high emissions” [3], shifting instead towards promoting a green transformation of
the economy to achieve higher-quality growth [4]. In September 2020, China set clear
goals for reaching carbon peaking by 2030 and achieving carbon neutrality by 2060 [5].
Under the new normal, green innovation transformation plays a more significant role
than comprehensive energy innovation in driving economic growth and reducing energy
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consumption [4]. As the basic unit of economic development, the green transformation of
enterprises is particularly critical, especially for energy companies [6]. Researchers have
noted in their scientific reflections that energy companies hold a strategic and undeniable
role in the operation and further development of the modern economy [7]. Therefore,
the ability of energy companies to adopt green development practices and successfully
undergo transformation is crucial for reshaping economic growth patterns, achieving the
“dual carbon” targets, and fostering high-quality economic development [8].

In the current environment, environmental, social, and governance (ESG) issues have
become a focal point in recent years [9]. The term ESG represents an emerging invest-
ment and business concept that refers to the incorporation of environmental protection,
social responsibility, and corporate governance into investment decisions and business
practices [10]. It has become a key indicator for measuring a company’s sustainability per-
formance [11]. With the increasing demand for ESG-related information from stakeholders,
rating agencies have become essential players in this domain [12]. However, accurately
assessing corporate ESG performance presents considerable challenges [13]. In practice, dis-
crepancies in ESG ratings often arise due to conflicts of interest or differences in evaluation
methodologies among rating agencies [14]. These rating discrepancies leave stakeholders
confused when making decisions based on ESG scores and have attracted widespread
attention from the academic community [15]. It is noteworthy that discrepancies in ESG
ratings are a factor that stakeholders must consider carefully when making decisions based
on ESG scores [16]. Particularly in corporate decision-making processes, ESG ratings di-
rectly impact stock prices, earnings, and market performance [17,18]. Therefore, whether
companies will adopt strategic behaviors to reduce ESG rating discrepancies to cater to
rating agencies’ preferences and the potential consequences of these actions are crucial
topics for further research in both academia and business practice.

In this study, we analyze whether discrepancies in ESG ratings affect the efficiency
of green transformation in energy companies and explore the specific mechanisms of this
impact. The starting point of the research is the insufficient attention paid to the ESG
ratings of energy companies in the existing literature, limiting the possibility of an in-depth
understanding of the ESG performance of energy companies. Most existing studies focus
on the association between ESG ratings and corporate financial performance and their im-
portance in measuring a company’s ability to achieve sustainable development [19–24], but
they neglect the ratings themselves and their potential to influence carbon reduction efforts
in energy companies. Some scholars have begun to focus on the inherent issues of ESG
ratings, expressing concerns about their lack of transparency [25], unclear standards [26],
lack of consistency [14], and scale bias [27], pointing out that these issues may lead to
stakeholder misunderstandings of companies’ carbon reduction commitments [28]. The
scale bias of ESG ratings marginalizes small and medium-sized energy companies in their
carbon reduction efforts [29], despite these companies playing an equally indispensable
role in the overall energy transition [30–32]. Moreover, in the limited studies on ESG rating
discrepancies, scholars primarily focus on exploring their causes, such as differences in the
selection of evaluation indicators [33], measurement methods [34], weight allocation [35],
and subjective judgments [36].

While existing research provides valuable insights into the causes of ESG rating dis-
crepancies [36,37], the effects of these discrepancies on corporate value remain relatively
underexplored. Only a few studies have examined the impact of ESG rating discrepancies
from the perspectives of stock market reactions [38], financial constraints [36,39], and green-
washing [40]. Regarding ESG discrepancies and energy company green transformation
efficiency, existing research indicates that ESG investments can effectively secure the future
economic safety of energy companies in the context of green transformation [6]. Ref. [41]
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pointed out that the growing interest of investors in ESG encourages companies to seek
more sustainable development paths to meet ESG standards and investor demands [41].
Ref. [36] also noted that significant differences among ESG rating providers indicate that
investors and stakeholders must exercise caution when relying on these ratings for decision-
making, particularly in energy efficiency projects that require consistent evaluation [36].
Ref. [42] mentioned that ESG ratings may not significantly improve companies’ sustainable
development behavior and could mislead stakeholders [42]. Clément et al. (2022) [25]
further argued that ESG scores lack design features to measure sustainability concepts
such as temporality, impact, resource management, and interconnectedness, failing to
adequately capture sustainability [25].

In conclusion, the literature lacks sufficient evidence on the consequences of ESG rating
discrepancies, particularly regarding their impact on the sustainability of energy companies.
However, more scholars believe that ESG has a positive role in the green transformation of
energy companies. Therefore, linking ESG performance and its discrepancies with the green
transformation efficiency of energy companies provides a new perspective for analyzing the
role of ESG performance in the sustainable development of energy companies. Ref. [43] found
that differences in ESG practices across industries highlight the need for tailored approaches to
corporate green transformation [43]. Ref. [44] also argued that investors’ growing focus on ESG
factors has led to increased scrutiny of ESG differences between companies, prompting them
to strengthen their sustainability disclosures and accelerate green transformation initiatives to
meet stakeholder expectations [44]. Energy companies play a crucial role in society’s overall
carbon reduction process, and ESG ratings are a market-based supervisory measure for the
sustainable transformation of companies in the energy sector. However, there is still a gap
in research on how ESG ratings affect the green transformation of companies in the energy
industry, and no consensus has been reached on the relationship between the two. Whether
energy companies can address ESG rating discrepancies by improving green transformation
efficiency is still an unresolved question in academia. Therefore, under the guidance of the
concept of sustainable development, our research aims to fill this gap by examining the role
of ESG rating discrepancies in the sustainable development of energy companies from the
perspective of green transformation efficiency, providing new insights into the economic
consequences of ESG rating discrepancies.

To this end, we empirically examine whether and how ESG rating discrepancies
affect the green transformation efficiency of energy companies. Using a sample of listed
companies in China, we find strong evidence that ESG rating discrepancies significantly
promote the improvement of energy companies’ green transformation efficiency. From the
internal and external perspectives of corporate governance, we further find that the positive
impact of ESG rating discrepancies on energy companies’ green transformation efficiency
is less pronounced in companies with more balanced board structures and higher capital
market attention. In addition, by exploring the role of green innovation in this supervisory
process, this paper also provides an in-depth analysis of how ESG rating discrepancies
influence energy companies’ green transformation efficiency [45]. Finally, by examining
the impact of ESG rating discrepancies on the uncertainty and financial performance of
energy companies, we reveal their overall impact on the performance of energy companies.
Overall, our research reveals the significant impact of ESG ratings on the sustainability
outcomes of energy companies.

2. Theoretical Analysis and Hypothesis Formulation

To achieve sustainable development, energy companies have come under widespread
ESG evaluations [46]. Whether ESG discrepancies affect the efficiency of energy companies’
green transitions and contribute to their high-quality development is a question worth
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analyzing. Stakeholder theory suggests that companies should not only meet shareholder
interests but also consider the needs of a broad range of stakeholders [47]. ESG ratings,
as a key indicator of corporate sustainability performance, reflect how well companies
perform in environmental protection, social responsibility, and good governance [48].
However, the efficiency of green transitions in energy companies, which is a more implicit
assessment metric, is often not fully incorporated into ESG rating systems. Improving
green transition efficiency means energy companies can use energy more effectively in
their production processes, reducing waste and carbon emissions, thus reflecting their
capacity to respond to climate change and dual carbon policies. Nevertheless, this efficiency
improvement is essential for energy companies to progress efficiently towards a carbon-
neutral future. For most energy companies, zero carbon emissions in production are
impossible [49]. Only by improving green transition efficiency can companies advance
their carbon neutrality process.

In the context of pursuing sustainable development, ESG ratings, as a vital measure of
corporate sustainability performance, have been widely applied [50]. ESG ratings cover
environmental, social, and governance dimensions and aim to comprehensively reflect
corporate sustainability [51]. Prior research has demonstrated a significant positive corre-
lation between favorable ESG ratings and stock price premiums [52]. This indicates that
managers are strongly motivated to improve their companies’ ESG ratings to gain positive
recognition from the capital market and attract investors [53]. However, discrepancies in
ESG ratings can lead to mistrust and skepticism from the capital market, prompting man-
agers to take steps to reduce rating discrepancies to gain broader investor recognition [38].
Therefore, energy companies may aim to improve their sustainability performance by nar-
rowing ESG rating discrepancies, with green transitions being a key pathway to achieving
corporate sustainability. Through more efficient green transitions, companies can more ef-
fectively enhance resource utilization efficiency, reduce energy consumption, and promote
sustainable development.

In summary, driven by ESG rating discrepancies, energy companies will improve
their green transition efficiency to use energy more effectively, thereby pursuing enhanced
sustainability performance. Therefore, we propose Hypothesis 1:

H1. ESG rating discrepancies significantly promote the improvement of green transition efficiency
in energy companies.

Based on the above analysis, we believe that the extent of this positive effect varies
across energy companies with different board structures, thus affecting the improvement
of green transition efficiency. We will discuss this from three aspects.

First, we consider the impact of the proportion of independent directors on decision-
making in energy companies. Independent directors, as a key component of corporate
governance, bring more objective perspectives and higher professional expertise. They
can objectively assess strategic decisions, such as formulating and implementing plans to
improve green transition efficiency, thus improving the supervision and decision-making
quality of the board [54]. In companies with a higher proportion of independent directors,
ESG factors tend to carry more weight [55], as independent directors are more inclined to
consider long-term interests, corporate image, and social responsibility [56], which leads to
greater attention to ESG issues. Consequently, they more actively supervise environmental
policies, social responsibilities, and governance practices. Moreover, independent directors
often demand that energy companies take action to improve green transition efficiency
to meet social and environmental expectations [57]. Therefore, in cases of significant ESG
rating discrepancies, independent boards push companies to focus more on substantial sus-
tainability metrics such as green transition efficiency [58], directing resources toward these
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areas rather than merely striving for short-term improvements in ESG scores. As a result,
the positive impact of ESG discrepancies on improving green transition efficiency should
be more evident in energy companies with a higher proportion of independent directors.

Second, gender diversity on boards is another important factor. Research shows that
increasing the proportion of women on boards often leads to more cautious and forward-
thinking decision-making, with greater attention to long-term sustainability rather than
short-term gains [59]. Therefore, gender-diverse boards tend to be more innovative and
inclusive, capable of considering a broader range of stakeholder needs and expectations
and bringing different perspectives and approaches to decision-making [60]. This diversity
helps avoid groupthink and improve decision quality [61]. In this context, boards with a
higher gender ratio are more inclined to take actions that align with ESG standards rather
than merely pursuing short-term profit maximization. They focus more on substantive
sustainability metrics like green transition efficiency, as this aligns with environmental
and social responsibilities and long-term economic interests [62]. However, in companies
with a lower proportion of female directors, the lack of diversity may lead to boards being
overly focused on short-term performance evaluations, with less emphasis on long-term
projects. Consequently, resources may be allocated to issues yielding immediate returns,
reducing investment in green transition efficiency. Therefore, the positive impact of ESG
discrepancies on improving green transition efficiency should be more pronounced in
energy companies with higher gender diversity on their boards.

Lastly, the influence of the largest director on corporate strategy and operations is cru-
cial. The largest director typically refers to the board member with the most voting power
or influence, holding dominance in decision-making. If the largest director’s influence is
too great, it can lead to a dictatorship-like governance structure where decisions are overly
concentrated, lacking diversity and balance. In this case, companies may not fully weigh
various interests or engage in collective discussions. Individual directors, being irrational,
tend to pursue immediate returns and short-term interests, often prioritizing their own
interests over those of other stakeholders [63]. In these companies, when faced with ESG
rating discrepancies, managers may allocate resources to actions that reduce discrepancies
to gain market recognition, boost stock prices, and enhance personal interests. As a result,
green transition efficiency, which requires long-term investment, might be overlooked.
According to this analysis, for energy companies with a lower proportion of shares held by
the largest director, the positive impact of ESG discrepancies on improving green transition
efficiency should be more evident.

Thus, by examining the proportion of independent directors, gender diversity, and
the shareholding ratio of the largest director in governance structures, we propose the
second hypothesis:

H2. In energy companies with more balanced governance structures (higher proportions of
independent and female directors and lower largest director shareholding), the positive impact of
ESG rating discrepancies on green transition efficiency is more pronounced.

The capital market’s attention refers to the level of interest and responsiveness that the
market shows toward a particular company or industry. For the capital market, companies
with higher visibility tend to attract more investor attention, thereby securing more funding
and lower financing costs [64]. Therefore, the extent of this positive effect varies across
energy companies depending on their visibility in the capital market.

When capital market attention is high, companies’ actions will come under broader
public and investor scrutiny, and investors generally have higher expectations for compa-
nies’ environmental actions and climate change responses [65]. This creates pressure for
companies to not only focus on their ESG performance but also take substantive emission
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reduction measures. If a company’s actions do not match its ESG performance claims, the
company may face public skepticism and lose investor trust, risking stock price declines
and divestment [66]. In this situation, high market attention acts as a soft supervisory
mechanism [67], making companies more cautious about balancing ESG rating discrep-
ancies and green transition efficiency improvements. Aware of the high level of market
attention, companies understand that besides improving ESG performance, substantive
emission reductions are equally important. Thus, energy companies will focus more on
improving green transition efficiency to reduce carbon emissions and minimize negative
environmental impacts, thereby avoiding public and investor scrutiny.

In summary, we propose the third hypothesis:

H3. The positive impact of ESG rating discrepancies is more significant in energy companies with
higher capital market attention.

3. Research Design

3.1. Sample Selection and Data Sources

The sample in this paper consists of A-share companies listed on the Shanghai and
Shenzhen stock exchanges from 2007 to 2022. The ESG data of the companies comes from
the ratings of Wind, China Securities Index (CSI), FTSE Russell, SynTao Green Finance,
Minglang, and Bloomberg. All other data are obtained from the CSMAR database. For
the selection of energy sector companies, this paper follows the 2012 industry classifica-
tion standards of the China Securities Regulatory Commission (CSRC), with sub-sector
categories including coal mining and washing, oil and gas extraction, petroleum refining,
coking and nuclear fuel processing, electricity and thermal power production and supply,
and gas production and supply. Referring to existing literature, the following steps were
taken to process the raw data: (1) Financial companies were excluded since they typically
do not engage in industrial activities. (2) Companies labeled as ST or PT during the sample
period were excluded for the corresponding year. (3) Due to the contagious nature of
missing values in R Studio R 4.0.2, samples with missing data were removed.

3.2. Variable Quantification
3.2.1. ESG Rating Divergence

The explanatory variable ESG_dif represents ESG rating divergence. As ESG concepts
have continued to develop and deepen, numerous ESG rating agencies have emerged, each
with its unique calculation indicators and measurement methods. This paper selects six
representative ESG rating agencies: CSI, FTSE Russell, Minglang, Bloomberg, SynTao Green
Finance, and Wind, and calculates the standard deviation of their ratings to obtain ESG
rating divergence data. CSI and Wind ratings are divided into 9 levels, and SynTao Green
Finance ratings are divided into 10 levels, so these were assigned values ranging from 1 to
9 and 0 to 9, respectively. To make the scores of the other four agencies comparable, this
paper processed them accordingly. Referring to Sustainable Investing with ESG Rating
Uncertainty for data processing [38], Minglang ratings, for example, are divided into
19 enhanced levels from low to high, with the lowest level assigned a value of 0 points, the
second-lowest level assigned 1 point, and so on, with the highest level assigned 18 points.
The values were then multiplied by 9/18 to scale the scores down to 0 to 9. For Runling
Global, which has 7 levels and lacks C and CC levels compared to CSI and Wind, the
ratings would be 2 points lower. In other words, when a company is rated CCC, CSI
and Wind would assign a value of 3. For FTSE Russell and Bloomberg, the specific ESG
rating scores were processed by taking 10% of Bloomberg’s ESG score and 200% of FTSE
Russell’s score as sample data. If only one ESG rating is available, the divergence value is 0.
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After processing, the ESG ratings of the seven agencies all range from 0 to 9, meeting the
comparability requirements.

3.2.2. Corporate Green Transformation

This paper draws on the research method from How does digitalization affect the green
transformation of enterprises registered in China’s resource-based cities? Further analysis
of the mechanism and heterogeneity [68]. The measurement dimensions of environmental
performance (efflnincom) are expanded into four levels: public welfare, work rewards and
penalties, information disclosure, and pollution control. The specific scores of eight detailed
variables are used to describe the environmental performance of companies. Data related
to environmental performance from the CSMAR database are used as proxy variables, and
the corporate green transformation index is obtained by summing these scores.

3.2.3. Board Structure

This paper measures corporate governance structure from three aspects. As mentioned
earlier, companies with a higher proportion of independent directors, a higher proportion
of female directors, and a lower shareholding ratio of the largest shareholder are considered
to have a governance structure with a longer-term vision. Specifically, this paper uses the
proportion of independent directors to the total number of directors as the proportion of
independent directors (Indrcrat), the proportion of female directors to the total number of
directors as the proportion of female directors (Feldrcrat), and the shareholding ratio of the
largest shareholder to the total number of shares as the largest shareholder’s ownership
ratio (LrgHldRt).

3.2.4. Capital Market Attention

This paper uses analyst attention to companies as a proxy variable for capital market
attention. The number of research reports published by securities analysts on a company is
used as a measure to quantify analyst attention (gaze).

3.3. Control Variables

Referring to existing research, the following control variables are selected: firm
size (natural logarithm of total assets), cash ratio (CR: ending balance of cash and cash
equivalents/current liabilities), tangible asset ratio (TAR: total tangible assets/total as-
sets), intangible asset ratio (RIA: net intangible assets/total assets), fixed asset ratio (FAR:
net fixed assets/total assets), current asset ratio (CAR: total current assets/total assets),
working capital ratio (WCR: (current assets − current liabilities)/total assets), inventory
turnover ratio (RST: cost of sales/average net inventory balance), fixed asset turnover ratio
(TFR: revenue/ending balance of net fixed assets), and effective tax rate (ERT: income tax
expense/pre-tax profit) [69].

3.4. Construction of the Econometric Model

Double/Debiased Machine Learning (DML), proposed by [70], is a method that
improves the estimation of the non-parametric parts of models such as Partially Lin-
ear Regression (PLR) by leveraging the predictive advantages of machine learning in
high-dimensional scenarios [71]. In this paper, DML not only effectively addresses the
endogeneity problem caused by confounding factors in causal inference by analyzing
the variables that influence policy distortions but also eliminates regularization bias and
overfitting bias when estimating treatment effects using complex machine-learning meth-
ods in high-dimensional environments through orthogonalization and cross-fitting. As
a result, consistent estimates of the effect of ESG rating divergence on corporate green
transformation are obtained [72].
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This paper first constructs a simple, partially linear machine-learning model as follows:

Yi,t = θ0ESG_di f i,t + g(Xi,t) + Ui,t (1)

E(Ui,t|Policyi,t, Xi,t) = 0 (2)

Let i represent the firm, and t represent the year. Yi,t denotes the dependent variable,
which is the efficiency of green transformation in energy companies; ESG_di f i,t is the policy
variable, and θ0 is the coefficient of interest. Xi,t represents the set of high-dimensional
variables to be estimated, specifically comprising a collection of control variables. Ui,t is
the error term with a conditional mean of zero. We estimate Equations (1) and (2), resulting
in the following parameter estimates:

θ̂ = (
1
n∑i∈I,t∈T ESG_di f i,t

2)−1 1
n∑i∈I,t∈T ESG_di f i,t(Yi,t − ĝ(Xi,t)) (3)

where n is the sample size. In general machine-learning models, after regularization, the
given half of the sample information can be used to estimate the other half using the
above formula.

However, the above expression suffers from regularization estimation bias. The
random effects bias and factor influence bias are as follows:

√
n(θ̂0 − θ0) = (

1
n ∑i∈I,t∈T ESG_di f i,t

2)−1 1
n ∑i∈I,t∈T ESG_di f i,t Ui,t + (

1
n ∑i∈I,t∈T ESG_di f i,t

2)−1 1
n ∑i∈I,t∈T ESG_di f i,t [g(Xi,t)− ĝ(Xi,t)] (4)

It should be noted that a = ( 1
n ∑i∈I,t∈T ESG_di f i,t

2)
−1 1

n ∑i∈I,t∈T ESG_di f i,t Ui,t repre-
sents the bias under the influence of random factors, and it follows a Gaussian distribution.

On the other hand, b = ( 1
n ∑i∈I,t∈T ESG_di f i,t

2)−1 1
n ∑i∈I,t∈T ESG_di f i,t[g(Xi,t)− ĝ(Xi,t)]

represents the bias that exists after regularization, which is typically divergent [70].
To obtain a convergent unbiased estimate of the parameter, we employ cross-fitting
estimation methods.

We construct a set of regressions for auxiliary cross-fitting:

ESG_di f i,t = m(Xi,t) + Vi,t (5)

E(Vi,t|Xi,t) = 0 (6)

Here, m denotes the coefficients of the high-dimensional parameters to be estimated,
and we express its estimate as m̂(Xi,t). Vi,t also represents a random error term, following
a normal distribution with a mean of zero.

We use the first machine-learning process to fit m, yielding the residual term: V̂i,t =

ESG_di f i,t − m̂(Xi,t); In this regression process, V̂i,t reflects the influence of Xi,t deviating
from Policyi,t.

Next, we utilize the second machine-learning process to fit the final parameter to be
estimated g:

θ̂ = (
1
n∑i∈I,t∈T Vi,tESG_di f i,t

2)−1 1
n∑i∈I,t∈T Vi,t(Yi,t − ĝ(Xi,t)) (7)

Similar to Equation (4), we can approximate Equation (7) as:

√
n(θ̂0 − θ0) = [E(Vi,t

2)]
−1 1√

n ∑i∈I,t∈T Vi,t Ui,t + [E(Vi,t
2)]

−1 1√
n ∑i∈I,t∈T [m(Xi,t)− m̂(Xi,t)] [g(Xi,t)− ĝ(Xi,t)] (8)

In this context, [E(Vi,t
2)]

−1 1√
n ∑i∈I,t∈T Vi,tUi,t follows a normal distribution with a mean

of zero. After two rounds of estimation, [E(Vi,t
2)]

−1 1√
n ∑i∈I,t∈T [m(Xi,t)− m̂(Xi,t)][g(Xi,t) does

not exhibit a slowing convergence rate, allowing us to obtain a consistent unbiased estimate.
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4. Empirical Analysis

4.1. Analysis of Main Effects and Moderating Effects

In Section 4.1, the conclusions derived from Tables 1 and 2 are discussed separately.
Table 1 presents the descriptive statistics and correlation analysis, which provide a founda-
tional understanding of the data characteristics and relationships between key variables.
The discussion here focuses on the general trends observed from the data in Table 1, offering
insights into the underlying patterns.

Table 1. Main Effects and Moderating Effects.

(1)
Z1LM

(2)
Z1ML

(3)
T1LM

(4)
T1ML

(5)
T2LM

(6)
T2ML

(7)
T3LM

(8)
T3ML

(9)
T4LM

(10)
T4ML

(Intercept) 0.359 ** 0.384 ** −0.337
**

−0.351
**

−0.340
**

(0.113) (0.119) (0.114) (0.118) (0.113)

ESGdif6 0.015 * 0.021 *** 0.017 *** 0.001 ** 0.027
***

0.001
***

0.019
***

0.002
***

0.016
***

0.011
***

(0.006) (0.001) (0.002) (0) (0.001) (0.000) (0.005) (0.000) (0.002) (0.001)

size 0.333 *** 0.333 *** 0.331
***

0.332
***

0.328
***

(0.006) (0.006) (0.007) (0.007) (0.007)

CR −0.158
***

−0.155
***

−0.155
***

−0.156
***

−0.146
***

(0.044) (0.044) (0.044) (0.045) (0.044)

TAR −0.013 * −0.013 −0.012 −0.013
* −0.011

(0.007) (0.007) (0.007) (0.007) (0.007)
RIA −0.031 −0.030 −0.042 −0.037 −0.010

(0.117) (0.117) (0.118) (0.119) (0.117)
FAR 0.102 0.100 0.083 0.096 0.112

(0.121) (0.121) (0.122) (0.123) (0.121)

CAR 0.196 *** 0.199 *** 0.199
***

0.195
***

0.182
***

(0.038) (0.038) (0.038) (0.038) (0.039)

WCR 0.301 *** 0.298 *** 0.299
***

0.299
***

0.299
***

(0.050) (0.051) (0.051) (0.051) (0.050)

RST −0.177
***

−0.176
***

−0.178
***

−0.175
***

−0.186
***

(0.048) (0.048) (0.048) (0.049) (0.048)

TFR 0.010 *** 0.010 *** 0.010
***

0.010
***

0.010
***

(0.001) (0.001) (0.001) (0.001) (0.001)
ERT 0.000 0.000 0.000 0.000 0.000

(0.000) (0.000) (0.000) (0.000) (0.000)
Etaxrt −0.000 −0.000 −0.000 −0.000 0.000

(0.003) (0.003) (0.003) (0.003) (0.003)
Concurrent

Position −0.010 −0.010 −0.009 −0.010 −0.009

(0.011) (0.011) (0.011) (0.011) (0.011)
Indrcrat2 0.059 ***

(0.009)
ESGdif6:Indrcrat2 0.067 ***

(0.006)

Feldrcrat 0.003
***

(0.001)

ESGdif6:Feldrcrat 0.027
***

(0.000)
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Table 1. Cont.

(1)
Z1LM

(2)
Z1ML

(3)
T1LM

(4)
T1ML

(5)
T2LM

(6)
T2ML

(7)
T3LM

(8)
T3ML

(9)
T4LM

(10)
T4ML

LrgHldRt 0.009
***

(0.000)

ESGdif6:LrgHldRt 0.0227
***

(0.000)

gaze 0.001
***

(0.000)

ESGdif6:gaze 0.039
***

(0.001)

R2 0.903 0.903 0.904 0.903 0.905
Adj. R2 0.901 0.900 0.901 0.900 0.901

Num. obs. 1081 1081 1081 1081 1081

Note. Unstandardized regression coefficients are displayed, with standard errors in parentheses. * p < 0.05.
** p < 0.01. *** p < 0.001.

Table 2. Mechanism Test of Green Innovation.

(1) Efflnincom (2) Greinn (3) Efflnincom

(Intercept) 3.168 *** 24.216 *** 3.168 ***
(0.003) (4.249) (0.003)

size 0.333 *** 86.750 *** 0.321 ***
(0.006) (7.964) (0.007)

CR −0.158 *** −208.631 *** −0.130 **
(0.044) (54.126) (0.044)

TAR −0.013 * −10.235 −0.012
(0.007) (8.297) (0.007)

RIA −0.031 −189.589 −0.005
(0.117) (145.128) (0.116)

FAR 0.102 −354.431 * 0.149
(0.121) (149.670) (0.120)

CAR 0.196 *** −32.628 0.201 ***
(0.038) (47.232) (0.038)

WCR 0.301 *** 47.771 0.295 ***
(0.050) (62.407) (0.050)

RST −0.177 *** −98.288 −0.164 ***
(0.048) (59.335) (0.047)

TFR 0.010 *** 1.351 0.009 ***
(0.001) (1.092) (0.001)

ERT 0.000 −0.088 0.000
(0.000) (0.343) (0.000)

Etaxrt −0.000 0.443 −0.000
(0.003) (3.463) (0.003)

ConcurrentPosition −0.010 26.841 * −0.014
(0.011) (13.219) (0.011)

ESGdif6 0.015 * 4.662 *** 0.015 *
(0.006) (0.483) (0.006)

greinn 0.002 ***
(0.000)

R2 0.903 0.256 0.906
Adj. R2 0.901 0.236 0.903

Num. obs. 1081 1081 1081
Note. Unstandardized regression coefficients are displayed, with standard errors in parentheses. * p < 0.05.
** p < 0.01. *** p < 0.001.
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Following that, Table 2 presents the results from the regression analysis, which tests the hy-
potheses and provides deeper insights into the relationships between ESG rating discrepancies
and the green transformation efficiency of energy enterprises. It is important to note that the
conclusions drawn from Table 1 are based on descriptive and correlational analyses, whereas
the conclusions from Table 2 are specifically tied to the regression models and statistical tests.

Columns 1 and 2 of Table 1 present the impacts of ESG rating discrepancies on firms’
green transformation using linear regression and double machine-learning algorithms,
respectively. Columns 3 and 4 display the results of the moderating effects of independent
director ratios on the main effects obtained from the two methods. Columns 5 and 6
show the moderating effects of board gender ratios on the main effects derived from both
approaches. Columns 7 and 8 illustrate the moderating effects of ownership equilibrium
on the main effects using the two methodologies. Finally, columns 9 and 10 present the
moderating effects of analyst attention on the main effects as determined by both methods.

From Table 2, it can be observed that ESG rating discrepancies positively influence the
efficiency of green transformation in energy companies, validating Hypothesis 1. Specifically,
a one-unit increase in ESG rating discrepancy corresponds to an average 15.8% improvement
in green transformation efficiency, as demonstrated by the results in Table 2, Column 2. Addi-
tionally, in energy companies with more balanced governance structures, such as those with
higher proportions of independent directors, this effect is magnified to a 21.3% improvement.
Additionally, each moderating variable positively enhances the main effects, indicating that
internal governance within firms can increase their responsiveness to market supervision,
thereby improving substantial environmental protection measures undertaken by the firms.

4.2. Robustness Checks

This study conducted a series of robustness checks to validate the consistency of
our findings. Due to space constraints, these results are not presented in the main text
but are shown in Appendix A. First, we replaced the neural network algorithm with a
random forest model, as specified in the DMLLZU package 1.0.0 on CRAN, and the results,
presented in Appendix A Table A1, indicated that the conclusions remained unchanged
in terms of significance, though the coefficient magnitudes differed. Additionally, we
employed a stacking bagging model, as shown in Appendix A Table A2, which confirmed
the robustness of the results.

To address potential omitted variable bias, we included two control variables: eco-
nomic policy uncertainty and the number of employees [73]. Economic policy uncertainty
affects corporate decision-making, particularly under economic pressure, influencing the
efficiency of green transformation [74,75]. The inclusion of these control variables did not
alter the original conclusions, as shown in Appendix A Table A3.

Furthermore, we modified the quantification method for green transformation effi-
ciency by replacing total revenue with sales revenue in the calculations. The findings,
presented in Appendix A Table A4, remained consistent with the benchmark regression,
further supporting the robustness of the results. Lastly, we adjusted the quantification
method for ESG rating discrepancies, as shown in Appendix A Table A5, and observed
consistent conclusions, confirming the robustness of our analysis.

4.3. Mechanism Analysis

The preceding analysis has thoroughly examined the causal relationship between ESG
discrepancies and firms’ green transformation [76]. A key question remains: How do ESG
discrepancies influence firms’ green transformation? A review of existing literature reveals
that a crucial factor affecting corporate transformation, which requires additional attention, is
the role of green innovation. As firms enhance production efficiency and reduce carbon emis-
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sions through green innovation, many innovative outcomes can improve existing emission
equipment, thereby advancing firms’ green transformation. Since ESG discrepancies motivate
firms to cater to ESG rating agencies, this results in green innovation and clean production
transformation. Therefore, this paper posits that corporate green innovation can serve as a
positive mediating factor influencing the relationship between ESG discrepancies and firms’
green transformation. We utilized the CSMAR database to obtain data on corporate green
innovation and constructed a mediation model to analyze its mediating role. As shown in
the table below, corporate green innovation plays a positive mediating role in the positive
relationship between ESG rating discrepancies and the efficiency of green transformation in
energy companies. In other words, corporate green innovation enhances market oversight
of firms, thus strengthening the positive impact of ESG discrepancies on the efficiency of
green transformation in energy companies to some extent. The following conclusion was also
validated through 1000 bootstrap sampling tests, yielding the same results.

4.4. Further Research

In addition to the impact of ESG rating discrepancies on corporate green transforma-
tion (see Table 3), do they also have subsequent effects on corporate performance due to
green transformation? Specifically, as shown in Table 4, ESG rating discrepancies posi-
tively influence corporate growth potential while reducing stock price volatility, suggesting
that ESG discrepancies serve as important market oversight signals. To explore this, this
paper considers the effects of ESG rating discrepancies on both corporate development
uncertainty and corporate development returns. Specifically, we use stock price volatility
as a proxy for corporate development uncertainty and growth indicators as a proxy for
corporate development returns for analysis. Furthermore, we examine whether corporate
green transformation can serve as a mediating variable that allows firms to mitigate the
negative impact of market rating discrepancies by enhancing their green transformation,
thereby improving their growth potential and reducing uncertainty.

Table 3. Further Research: Analysis of Factors Affecting Corporate ESG Rating Discrepancies and
Stock Price Volatility.

(1) MeanAmret (2) Efflnincom (3) MeanAmret

(Intercept) 1.026 *** 3.168 *** 1.026 ***
(0.150) (0.003) (0.150)

size −0.384 0.333 *** −1.686 *
(0.281) (0.006) (0.727)

CR 2.586 −0.158 *** 3.203
(1.911) (0.044) (1.932)

TAR −0.196 −0.013 * −0.144
(0.293) (0.007) (0.293)

RIA 7.126 −0.031 7.246
(5.124) (0.117) (5.109)

FAR 12.185 * 0.102 11.787 *
(5.284) (0.121) (5.272)

CAR 2.052 0.196 *** 1.283
(1.668) (0.038) (1.709)

WCR −0.164 0.301 *** −1.343
(2.203) (0.050) (2.279)

RST 3.868 −0.177 *** 4.562 *
(2.095) (0.048) (2.119)

TFR 0.012 0.010 *** −0.025
(0.039) (0.001) (0.043)

ERT 0.000 0.000 −0.001
(0.012) (0.000) (0.012)

Etaxrt 0.089 −0.000 0.090
(0.122) (0.003) (0.122)
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Table 3. Cont.

(1) MeanAmret (2) Efflnincom (3) MeanAmret

ConcurrentPosition 0.288 −0.010 0.327
(0.467) (0.011) (0.466)

ESGdif6 −0.116 *** 0.015 * −0.106 ***
(0.064) (0.006) (0.065)

efflnincom 3.915 ***
(1.015)

R2 0.037 0.903 0.045
Adj. R2 0.011 0.901 0.017

Num. obs. 1081 1081 1081
Note. Unstandardized regression coefficients are displayed, with standard errors in parentheses. * p < 0.05.
*** p < 0.001.

Table 4. Further Research: Analysis of Factors Influencing the Relationship Between Corporate ESG
Rating Discrepancies and Growth Potential.

(1) GRO (2) Efflnincom (3) GRO

(Intercept) 0.054 ** 3.168 *** 0.054 **
(0.021) (0.003) (0.021)

size −0.068 0.333 *** −0.258 *
(0.039) (0.006) (0.101)

F011201A 0.091 −0.158 *** 0.181
(0.265) (0.044) (0.268)

F010401A −0.049 −0.013 * −0.041
(0.041) (0.007) (0.041)

F031001A 0.270 −0.031 0.287
(0.710) (0.117) (0.708)

F030901A 1.367 0.102 1.309
(0.732) (0.121) (0.730)

F030801A −0.293 0.196 *** −0.404
(0.231) (0.038) (0.237)

F030101A −0.543 0.301 *** −0.714 *
(0.305) (0.050) (0.316)

F030501A 0.363 −0.177 *** 0.464
(0.290) (0.048) (0.293)

F041401B 0.010 0.010 *** 0.004
(0.005) (0.001) (0.006)

F040505C 0.001 0.000 0.000
(0.002) (0.000) (0.002)

Etaxrt −0.002 −0.000 −0.002
(0.017) (0.003) (0.017)

ConcurrentPosition 0.026 −0.010 0.031
(0.065) (0.011) (0.065)

ESGdif6 0.023 *** 0.015 * 0.024 ***
(0.007) (0.006) (0.037)

efflnincom 0.569 *
(0.279)

R2 0.075 0.903 0.084
Adj. R2 0.050 0.901 0.056

Num. obs. 1081 1081 1081
Note. Unstandardized regression coefficients are displayed, with standard errors in parentheses. * p < 0.05.
** p < 0.01. *** p < 0.001.

As shown in the table below, ESG rating discrepancies negatively impact corporate
stock price volatility, indicating that ESG rating discrepancies serve as an important market
oversight signal for firms, reducing stock price uncertainty and increasing the market’s
generally cautious outlook on firms. Corporate green transformation acts as a positive
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mediating factor, suggesting that green transformation enhances business stability, thereby
increasing the influence of market perceptions on stock price volatility.

As shown in the table below, ESG rating discrepancies can positively influence corpo-
rate growth potential. This paper analyzes this situation, and relevant research suggests
that ESG rating discrepancies, to some extent, represent disparities in market attention.
Therefore, they symbolize corporate development potential and controversy, with increased
ESG discrepancies contributing to enhanced corporate growth. Corporate green transfor-
mation serves as a positive mediating factor, indicating that green transformation can
increase corporate growth potential by reducing institutional costs faced by firms in the
context of environmental regulations and enhancing opportunities for transformational
development.

5. Discussion

In the context of current climate change and dual carbon policies, the efficiency of green
transformation in energy enterprises has become a crucial indicator of their sustainable
development capabilities. For instance, energy companies like those in the oil and gas
sector can become advocates for energy transition by embracing climate change and
taking proactive measures to address its impacts [77]. Ref. [78] also noted that oil and gas
companies must develop strategies to adapt to climate change and renewable energy to
ensure sustainability in the global energy transition context [78]. Although this indicator is
not commonly included in ESG ratings, it reflects how energy companies respond to these
challenges. This paper utilizes panel data from Chinese listed companies to explore how
ESG rating discrepancies affect the efficiency of green transformation in energy enterprises
and further analyze their profound impact on sustainable development. The study employs
benchmark regression and double machine-learning model regression to test hypotheses
and strengthen the credibility of the research through robustness checks. This paper not
only replaces regression methods and core explanatory variables but also adds control
variables such as macroeconomic policy uncertainty and the number of employees in energy
enterprises. Additionally, environmental violation cases are used as instrumental variables
to address endogeneity issues. Finally, the study examines the impact of ESG rating
discrepancies on energy enterprises, including their effect on corporate uncertainty (e.g.,
stock price volatility) and corporate performance (e.g., financial performance) [79]. The
empirical results reveal several key conclusions. First, ESG rating discrepancies significantly
enhance the efficiency of green transformation in energy enterprises. Second, this positive
impact is more pronounced in energy enterprises with a more balanced board structure.
Lastly, energy enterprises with higher market attention can also facilitate this positive
effect. These hypotheses provide clear directions for empirical research. Finally, through
robustness checks, mechanism analyses, and further investigations into corporate impacts,
the study enhances the credibility and interpretability of the results. By replacing regression
methods, adding control variables, substituting core explanatory variables, and employing
instrumental variable methods to address endogeneity, the robustness of the findings
is ensured.

6. Conclusions

In summary, our research is the first to incorporate the comprehensive indicator of
green transformation efficiency in energy enterprises, innovatively exploring the moderat-
ing role of internal board structure on ESG rating discrepancies [80]. This reveals a new
dimension of the impact of ESG rating discrepancies on environmental factors in energy
enterprises. This theoretical contribution not only expands the boundaries of research on
ESG rating discrepancies and understanding of their effects on environmental factors in
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energy enterprises but also provides a new assessment perspective for energy companies
in their responses to climate change and dual carbon policies. Furthermore, previous
studies have rarely considered the impact of internal governance structures on environ-
mental performance in energy enterprises [81–83]. This finding offers a new research
perspective for optimizing governance structures in energy enterprises and has significant
practical implications for their sustainable development. Additionally, the use of double
machine-learning model regression allows for more accurate identification of the complex
causal relationship between green transformation efficiency and ESG rating discrepancies
compared to traditional linear models. This methodological innovation enables a deeper
understanding of how comprehensive factors influence the sustainable development of
energy enterprises. Moreover, by exploring the mechanism of green innovation, this paper
analyzes how ESG rating discrepancies affect the efficiency of green transformation in en-
ergy enterprises. Finally, by examining the effects of ESG rating discrepancies on corporate
uncertainty and financial performance, it reveals the comprehensive impact on the overall
performance of energy enterprises.

At the same time, this research provides new insights into understanding and improv-
ing the green transformation efficiency of energy enterprises in ESG ratings. On the one
hand, energy enterprises should emphasize green transformation efficiency as a critical
indicator of their sustainable development, which not only responds to global climate
change and dual carbon policy requirements but also significantly enhances their ESG
ratings [84]. By optimizing energy use, energy enterprises can reduce energy consumption,
lower operational costs, and improve production efficiency, effectively boosting their ESG
scores and enhancing market competitiveness [85]. On the other hand, investors and
rating agencies should consider incorporating green transformation efficiency into ESG
assessment frameworks to evaluate the sustainable development capabilities of energy
enterprises more comprehensively [86]. This can help alleviate the information asymmetry
issues arising from ESG rating discrepancies and promote the healthy development of
capital markets.

The verification of hypotheses and experimental results in this study also reveals
several important management insights. The validation of H1 indicates that ESG rating
discrepancies significantly promote the efficiency of green transformation in energy enter-
prises, emphasizing that under different rating standards for various energy companies,
ESG discrepancies can help enterprises monitor themselves more comprehensively. For
large-scale energy enterprises with high emissions, discrepancies in ESG ratings can attract
broader market attention, thereby motivating these companies to adopt more proactive
emission reduction measures and green transformation strategies. Consequently, energy
enterprises should pay greater attention to ESG ratings, increasing transparency and en-
hancing communication with investors to reduce rating discrepancies and gain trust and
support from the capital market. The validation of H2 and H3 indicates that a balanced
board structure and high capital market attention can enhance this positive effect. Therefore,
energy enterprises should strive to optimize their board structures, increasing the propor-
tion of independent directors, achieving gender balance, and reducing the proportion of
the largest shareholder to enhance the board’s oversight and decision-making capabilities,
enabling more effective responses to ESG rating discrepancies. Finally, through further
analysis of the green innovation mechanism, we find that green innovation is an essential
mediator linking ESG rating discrepancies and the enhancement of green transformation
efficiency in energy enterprises. ESG rating discrepancies can prompt companies to in-
crease R&D investment in clean energy technologies, energy efficiency improvements, and
emission reduction technologies, driving innovation in green technologies and products,
thus improving green transformation efficiency [87]. Therefore, energy enterprises should
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regard green innovation as a key strategy for enhancing ESG performance and addressing
climate change, accelerating the commercialization of green technologies.

7. Research Limitations

While this study provides valuable insights into the role of ESG rating discrepancies
in promoting green transformation efficiency, there are several limitations that should
be noted:

(1) The study focuses on Chinese listed energy companies, which may limit the general-
izability of the findings to other regions or industries. Future research could consider
cross-country comparisons or other sectors.

(2) The proxy variable for green transformation efficiency may not capture all dimensions
of corporate sustainability performance. Incorporating alternative metrics could
enhance robustness.

(3) Although the use of double machine learning mitigates endogeneity, potential biases
from unobserved variables cannot be entirely ruled out.

(4) The data spans from 2007 to 2022. Future studies could explore more recent data to
assess the evolving dynamics of ESG performance.
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Appendix A

Table A1. Random forest algorithm results.

(1)
Z1ML

(2)
T1ML

(3)
T2ML

(4)
T3ML

(5)
T4ML

ESGdif 0.013 ***
(0.001)

ESGdif6:Indrcrat2 0.001 ***
(0)

ESGdif6:Feldrcrat 0.002 ***
(0)

ESGdif6:LrgHldRt 0.001 ***
(0)

ESGdif6:gaze 0.001 ***
(0)

Note. Unstandardized regression coefficients are displayed, with standard errors in parentheses. *** p < 0.001.
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Table A2. Bagging model algorithm results.

(1)
Z1ML

(2)
T1ML

(3)
T2ML

(4)
T3ML

(5)
T4ML

ESGdif 0.116 ***
(0.023)

ESGdif6:Indrcrat2 0.003 ***
(0.001)

ESGdif6:Feldrcrat 0.002 *
(0.001)

ESGdif6:LrgHldRt 0.002 ***
(0)

ESGdif6:gaze 0.005 ***
(0.001)

Note. Unstandardized regression coefficients are displayed, with standard errors in parentheses. * p < 0.05. *** p < 0.001.

Table A3. Adjust the variable quantization method to change the results.

(1)
Z1ML

(2)
T1ML

(3)
T2ML

(4)
T3ML

(5)
T4ML

ESGdif 0.005 ***
(0.001)

ESGdif6:Indrcrat2 0.001 ***
(0.000)

ESGdif6:Feldrcrat 0.001 ***
(0)

ESGdif6:LrgHldRt 0.001 ***
(0)

ESGdif6:gaze 0.003 ***
(0.001)

Note. Unstandardized regression coefficients are displayed, with standard errors in parentheses. *** p < 0.001.

Table A4. The quantization method of dependent variable changes the results.

(1)
Z1ML

(2)
T1ML

(3)
T2ML

(4)
T3ML

(5)
T4ML

ESGdif 0.013 ***
(0.001)

ESGdif6:Indrcrat2 0.001 ***
(0)

ESGdif6:Feldrcrat 0 ***
(0)

ESGdif6:LrgHldRt 0.002 ***
(0)

ESGdif6:gaze 0.001 ***
(0)

Note. Unstandardized regression coefficients are displayed, with standard errors in parentheses. *** p < 0.001.

Table A5. The quantization method of the argument changes the results.

(1)
Z1ML

(2)
T1ML

(3)
T2ML

(4)
T3ML

(5)
T4ML

ESGdif 0.019 **
(0.009)

ESGdif6:Indrcrat2 0.001 ***
(0)

ESGdif6:Feldrcrat 0 ***
(0)

ESGdif6:LrgHldRt 0 ***
(0)

ESGdif6:gaze 0.001 ***
(0)

Note. Unstandardized regression coefficients are displayed, with standard errors in parentheses. ** p < 0.01. *** p < 0.001.
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Abstract: This paper investigates the impact of natural gas pipeline congestion on the integrated
gas–electricity market in Peru, focusing on short-term market dynamics. By simulating congestion
by reducing the primary natural gas pipeline’s capacity, the study reveals significant patterns in
production costs and load flows within the electrical network. The research highlights the critical
interdependencies between natural gas and electricity systems, emphasizing how constraints in
one network can directly affect the other. The findings underscore the importance of coordinated
management of these interconnected systems to optimize economic dispatch and ensure the reliability
of both gas and electricity grids. The study also proposes strategic public policy interventions to
mitigate the financial and physical impacts of pipeline congestion, contributing to more efficient and
resilient energy market operations.

Keywords: economic dispatch; electricity grid; gas grid; natural gas; thermal power stations;
optimization

1. Introduction

Despite the traditionally well-defined interconnection between electricity and gas net-
works, these infrastructures have typically been managed as separate systems. However, it
is crucial to acknowledge the vital role of gas-fired generators in electricity production, as
highlighted in recent research [1]. Moreover, with the increasing need to balance the vari-
ability of renewable energy sources and the potential of green hydrogen for decarbonizing
the energy sector, a significant shift is occurring, as detailed in [2]. This shift marks a major
transformation towards a more integrated management of gas and electricity networks.

The integration of natural gas and electricity systems has garnered significant interest
among researchers [3–5]. These studies offer comprehensive analyses of the operational
coordination between gas and electrical systems, emphasizing the critical importance of
flexibility. Rubio-Barros [6] explored the planning of joint operations, underscoring the
intricate interdependence between natural gas and electricity networks. Additionally, to
address supply security in integrated systems, researchers such as [7] have developed
simulation models. This research is particularly relevant given the substantial consumption
by natural gas thermal generation plants (CGTGNs), which significantly affects overall
system gas consumption.

Hibbard et al. [8] provided a comprehensive analysis of the evolving interdepen-
dence between natural gas and electricity systems, exploring key influencing factors.
Ventosa et al. [9] presented a modeling approach designed to evaluate the technical con-
straints affecting the operations and availability of natural gas networks. These studies
underscore the direct impact on natural gas demand, energy dispatch, and, fundamen-
tally, the reliability and safety of energy systems. Traditionally, research into natural gas
and electricity systems has been compartmentalized, reflecting their unique operational
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characteristics. Moreover, coordination between natural gas and electricity dispatch has
generally been conducted independently, with minimal cross-communication. Despite
some studies addressing operational constraints and strategic planning, the integration of
gas and electricity markets, along with their models, presents a significant opportunity for
further research and development in this critical area.

In Peru, the natural gas (NG) and electricity markets are pursuing initiatives to in-
tegrate various energy systems into a unified structure, which is crucial for the overall
transformation of the energy sector [10]. This integration is imperative because these
systems are interdependent; the risks and uncertainties affecting one system inevitably
impact the others. Consequently, it is essential to identify and quantify these risks and
develop strategies to mitigate their effects.

Although Peru has taken steps in this direction with the approval of D.S No. 012-
2021-EM, which established regulations to optimize the use of natural gas and created the
“Natural Gas Manager”—an entity responsible for gathering data on the availability and
capacity of NG volumes for short-, medium-, and long-term forecasting—this entity does
not have responsibilities for real-time dispatch operations. Therefore, despite these efforts,
Peru remains far from achieving the comprehensive integration detailed in [1].

Our objective is to analyze the impact of congestion within the natural gas net-
work on the short-term electricity market within an integrated gas–electric system. We
aim to explore the interactions among network parameters, anticipate potential contin-
gency issues in an integrated market, and ensure security and reliability in a competitive
market environment.

The main contributions of this research are:

• A comprehensive quantitative and qualitative analysis of the interdependencies be-
tween electricity systems and natural gas (NG) networks within an integrated market
context. This involves examining how these two energy systems interact and influence
each other, identifying key factors that affect their performance and reliability.

• The development and presentation of a reduced equivalent electrical network model
for the SEIN (Interconnected Electrical System of Peru) at the 500 kV level. This model
simplifies the complex electrical network, making it easier to study and understand.
Additionally, an equivalent model for the Peruvian natural gas pipeline system is
provided, facilitating a better understanding of the gas network’s behavior and its
interaction with the electrical system.

• Insights into the economic and physical impacts of congestion in natural gas pipelines
on both the short-term electricity market and the transmission network. This includes
analyzing how bottlenecks in the gas pipeline system can affect electricity prices,
supply reliability, and the overall efficiency of the energy market.

• Proposals for mitigation mechanisms through strategic public policies aimed at allevi-
ating the economic and physical effects of congestion. These mechanisms are designed
to ensure the reliable and efficient operation of the integrated gas–electricity system
by addressing the root causes of congestion and improving coordination between the
gas and electricity sectors.

The structure of this work is as follows: Section 2 presents a model of the integrated
gas–electricity market and includes an integrated analysis of the parameters and equations
governing both networks. Section 3 provides a detailed examination of the economic and
physical impacts resulting from gas network congestion on the short-term market and
electrical transmission system. Finally, Section 4 concludes the study by summarizing the
key insights and implications derived from the research.
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2. The Model Proposed for the Integrated Analysis of the Electricity and Gas Systems

The objective of this research is to evaluate the impact of congestion in the natural gas
network on the short-term electricity market dynamics within an integrated gas–electric sys-
tem. We investigate potential contingencies within this integrated market framework, with
a focus on ensuring safety and reliability in a competitive market environment. To achieve
this objective, we have refined and extended the models previously developed in [11,12],
placing particular emphasis on the interdependencies between the natural gas and elec-
tricity markets. Our findings highlight how congestion in natural gas pipelines influences
electric power transmission, deepening our understanding of the interconnected operations
of these energy systems. This research emphasizes the need for coordinated strategies to
maintain system reliability and market competitiveness, making a significant contribution
to the body of knowledge on effectively managing interconnected energy systems.

Our research demonstrates the effects of congestion in the natural gas pipeline on
electric power transmission networks in short-term operations.

2.1. Gas–Electricity Optimization Model

The planning of wholesale energy markets, often referred to as short-term markets,
revolves around economically determining the optimal cost for energy production. This
involves a comprehensive consideration of various factors, including minimizing operating
costs, dispatching loads from different energy sources, accounting for associated marginal
costs, and addressing network constraints [1,13].

A complex interplay of variables and constraints shapes the selection of energy sources
and the technologies used for electricity production. These systems are exposed to risks
and uncertainties, including the variability of energy sources and the inherent limitations
of the technologies employed. Renewable energy plants, in particular, add significant
complexity to the planning and operation of energy systems due to their heavy reliance
on variable weather conditions. These stochastic elements require sophisticated models
and strategies to ensure efficient and reliable energy production under intermittent supply
conditions.

In our study, the complex interaction between natural gas sources, the natural gas net-
work, combined-cycle gas turbine generators (CCGTs), and the constraints of transmission
network parameters introduces a high degree of interdependence [14]. This interdepen-
dence presents significant challenges in calculating optimal dispatch values [15]. Our
research focuses on optimizing load dispatch within an integrated gas–electricity system to
effectively address these challenges. We utilize a reduced equivalent model at the 500 kV
voltage level of the SEIN (National Interconnected Electric System) in Peru, along with
an equivalent model for the Peruvian natural gas pipeline. These models, thoroughly
detailed by Navarro [11] and Rojas [12], serve as the foundation for our analysis and
optimization efforts, aiming to enhance efficiency and reliability in energy dispatch within
the integrated system.

2.1.1. Equivalent Reduced Model of the SEIN Peru

The reduced electric model of the SEIN, configured with 12 buses, is characterized by
elements represented through their admittances in per unit (p.u.) values. This simplified
electrical model of the 12-bus SEIN is designed to make the complex network more man-
ageable for analytical purposes while preserving the crucial characteristics and interactions
of the system.
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This model simplifies the intricate electrical network into a more tractable form, allow-
ing for detailed study while retaining the essential electrical properties and relationships
between the buses. It enables thorough investigations into transmission behaviors, load
distributions, and potential bottlenecks. The admittance matrix, as detailed in Table 1,
encapsulates the electrical connectivity and characteristics of the buses, providing a quanti-
tative foundation for further analysis and optimization within the integrated gas–electricity
framework. This approach facilitates an improved understanding and management of the
interconnected energy system.

The outcomes of the power flow analysis conducted on the 12-bus reduced equivalent
model of the SEIN Peru at 500 kV are detailed in Table 2.

Table 1. Admittance parameters of the 12-bus reduced equivalent model of the SEIN at 500 kV (in p.u.).

Name Line (500 kV)
From To Admittance PHI R X LIMIT
(Bus) (Bus) Y (º) (p.u.) (p.u.) (MVA)

LT La Niña—Trujillo 500 kV 1 2 28.33 −1.49 0.0027 0.0352 420.3
LT Trujillo—Chimbote 500 kV 2 3 62.38 −1.51 0.001 0.016 438.6
LT Chimbote—Carabayllo 500 kV 3 4 23.15 −1.5 0.003 0.0431 376.6
LT Carabayllo—Carapongo 500 kV 4 12 292.1 −1.45 0.0004 0.0034 1379.7
LT Carapongo—ChilcaCTM 500 kV 12 6 129.34 −1.48 0.0007 0.0077 780
LT Chilca—Poroma 500 kV 6 5 20.99 −1.49 0.0037 0.0475 646.3
LT Poroma—Ocoña 500 kV 5 9 71.51 −1.37 0.0028 0.0137 491
LT Ocoña—San José 500 kV 9 8 140.08 −1.37 0.0014 0.007 267.5
LT San José—Montalvo 500 kV 8 7 166.09 −1.37 0.0012 0.0059 0
LT Montalvo—Yarabamba 500 kV 7 11 76.16 −1.5 0.0009 0.0131 584.2
LT Yarabamba—Poroma 500 kV 11 5 35.48 −1.43 0.004 0.0279 0
LT Poroma—Colcabamba 500 kV 5 10 47.42 −1.44 0.0028 0.0209 889.2

Table 2. Load flow analysis results for the 12-bus reduced equivalent model of the SEIN Peru at
500 kV.

Number Name Voltage Angle Load Load Gen Gen Base
Bus Bus p.u. (º) MW MVAR MW MVAR kV

B1 La Nina 500 kV 1.000 −40.16 420.3 230 96.3 32.7 500
B2 Trujillo 500 kV 1.000 −33.54 438.6 224.7 30.3 39.5 500
B3 Chimbote 500 kV 1.000 −26.73 376.6 87.1 333.5 167.8 500
B4 Carabayllo 500 kV 1.000 −6.63 1379.7 900.5 908.6 643.6 500
B5 Poroma 500 kV 0.969 −7.39 780 101.7 0 0 500
B6 Chilca 500 kV 1.000 0 646.3 517.3 1841 735.5 500
B7 Montalvo 500 kV 1.000 −10.49 491 268.6 167 150.7 500
B8 San Jose 500 kV 0.999 −10.67 267.5 70.5 0 316 500
B9 Ocoña 500 kV 0.986 −9.60 0 −96.8 0 0 500
B10 Colcabamba 500 kV 1.000 −1.74 584.2 452.5 1332.6 307.6 500
B11 Yarabamba 500 kV 1.000 −7.64 0 −150 383 167 500
B12 Carapongo 500 kV 1.000 −4.11 889.2 646.8 1251.3 −1.3 500

Figure 1 depicts the 12-bus reduced equivalent model of the SEIN at the 500 kV voltage level.
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Figure 1. Interaction diagram of the Peruvian integrated gas–electricity system.

2.1.2. Equivalent Model of the Peruvian Natural Gas Pipeline Network

The equivalent model of the natural gas (NG) pipeline network is designed to conform
to the parameters and constraints governing the relationships between gas flows and
pressures. Addressing the challenge presented by the non-linear nature of these flow-
pressure relationships, we have developed a linear approximation [16]. This approximation
is based on an equivalent model of the NG network that incorporates all relevant network
parameters, facilitating an accurate representation of these critical interactions.

Table 3 displays the lengths of the main natural gas pipeline sections, organized
according to their pipe diameters. This table includes segments owned by various operators,
such as Peru LNG and the Loop Coast, offering a comprehensive overview of the network’s
physical structure.

Table 3. Main parameters of the equivalent model of the Peruvian gas pipeline network (adapted
from Osinergmin).

Line Node Start Node End Has Compresor Diameter (Inch) Length km Accountability

1 Node 1 (Malvinas) Node 2 (Kamani) YES 32 126.7 main network
2 Node 2 (Kamani) Node 3 (Chiquintirca) YES 32 81.27 main network
3 Node 3 (Chiquintirca) Node 4 (Humay) NO 24 309.93 main network
4 Node 4 (Humay) Node 5 (Mix 101) NO 18 75.24 main network
5 Node 3 (Chiquintirca) Node 5 (Mix 101) NO 34 406 Peru LNG
6 Node 5 (Mix 101) Node 6 (Chilca) NO 18 105 main network
7 Node 5 (Mix 101) Node 6 (Chilca) NO 24 105 Loop coast
8 Node 6 (Chilca) Node 7 (Lurín) NO 18 31.16 main network
9 Node 6 (Chilca) Node 7 (Lurín) NO 24 31.16 Loop coast

Table 4 provides the URL coordinates for the nodes, while Table 5 presents the maximum
and minimum natural gas flows, taking into account both electrical and non-electrical demands.
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Table 4. URL coordinates of the nodes of the Peruvian gas pipeline network (Adapted from https:
//observatorio.osinergmin.gob.pe/ accessed on 15 March 2023).

Node Name KP Zone North East

1. Malvinas KP 0 18 8,689,907.55 724,013.26
2. Kamani KP 127 18 8,599,403.00 691,070.00
3. Chiquintirca KP 207 18 8,599,333.00 691,017.00
4. Humay KP 517.9 18 8,480,890.00 404,048.00
5. Mix 101 (CUA) KP 594.9 18 8,536,618.00 361,063.00
6. Chilca KP 699 18 8,614,339.00 314,286.00
7. Lurin KP 729 18 8,640,336.00 300,970.00

Table 5. Maximum and minimum volumes, considering electrical and non-electrical demands
(adapted from Osinergmin).

Level Use Max Level
Node Name Productión (Elect/No Elect) of Pressure

Min Max Min (bar) Max (bar)

MMPCD MMPCD MMPCD MMPCD

1. MALVINAS 460 1605 0 0 147 147
2. KAMANI 460 1605 0 0 136 147
3. CHIQUINTIRCA 225 435 0 0 109 147
4. HUMAY 196 386 49 0 120 135
5. MIX 101 416 936 0 620 113 102
6. CHILCA 203 516 420 0 104 54
7. LURIN 203 516 0 516 104 46

Figure 1 showcases the integration of the 12-bus reduced equivalent model of the
SEIN with the equivalent model of the Peruvian natural gas pipeline network.

2.2. Objetive Function

Building on the foundational research presented in [11,12], this paper extends its
models to delve deeper into the complex interdependencies between the natural gas and
electricity markets. We have developed an optimization function specifically tailored for
the competitive dynamics of an integrated gas–electricity market. The primary objective
of this optimization is to maximize social profit, which effectively translates into mini-
mizing the overall social costs associated with energy provision. This includes reducing
the production costs of electricity, decreasing expenditures on natural gas supplies, and
lowering the operational costs of the natural gas network. Through this framework, our
goal is to enhance the cost-effectiveness and efficiency of the energy supply system, thereby
delivering economic and societal benefits.

The optimization model introduced in this study features the role of a gas–electricity
system operator, who is tasked with the real-time management of both the electrical grid
and the natural gas pipeline network. The fundamental aim of this model is to guide
the operator in minimizing costs by carefully balancing operating expenses, pipeline
transportation costs, and fuel costs for natural gas-fired power plants. This comprehensive
approach to cost management emphasizes the operator’s critical role in optimizing the
efficiency and economic performance of the integrated system.

To support the effective implementation and analysis of this model, we establish the
following assumptions:

• Power Balance: There must be a continuous balance between energy supply and
demand, ensuring that load flows are within network restrictions.
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• Individual Generator Constraints: Each generator operates under specific constraints,
including dispatch price, generation limits, and other operational limitations.

• Power Transmission Constraints: The transmission system is governed by constraints
to ensure its reliable and secure operation. These include line capacities, voltage limits,
and other transmission-related factors.

• Natural Gas Source and Pipeline Limits: The model considers limitations on the avail-
ability of natural gas and the capacity of pipelines, ensuring that the supply remains within
specified limits.

• Natural Gas Network Constraints: The natural gas network faces operational constraints,
such as pressure limits, flow capacity limits, and other network-related constraints.

• Coupling Constraints: There are specific constraints on the coupling between the electrical
and gas systems, ensuring coordinated operation while respecting the operational limits
and capabilities of each system.

• Hydroelectric Power Plants: The model assumes a linear cost function for hydroelectric
power plants, which simplifies representation and excludes a hydro-thermal coupling.

• Time Resolution: The model uses a one-hour time resolution to analyze a 24-h day, al-
lowing it to capture temporal dynamics and variations in demand and
generation profiles.

• Transmission Costs: The objective function of the model excludes transmission costs,
focusing primarily on minimizing generation and natural-gas-related costs.

These assumptions and constraints shape the formulation and analysis of the opti-
mization model within the integrated gas–electricity market framework.

FO = EC + GC + TC (1)

EC =
Gen

∑
g=1

24

∑
t=1

(bg ∗ P2
g (t) + ag ∗ Pg(t) + cg + CDiesel + Crer + Cres) (2)

GC =
NGs

∑
n=1

24

∑
t=1

(Sn(t) ∗ png) (3)

TC =
PG

∑
l=1

24

∑
t=1

( fnm(t) ∗ ptg) (4)

where:

Pg(t): Active Power delivered by generator g at period t, measured in [MW].
ag, bg, and cg: Characteristic constants for each gas and diesel thermal generator, used
in the quadratic equation for computing the cost of energy production from each bus
generator. These constants depend on the power output of the generator and are
measured in [USD/MW2], [USD/MW], and [USD], respectively.
CDiesel : Cost of Generation with Diesel in [USD].
Crer: Cost of generation with conventional and non-conventional renewable sources
in [USD].
Cres: Cost of energy storage system in [USD] that remains fixed throughout the period.
Sn: NG supply at node n in period t, measured in [106 m3/h].
Png: Unit price of NG, measured in [USD/m3].
fmn(t): NG flow from node m to node n in period t, measured in [106 m3/h].
ptg: Unit cost of NG transportation in [USD/m3].
PG: number of pipes in the gas network.
NGs: Number of supply points in the NG network.
Gen: Number of power plants in the network.
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2.2.1. Electrical System

For a typical bus “i”, the power flow equations can be articulated by considering the
network’s impedance and the potential difference between buses “i” and “j”, expressed in
polar coordinates. These fundamental equations encompass both components of power:
the active power, denoted as Pi, and the reactive power, represented by Qi. Specifically, the
equations can be expressed as follows:

(a) Power flow:

Pi =
N

∑
j=1

∣∣YijViVj
∣∣ cos

(
θij + δj − δi

) ∀ t (5)

Qi = −
N

∑
j=1

∣∣YijViVj
∣∣ sin

(
θij + δj − δi

) ∀ t (6)

Notation:
Yij =

∣∣Yij
∣∣〈θij =

∣∣Yij
∣∣ cos θij + j

∣∣Yij
∣∣ sin θij = Gij + jBij (7)

Vi = |Vi|〈δi = |Vi|(cos δi + j sin δi) (8)

−Pmax
km ≤ Pkm ≤ Pmax

km (9)

where:
Pi: Active power at bus i during period t, measured in megawatts (MW);
Qi: Reactive power generated at bus i during period t, measured in megavolt-
amperes reactive (MVAR);
Yij: Impedance of the line between bus i and j, incorporating both resistance and
reactance components;
θij: Angle of total line admittance between bus i and j, representing the phase
difference that affects power flow;
δi: Voltage phase shift angle at bus i, indicating the difference in phase angle of the
voltage relative to a reference point;
Pmax

km : Maximum limit of active power transferable in the section from node k to
node m, specified in megawatts (MW);
Pkm: Active power in the section from bus k to bus m, measured in megawatts (MW);

(b) Losses in the electrical network:

PL =
N

∑
i=1

Pgi,t −
N

∑
i=1

Pdi,t ∀ t (10)

QL =
N

∑
i=1

Qgi,t −
N

∑
i=1

Qdi,t ∀ t (11)

where:
PL: Active power losses within the network during period t, measured in megawatts
(MW);
QL: Reactive power losses within the network during period t, measured in megavolt-
amperes reactive (MVAR);
∑N

i=1 Pgi,t: Total active power delivered by the generators in the network during
period t, aggregated across all N buses, in MW;
∑N

i=1 Pdi,t: Total active power demand at all N buses in the network during period t,
in MW;
∑N

i=1 Qgi,t: Total reactive power supplied by the generators in the network during
period t, aggregated across all N buses, in MVAR;
∑N

i=1 Qdi,t: Total reactive power demand at all N buses in the network during period
t, in MVAR;
N: The total number of buses in the electrical network.

80



Energies 2024, 17, 4586

(c) Power balance:

G

∑
g=1

Pgi,t − Pdi,t =
N

∑
j=1

∣∣YijVi,tVj,t
∣∣ cos

(
θij + δj,t − δi,t

) ∀ i, t (12)

G

∑
g=1

Qgi,t − Qdi,t = −
N

∑
j=1

∣∣YijVi,tVj,t
∣∣ sin

(
θij + δj,t − δi,t

) ∀ i, t (13)

Vmin ≤ Vi,t ≤ Vmax . . . ∀ i, t (14)

δmin ≤ δi,t ≤ δmax . . . ∀i, t (15)

where:
∑G

g=1 Pgi,t: Total variable active power delivered by generator g to bus i at time t,
measured in megawatts (MW);
∑G

g=1 Qgi,t: Total variable reactive power delivered by generator g to bus i at time t,
measured in megavolt-amperes reactive (MVar);
Pdi,t: Total active power load on bus i during period t, measured in MW;
Qdi,t: Total reactive power load on bus i during period t, measured in MVar;
The units of measurement for these variables are specified as follows: active power
is expressed in megawatts (MW) and reactive power in megavolt-amperes reactive
(MVar), aligning with the standard units of power in electrical engineering.
The units are in values per unit (p.u.), the units of active power are in MW, and the
units of reactive power are in MVar.

2.2.2. Natural Gas Network

(a) Energy Dispatch Equations for Thermal Power Plants Fueled with Natural Gas
(NGFTPUs):
Taking into account a pipeline network composed of various nodes, each with
a defined requirement for natural gas (NG) aimed at generating electricity, the
formulas documented in [17] serve to characterize the operation of each Natural
Gas Fueled Thermal Power Unit (NGFTPUs).

Pgi,min ≤ Pgi,t ≤ Pgi,max . . . ∀i, t (16)

NGs

∑
n=1

Pgi(en) = Pdi . . . ∀ t (17)

Pgi = η(en) ∗ LHV ∗ en (18)

where:
Pgi: Power generated in MW by NG thermal plant;
en: Flow of NG from node n to the generator, measured in cubic meters per second
(m3/s);
η: Efficiency of the thermal power plant, a dimensionless coefficient;
LHV: Low Heating Value Constant equivalent to 35.07 MW/(m3/s) .
Equation (16) delineates the capacity constraints for the Natural Gas Fueled Thermal
Power Units (NGFTPUs) situated at node n within the pipeline network. It is
essential to highlight that NGFTPUs operate with a minimum non-zero capacity to
maintain operational stability. This requirement is crucial for ensuring the reliable
and secure operation of the NGFTPUs.
Equation (17) specifies the electrical power demand Pgi, highlighting the system’s
reliance on thermal generation using natural gas. It demonstrates how Natural Gas
Fueled Thermal Power Units (NGFTPUs) dynamically manage energy dispatch in
response to system demand, contingent upon the natural gas network’s capacity to
meet gas requirements. The aim is to optimize operation efficiency, thereby reducing
both energy production and gas transportation costs within the pipeline network.
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Equation (18) quantifies the relationship between the input of NG fuel and the
resulting production of electrical energy, reflecting the efficiency and operational
characteristics of the combined-cycle NGFTPUs.
Equation (16) outlines the generation capacity constraints of the Natural Gas Fueled
Thermal Power Units (NGFTPUs) at node n. It is critical to recognize that the
correlation between energy generation and the flow of natural gas is complex and
non-linear, influenced by a multitude of factors. These encompass the specific
attributes of the thermal power plant, the inherent properties of the natural gas,
and environmental variables pertinent to the location, such as altitude (measured in
meters above sea level) and climatic conditions (including temperature and relative
humidity). As documented in [17], this intricate interplay means that energy output
in a combined cycle plant is best represented through a cubic function of natural
gas flow. Thus, this nuanced relationship can be encapsulated in the subsequent
mathematical expression.

Pgi(en) = k3e3
n + k2e2

n + k1en (19)

In Equation (19), the coefficients k3, k2, and k1 depend on the specific characteristics
of the natural gas thermal generation plants. However, determining these coeffi-
cients can be a complex task. As a result, for the purposes of the research work
conducted in [17,18], a simplified approximation was employed. The simplified
Equation (19) was applied to the test networks in the research work, assuming that
for each unit of power produced in megawatts (MW), approximately 0.05 m3/s or
4320 m3/day of natural gas is required.

Pgi(en) = k1 ∗ en (20)

where:
k1 = 0.0023148 MWatts·day/106 m3

(b) NG flow equations:
As discussed in Section 2.1.2, we established that the pipeline network’s equivalent
model consists of nodes for importing or exporting natural gas (NG), adhering to
the principle of mass balance at each node. Consequently, the NG injection flows
into a node are balanced by the NG flows allocated for both electrical generation
and non-electrical uses, as supported by the findings in [17].

Sn + ∑
m

fmn = ∑
j

fno + dn + en ∀ t (21)

where:
Sn: NG supply at node n, measured in cubic meters per hour (m3/h) or cubic meters
per day (m3/day);
fmn: NG flow from node m to node n, expressed in cubic meters per hour (m3/h) or
cubic meters per day (m3/day);
en: NG flow from node n to the generator, measured in cubic meters per second
(m3/s);
dn: NG demand for non-electric use at node n, specified in cubic meters per hour
(m3/h) or cubic meters per day (m3/day).
Equation (21) shows the natural gas flow balance at node “n”. Likewise, it is
important to consider that these flows are influenced by various characteristics
associated with natural gas, including the natural gas pressure at the inlet and
outlet of the node, as well as the pipe section. To describe the relationship between
pressure and natural gas flow, the Weymouth Equation (22) is employed. This
equation defines the relationship between pressures and the flow of NG, providing
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a valuable tool for analyzing and understanding the behavior of natural gas flow
within the system.

Sign( fnm) fnm
2 = Cnm

2(p2
n − p2

m) ∀ t (22)

fnm
2 ≤ −Cnm

2(p2
n − p2

m) ∀ t (23)

pn,min ≤ pn ≤ pn,max ∀ t (24)

fnm,min ≤ fn ≤ fnm,max ∀ t (25)

Sn,min ≤ Sn ≤ Sn,max ∀t (26)

where:
pn: Pressure at node n, measured in bars;
pm: Pressure at node m, in bars;
C2

nm: Constant reflecting the chemical composition of the NG and the characteristics
of the nm section of the NG pipeline, given in cubic meters to the sixth power per
square bars (m6/bars2).
Subject to the following constraints:
fnm,max: Maximum NG flow from node n to node m, specified in cubic meters per
hour (m3/h);
fnm,min: Minimum NG flow from node n to node m, in cubic meters per hour (m3/h);
pn,max: Maximum pressure allowed at node n, measured in bars;
pn,min: Minimum pressure allowed at node n, in bars;
Sn,max: Maximum limit of the NG supply delivered by the producer or importer
node n (m3/h);
Sn,min: Minimum limit of the NG supply delivered by the producer or importer
node n (m3/h)
The constant Cnm depends on the characteristics of the NG pipeline, such as the
diameter, length, and roughness of its walls, among other aspects, and the chemical
composition of the NG.
The constant Cnm is influenced by several factors related to the natural gas (NG)
pipeline, including its diameter, length, the roughness of its internal walls, among
other physical characteristics, as well as the chemical composition of the NG itself.
If fnm > 0, this indicates that the natural gas (NG) flow is directed from node n to
node m. Conversely, if fnm < 0, it signifies that the NG flow reverses, moving from
node m to node n. Equation (23) models the NG flow within the pipeline network
as a quadratic function of the pressure at the respective end nodes. Specifically,
when the inlet pressure at node n exceeds the outlet pressure at node m (pn > pm),
it results in natural gas flowing from node n to node m ( fnm > 0).
Equation (23) imposes a unique constraint at each node, often necessitating the use
of compressors. These devices are crucial for boosting the pressure at specific nodes
where an increase in natural gas (NG) pressure is required. By enhancing the pres-
sure, compressors enable a greater flow of NG than what would be possible under
standard conditions, thereby aiding in the efficient redirection of NG throughout
the network. For instance, in scenarios like in Peru, elevating the NG pressure is es-
sential for transporting gas across challenging terrains such as the Andes mountains.
Consequently, compressors allow for bypassing the maximum flow constraints,
facilitating the injection of larger volumes of NG into the gas pipeline transmission
networks. Nonetheless, it remains critical to ensure that pressure levels are kept
within their prescribed limits to preserve the operational integrity and safety of
the system.
Similarly, constraint (26) regarding the supply of natural gas Sn adapts dynamically.
If Sn > 0 at node n, it signifies that the node acts as a producer or importer of
natural gas. On the other hand, if Sn < 0 at node n, it denotes that the node
serves as a consumer of natural gas, encompassing both electrical and non-electrical

83



Energies 2024, 17, 4586

consumption. This constraint effectively captures the varied roles and functions of
nodes within the natural gas network, accounting for the intricate balance of supply
and demand.
The function Sign( f ), introduced in Equation (22), is utilized to determine the
direction of natural gas (NG) flow.

Sign(x) =

⎧⎨⎩
0, i f x = 0
1, i f x > 0

−1, i f x < 0
(27)

For instance, if the flow from node m to node n is designated as positive, and the
outcome of the simulation yields fmn > 0, this indicates that the natural gas (NG)
flow direction is indeed from node m to node n. Conversely, should the simulation
result in fmn < 0, it implies that the NG flows in the pipeline are directed from node
n to node m.
The inequality presented in Equation (25) highlights the physical constraints inher-
ent to gas pipelines, specifically addressing the maximum and minimum flow limits
of natural gas (NG) that delineate flow directionality within the system. Under
typical circumstances, the lower limit is set to zero, indicating no reverse flow is
allowed. However, in the presence of compressors within the pipeline, a minimum
flow rate greater than zero may be established to ensure effective gas transportation.
Conversely, the maximum flow rate is determined by the pipeline’s capacity and
can be quantified through the subsequent equation:

fnm =
√

C2
nm(p2

n − p2
m) (28)

If fnm > 0, it indicates that the natural gas (NG) flow is directed from node i to node
j. Conversely, if fnm < 0, the NG flow reverses, moving from node j to node i. To
accurately model this behavior, a binary variable is incorporated into the equation,
transforming the formulation into a combinatorial problem.
The variable Cnm, featured in Equations (29) and (30), is defined as follows:

Cnm = 96.074830 ∗ 10−15 D5
nm

λnm ∗ z ∗ T ∗ Lnmδ
(29)

1
λnm

= 9
[

2 log
(

3.7 Dnm

ε

)]2
(30)

where:
Dnm: Internal diameter of the natural gas (NG) duct, measured in millimeters (mm);
z: NG compressibility factor, a dimensionless unit valued at 0.8;
T: Constant temperature for NG, set at 281.15 Kelvin (K);
Lnm: Length of the NG pipeline section from node n to node m, in kilometers (km);
δ: Density of NG relative to air, a dimensionless value of 0.6106 and;
ε: Absolute roughness of the NG duct, quantified as 0.05 mm.

3. Case Study and Results Analysis

The set of equations described above defines a mixed non-linear optimization problem.
This is primarily due to the presence of binary terms, non-linear relationships, and the
constraints associated with both the gas pipeline system and the thermoelectric generation
system included in the proposed model, as illustrated in Figure 1. The combination of these
elements results in a complex optimization problem that requires specialized techniques
and algorithms to obtain optimal solutions. The integrated model encompasses the inter-
dependencies between the gas pipeline system and the thermoelectric generation system,
enabling a comprehensive analysis and optimization of the integrated energy system.
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To simplify practical considerations, it was determined necessary to group the
182 generation plants in the system into 24 plants with distinct technologies but simi-
lar operating costs. This grouping helps streamline the analysis and management of the
system, as it reduces the complexity associated with individual plant-level considerations.
By categorizing the plants based on their technology and comparable operating costs, it
becomes more feasible to implement effective optimization strategies and make informed
decisions regarding the operation and planning of the integrated energy system.

To assess the impact of congestion on the natural gas network, it was necessary to
deliberately impose constraints on the pipeline’s capacity. By simulating congestion and
analyzing the network’s behavior, the effects on bus prices and the resulting low energy
production costs can be studied. This analysis considers the demand of a typical day,
as indicated in Table 6. By examining this scenario, a comprehensive understanding of
the system’s response to congestion and its implications on energy production costs can
be obtained.

Table 6. Electrical demand SEIN (GW) adapted from Coes.

Hour 16 August 2022 Hour 16 August 2022 Hour 16 August 2022

01:00 5.99 09:00 6.61 17:00 6.97
02:00 5.87 10:00 6.87 18:00 6.80
03:00 5.75 11:00 6.99 19:00 7.06
04:00 5.76 12:00 7.11 20:00 7.09
05:00 5.83 13:00 6.94 21:00 7.05
06:00 5.96 14:00 6.90 22:00 6.92
07:00 6.19 15:00 7.01 23:00 6.66
08:00 6.35 16:00 7.06 00:00 6.29

3.1. Congestion Effects of a Natural Gas Pipeline

To analyze the behavior of the integrated gas–electricity system under congestion
scenarios, it is important to recognize that operational congestion events are often not
prevalent under typical real-world conditions, as noted in [11]. To simulate and study these
hypothetical conditions, we deliberately reduce the maximum capacity of the primary
natural gas pipeline within the system. By imposing this constraint, we can effectively
induce congestion scenarios for a typical demand profile corresponding to the year 2022.
These capacity reductions could result from failures or scheduled maintenance.

To explore a range of congestion levels, we progressively reduce the maximum capacity
of the natural gas transmission network by varying percentages, starting from a 10%
reduction. The reduction continues until reaching a percentage where the results no
longer converge or remain stable. This approach enables us to observe the system’s
response under different levels of congestion and evaluate its impact on the integrated
gas–electricity system.

The simulation outcomes, depicted in Figure 2, elucidate the impact of reducing
the main pipeline’s maximum capacity on the electricity production costs within the
integrated system. Initially, when the pipeline capacity is diminished to 50% of its original
size, the production costs remain unaffected. However, further reductions to 60% and
70% lead to a noticeable increase in production costs. This pattern reveals that the system
possesses a certain resilience to reductions in pipeline capacity without incurring additional
costs. Yet, surpassing a critical threshold, estimated between a 60% to 70% reduction,
congestion-induced constraints begin to adversely affect the system’s efficiency and the
cost-effectiveness of electricity production. These results highlight the critical need for
maintaining an optimal balance between pipeline capacity and electricity production costs
to ensure the efficient functioning of the integrated gas–electricity network.

Figure 2 illustrates the cost implications for electricity production as a function of
reducing the maximum capacity of the main natural gas pipeline.
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Figure 2. Cost of electricity production considering reduction of the maximum capacity of the main
NG pipeline.

Figure 3 depicts the relationship between the costs of natural gas consumption and
the demand for electricity generation under congestion scenarios. It reveals an inverse
correlation between the cost of electricity production and the costs associated with natural
gas consumption. Notably, as the maximum capacity of the main natural gas pipeline
is curtailed by over 50%, we observe a decrease in the costs of natural gas for electricity
generation. Moreover, a reduction surpassing 70% leads to a scenario where the costs
associated with natural gas consumption effectively drop to zero. This illustrates the
complex dynamics between pipeline capacity limitations and the economic aspects of
energy production within the system.
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Figure 3. Natural gas consumption costs to cover electricity demand with reduction of the maximum
capacity of the main natural gas pipeline.
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Figures 2 and 3 provide a comprehensive view of the energy production costs within
the integrated gas–electricity system, under scenarios of varying reductions in the maxi-
mum capacity of the main natural gas pipeline. The analyses reveal that production costs
within the system begin to escalate once the pipeline capacity reduction surpasses 50%.
This increase in costs can be attributed to a multitude of factors, such as the necessity
to resort to generation plants with higher marginal costs, the lack of contribution from
hydroelectric generation plants, and the constrained availability of natural gas, which limits
the operational capacity of NG-fueled plants to meet the existing demand. These insights
underscore the critical interdependencies between pipeline capacity and the operational
economics of the integrated energy system.

Based on the comprehensive analysis of congestion effects within the natural gas
pipeline network, and taking into account the implications of reducing the main natu-
ral gas pipeline’s maximum capacity, significant disparities have been identified under
specific conditions across two predefined scenarios (Scenario 1 and Scenario 2). These
conditions highlight the differential impact of pipeline capacity constraints on the system’s
efficiency and cost-effectiveness, underscoring the nuanced dynamics that characterize
each scenario’s unique challenges and opportunities.

Conditions

No reduction in the capacity of the NG pipeline
Reduction of the capacity of the NG pipeline to 60%
Reduction of the capacity of the NG pipeline to 70%

Hence, we will now discuss the effects on the behavior of the plants, the effects on the
bus prices, and the effects on the load flows in these three conditions for each scenario.

3.2. Impact of Reduced NG Pipeline Capacity on Generation Plant Operations

The operational dynamics of generation plants, particularly hydroelectric plants,
undergo significant changes as the capacity of the main natural gas (NG) pipeline is
reduced beyond a 50% threshold. Under such conditions, hydroelectric plants are called
upon to increase their dispatch to meet the persistent demand for electricity. Nonetheless,
their capacity to compensate for the reduced NG supply is bounded by their maximum
operational volumes and the limitations posed by the capacities of the transmission lines to
which they are connected. Figure 4 delineates the operational behavior of hydroelectric
plants within these constraints, providing insight into how transmission line capacities
further influence their ability to respond to demand.

The analysis of both scenarios reveals a consistent pattern: there is a notable dispatch
overlap for hydroelectric plants between situations where there is no reduction in NG
pipeline capacity and scenarios with a 60% reduction. This observation underscores the
resilience of hydroelectric plants in contributing towards electricity demand satisfaction,
even amid substantial reductions in the availability of natural gas. Such findings highlight
the critical role of hydroelectric plants in maintaining system stability and mitigating the
impacts of NG supply constraints.

It is reasonable to anticipate that with a lower supply of natural gas, resulting from
the reduction in the maximum capacity of the main natural gas pipeline, the demand must
be met by plants with higher operating costs, such as Diesel plants. These plants quickly
increase their dispatch, leading to higher energy production costs, as illustrated in Figure 4.

Conversely, natural gas thermal generation decreases due to the effect of reducing the
maximum capacity of the natural gas main pipeline. Notably, as congestion intensifies and
reaches the 70% threshold, dispatch tends to reach zero.
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Figure 4. Behavior by kind of electricity generation considering the reduction of the maximum
capacity of the main natural gas pipeline.

3.3. Variation of Bus Prices in Scenarios Considering the Reduction of the Maximum Capacity of
the Main Natural Gas Pipeline

As the reduction in the maximum capacity of the natural gas pipeline increases,
generation through natural gas thermal plants decreases, resulting in an increase in bus
prices. While some bus prices, like those of bus 4, exhibit minimal variations, there are
cases where significant bus price fluctuations are observed.

For instance, in Figure 5, bus 6 displays a trend where, as the reduction in the maxi-
mum capacity of the main natural gas pipeline increases, the bus price approaches its limit
of 50 USD/MW.
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Figure 5. Variation of the price in bus 6 considering the reduction of the maximum capacity of the
main natural gas pipeline.

In the case of bus 12, as depicted in Figure 6, it is evident that as congestion intensifies,
the price on the bus approaches its upper limit of 80 USD/MW.
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Figure 6. Variation of the price in bus 12 considering the reduction of the maximum capacity of the
main natural gas pipeline.

3.4. Effects on Load Flows in Congestion Scenarios of a Natural Gas Pipeline

The energy flows between various buses exhibit distinct behavior when the reduction
of the maximum capacity of the main natural gas pipeline approaches approximately 70%
of its total capacity. At this juncture, the flows tend to reverse their direction or, in the
absence of reversal, saturate the transmission network.

This behavior aligns with expectations, as the model’s objective is to optimize produc-
tion costs while adhering to network constraints and achieving an optimal dispatch strategy.

Load flows display notable variability in response to even minor demand signals,
leading to significant fluctuations in power flows between bus 12 and 4. This dynamic
response is visible in Figure 7, illustrating load flows between bus 12 and 4 under varying
demand scenarios. These fluctuations underscore the system’s sensitivity to even slight
changes in load requirements.
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Figure 7. Load flow changes from bus 12 to 4 with reductions in the main natural gas pipeline’s capacity

The dynamics of power flows from bus 6 to bus 12, as depicted in Figure 8, highlight
the impact of natural gas pipeline capacity on the electrical grid. When the main natural
gas pipeline operates at full capacity, the line between bus 6 and 12 typically reaches its
maximum load limit. However, with increasing reductions in the pipeline’s capacity, there
is a noticeable decline in the flow through this line. This trend is directly linked to the
diminishing natural gas supply, which, in turn, affects the power generation and subsequent
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flows between these buses. Thus, while unrestricted pipeline capacity allows for optimal
line utilization, any constraints on the natural gas supply lead to a proportional decrease
in power flows, illustrating the tight interconnection between natural gas availability and
electrical grid performance.

Figure 8 presents the variation of the load flow between bus 6 and 12 considering the
reduction in the maximum capacity of the main natural gas pipeline.
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Figure 8. Variation of the load flow between bus 6 to 12 considering reduction of the maximum
capacity of the main natural gas pipeline

3.5. Discussion

The results shed light on the implications of congestion in the natural gas network,
particularly regarding system operating costs, bus prices, and power flow.

In scenarios where the maximum capacity of the primary natural gas pipeline is re-
duced by up to 50%, no significant variations are observed. Nevertheless, when reductions
exceed 50% of the pipeline’s maximum capacity, there is a noteworthy increase in energy
production costs. These costs can escalate by as much as 69% in comparison to scenarios
without congestion. Similarly, there is a significant increase in bus prices, often reaching
their maximum values, accompanied by substantial fluctuations in load flows. In many
instances, load flows approach or even exceed the maximum levels of transmission capacity.

Furthermore, the analysis uncovers that when congestion levels exceed roughly 70%
of the pipeline’s capacity, the results fail to converge. This phenomenon arises from
a combination of factors, encompassing the installed capacity of the SEIN without gas
generation, the constraints of transmission capacities, and the inherent limitations of
network parameters. Consequently, it becomes imperative to implement load rejection
systems to uphold system stability, as the system’s demand cannot be met.

While the primary focus of this analysis is on natural gas pipeline congestion, it is
important to note that similar hypotheses and results can be extrapolated to various other
scenarios. These may include reduced natural gas supply, a gradual decline in natural
gas production at the wellhead, diminishing proven reserves in the natural gas wells that
supply the pipeline, and a range of other conditions.

4. Conclusions

This paper emphasizes the critical role of coordinating the electricity and natural
gas markets to enhance operational efficiency and reduce associated costs, particularly in
scenarios where pipeline co-management is involved.

The presented results provide valuable insights for shaping policies aimed at miti-
gating congestion effects in natural gas pipelines and addressing constraints in electrical
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transmission. These findings emphasize the significance of improved coordination between
both systems under a unified market operator.

The research demonstrates the effects of congestion scenarios on production costs in
the gas–electricity system. Notably, scenarios with reductions in the maximum capacity
of the main pipeline below 50% show no observable impact on energy production costs,
bus prices, or load flows. However, when the reduction exceeds 50%, substantial increases
in energy production costs, reaching up to 69% higher costs compared to congestion-
free scenarios, are observed. Furthermore, reductions exceeding 70% in the maximum
capacity of the main pipeline result in non-convergent results due to capacity limitations
and network constraints, rendering the system unable to meet demand.

Finally, this paper identifies several areas that warrant further investigation in future
research. These include the integration of additional natural gas sources, expansion of
natural gas networks, incorporation of low-emission gases into the natural gas system,
integration of renewable sources, deployment of flexible assets and operations, and the
establishment of energy storage facilities. Addressing these aspects would require the
inclusion of additional equations into the model.
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Nomenclature

A The electrical current flow measured in amperes (A)
AC Alternating current

ag, bg, and cg

These constants are integral to the quadratic equation used to compute the energy
production cost from each bus generator. They vary based on the generator’s power
output and are denoted in [USD/MW2], [USD/MW], and [USD], respectively.

CDiesel The cost associated with generating electricity using diesel, expressed in [USD].

Crer
The cost of generating electricity using both conventional and non-conventional
renewable energy sources, in [USD].

Cres Cost of energy storage system in [USD] that remains fixed throughout the period.

CDF
Conceptual data abstraction called Common Data Format for storing, manipulating,
and accessing multidimensional datasets

C2
nm

Constant dependent on the chemical structure of the NG, and the characteristics of
the nm section of the NG duct (m6/bars2)

Dnm Internal diameter of NG duct (mm)
δi Voltage phase shift angle on bus i.

dn
The demand for natural gas for non-electrical uses at node n, expressed in m3/h or
m3/day.

en The volume of natural gas flowing from node n to the generator, in m3/s.
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fmn The volume of natural gas transported from node m to node n, in m3/h or m3/day.
fnm,max The upper limit on the volume of natural gas flow from node n to node m, in m3/h.
fnm,min The lower limit on the volume of natural gas flow from node n to node m, in m3/h.
fnm(t) The flow of natural gas between nodes n and m during period t, measured in 106 m3/h.
fno The volume of natural gas transported from Node n to Node o, in m3/h or m3/day.
Gen The total number of power plants within the network.
k1 0.0023148 MWatts·day/106 m3

LHV Low Heating Value Constant equivalent to 35.07 MW/(m3/s)
Lnm NG pipeline length nm (km)
η Thermal power plant efficiency
N Bus number in the electrical network
NGs Number of supply points in the NG network
Pdi The active power load on bus i during period t, measured in MW.
PGenBus The power generated at a bus, in MW.
PG number of pipes in the gas network
pg Unit price of NG in [USD/m3USD]
Pg(t) Active Power delivered by the generator g in the period t in [MW].
Pgi Power generated in MW by NG thermal plant

P(t)
g,i Variable Active Power delivered by the generator g on the bus i at time t in [MW]

PHI Offset angle
Pmax

km Maximum limit of active power in the section k-m (MW))
Pkm Active Power in the section k-m (MW)
Pi Active power on the bus i in the period t
PL Active power losses in period t
pm Pressure reached at node m (bars)
pn Pressure reached at node n (bars)
pn,max Maximum pressure limit at node n, (bars)
pn,min Minimum pressure limit at node n, (bars)
ptg Unit cost of NG transportation in [USD/m3]
Qdi Reactive Load on the bus i in the period t
Qi Reactive Power generated in bus i in the period t
QL Reactive Power Losses in the period t
Sn NG supply at node n in (m3/h or m3/day)
Sn,max Maximum limit of the NG supply delivered by the producer or importer node n (m3/h)
Sn,min Minimum limit of the NG supply delivered by the producer or importer node n (m3/h)
Sn(t) Supply of NG supplied at node n in period t in [106 m3/h]
T Temperature constant of NG, 281.15 K
USD US American Dollars
V Volt unit of potential difference
VFinBus Final bus voltage, p.u.
Vi Bus voltage value i;
W Power Unit in Watts
X Electrical impedance
Y Admittance
Yij Impedance of the line between busbars i and j
z compressibility factor of NG, 0.8 (dimensionalless)
δ Density of NG with respect to air, 0.6106 (dimensionalless)
δi Angle of the tension in bar i
ε Absolute roughness of the NG duct, 0.05 mm
η Efficiency of the thermoelectric plant
θij Angle of total line admittance between busbars i and bus j
∑N

i=1 Pgi,t Total energy generated on the bus i in the period t
∑N

i=1 Pdi,t Total Active Energy in bus i in period t
∑N

i=1 Qgi,t Total Reactive Energy in bus i in the period t
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∑N
i=1 Qdi,t Reactive load on bus i in period t

∑G
g=1 Pgi Active Power of the thermogenerators connected on the bus i

∑G
g=1 Qgi Total Reactive Power of the thermogenerators

z NG compressibility factor, 0.8 (dimensionalless units)
Abbreviations

COES Council for Electrical System Economy Operating
DNLP Discrete Non-Linear Programming
GAMS General Algebraic Modeling System
GW Gigawatts
IEEE International electrical and electronics engineers
Km kilometers
KP Key point
KV Kilo volts
LNG Liquefied natural gas
NG Natural Gas
NGFTPUs Natural-Gas-Fueled Thermoelectric Power Units
MMScm Million Metric Standard Cubic Meters
MVA Mega Volt-Amper
MW Megawatts
SEIN Peruvian National Interconnected System
SDDP Stochastic Dual Dynamic Programming
NGFTPUs Natural-Gas-Fueled Thermoelectric Power Units
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Abstract: For developing nations to achieve net-zero targets, macroeconomic linkages impacting
the decoupling of emissions from economic growth must account for non-linear business cycles
and economic shocks. This study aims to delineate decarbonization policy pathways for the Indian
electricity sector in the aftermath of COVID-19 by analysing the long-term evolution of the economy–
electricity–emissions (3E) nexus during the 2008 financial crisis and during COVID-19, covering
the period of 1996Q2 to 2020Q3. Upon testing multiple theoretical 3E systems, it was found that a
model internalizing trade, inflation, and stochasticity was able to minimize the reproduction errors
from growth to recession phases, as well as predict the rebound effect from an economic crisis. This
was revealed to be due to more information within the coefficients in a trade stochastic model. Our
results confirm the existence of electricity-associated emission decoupling with capital formation
in the long-run, post-crisis, while economic growth and inflation increase CO2 emissions. The
main finding highlights the negative feedback loop of inflation->trade->emissions, which shows
that GDP and emissions are not directly causal. This long-run macroeconomic dynamic death
spiral causes decoupling to be inhibited, where fossil fuel imports should not be subsidized for
economic shock rebound, and the risk hedging of energy transition investments should occur in the
post-COVID-19 era.

Keywords: decoupling; business cycles; inflation; COVID-19; stochastic modelling; approximate entropy

1. Introduction

It is a challenge for modern economic policies to decouple energy production from
carbon emissions in order to combat Human-Caused Climate Change (HCCC). The case for
an economy in its developing phase is that energy use, specifically electricity generation,
occurs primarily from fossil fuels (FFs), like coal and oil [1]. This is especially true due to
the structural integration of FFs with economic growth ever since the industrial revolution,
with all developed nations of the world banking on FF use to power their economies
over the past century [2,3]. With HCCC having palpable and long-term detrimental
effects on the environment, it is economically difficult to structurally decouple FFs and
introduce alternative clean energy, such as renewable energy (RE), for electricity generation
in developing economies, like India and China [1,4–6]. Both India and China have large
populations and a fast-growing economy, which is dependent on tremendous amounts
of energy generation to keep the economic machinery functioning [7]. Rapid structural
change can lead to drastic short-term socioeconomic shocks, making energy transition a
non-straightforward solution [3].

Decoupling is achievable not only by clean RE, which involves intermittent sources
like wind and solar energy [3,8], but also by advancing cleaner generation from oil and gas
and increasing production efficiency [9]. However, continual technological advancement
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needs innovation, which must be powered by economic growth, implying that there
needs to be an incentive for the same. From a macroeconomic perspective, levels of CO2
emissions can be an indicator of the propensity for energy transition [8]. As a result,
most macroeconomic models measure decoupling as either energy intensity reduction or
emission intensity reduction [3]. However, it has been argued in the literature that the
Gross Domestic Product (GDP) is not necessarily an indicator for growth [10], with studies
often pointing that the total capital is what determines the capability to innovate [11].
Thus, the first issue within an economy–electricity–emissions (3E) nexus is to establish the
behaviour of how each macroeconomic determinant affects CO2 emission levels with the
complexity of the GDP, capital, and even international trade being part of dynamic feedback
systems [12–14]. This paper attempts to create several control systems to approximate the
real-world behaviour of the Indian 3E system to gauge the exact level of decoupling in
electricity generation.

The second aspect of this paper tackles the main deficiency in the current literature.
While GDP is treated by existing econometric models as linear or exponential while estimat-
ing the causality with emissions [3,14,15], higher-order phenomena are seen in economic
growth. Specifically, bi-stage cyclic patterns of growth and recession in business cycles
are prevalent [16]. At the peak of a business cycle, interest rates are the lowest, leading
to expanding GDP growth and simultaneous energy use, which also causes inflation [17].
It may be pointed out that innovation also hits a peak at this point. However, to control
inflation, interest rates are risen by federal banks, which contracts the GDP and production
(ultimately energy use), termed as the recession phase [16]. To the best of our knowledge,
the existing research fails to address how the decoupling of emissions in power generation
changes within the business cycle. Thus, the second target of this paper is to empirically
analyse various 3E control systems to identify the dynamics of CO2 emissions in business
cycle phases and their relationship to macroeconomic variables. For achieving decoupling
in a developing economy, it is imperative to identify how the status of decarbonization
changes in the higher-order behaviour of economic systems [6,9].

The third issue of measuring the decarbonization of electricity in developing countries
is the impact of exogenous shocks on the incentive of decoupling, which has not been
addressed in the macroeconomic literature. For example, the sub-prime mortgage crisis of
2008 was a global phenomenon that changed the course of RE development sharply, with
Chinese solar panels overtaking Japanese and European production sharply [18]. At the
same time, developing nations’ carbon emissions and the emission intensity of electricity
use sharply increased post-2008 crisis [18,19], implying that there was lesser incentive
to generate clean power over FF power. While many previous studies have revealed
how decarbonization patterns changed in the aftermath of the 2008 crisis [18,20–22], the
macroeconomic linkages that accelerate CO2 emissions are not known. In the rebound
of COVID-19, we have also seen a rebound of emissions. While it may be argued that
COVID-19 is vastly different from the sub-prime mortgage crisis, a macroeconomic lens
will visualize both crises as a sudden shock to the GDP and consumer demand [18,23,24].

This paper focuses on the causalities of the decarbonization of power generation in
India in relation to macroeconomic variables and how such causalities are impacted by
higher-order economic behaviour and economic shocks. India was chosen as the case
study because it is the most populous country, with a significant portion of the country
being below the poverty line [25], which affects the incentive for decoupling. With FF
penetration increasing from 11.7 TJ (2000) to 29.6 TJ (2020) [26], more than a third of the
total power generation comes from coal [27], which suggests that a fast-growing economy
is not necessarily boosting RE [28]. Simultaneously, economic growth has been noticeable,
with the GDP increasing by 550% in this period [29,30], notwithstanding that inflation has
increased by 5.8% [31] and cumulative emissions have increased by 250% [32] from 2000
to 2020. Secondly, unlike other fast-growing developing economies like China, the 2008
crisis did not significantly contract the GDP or cumulative emissions in India [33], but CO2
emissions decreased by 6% in the year following COVID-19 [34]. This has drastic impacts
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on the 3E nexus’ decarbonization efforts, which previous research has not addressed with
higher-order GDP growth [3,9,20,21]. Thirdly, India is a much larger net importer of oil
products than China [28], which raises the question as to how electricity-related emissions
have changed in relation to Trade Openness (TROP) during higher-order movements and
before and after economic shocks.

The importance of this paper is to delineate the interplay of the incentive for in-
novation in decoupling in the electricity sector of a fast-growing, developing economy
during business cycle movements and the economic shocks of 2008 (financial crisis) and
2020 (COVID-19), such that economic policies for net-zero targets can be identified in a
post-pandemic world. This research explores the key macroeconomic pathways that can
eventually lead to a stable achievement of net-zero targets and the continued decarboniza-
tion of electricity generation [35]. The rest of the paper is organized as follows: Section 2
shows a literature review to introduce the theoretical basis of macroeconomic frameworks
in order to build the hypothesis across economic events. Section 3 shows the methodology
that is used to analyse the linkages within the 3E nexus, and Section 4 introduces the data
of the analysis. Section 5 presents the results and discussions of policy implications, and
Section 6 shows a robustness analysis of the results. The final section concludes the main
findings of this paper.

2. Literature Review, Hypothesis Development, and Macroeconomic Frameworks

The theoretical basis for this paper lies on the inverted U-shaped Environmental
Kuznets Curve (EKC) hypothesis. The ‘inverted U’ postulate of the EKC hypothesis implies
that, in the initial stages of economic growth, CO2 emissions increase, while upon economic
maturity, emissions decrease [8,36]. The primary concern with this hypothesis is that there
are several studies which do claim the existence of the EKC, specifically in high-income
and high-RE-penetrated economies [6,8,21,24]. However, about 20% of the studies refute
the existence of the EKC, mainly in developing countries [12,37–39]. A major gap in the
literature is that most studies focus on total energy use across all sectors and do not focus
specifically on electricity generation, which is responsible for the maximum energy use and
emissions among the economic sectors in India [37].

The literature on the EKC can be divided into four strands. The first strand deals
with reduction in the energy intensity of the economy, mainly comprising bivariate models
employing energy use and GDP as the functional variables. The basis of this hypothesis
lies in the fact that higher economic growth results in higher energy use, which leads to
efficient methods of energy use, further increasing economic growth [40–44]. Granger
causality has been extensively used in these studies, but mixed evidence has been found in
such cases [43,44]. The second strand combines the first type with CO2 emissions, focusing
on the reduction in emission intensity. Normally, such studies are bivariate or trivariate
with an energy–economy–emissions nexus approach [5,8,9,45,46], with very few studies
focusing on the electricity aspect in developing countries [37,47]. One particular recent
study confirmed that both economic growth and energy use significantly degraded the
environment in eight developing Asian nations, including India [5]. However, the question
of the extent of economic shock impact was not analysed, even though the time interval
was studied extensively [5,9,45,48,49].

The third strand of the literature is a generational advancement of the EKC hypothe-
sis. The dynamic relationships underscoring the pathways for decoupling are examined
through the lens of the Cobb-Douglas production theory (which suggests that the GDP is
a result of capital formation, labour, and productivity [50]). The main hypothesis of the
studies is not only limited to emission intensity reduction in the GDP but is also extended
to emission intensity reduction in capital formation [50]. Since productivity is ultimately
a result of the efficiency of energy conversion, energy use acts as a proxy for factor pro-
ductivity [45,51–54]. Labor is often proxied by employment [22,48,51,55], with one study
attempting to evaluate the dynamic relationship between electricity-use and employment
in India [56]. A major drawback of most studies in this strand is that the stochastic nature
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of labour and productivity variation with business cycles is not incorporated into these
studies. More so, very few studies have tested the dynamic links with regard to electricity
generation [55,56].

The final branch deals with the highly stochastic nature of trade (or TROP, as defined
in most studies). TROP is non-deterministic and may have completely different trends from
business cycle fluctuations, yet very few studies have addressed how the decarbonization
of energy use varies with TROP during growth and recession phases. While considering a
control system, multiple studies found that increased trade has a beneficial effect on the 3E
nexus in the long-run, reducing emissions [57–60]. However, in terms of energy transition,
increased imports can be a sign of a lack of energy security.

Within the 3E nexus, it has been stated that ‘short-term’ economic growth is aligned
with ‘long-term’ decarbonization goals [18,61,62], but the macroeconomic pathway to
achieve the same has not been provided. The authors of [62] argue that economic shocks
change RE policy direction, but they fail to empirically show how exactly such a change
is sustained in the long-run. While structural breaks do exemplify the change in policy
directions [59,63], they do not explain which factor aids in the rebound of energy use and
how the status of decoupling adapts. Moreover, GDP, TROP, capital, etc. needs to be
pivoted to an economic shock to empirically determine the exact pathway of decarboniza-
tion in the post-crisis macroeconomy. Decarbonization has second priority compared to
economic recovery after COVID-19 [23], and past studies have only shown the symptoms
of COVID-19-related impact on electricity-related emissions [64,65]. A clear post-pandemic
macroeconomic theory for ensuring decoupling is yet to be empirically determined.

The second gap in the literature is the focus on the specific macroeconomics of India,
as the third highest global CO2 emitter [32]. While there have been a few studies on
the dynamics of electricity production and the GDP in India [4,37], no previous research
has addressed how inflation affects the dynamics of electricity-related CO2 emissions.
As business cycles change inflation along with the GDP, it is imperative to also answer
what the causality of CO2 emissions and inflation is and how it changes with growth and
recession phases. The existing models have mostly used a GDP deflator, ignoring how
inflation specifically plays a part in decarbonization [8,9,44,47,59]. Specifically, inflation
increases after the rebound from a shock [61,65], but previous studies have not delineated
how the feedback from inflation to the GDP to CO2 emissions plays out. This is a key
contribution of this paper, showing the dynamic links between inflation and emissions,
within production and trade models, affected by the 2008 financial and COVID-19 crises in
the Indian electricity sector. The modelling framework is schematically shown in Figure 1.

Within the modelling framework of Figure 1, this paper will explore five specific
macroeconomic models, with specific hypotheses in regard to economic shocks. While
the growth model, production theory, and trade stochasticity has been explored in the
literature, this study adds inflation stochasticity to examine the specific aforementioned
research gap. The 3E nexus comes with expected behaviours, and, from a macroeconomic
perspective, the following hypothesis can be adopted, extending the purview of the EKC:

In business cycle movements, GDP and energy use/emissions tend to move in the
same direction due to increased money supply during the growth phase, which is where
interest rates tend to decrease. Similarly, this causes inflation to rise, which ultimately leads
to the reversal of the cycle into the recession phase. As a result, the first hypothesis can be
written as follows:

Hypothesis 1. The decoupling of emissions from economic growth is independent of the linkage to
inflation emissions.

The second consideration is one of the key foci of this study, which is economic shocks.
During economic shocks, economic growth contracts, and the rebound in the economy
results from production increase [18]. The incentive for decarbonization in this rebound
phase (or even after a crisis) has not been explained in the past literature; therefore, we can
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build the second hypothesis, based on the interaction of emissions with the GDP, capital,
and TROP.

Hypothesis 2. The decoupling of emissions is inversely related between pre- and post-phases
of shocks.

The third hypothesis is built around the higher-order behaviour of economic move-
ments and the information contained in a model representing the 3E nexus. While the
growth model captures the long-run behaviour of GDP-CO2 causalities, it does not neces-
sarily represent the impulse response as real-world behaviour [5,49,55]. We can assume
that a stochastic model will represent a real-world impulse response much better than a
deterministic growth model.

Hypothesis 3. Decoupling emerges from stochasticity instead of linear relationships with the
macroeconomy.

Figure 1. Modelling framework and theory schematic for analysing decoupling in the 3E (economy–
electricity–emissions) nexus in India during economic shocks.

3. Materials and Methods

3.1. Modelling Specifications

The models are constructed as per Figure 1, using a long-term cointegration approach,
which provides a more concrete econometric model than Vector Auto-Regression (VAR) [66,67].
As seen above, all the models are multivariate, with the dependent variable being CO2
emissions in each case, representing the macroeconomic effects on decoupling. To account for
the higher-order effects and integrating the economic shock rebound endogenously into the 3E
nexus system, quarterly data are used from 1996 to 2020, encompassing both the 2008 financial
crisis and the pre-crisis period for COVID-19. It must be noted that the Indian macro data
are properly reported from 1996 onwards as well. All the series are first normalized to base
year 2015 = 100 and then transformed into a logarithmic form to eliminate heteroskedasticity
in time-series modelling [15]. Vector Error Correction Models (VECMs) incorporating long-
run cointegration are quite prevalent in econometric studies [10,57], allowing for the three
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hypotheses to be testable. Over short samples, such as in our macroeconomic analysis, VECMs
have been shown to have complex dynamic issues, such as multiple lags, difference lags,
etc. [22,37,65,66,68]. This issue is dealt with by the robustness analysis method, where we use
the approximate entropy method [69] to account for the amount of information present in the
explanatory variables. Moreover, we compartmentalize the simulation whenever overfitting
occurs in the model to make the VECM achieve a dynamic equilibrium. Both of these are
novel approaches to econometric VECM modelling. The 5 models to assess the decoupling
situations are given in Equations (1)–(4).

lnΔCt = f(lnΔGDPt, lnΔElt) (1)

lnΔCt = f(lnΔGDPt, lnΔKt, lnΔElt) (2)

lnΔCt = f(lnΔGDPt, lnTROPt, lnΔElt) (3)

lnΔCt = f(lnΔGDPt, lnΔTROPt, lnΔCPIt, lnΔElt) (4a)

lnΔCt = f(lnΔKt, lnΔCPIt, lnΔTROPt, lnΔElt) (4b)

Each of the 5 models (Figure 1) are trained over growth and recession periods from
1996Q2 to 2008Q4, and thereafter, an impulse is exogenously applied to GDP and K (where
applicable) in 2009Q1, replicating the 2008 financial crisis. Such an impulse is more than the
2x standard deviation, which will allow us to test Hypothesis 3 specifically. The model is
trained again from 2012Q1 to 2020Q3 to capture the pre-COVID-19 and COVID-19 impacts
on the 3E nexus.

3.2. Data Specifications

The time series data from 1996Q1 to 2020Q4 that are used in this study are described
in Table 1, along with the data sources.

Table 1. Modelling variables and abbreviations, data sources, and units.

Variable Units of Measurement Data Source

GDP Constant 2015 US$ [70]
K (capital) Constant 2015 US$ [70]

El (electricity generation) Exa Joules (EJ) [71]
TROP (trade openness) Quarterly (%) [70]

CPI (consumer price index) Ratio [70]
C (CO2 emissions) Mega Tons (MT) [71]

Figure 2 graphs the data in the sampling period, and Table 2 gives the descriptive
statistics of the data. El (electricity generation) and C (CO2 emissions) are available as
annual data and were disaggregated to quarterly data by the Denton-Cholette method [72].
TROP is calculated as the ratio of total trade (imports + exports) to GDP for each quarter.
From Figure 2, it can be clearly delineated that there exist distinct higher-order phenomena
in the data, even after normalizing and taking the logarithm, specifically for GDP, K
(capital), CPI (inflation), and C (CO2 emissions). It is also seen that the COVID-19 shock is
much larger than the 2008 financial crisis in India. From Table 2, it is evident that inflation,
emissions, and electricity-use move in a positive direction for India from the skewness
and kurtosis values, implying that there is an absence of absolute decoupling in the Indian
electricity sector.

100



Energies 2024, 17, 4354

Figure 2. Graphical representation of the normalized data of (a) GDP, (b) K, (c) CPI, (d) TROP, (e) E-El,
(f) C {in red—left y-axis}, and their first differences {in black—right y-axis} (modelling variables from
Table 2), along with the units. The system is seen to be resilient against an economic shock (the 2008
financial crisis).

Table 2. Descriptive statistics of the modelling variables from Figure 1.

Variable Mean Median Std. Dev. Skewness Kurtosis

ln GDP 1.611 1.602 0.379 −0.001 −1.396
ln K 1.765 1.833 0.264 −0.268 −1.371
ln CPI 1.776 1.743 0.206 0.135 −1.400
TROP 0.395 0.409 0.109 −0.119 −1.083
ln El 1.258 1.245 0.172 0.116 −1.214
ln C 1.821 1.818 0.160 0.049 −1.430
Δln GDP 0.012 0.013 0.019 −3.873 42.97
Δln K 0.008 0.010 0.037 −1.847 39.68
Δln CPI 0.007 0.008 0.007 0.065 2.091
ΔTROP 0.001 0.002 0.023 −0.191 2.266
Δln El 0.006 0.006 0.005 0.670 6.865
Δln C 0.005 0.005 0.006 −0.246 1.468

Note: Δ represents the first differences.

3.3. Unit Root Tests

Before performing the econometric modelling and specifying the model, unit root tests
need to be performed on each time series to assess the stationarity and integration order
of the variables. Stationarity is absolutely required to remove the statistical uncertainty
of spurious regressions [73]. The Augmented Dickey-Fuller (ADF) test has been used
in a form (Equation (5)), (ii) a form with intercept (Equation (6)), and (iii) a form with
intercept and trend (Equation (7)). However, the ADF test has been reported to give biased
results [44]; therefore, Kwiatkowski’s KPSS test (reverse hypothesis of the ADF test) is
used [74]. The non-inclusion of structural breaks in time series unit root testing by the
ADF and KPSS tests has been argued to be spurious by econometricians [22,58,59]. As
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a result, the Zivot–Andrews structural break unit root test is used in this paper [75] to
account for the changes in the time series regime. The Zivot–Andrews test is conducted in
three forms in this paper: (i) one-time break in variables at the level form (Equation (8)), (ii)
one-time break in the slope of the trend component (Equation (9)), and (iii) one-time break
both in the intercept and trend function of the variables to be used for empirical analysis
(Equation (10)) [56,75].

ΔYt = μYt−1 +
k

∑
i=1
δiΔYt−i + εt (5)

ΔYt = α0 + μYt−1 +
k

∑
i=1
δiΔYt−i + εt (6)

ΔYt = α0 + β0t + μYt−1 +
k

∑
i=1
δiΔYt−i + εt (7)

where Y represents a time series, t is the time period sampling interval, α0 is the intercept,
β0 is the coefficient for the time trend, μ is the coefficient of the lagged value of the time
series at the level, δ is the coefficient of the lagged value of the time series at first difference,
k is the optimal lag length, and εt is the random walk error term. The null hypothesis,
μ = 0, is agreed when there is no unit root against the alternate hypothesis of μ < 0, when
there is a unit root present.

ΔYt = a0 + b0t + a0Yt−1 + b0DUt +
k

∑
i=1
δiΔYt−i + εt (8)

ΔYt = b0 + c0t + b0Yt−1 + c0DTt +
k

∑
i=1
δiΔYt−i + εt (9)

ΔYt = c0 + c0t + c0Yt−1 + d0DUt + d0DTt +
k

∑
i=1
δiΔYt−i + εt (10)

where DUt is a dummy variable representing the existence of a mean shift with the time
break, while DTt shows that there is a trend shift with the time break. Equation (11) shows
the conditions for the hypothesis confirmation of unit root presence.

DUt =

{
1 if t > TB
0 if t < TB

and DTt =

{
t − TB if t > TB

0 if t < TB
(11)

The null hypothesis of the unit root break date is c0 = 0, which indicates that the
series is not stationary with a trend of not having information about the structural break
point, while the c0 < 0 hypothesis implies that the variable is found to be trend-stationary,
with one unknown time break. The Zivot-Andrews unit root tests all points as a potential
break-point and estimates through regression for all possible break points successively. For
both the ADF and Zivot-Andrews tests, the optimum lag order is selected based on the
established Akaike Information Criterion (AIC) [76] and Bayesian Information Criterion
(BIC) [77].

3.4. VECM Dynamic Cointegration Modelling

The ARDL bounds test for cointegration has been used extensively in past studies
to identify the causalities in macroeconomic nexuses [8,15,36,44]. While a distributed
lag-model has numerous advantages of information preservation, it has the potential of
breakdown when an impulse of greater than 2x standard deviation is applied (analogy for
an economic shock) [78]. Therefore, this study requires a model that can not only maintain
the long-run dynamics of a 3E nexus but also approximate the rebound from the economic
shock. An adaptive Vector Error Correction Model (a-VECM) is introduced in this paper,
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which performs a least error-path Monte Carlo simulation on the unrestricted VAR of the
5 models (Equations (1)–(5)), where the adaptive nature is to freely switch between the 5
Johansen cointegration methods (Table 3) [66] according to the least error of the subsequent
stage. Equations (12)–(16) show the a-VECM for the 5 models of Equations (1)–(5).

ΔCt = α0 + ectCCt−1 + ectGDPGDPt−1 + ectElElt−1 +
n
∑

i=1
αiΔCt−i

+
n
∑

j=1
αjΔGDPt−j +

n
∑

k=1
αkΔElt−k + εt

(12)

ΔCt = α0 + ectCCt−1 + ectGDPGDPt−1 + ectKKt−1 + ectElElt−1 +
n
∑

i=1
αiΔCt−i

+
n
∑

j=1
αjΔGDPt−j +

n
∑

k=1
αkΔKt−k +

n
∑

l=1
αlΔElt−l + εt

(13)

ΔCt = α0 + ectCCt−1 + ectGDPGDPt−1 + ectTROPTROPt−1 + ectElElt−1

+
n
∑

i=1
αiΔCt−i

+
n
∑

j=1
αjΔGDPt−j +

n
∑

k=1
αkΔTROPt−k +

n
∑

l=1
αlΔElt−l + εt

(14)

ΔCt = α0 + ectCCt−1 + ectGDPGDPt−1 + ectTROPTROPt−1 + ectCPICPIt−1

+ectElElt−1 +
n
∑

i=1
αiΔCt−i +

n
∑

j=1
αjΔGDPt−j +

n
∑

k=1
αkΔTROPt−k

+
n
∑

l=1
αlΔCPIt−l +

n
∑

m=1
αmΔElt−m + εt

(15)

ΔCt = α0 + ectCCt−1 + ectKKt−1 + ectTROPTROPt−1 + ectCPICPIt−1

+ectElElt−1 +
n
∑

i=1
αiΔCt−i +

n
∑

j=1
αjΔKt−j +

n
∑

k=1
αkΔTROPt−k

+
n
∑

l=1
αlΔCPIt−l +

n
∑

m=1
αmΔElt−m + εt

(16)

where Δ is the first difference operator with the optimal lags for the differenced terms being
determined by the AIC and BIC. The coefficients of the differenced terms form the short-run
analysis, while the ect (error correction term) forms the long-run analysis. This selection
of the ect is made dynamic by the a-VECM method, which enables the approximation of
higher-order behaviour and the return to equilibrium after an exogenous shock. This study
employs several diagnostic tests on the residuals of the models, starting with the test for
normality by the Jarque-Bera (JB) goodness-of-fit test [79]. In the JB test, if the statistic is
far from zero, the null hypothesis of normal distribution must be rejected. The Gaussian
autoregressive conditional heteroscedasticity (G-ARCH) test is used to test whether the
residuals have constant variance (null hypothesis accepts constant variance) [80]. The
Ljung-Box Q (LBQ) test is used to test whether the autocorrelations of the sample of
residuals is different from zero [81]. The null hypothesis of the LBQ test refers to the finding
that the data are independently distributed.

Table 3. The five methods to determine cointegration in the models by Johansen test [66].

Model Error Correction Term (ECT) Cointegrated Series Data

H2 AB
′
yt−1 No intercept, no trend No trend

H1* A(B
′
yt−1 + c0) Intercept, no trend No trend

H1 A(B
′
yt−1 + c0) + c1 Intercept, no trend Linear trend

H* A(B
′
yt−1 + c0 + d0t) + c1 Intercept, linear trend Linear trend

H A(B
′
yt−1 + c0 + d0t)+c1 + d1t Intercept, linear trend Quadratic trend
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3.5. Robustness Analysis and Approximate Entropy

The final part of the methodology is associated with checking the robustness of
estimations using Equations (12)–(16) (the 5 models) pre- and post-crisis. Since sufficient
macroeconomic data are available for the 2008 financial crisis, the robustness analysis
cannot be applied to the COVID-19 crisis. Mean percentage errors of reproduction and
forecasting are evaluated for the 5 models, along with the R-factors during the economic
phases from 1996 to 2012 (as defined in Equation (17)).

R =
∑||Yreal| − |Yest||

∑|Yreal| (17)

where Yreal and Yest are the real recorded and model estimate values for the dependent
factors from Equations (12)–(16).

Apart from the above, the information contained in the estimated models must be
measured to understand which model can most resemble the real world. For this, the
principle of maximum entropy is applied to the estimated data of each model [82]. Entropy
is a measure of disorder in a system (chaos), and the more chaotic or unpredictable the
measurements of a system is, the more information it contains [83]. Thus, chaos in a system
(time series) proves to reveal more information about the energy–economy–emissions
nexus, which can be seen as the closest application of Occam’s Razor (the simplest explana-
tion is the best one, but the explanation needs to be complete) [84]. While the principle of
maximum entropy is usually applied to statistical thermodynamics, mechanics, physiol-
ogy [83], etc., this is the first time (to the best of our knowledge) socio-economic VECM
analysis is subject to it. The measure of chaos of the estimated time series data by the
models is provided by calculating the approximate entropy of each of the estimates. Each
of the estimated time series data in each model is equally spaced in time as follows:

U(1), U(2), . . . , U(N) (18)

where N is the raw data values. We define m as a length of run-time data (0 ≤ m ≤ N) and
r as a real, positive number specifying a filtering level tolerance for accepting matches. The
following sequence of vectors is then formed:

Y(1), Y(2), . . . , Y(N − m − 1) (19)

which in an m-dimensional real space defined by (after obtaining the results from Equa-
tions (12)–(16))

Y(i) = [ΔCt(i), ΔCt(i + 1), . . . , ΔCt(i + m − 1)] (20)

the above vector sequence is used for each magnitude of i as

Cm
i (r) =

(r − d|Y(i), Y(j)|)
N − m + 1

(21)

The functional magnitude of the m-dimensional space is defined as

ψm(r) =
1

N − m + 1

N−m+1

∑
i=1

log(Cm
i (r)) (22)

In the final step, Equation (23) represents the final expression for Approximate Entropy
(ApEn) calculation.

ApEn(m, r, N) = ψm(r)−ψm+1(r) (23)

where m ≥ 1, and ApEn(0, r, N)(u) = −C1(r).
The specific econometric methods play critical roles in uncovering the higher-order

dynamics of decoupling in a macroeconomic 3E nexus. The Zivot-Andrews test not only
exemplifies regime shifts and structural reorientation but demarcates point of an exogenous
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shock in the time series of stationary data. The a-VECM seamlessly controls the long-run
cointegration of key macroeconomic dynamics that are not reoriented in a regime shift but
adapts to a different form of cointegration, while maintaining the directionality of feedbacks.
This is an advantage over ARDL, which reorients all cointegrations in an economic shock.
Multiple cointegrated relationships tend to be independent of each other, whether one
reorients or not across a shock. A control system that can capture the maximum number of
these independent relationships will contain more information, which is where the ApEn
is a practical indicator for the same. Thus, from a methodological perspective, this paper
proposes the above specific framework for analysing macroeconomic decarbonization that
incorporates business cycle movements and the rebound effects of a shock.

4. Results

4.1. Unit Root Tests Results

Table 4 shows the results of the unit root tests of the ADF and KPSS tests, while Table 5
shows the results of the Zivot-Andrews structural break unit root test. Using the unit root
tests, we determine whether the variables are stationary at their first difference and what
the order of integration of the explanatory and dependent variables is.

Table 4. The results of the unit root tests (ADF and KPSS tests).

Variable At Level At First Difference

ADF KPSS ADF KPSS

ln GDP −3.326 (2) c 1.284 −82.12 (0) a,* 0.279
ln K −3.093 (2) c 1.454 −90.95 (0) a,* 0.187
ln CPI −3.041 (1) c 1.562 −78.69 (0) a,* 0.171
TROP −3.742 (1) c 1.681 −96.20 (0) b,* 0.214
ln El −13.31 (1) c 1.629 −115.7 (0) a,* 0.053
ln C −7.081 (0) c 1.183 −185.4 (1) b,* 0.099

Note: (): optimum lags for the ADF test; *: significant at 1% level; a: intercept and trend are 0; b: only trend is zero;
c: intercept and trend are non-zero.

Table 5. The results of the unit root tests (Zivot-Andrews structural break test).

Variable At Level At First Difference

t-Statistic Breaks t-Statistic Breaks

ln GDP −2.456 (2) c 2004Q2 −12.12 (0) * 2009Q1
ln K −4.012 (2) c 2005Q1 −13.82 (0) * 2009Q1
ln CPI −2.785 (1) c 2008Q3 −12.58 (0) * 2009Q2
TROP −3.247 (1) c 2020Q2 −11.74 (0) * 2010Q2
ln El −4.831 (1) c 2009Q2 −17.65 (0) * 2009Q3
ln C −4.858 (0) c 2004Q4 −16.25 (1) * 2009Q1

Note: (): optimum lags for the ADF test; *: significant at 1% level; c: not significant.

With the KPSS statistic being under 1.0, implying stationarity, it is seen that all the
variables of the five models are stationary at their first differences. While there is a non-
uniformity of trends and intercepts for the variables, the ADF test confirms that all the
modelling variables are integrated at I(1). To mitigate the bias of ADF unit roots in small
samples without structural breaks, the Zivot-Andrews test is utilized.

From Table 5, it is very interesting to observe that the structural breaks at level
are scattered across the time interval, with no presence of stationarity. However, the
variables show a marked break around the 2008 financial crisis at the first difference, when
stationarity is detected (except for TROP, which is quite stochastic in nature). With the
integration order confirmed at I(1), the a-VECM approach can be applied due to uniformity
among the explanatory and dependent variables. Moreover, the presence of the structural
break confirms that there would be a regime shift in all the models, which is where the
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least errors approximating model can be thought to represent the 3E nexus of India with
higher-order phenomena.

4.2. Model Lag Order Determination and Cointegrations

Table 6 shows the optimal lag for each of the models using the AIC and BIC of the
Unrestricted Vector Auto-Regression (UVAR) model. It has been argued in the literature
that the AIC and BIC are quite reliable for small samples, compared to other lag-length
selection criteria [85]. It can be seen that the simple model and the inflation stochastic
models have the minimum number of lags, while the maximum lags are seen in the
trade stochastic model, at six. This is quite counter-intuitive, as compared to the results
of [4,12,44] for other developing economies, showing that the economic shocks have a
major impact on international trade, rather than domestic economic growth.

Table 6. Lag length selection for the models of Equations (12)–(16) based on the AIC and BIC.

Lags C = f(GDP,El) C = f(GDP,K,El) C = f(GDP,TROP,El) C = f(GDP,TROP,CPI,El) C = f(K,TROP,CPI,El)

LL AIC BIC LL AIC BIC LL AIC BIC LL AIC BIC LL AIC BIC

0 355.56 −705.12 −699.32 484.92 −967.83 −954.10 475.47 −942.95 −935.22 638.70 −1267.4 −1257.7 600.56 −1191.1 −1181.5
1 577.96 −1131.9 −1109.0 750.43 −1460.9 −1422.6 714.18 −1388.4 −1350.1 923.86 −1787.7 −1730.4 875.48 −1691.0 −1633.6
2 588.32 * −1134.7 * −1109.9 * 750.92 −1433.9 −1365.7 714.93 1357.9 −1289.8 982.57 −1855.1 −1751.1 926.33 −1742.7 * −1638.6 *
3 583.09 −1116.2 −1080.0 751.37 −1456.7 −1338.4 721.05 −1338.1 −1240.8 999.76 * −1839.5 * −1789.8 * 940.26 * −1720.5 −1570.8
4 579.52 −1081.0 −1008.9 752.25 * −1498.5 * −1401.7 * 718.76 −1301.5 −1175.7 995.67 −1793.7 −1599.5 938.15 −1666.3 −1472.0
5 578.42 −1060.8 −973.06 747.76 −1327.5 −1173.9 720.59 −1273.2 −1119.6
6 834.60 * −1373.2 * −1416.1 *

*: Denotes selection of the lag order.

Cointegration determination by Johansen’s test is the subsequent step in determin-
ing the interlinkages among macroeconomic variables towards electricity-related CO2
emissions across two economic shocks in India. The two statistics used for verifying the
existence of long-run cointegrations are trace and maximum eigen statistics. In the simple
and production models (Equations (12) and (13)), two cointegrating relationships are found
at the 5% significance level. The trade model (Equation (14)) shows a surprising result with
four cointegrating relationships (at the 5% level), with the R ≤ 1 and R ≤ 2 hypotheses
showing no evidence of cointegration. The inflation stochastic model (Equation (15)) has
the maximum number of cointegrations at five (5% significance level), with significance for
the lesser cointegrations at a 1% significance level. Table 7 shows the complete Johansen
cointegration results before the 2008 financial crisis, while Table 8 shows it post-financial
crisis recovery (from 2012Q2 to 2020Q3).

Table 7. The Johansen long-run cointegration test for the five models of Figure 1 from 1996Q2
to 2008Q3.

Rank C = f(GDP,El) C = f(GDP,K,El) C = f(GDP,TROP,El) C = f(GDP,TROP,CPI,El) C = f(K,TROP,CPI,El)

Trace Max Eigen Trace Max Eigen Trace Max Eigen Trace Max Eigen Trace Max Eigen

R = 0 65.45 * 40.72 * 52.92 * 28.29 ** 69.79 * 43.71 * 101.2 * 40.80 * 124.5 * 54.75 *
R ≤ 1 24.73 ** 17.48 ** 30.63 ** 21.55 ** 26.08 15.67 60.41 * 22.77 69.75 * 36.32 *
R ≤ 2 7.255 7.255 13.07 12.95 *** 10.41 6.169 37.64 * 17.12 *** 33.44 ** 20.76 ***
R ≤ 3 0.121 0.121 4.242 ** 4.242 ** 20.52 * 14.75 ** 12.68 10.49
R ≤ 4 5.778 ** 5.778 ** 2.190 2.190

*: Significant at the 1% level. **: Significant at the 5% level. ***: Significant at the 10% level.

Table 8. The Johansen long-run cointegration test for the five models of Figure 1 from 2012Q2
to 2020Q3.

Rank C = f(GDP,El) C = f(GDP,K,El) C = f(GDP,TROP,El) C = f(GDP,TROP,CPI,El) C = f(K,TROP,CPI,El)

Trace Max Eigen Trace Max Eigen Trace Max Eigen Trace Max Eigen Trace Max Eigen

R = 0 24.84 16.45 108.7 * 54.26 * 95.09 * 42.18 * 903.7 * 751.1 * 149.9 * 58.69 *
R ≤ 1 8.386 5.042 54.50 * 34.95 * 52.91 * 31.89 * 152.5 * 76.76 * 91.20 * 45.17 *
R ≤ 2 3.344 ** 3.344 ** 19.55 ** 19.27 * 21.07 * 14.88 ** 75.77 * 35.46 * 46.00 * 32.66 *
R ≤ 3 0.275 0.275 6.139 ** 6.139 ** 40.37 * 23.14 * 13.37 11.56
R ≤ 4 17.18 * 17.18 * 1.813 1.813

*: Significant at the 1% level. **: Significant at the 5% level.
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A higher rank is found to be significant for the simple growth and production models
in the post-crisis period despite a lower sample size. For the stochastic models, the cointe-
grations are more significant in the post-crisis period, implying that the macroeconomic
indicators were more closely linked in recent years than before 2008. We can partly confirm
Hypothesis 2 of this research from this result, as long-run relationships imply that decou-
pling patterns changed with respect to capital, inflation and trade movements significantly
across the economic shock. Therefore, we can provide a fresh perspective on the results
of [3,4], wherein the macroeconomics of electricity generation is more FF-intensive in India,
with RE generation merely being stochastic noise in macroeconomic movements since the
introduction of the Paris Agreement in 2015.

4.3. a-VECM Dynamic Cointegration Results

Table 9 shows the long- and short-run results for the dependencies of emissions on
macroeconomic variables from 1996Q2 to 2008Q3, while Table 10 shows the same for the
2012Q1 to 2020Q3 period. The adaptive nature of the a-VECM enables the change in the
cointegration model type from pre-2008 crisis to post-2008 crisis, which gives a distinct
advantage over ARDL, wherein the robustness of the modelling control systems can be
checked across growth and recession phases and the rebound from the 2008 financial crisis
in forecasting.

Table 9. The a-VECM long- and short-run analysis for the five models from 1996Q2 to 2008Q3.

Variables C = f(GDP,El) C = f(GDP,K,El) C = f(GDP,TROP,El) C = f(GDP,TROP,CPI,El) C = f(K,TROP,CPI,El)

Long-run Results:
Constant 0.141 * −0.043 * 0.334 * 0.131 0.043 **
lnGDPt−1 0.065 * 0.051 * 0.215 * 0.067
lnKt−1 −0.077 * 0.012 ***
lnCPIt−1 −0.136 −0.075
TROPt−1 −0.062 ** 0.001 0.022
lnElt−1 0.040 * 0.224 * 0.352 * 0.374 * 0.472 *
lnCt−1 −0.171 * −0.171 * −0.703 * −0.372 * −0.441 *

Short-run Results:
ΔlnGDPt−1 −0.201 * 0.525 * −0.377 ** 0.075
ΔlnKt−1 0.037 0.054
ΔlnCPIt−1 −0.632 * −0.324 *
ΔTROPt−1 0.104 * 0.103 ** 0.089 *
ΔlnElt−1 −0.029 0.283 * 0.300 ** −0.189 −0.281 *
ΔlnCt−1 0.182 *** −0.221 ** 0.404 * 0.939 * 0.602 *

Diagnostic Tests:
LL 565.96 734.94 722.15 996.87 909.61
AIC −1099.9 −1349.9 −1228.3 −1803.7 −1719.2
BIC −1069.7 −1238.9 −1033.2 −1626.0 −1624.6
χ2 Normal (JB) 1.342 # 0.173 # 0.662 # 0.208 # 0.788 #

χ2 Corr (LBQ) 60.49 b,*** 15.99 a,# 28.92 a,*** 18.98 a,# 31.40 a,***
χ2 ARCH 2.645 # 6.761 ** 1.037 # 1.085 # 0.920 #

*: Significant at the 1% level. **: Significant at the 5% level. ***: Significant at the 10% level. #: Significant above
the 10% level. a: 20 lags involved in the Monte Carlo Auto-correlation test. b: 35 lags involved in the Monte Carlo
Auto-correlation test.

Table 10. The a-VECM long- and short-run analysis for the five models from 2012Q2 to 2020Q3.

Variables C = f(GDP,El) C = f(GDP,K,El) C = f(GDP,TROP,El) C = f(GDP,TROP,CPI,El) C = f(K,TROP,CPI,El)

Long-run Results:
Constant 0.427 * −0.006 −0.034 * NA −0.009 *
lnGDPt−1 0.225 * 0.335 * 0.097 * NA
lnKt−1 −0.266 * −0.065 *
lnCPIt−1 NA 0.137 *
TROPt−1 0.312 * NA 0.162 *
lnElt−1 −0.220 * −0.274 * 0.497 * NA 0.093 *
lnCt−1 −0.216 * 0.190 * −0.652 * NA −0.193 *
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Table 10. Cont.

Variables C = f(GDP,El) C = f(GDP,K,El) C = f(GDP,TROP,El) C = f(GDP,TROP,CPI,El) C = f(K,TROP,CPI,El)

Short-Run Results:
ΔlnGDPt−1 1.206 ** 2.594 * 1.642 * NA
ΔlnKt−1 −0.421 * 0.136 ***
ΔlnCPIt−1 NA −0.874 *
ΔTROPt−1 −0.325 * NA 0.006
ΔlnElt−1 0.458 * 0.441 * −0.023 NA 0.057
ΔlnCt−1 0.260 0.177 0.472 * NA 0.642 *

Diagnostic tests:
LL 325.91 455.19 426.73 NA 541.31
AIC −609.82 −806.39 −749.45 NA −972.61
BIC −583.40 −743.01 −686.07 NA −903.42
χ2 Normal (JB) 0.103 # 1.588 # 0.662 # NA 2.201 #

χ2 Corr (LBQ) 15.13 a,# 16.81 a,# 28.92 a,*** NA 12.89 a,#

χ2 ARCH 0.409 # 0.004 # 1.037 # NA 0.348 #

*: Significant at the 1% level. **: Significant at the 5% level. ***: Significant at the 10% level. #: Significant above
the 10% level. a: 20 lags involved in the Monte Carlo Auto-correlation test.

The a-VECM results show a significant regime shift pre- and post-2008 financial crisis
in the macroeconomics of decoupling in the Indian electricity sector. It is found from
Table 10 that trade stochastic inflation Model 4 is unstable in the post-financial crisis period,
thereby enabling us to disregard the model as a measurement method of electricity-related
decoupling in India. The long-run results (derived from the adaptive long-run cointe-
gration) shows the marginal impacts of macroeconomic indicators in different 3E nexus
systems, which bear weight for policy implication post-COVID-19 crisis for decarbonizing
the power generation sector in India. In the simple growth and production models, GDP-
CO2 coupling is seen in the long-run, which intensifies from the pre-crisis to the post-crisis
phase. However, decoupling is actually detected in terms of capital (K) formation, where
the EKC can be confirmed as the long-run coefficient of K in Model 2 increases from −0.077
to −0.266. This means that for a 1% increase in capital, electricity-related emissions are
reduced by 0.26%, which can be regarded as a ‘relative decoupling’ phase [3,58]. All these
results are significant at the 1% level. However, a reverse long-run impact of TROP is seen
in Model 3, where relative decoupling with C pre-2008 turns to coupling at 0.312 (signifi-
cant at the 1% level) post-2011. Herein, we can confirm Hypothesis 2 of this study, where
TROP couples with emissions after the financial crisis, whereas in the trade model, it was
slightly decoupled (−0.062). This highlights significant issues in Indian power generation
macroeconomics, where the rebound from a crisis is achieved by FF imports, hampering de-
coupling efforts. This is in opposition to previously established results for Asian economies,
which proclaimed that TROP advancement leads to accelerated decoupling [63,86].

Hypothesis 2 with regard to TROP direction change towards C in the different eco-
nomic regimes can further be consolidated by the long-run relationship between electricity
generation and emissions. When considering economic and capital growth (models 1 and
2), we see a change in El->C from a positive to a negative association. This implies that
capital and assets towards RE can macroeconomically reduce the emission intensity of
electricity use (confirming the results of [5,49,51]). However, the long-run El->C shows
high coupling (0.497 at 1% significance) in the post-2011 regime, when TROP is considered
in the 3E nexus (Model 3 of Table 10), confirming that Indian electricity has increased
dependency on imported FF after a crisis and in recent times. In trade stochastic Model
5, it might be thought that El->C coupling reduction from 0.472 to 0.093 (1% significant
level) may indicate a stochastic reduction in electricity-related emissions, but the post-2011
regime shows that the CPI is positively coupled with C at 0.137 (1% significance level),
whereas the CPI->C relation was insignificant in the pre-2008 crisis regime. Thus, it can
be concluded that long-run inflation is cointegrated with CO2 emissions, showing the
existence of a macroeconomic death spiral from FF imports to inflation to emissions. This is
one example of a higher-order macroeconomic phenomenon that is detected by the novel
Model 5, not enumerated in any previous decoupling study for India.
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The short-run dynamics reveal the quarterly and immediate impacts on decoupling.
In all the 3E systems, the GDP becomes strongly coupled with C in the post-crisis period
compared to the pre-2008 period. For example, in the production model, a 1% change in
GDP growth will result in a 2.594% increase in the subsequent quarter’s CO2 emissions,
significant at the 1% level. However, in both economic regimes, CPI->C shows short-run
decoupling, with a 1% change in the CPI, reducing CO2 emissions by 0.874% in the post-
2011 period (1% significance). In both the production Model 2 and trade Model 3 short-runs,
TROP and K promote decoupling, which can be seen as critical power generation policy
directions. In the short-run, we can confirm Hypothesis 1 of this study, that inflation and
economic growth have similar impacts on decarbonization in the Indian electricity sector,
but in inflation stochastic Model 2, GDP emissions and inflation emissions are independent
of each other in the short-run. This is because the monetary policy of India does not follow
business cycles, as financial budgeting sees massive changes annually in India [4,14,87],
which hampers decoupling efforts. On the other hand, from stochastic models 4 and 5, it
can be confirmed that inflation promotes decoupling in an immediate sense (quarterly) but
actually increases emissions in the long-run due to dependency on FF imports. This result
agrees with the review of decoupling nexus studies by [44] for developing economies.

The diagnostic tests show that the residual terms in all the models for dependent
variable C are normally distributed in both the regimes. Some evidence of serial autocorre-
lation is seen for models 1, 3, and 5 in the pre-financial crisis regime, and for Model 3 in the
post-crisis regime, it is seen at the 10% significance level. Production Model 2 shows strong
evidence of autoregressive conditional heteroskedasticity at the 5% significance level in
the pre-crisis regime. Figure 3 shows the CUSUM test figures, and Figure 4 shows the
CUSUM-sq tests figures for the pre-crisis period for all the models. The CUSUM plots are
all within the critical bounds, while the CUSUM-sq plots for models 2, 3, and 4 exceed the
critical bounds. For Model 5, the stochasticity pushes the CUSUM-sq plot of C towards the
critical limit but does not exceed it. Thus, it can be concluded from the diagnostic tests that
stochastic Model 5 is the least-error statistical representation of a higher-order 3E nexus for
the Indian electricity sector from the period of 1996 to 2020.

(a) (b) (c)

(d) (e)

Figure 3. Plot of cumulative sum (CUSUM) of residuals for dependent variable C in the a-VECM
modelling for the Indian 3E nexus from 1996Q2 to 2008Q4 for (a) Model 1 (Equation (12)), (b) Model 2
(Equation (13)), (c) Model 3 (Equation (14)), (d) Model 4 (Equation (15)), and (e) Model 5 (Equation (16)).
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(a) (b) (c)

(d) (e)

Figure 4. Plot of cumulative sum of squares (CUSUM-sq) of residuals for dependent variable C in the
a-VECM modelling for the Indian 3E nexus from 1996Q2 to 2008Q4 for (a) Model 1 (Equation (12)),
(b) Model 2 (Equation (13)), (c) Model 3 (Equation (14)), (d) Model 4 (Equation (15)), and (e) Model 5
(Equation (16)).

5. Robustness Discussion and Policy Implications

Robustness of the 3E nexus models is required to hold up against the reproduction
and forecasting of business cycle movements of macroeconomic variables and rebound
from the 2008 financial crisis to ascertain the results of decoupling in the electricity sector.
Figures 5–9 show reproduction from the 1996Q2 to 2008Q3 training period and forecasts
from the 2009Q1 to 2011Q4 testing period for the five a-VECMs. Exogenous shock is
applied to the GDP and K in the 2008Q4 period. The detailed coefficients of all the a-
VECMs are given in Appendices A–E, along with the residual diagnostic tests for all the
variables. Table 11 shows the mean aggregated percentage reproduction error (MAPRE),
mean aggregated percentage forecasting error (MAPFE) and approximate entropy (ApEn)
for the five models, which are the key robustness tests of this study. Specifically, ApEn
is a measure of the amount of information contained in the modelled values, giving an
indication of the independence of the variables in the 3E nexus considered.

Figure 5. Reproduction of training data from 1996Q2 to 2008Q3 and forecasting of testing data from
2009Q1 to 2011Q4 by a-VECM simple growth Model 1 (GDP, El, C).
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Figure 6. Reproduction of training data from 1996Q2 to 2008Q3 and forecasting of testing data from
2009Q1 to 2011Q4 by a-VECM production Model 2 (GDP, K, El, C).

Figure 7. Reproduction of training data from 1996Q2 to 2008Q3 and forecasting of testing data from
2009Q1 to 2011Q4 by a-VECM trade Model 3 (GDP, TROP, El, C).

Figure 8. Reproduction of training data from 1996Q2 to 2008Q3 and forecasting of testing data from
2009Q1 to 2011Q4 by a-VECM trade stochastic Model 4 (GDP, CPI, TROP, El, C).

Figure 9. Reproduction of training data from 1996Q2 to 2008Q3 and forecasting of testing data from
2009Q1 to 2011Q4 by a-VECM inflation stochastic Model 5 (K, CPI, TROP, El, C).
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Table 11. MAPRE, MAPFE, and approximate entropy for Models 1 to 5 for training data of 1996Q2 to
2008Q4 and forecasting data from 2009Q1 to 2011Q4.

Model MAPRE (%) MAFRE (%) ApEn

1 (GDP, El, C) 1.00 1.46 0.015
2 (GDP, K, El, C) 3.20 2.30 0.137
3 (GDP, TROP, El, C) 1.93 3.06 0.471
4 (GDP, CPI, TROP, El, C) 4.05 2.07 0.342
5 (K, CPI, TROP, El, C) 2.90 1.72 0.441

Confirming the results, Model 4 (trade stochastic 3E system) is seen to oscillate out-of-
bounds in Figure 8, and Model 2 (production 3E system) is seen to reproduce large errors
in Figure 6. As a result, the discussion on robustness will be limited to models 1, 3, and 5.
While MAPRE of the simple growth 3E nexus is seen to be the best at an aggregated level
for all the variables, ApEn is considerably less at 0.015. This implies that the amount of
information in the modelling system is significantly less; it is exactly in Figure 5 where it is
seen that higher-dimensional business cycle movements are not captured by this nexus. As
a result, the causalities examined by previous research using the trivariate nexus of GDP-
El-C can be inferred to not be representative of real-world movement [4,88,89]. Moreover,
the rebound effect post-2008 crisis is also directionally opposite in the forecast for Model 1,
although the forecasting error is the smallest.

The advocacy that international trade is highly impactful on nexus modelling by
the authors of [90] is highly agreeable with the results of Model 3 (Figure 7). The cyclic
movements of El, C, and GDP itself is captured by the inclusion of TROP in both growth
and recession periods, with a MAPRE of just 1.93%. The GDP–TROP–El–C nexus can
indeed be considered an important 3E nexus policy tool with the highest entropy value
of 0.47. The reason for high levels of information content in this model is that the Indian
electricity sector depends on coal generation, which mainly depends on international
trade. The results of [47,57,90] for the economy and electricity linkage of Italy, Ghana,
and Indonesia is, thus, in agreement with the reproducibility and information quantity
(entropy) of Model 3. However, the downside of the trade model is its forecasting error,
which is the largest among all the considered 3E nexus systems at 3.06%, showing that the
forecasting capability is limited for this model in the face of an economic shock.

Finally, inflation stochastic Model 5 has a slightly larger MAPRE than the trade Model
3 (Table 11) but still captures the cyclic movements of the variables, as seen in Figure 9.
This is because the CPI (inflation) is associated with inherent stochasticity, which affects
the predictive accuracy of any modelling system. Model 5 maintains a similar ApEn
value as Model 3, indicating a high content of information in the modelled variables
towards representing the 3E nexus for India. Where Model 5 is superior to Model 3 is in
forecasting accuracy after the application of the 2008Q4 shock, which is greatly improved.
Therefore, a stochastic model internalizing inflation and TROP is capable of capturing
higher-dimensional business cycle movement, as well as the rebound effect of an exogenous
shock better than growth, production, and trade models, confirming Hypothesis 3 of
this research.

To ascertain Hypothesis 3, we utilize Equation (17) to calculate the R factors in four
identified economic phases, as shown in Table 12, with respect to models 1, 3, and 5.
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Table 12. Summary of the R factors (normalized) in two growth phases, one recession phase, and the
recovery phase post-2008 financial crisis for models 1, 3 and 5 (models 2 and 4 contain large errors of
reproducing 3E nexus data).

Economic Phase Model GDP K TROP CPI El C

Growth Phase 1
(1996Q1–2000Q1)

1 (GDP, El, C) 0.010 0.011 0.006
3 (GDP, TROP, El, C) 0.006 0.036 0.002 0.001
5 (K, CPI, TROP, El, C) 0.009 0.021 0.036 0.012 0.016

Recession Phase 1
(2000Q2–2003Q3)

1 (GDP, El, C) 0.021 0.008 0.008
3 (GDP, TROP, El, C) 0.009 0.066 0.004 0.005
5 (K, CPI, TROP, El, C) 0.045 0.125 0.009 0.008 0.014

Growth Phase 2
(2003Q4–2008Q4)

1 (GDP, El, C) 0.015 0.004 0.004
3 (GDP, TROP, El, C) 0.005 0.060 0.003 0.004
5 (K, CPI, TROP, El, C) 0.010 0.055 0.012 0.005 0.009

Post-crisis Recovery
(2008Q2–2011Q4)

1 (GDP, El, C) 0.021 0.010 0.010
3 (GDP, TROP, El, C) 0.008 0.083 0.011 0.009
5 (K, CPI, TROP, El, C) 0.007 0.024 0.026 0.004 0.018

An R factor greater than 0.1 shows insignificance and lesser than 0.01 shows high significance.

R factors reveal some interesting dynamics of the capability of the models to represent
higher-order business cycle movements and crisis rebound effects in different regimes.
As seen in Figures 5–9, the most significant R factors are reported by all the models in
the first growth phase of the business cycle, at the start of the modelling period. It is
in the recession phase where we see fewer significant R factors greater than 0.01 for all
the modelling variables, which, again, shows improvement for models 3 and 5 in the
second growth phase. Thus, it can be concluded that cointegration modelling is limited in
capturing economic movement from a growth to recession phase, but it accurately predicts
the opposite movement from a recession to growth phase. This is because cointegration
models tend to correct errors in the direction of the overall trend in the training data, which,
in this case, is an incremental direction, as opposed to the recession phase. This adds
valuable insight to existing structural cointegration models [9,37,38,68]. Where Model 5
contains more significant R factors than Model 3 is in the post-crisis recovery phase, which
can be attributed to the stochastic nature of the CPI and TROP being internalized to more
accurately approximate the rebound from an exogenous shock to a 3E nexus system [63],
affirming Hypothesis 3.

Several policy implications for the current status and future of decoupling in the In-
dian electricity sector can be derived from this study. Firstly, unlike previous studies in the
literature where the EKC is measured solely against economic growth (GDP) [8,44,58,59],
the dimensions of EKC interpretation are extended here. From 1996 to 2020, which encom-
passes two distinct economic periods—the pre-2008 and post-2008 financial crisis periods
and multiple business cycle movements—the GDP and electricity-related CO2 emissions
are absolutely not decoupled. However, decoupling is observed through production and
inflation stochastic models with respect to capital formation over a long-run cointegrated
relationship. Moreover, trade openness and inflation promote decoupling in the short-run,
while TROP shows evidence of coupling with emissions in the long-run. Therefore, it can
be confirmed that the incentive of decoupling lies in boosting the capability of the manu-
facturing sector and ensuring resiliency in domestic RE markets, which builds the equity
of entities invested in reducing the emission intensity of power generation [3]. Capital
can also be accelerated by promoting innovation in the RE sector, which is exactly what
policy programs like ‘make in India’ [91] and ‘surya ghar muft Bijli yojana’ (free electricity
from rooftop solar panels) [92] aim to promote. Not only can capital formation be ensured
by domestic production but also stabilized domestic markets can ensure foreign direct
investment (FDI), which also boosts capital [14].

113



Energies 2024, 17, 4354

On the other hand, inflation has been rising constantly with the fast-growing GDP of
India, and while short-run decoupling was seen in the post-crisis period with the CPI, it
ultimately inhibited decarbonization of the electricity sector. The novel policy pathway
that is uncovered in Model 5 unveils the negative feedback loop involving TROP, CPI, and
emissions. Looking at Tables A23 and A25, when inflation peaks and a recession phase
begins, GDP growth is ensured through FF imports, which boosts TROP and ultimately
reduces the CPI. However, this causes an increase in CO2 emissions from power generation,
which is where we see a long-run positive association between the CPI and TROP and
between TROP and C. This resembles a death spiral with the positive effect of capital
reducing CO2 emissions during recession phases. This loop was also magnified during the
rebound from the 2008 economic shock, which can also be thought to have been replicated
during the COVID-19 shock, as the macroeconomic dynamics in the 3E nexus are similar
to those before the 2008 financial crisis (as seen in Tables 9 and 10). This is coupled with
the fact that economic shocks destabilize RE stock markets [65], which further nullifies the
positive effect of capital on decoupling, magnifying the negative feedback in the process.

6. Conclusions

This study explores the macroeconomic dynamics of decoupling in the Indian elec-
tricity sector through long-term cointegration models from 1996Q2 to 2020Q3 across the
economic shocks of the 2008 financial crisis and the COVID-19 pandemic. Five mod-
els covering aspects of economic growth, Cobb-Douglas production, trade, and inflation
stochasticity within the economy–electricity–emissions (3E) nexus were tested for their ro-
bustness to reproduce higher-order business cycle movements and to forecast the rebound
from an economic shock. Robustness was analysed using a novel information-theory-based
approximate entropy (ApEn) approach to the 3E systems and R factors in economic phases.

The key findings of the study are as follows:

1. An inflation stochastic 3E system can detect higher-order behaviour in decoupling
dynamics better than linear growth nexuses by containing more information in the
coefficients (ApEn value of 0.441 as opposed to 0.015 of a simple growth model).

2. Cointegration models can approximate decoupling and 3E dynamics more accurately
in growth phases of business cycles than recession phases, with the inflation stochastic
model again being superior to the other 3E systems.

3. AN EKC hypothesis for the Indian electricity sector is non-existent from the period of
1996–2020 with respect to the GDP but decouples from capital growth on either side
of the 2008 financial crisis.

4. Inflation and TROP decoupling directions are inversely related in economic regimes
across economic shocks, showing recoupling in the post-crisis regime. These factors
are responsible for the rebound of the economy, at the expense of decarbonization
incentives in the Indian 3E nexus.

5. GDP and CO2 emissions are not directly causal. This study found the existence of
a negative feedback loop from the CPI to TROP to CO2 emissions that inhibits the
positive effect of decoupling by capital growth.

The following policy pathway can be proposed for the fast-growing, developing
economy of India from the empirical evidence that was gathered in this study to ensure
continued progress towards ‘net-zero’ targets in the post-COVID-19 regime:

a. Risk hedging of RE investments and energy sustainability markets must be practiced
during a crisis, such that the recoupling of emissions with increasing inflation in a
post-crisis demand surge can be prevented.

b. Macroeconomic decoupling of power generation should be tied to capital formation,
rather than GDP growth incentives. Capital growth, both domestic and FDI, can
accelerate RE infrastructure and introduce innovations in capacity factors, such as
giga-scale solar projects and thorium-based heavy-water nuclear power reactors.
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c. Economic rebound should not be fostered by increased FF imports in the post-crisis
period but by investments in energy transition technologies like electric vehicles and
solar manufacturing, which ultimately creates capital that enables decoupling.

d. Post-crisis reliance on FF imports can be reduced by removing all forms of subsidies
on oil and gas sectors, such that a quick turnaround of the economy does not occur
at the expense of decarbonization efforts in the electricity sector.

In terms of the limitations of this study, the tested cointegration models were not able
to reproduce economic movements that lay in recession phases. Future studies should
consider stochastic time series that exhibit complimentary trends during growth and
recession periods, such that 3E systems are able to minimize the reproduction errors of
recession phases. A second limitation is that the impact of inflation on overall energy
use needs to be delineated to introduce comprehensive decoupling pathways in the face
of economic shocks. More expansive theoretical bases, involving factors that were not
considered in the modelling in this paper or using more critical methodological approaches,
such as data assimilation, should be explored. Thirdly, the financial policies of every major
developing nation are vastly different, implying that the macroeconomic dynamics of
inflation and CO2 emissions may be quite different than those of India. There are several
macroeconomic dynamics that are required to be addressed in future studies for developing
the progression of economies’ decoupling processes. How can social engineering be
performed to artificially control inflation with a rebound effect in crisis regimes and prevent
it from affecting decarbonization initiatives? The interplay of labour dynamics, wage equity,
and social justice as concerns CPI-TROP-CO2 emissions needs to be explored to determine
the role of human and social capital in decoupling dynamics.

It is indeed easy to foster economic growth from imported FFs and subsidies on oil
use in a post-COVID-19 recovery scenario, but this study clearly shows that such actions
will inhibit decoupling in the long-run. Such short-run economic growth will ultimately
lead to uneconomic growth in the pathway to achieve net-zero targets.

Supplementary Materials: The following supporting information can be downloaded at https://doi.
org/10.17632/vyxs2c4nfw.1 (accessed on 26 May 2024) (contains codes and data for replication of
the results). The Appendices A–E containing the detailed results of the modelling are included as
Supplementary Materials also.

Author Contributions: Conceptualization, S.B. and K.I.; methodology, S.B. and K.I.; software, S.B.;
validation, S.B., T.O., H.O. and K.I.; formal analysis, S.B.; investigation, S.B.; resources, S.B.; data
curation, S.B.; writing—original draft preparation, S.B.; writing—review and editing, T.O., H.O. and
K.I.; visualization, S.B.; supervision, K.I; project administration, H.O.; funding acquisition, S.B. All
authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by JST SPRING, Grant Number JPMJSP2110.

Data Availability Statement: The original contributions presented in the study are included in the
article/Supplementary Materials. Further inquiries can be directed to the first author (Soumya Basu).

Acknowledgments: The authors are grateful to the data repository agencies in India for enabling
the explorative analysis that was performed in this study. The authors are also grateful to the Japan
Science and Technology Agency for their support of this work.

Conflicts of Interest: The authors declare no conflicts of interest.

Appendix A. Model 1

Table A1. Lag length selection for Model 1 UVAR estimation.

Lags Log Likelihood AIC BIC

0 355.56 −705.12 −699.32

1 577.96 −1131.9 −1109.0
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Table A1. Cont.

Lags Log Likelihood AIC BIC

2 588.32 * −1134.7 * −1109.9 *

3 583.09 −1116.2 −1080.0

4 579.52 −1081.0 −1008.9

5 578.42 −1060.8 −973.06
*: Denotes selection of the lag order.

Table A2. Johansen Cointegration test results for Model 1 (using H1* model) pre-2008.

Rank Trace Statistic Maximum Eigen Stat. Eigen Value

R = 0 65.45 * 40.72 * 0.564

R ≤ 1 24.73 ** 17.48 ** 0.300

R ≤ 2 7.255 7.255 0.138
*, **: Denotes significance at the 1% and 5% levels, respectively.

Table A3. Results of the VECM long- and short-run estimations of Model 1 pre-2008.

Independent Variable
Dependent Variable

ΔLGDP ΔLELEC ΔLEMS

Constant 0.266 * −0.041 0.141 *

LGDP(−1) 0.123 * −0.019 0.065 *

LELEC(−1) 0.076 * −0.012 0.040 *

LEMS(−1) −0.323 * 0.050 −0.171 *

ΔLGDP(−1) −0.123 0.793 * −0.201 *

ΔLELEC(−1) −0.142 ** −0.406 * −0.029

ΔLEMS(−1) 0.082 −0.025 0.182 ***

Log-Likelihood 565.96

AIC −1099.9

BIC −1069.7

Diagnostic Tests

JB 0.730 # 0.799 # 1.342 #

Q (LBQ) 26.16 a,# 26.05 b,# 60.49 b,***

ARCH 0.306 # 17.76 * 2.645 #

*: Significant at the 1% level. **: Significant at the 5% level. ***: Significant at the 10% level. #: Significant above
the 10% level. a: 20 lags involved in the Monte Carlo Auto-correlation test. b: 45 lags involved in the Monte Carlo
Auto-correlation test.

Table A4. Johansen Cointegration test results for Model 1 (using H1* model) post-2011.

Rank Trace Statistic Maximum Eigen Stat. Eigen Value

R = 0 24.84 16.45 0.468

R ≤ 1 8.386 5.042 0.176

R ≤ 2 3.344 ** 3.344 ** 0.120
**: Denotes significance at the 1% and 5% levels, respectively.
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Table A5. Results of the VECM long- and short-run estimations of Model 1 post-2011.

Independent Variable
Dependent Variable

ΔLGDP ΔLELEC ΔLEMS

Constant 0.048 * 0.225 * 0.427 *

LGDP(−1) −0.027 * 0.073 * 0.225 *

LELEC(−1) 0.033 * −0.065 * −0.220 *

LEMS(−1) −0.026 * −0.122 * −0.216 *

ΔLGDP(−1) 0.285 −0.217 −1.840 *

ΔLELEC(−1) −0.063 *** −0.051 0.458 *

ΔLEMS(−1) 0.091 *** −0.086 0.260

ΔLGDP(−2) 0.002 1.165 1.206 **

ΔLELEC(−2) −0.084 ** −0.125 0.085

ΔLEMS(−2) −0.102 ** −0.025 0.066

Log-Likelihood 325.91

AIC −609.82

BIC −583.40

Diagnostic Tests

JB 2.934 *** 9.972 * 0.103 #

Q (LBQ) 15.35 a,# 8.196 a,# 15.13 a,#

ARCH 0.002 # 0.005 # 0.409 #

*: Significant at the 1% level. **: Significant at the 5% level. ***: Significant at the 10% level. #: Significant above
the 10% level. a: 20 lags involved in the Monte Carlo Auto-correlation test.

(a) (b)

(c)

Figure A1. Plot of cumulative sum of parameters for Model 1 for India from 1996Q2 to 2008Q4 for
(a) Gross Domestic Product, (b) Electricity Consumption, and (c) Electricity-related CO2 Emissions.
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(a) (b)

(c)

Figure A2. Plot of cumulative sum of squares of parameters for Model 1 for India from 1996Q2
to 2008Q4 for (a) Gross Domestic Product, (b) Electricity Consumption, (c) and Electricity-related
CO2 Emissions.

Appendix B. Model 2

Table A6. Lag length selection for Model 2 UVAR estimation.

Lags Log Likelihood AIC BIC

0 484.92 −967.83 −954.10

1 750.43 −1460.9 −1422.6

2 750.92 −1433.9 −1365.7

3 751.37 −1456.7 −1338.4

4 752.25 * −1498.5 * −1401.7 *

5 747.76 −1327.5 −1173.9
*: Denotes selection of the lag order.

Table A7. Johansen Cointegration test results for Model 2 (using H1 model) pre-2008.

Rank Trace Statistic Maximum Eigen Stat. Eigen Value

R = 0 52.92 * 28.29 ** 0.378

R ≤ 1 30.63 ** 21.55 ** 0.312

R ≤ 2 13.07 12.95 *** 0.241

R ≤ 3 0.121 0.121 0.003
*, **, ***: Denotes significance at the 1%, 5%, and 10% levels, respectively.

118



Energies 2024, 17, 4354

Table A8. Results of the VECM long- and short-run estimations of Model 2 pre-2008.

Independent Variable
Dependent Variable

ΔLGDP ΔLCAP ΔLELEC ΔLEMS

Constant 0.004 −0.064 * 0.025 *** −0.043 *

LGDP(−1) 0.0001 0.0853 * −0.028 0.0506 *

LCAP(−1) −0.0002 −0.1292 * 0.0424 −0.0766 *

LELEC(−1) 0.0006 0.377 * −0.1237 0.2236 *

LEMS(−1) −0.0005 −0.2876 * 0.0944 −0.1706 *

ΔLGDP(−1) 0.085 0.236 0.54 ** 0.052

ΔLCAP(−1) 0.073 0.070 −0.006 0.074

ΔLELEC(−1) −0.041 −0.202 −0.187 0.170 ***

ΔLEMS(−1) −0.189 *** −0.029 0.212 0.135

ΔLGDP(−2) 0.377 * 0.242 −0.883* 0.054

ΔLCAP(−2) 0.075 0.062 0.034 0.037

ΔLELEC(−2) 0.200 ** 0.067 −0.32 ** 0.283 *

ΔLEMS(−2) −0.011 0.084 0.038 −0.221 **

ΔLGDP(−3) 0.152 0.135 0.705 * 0.525 *

ΔLCAP(−3) −0.004 0.376 ** −0.106 −0.05

ΔLELEC(−3) 0.001 −0.062 −0.254 *** 0.183 ***

ΔLEMS(−3) −0.100 −0.038 −0.073 0.133

Log-Likelihood 734.94

AIC −1349.9

BIC −1238.9

Diagnostic Tests

JB 0.489 # 4.483 *** 2.232 # 0.173 #

Q (LBQ) 48.96 b,*** 16.48 a,# 40.74 b,# 15.99 a,#

ARCH 2.467 # 9.245 * 0.378 # 6.761 **

*: Significant at the 1% level. **: Significant at the 5% level. ***: Significant at the 10% level. #: Significant above
the 10% level. a: 20 lags involved in the Monte Carlo Auto-correlation test. b: 35 lags involved in the Monte Carlo
Auto-correlation test.

Table A9. Johansen Cointegration test results for Model 2 (using H1 model) post-2011.

Rank Trace Statistic Maximum Eigen Stat. Eigen Value

R = 0 108.7 * 54.26 * 0.886

R ≤ 1 54.50 * 34.95 * 0.753

R ≤ 2 19.55 ** 19.27 * 0.537

R ≤ 3 0.275 0.275 0.011
*, **: Denotes significance at the 1% and 5% levels, respectively.

Table A10. Results of the VECM long- and short-run estimations of Model 2 post-2011.

Independent Variable
Dependent Variable

ΔLGDP ΔLCAP ΔLELEC ΔLEMS

Constant 0.469 * 0.548 * 1.103 * −0.006

LGDP(−1) 0.091 * 0.213 * 1.203 * 0.335 *
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Table A10. Cont.

Independent Variable
Dependent Variable

ΔLGDP ΔLCAP ΔLELEC ΔLEMS

LCAP(−1) −0.071 * −0.168 * −0.950 * −0.266 *

LELEC(−1) −0.101 * −0.204 * −1.050 * −0.274 *

LEMS(−1) −0.137 * −0.088 * 0.220 * 0.190 *

ΔLGDP(−1) −0.564 * −1.500 *** −0.864 ** −0.520

ΔLCAP(−1) 0.135 * 0.036 0.878 * 0.057

ΔLELEC(−1) −0.078 * −0.042 0.555 * 0.441 *

ΔLEMS(−1) 0.313 * 0.794 * −0.809 * 0.177

ΔLGDP(−2) −0.735 * −0.938 0.303 2.594 *

ΔLCAP(−2) 0.295 * 0.535 * 0.586 * −0.013

ΔLELEC(−2) −0.128 * −0.612 * 0.232 * 0.004

ΔLEMS(−2) −0.021 −0.158 −0.015 −0.213

ΔLGDP(−3) −0.742 * −1.758 *** 5.402 * 1.389 ***

ΔLCAP(−3) 0.289 * 0.357 ** −0.609 * −0.421 *

ΔLELEC(−3) −0.041 0.050 0.127 0.024

ΔLEMS(−3) 0.020 −0.026 −0.047 −0.026

Log-Likelihood 455.19

AIC −806.39

BIC −743.01

Diagnostic Tests

JB 0.750 # 0.994# 0.734 # 1.588 #

Q (LBQ) 11.24 a,# 16.17 a,# 26.77 b,*** 16.81 a,#

ARCH 0.757 # 1.798 # 0.112 # 0.004 #

*: Significant at the 1% level. **: Significant at the 5% level. ***: Significant at the 10% level. #: Significant above
the 10% level. a: 20 lags involved in the Monte Carlo Auto-correlation test. b: 35 lags involved in the Monte Carlo
Auto-correlation test.

(a) (b)

Figure A3. Cont.
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(c) (d)

Figure A3. Plot of cumulative sum of parameters for Model 2 for India from 1996Q2 to 2008Q4 for
(a) Gross Domestic Product, (b) Capital formation, (c) Electricity Consumption, (d) and Electricity-
related CO2 Emissions.

(a) (b)

(c) (d)

Figure A4. Plot of cumulative sum of squares of parameters for Model 2 for India from 1996Q2
to 2008Q4 for (a) Gross Domestic Product, (b) Capital formation, (c) Electricity Consumption, and
(d) Electricity-related CO2 Emissions.
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Appendix C. Model 3

Table A11. Lag length selection for Model 3 UVAR estimation.

Lags Log Likelihood AIC BIC

0 475.47 −942.95 −935.22

1 714.18 −1388.4 −1350.1

2 714.93 1357.9 −1289.8

3 721.05 −1338.1 −1240.8

4 718.76 −1301.5 −1175.7

5 720.59 −1273.2 −1119.6

6 834.60 * −1373.2 * −1416.1 *
*: Denotes selection of the lag order.

Table A12. Johansen Cointegration test results for Model 3 (using H1 model) pre-2008.

Rank Trace Statistic Maximum Eigen Stat. Eigen Value

R = 0 69.79 * 43.71 * 0.621

R ≤ 1 26.08 15.67 0.294

R ≤ 2 10.41 6.169 0.128

R ≤ 3 4.242 ** 4.242 ** 0.090
*, **: Denotes significance at the 1% and 5% levels, respectively.

Table A13. Results of the VECM long- and short-run estimations of Model 3 pre-2008.

Independent Variable
Dependent Variable

ΔLGDP ΔTROP ΔLELEC ΔLEMS

Constant 0.125 −1.123 * 0.039 0.334 *

LGDP(−1) 0.041 −0.045 −0.088 0.215 *

TROP (−1) 0.028 −0.604 * 0.118 ** −0.062 **

LELEC(−1) −0.095 0.145 0.095 0.352 *

LEMS(−1) −0.012 0.645 −0.070 −0.703 *

ΔLGDP(−1) 0.060 1.744 ** 0.775 * −0.377 **

ΔTROP (−1) 0.029 0.224 −0.109 *** 0.104 *

ΔLELEC(−1) 0.112 0.106 −0.676 * 0.072

ΔLEMS(−1) −0.040 −1.755 * 0.461 ** 0.494 *

ΔLGDP(−2) 0.227 1.327 *** −0.474 ** −0.342 **

ΔTROP (−2) −0.071 ** 0.019 −0.096 *** 0.011

ΔLELEC(−2) 0.263 ** 0.229 −0.831 * 0.267 **

ΔLEMS(−2) −0.176 −1.884 ** 0.297 0.036

ΔLGDP(-3) 0.054 0.961 0.552 ** 0.002

ΔTROP (-3) 0.026 0.160 −0.064 −0.004

ΔLELEC(-3) 0.195 1.018 −0.807 * 0.241 ***

ΔLEMS(-3) 0.167 0.498 0.242 −0.016

ΔLGDP(-4) −0.425 * −0.045 0.038 −0.116

ΔTROP (-4) −0.031 −0.404 ** −0.053 0.133 *
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Table A13. Cont.

Independent Variable
Dependent Variable

ΔLGDP ΔTROP ΔLELEC ΔLEMS

ΔLELEC(-4) 0.113 0.690 −0.641 * 0.300 **

ΔLEMS(-4) −0.230 ** −0.536 −0.211 0.404 *

ΔLGDP(-5) 0.189 1.784 ** 0.332 −0.482 *

ΔTROP (-5) 0.059 *** 0.019 −0.033 *** −0.007 *

ΔLELEC(-5) −0.011 0.250 −0.289 0.342

ΔLEMS(-5) 0.054 0.764 −0.123 0.111

Log-Likelihood 722.15

AIC −1228.3

BIC −1033.2

Diagnostic Tests

JB 0.877 # 0.814 # 4.771 *** 0.662 #

Q (LBQ) 18.74 a,# 12.40 a,# 23.42 a,# 28.92 a,***

ARCH 0.110 # 5.973 *** 0.281 # 1.037 #

*: Significant at the 1% level. **: Significant at the 5% level. ***: Significant at the 10% level. #: Significant above
the 10% level. a: 20 lags involved in the Monte Carlo Auto-correlation test.

Table A14. Johansen Cointegration test results for Model 3 (using H1 model) post-2011.

Rank Trace Statistic Maximum Eigen Stat. Eigen Value

R = 0 95.09 * 42.18 * 0.815

R ≤ 1 52.91 * 31.89 * 0.721

R ≤ 2 21.07 * 14.88 ** 0.449

R ≤ 3 6.139 ** 6.139 ** 0.218
*, **: Denotes significance at the 1% and 5% levels, respectively.

Table A15. Results of the VECM long- and short-run estimations of Model 3 post-2011.

Independent Variable
Dependent Variable

ΔLGDP ΔTROP ΔLELEC ΔLEMS

Constant 0.500 * 0.718 * 0.469 * −0.034 *

LGDP(−1) 0.137 * 1.552 * 0.459 * 0.097 *

TROP (−1) −0.213 * 0.226 * −0.213 * 0.312 *

LELEC(−1) −0.525 * −1.533 * −0.976 * 0.497 *

LEMS(−1) 0.197 * −0.471 * 0.329 * −0.652 *

ΔLGDP(−1) −0.311 ** 0.265 −1.404 −0.809

ΔTROP (−1) 0.184 * −1.041 * −0.065 −0.325 *

ΔLELEC(−1) 0.347 * 0.239 0.645 * −0.023

ΔLEMS(−1) 0.102 ** 0.310 −0.295 0.472 *

ΔLGDP(−2) −0.232 −2.873 0.892 1.642 *

ΔTROP (−2) 0.124 * −0.984 * −0.123 −0.257 *

ΔLELEC(−2) 0.153 * 0.352 0.117 −0.157

ΔLEMS(−2) −0.117 ** 0.341 0.272 −0.054
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Table A15. Cont.

Independent Variable
Dependent Variable

ΔLGDP ΔTROP ΔLELEC ΔLEMS

ΔLGDP(-3) −0.551 * 6.018 * 0.972 −0.567

ΔTROP (-3) 0.048 * −0.854 * 0.086 −0.067

ΔLELEC(-3) 0.128 * 0.182 0.126 0.020

ΔLEMS(-3) 0.130 * −0.501 −0.434 *** −0.004

Log-Likelihood 426.73

AIC −749.45

BIC −686.07

Diagnostic Tests

JB 1.119 # 0.719 # 0.908 # 0.215 #

Q (LBQ) 20.96 a,# 23.04 a,# 17.41 a,# 23.81 a,#

ARCH 2.478 # 3.894 ** 0.283 # 3.962 **

*: Significant at the 1% level. **: Significant at the 5% level. ***: Significant at the 10% level. #: Significant above
the 10% level. a: 20 lags involved in the Monte Carlo Auto-correlation test.

(a) (b)

(c) (d)

Figure A5. Plot of cumulative sum of parameters for Model 3 for India from 1996Q2 to 2008Q4 for
(a) Gross Domestic Product, (b) Trade Openness, (c) Electricity Consumption, and (d) Electricity-
related CO2 Emissions.
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(a) (b)

(c) (d)

Figure A6. Plot of cumulative sum of squares of parameters for Model 3 for India from 1996Q2
to 2008Q4 for (a) Gross Domestic Product, (b) Trade Openness, (c) Electricity Consumption, and
(d) Electricity-related CO2 Emissions.

Appendix D. Model 4

Table A16. Lag length selection for Model 4 UVAR estimation.

Lags Log Likelihood AIC BIC

0 638.70 −1267.4 −1257.7

1 923.86 −1787.7 −1730.4

2 982.57 −1855.1 −1751.1

3 999.76 * −1839.5 * −1789.8 *

4 1001.9 −1793.7 −1599.5
*: Denotes selection of the lag order (the BIC is preferred over the AIC in this case).

Table A17. Johansen Cointegration test results for Model 4 (using H1 model) pre-2008.

Rank Trace Statistic Maximum Eigen Stat. Eigen Value

R = 0 101.2 * 40.80 * 0.573

R ≤ 1 60.41 * 22.77 0.378

R ≤ 2 37.64 * 17.12 *** 0.300

R ≤ 3 20.52 * 14.75 ** 0.265

R ≤ 4 5.778 ** 5.778 ** 0.113
*, **, ***: Denotes significance at the 1%, 5%, and 10% levels, respectively.
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Table A18. Results of the VECM long- and short-run estimations of Model 4 pre-2008.

Independent Variable
Dependent Variable

ΔLGDP ΔLCPI ΔTROP ΔLELEC ΔLEMS

Constant 0.170 0.328 *** 1.657 ** 0.762 * 0.131

LGDP(−1) 0.069 0.191 ** 1.188 * 0.288 ** 0.067

LCPI(−1) −0.120 −0.399 * −0.996 ** 0.222 −0.136

TROP (−1) 0.012 −0.062 −0.781 * 0.012 0.001

LELEC(−1) 0.236 *** 0.470 * −0.244 −0.750 * 0.374 *

LEMS(−1) −0.274 * −0.416 * −0.562 −0.137 −0.372 *

ΔLGDP(−1) −0.045 −0.004 −0.112 0.411 0.075

ΔLCPI(−1) 0.210 0.529 ** 1.616 *** −0.220 −0.632 *

ΔTROP (−1) 0.008 0.123 * 0.325 *** −0.107 *** 0.103 **

ΔLELEC(−1) −0.301 ** −0.281 *** −0.511 −0.045 −0.189

ΔLEMS(−1) −0.194 −0.325 −2.148 *** 0.035 0.939 *

ΔLGDP(−2) 0.318 ** −0.242 1.267 *** −0.605 * −0.077

ΔLCPI(−2) −0.173 −0.092 −1.890 *** −0.450 0.281

ΔTROP (−2) −0.030 0.027 0.354 *** −0.023 −0.036

ΔLELEC(−2) 0.042 −0.044 −0.331 −0.013 0.039

ΔLEMS(−2) 0.316 −0.093 2.253 *** 0.477 −0.509 ***

Log-Likelihood 996.87

AIC −1803.7

BIC −1626.0

Diagnostic Tests

JB 0.828 # 0.262# 1.511 # 1.492 # 0.208 #

Q (LBQ) 13.70 a,# 16.27 a,# 16.09 a,# 17.71 a,# 18.98 a,#

ARCH 1.074 # 0.209# 3.224 # 1.354 # 1.085 #

*: Significant at the 1% level. **: Significant at the 5% level. ***: Significant at the 10% level. #: Significant above
the 10% level. a: 20 lags involved in the Monte Carlo Auto-correlation test.

Table A19. Johansen Cointegration test results for Model 4 (using H1 model) post-2011.

Rank Trace Statistic Maximum Eigen Stat. Eigen Value

R = 0 903.7 * 751.1 * 1.000

R ≤ 1 152.5 * 76.76 * 0.957

R ≤ 2 75.77 * 35.46 * 0.758

R ≤ 3 40.37 * 23.14 * 0.604

R ≤ 4 17.18 * 17.18 * 0.497
*: Denotes significance at the 1% level.
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Table A20. Results of the VECM long- and short-run estimations of Model 4 post-2011.

Independent Variable
Dependent Variable

ΔLGDP ΔLCPI ΔTROP ΔLELEC ΔLEMS

Constant NA NA NA NA NA

LGDP(−1) NA NA NA NA NA

LCPI(−1) NA NA NA NA NA

TROP (−1) NA NA NA NA NA

LELEC(−1) NA NA NA NA NA

LEMS(−1) NA NA NA NA NA

ΔLGDP(−1) NA NA NA NA NA

ΔLCPI(−1) NA NA NA NA NA

ΔTROP (−1) NA NA NA NA NA

ΔLELEC(−1) NA NA NA NA NA

ΔLEMS(−1) NA NA NA NA NA

ΔLGDP(−2) NA NA NA NA NA

ΔLCPI(−2) NA NA NA NA NA

ΔTROP (−2) NA NA NA NA NA

ΔLELEC(−2) NA NA NA NA NA

ΔLEMS(−2) NA NA NA NA NA

Log−Likelihood NA

AIC NA

BIC NA

Diagnostic Tests

JB NA NA NA NA NA

Q (LBQ) NA NA NA NA NA

ARCH NA NA NA NA NA
Note: The model was not stable, so every value is ‘NA’ in this time period.

(a) (b)

Figure A7. Cont.
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(c) (d)

(e)

Figure A7. Plot of cumulative sum of parameters for Model 4 for India from 1996Q2 to 2008Q4 for
(a) Gross Domestic Product, (b) Consumer Price Index, (c) Trade Openness, (d) Electricity Consump-
tion, and (e) Electricity-related CO2 Emissions.

(a) (b)

Figure A8. Cont.
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(c) (d)

(e)

Figure A8. Plot of cumulative sum of squares of parameters for Model 4 for India from 1996Q2 to
2008Q4 for (a) Gross Domestic Product, (b) Consumer Price Index, (c) Trade Openness, (d) Electricity
Consumption, and (e) Electricity-related CO2 Emissions.

Appendix E. Model 5

Table A21. Lag length selection for Model 5 UVAR estimation.

Lags Log Likelihood AIC BIC

0 600.56 −1191.1 −1181.5

1 875.48 −1691.0 −1633.6

2 926.33 * −1742.7 * −1638.6 *

3 940.26 −1720.5 −1570.8

4 938.15 −1666.3 −1472.0
*: Denotes selection of the lag order.

Table A22. Johansen Cointegration test results for Model 5 (using H1 model) pre-2008.

Rank Trace Statistic Maximum Eigen Stat. Eigen Value

R = 0 124.5 * 54.75 * 0.673

R ≤ 1 69.75 * 36.32 * 0.523

R ≤ 2 33.44 ** 20.76 *** 0.345

R ≤ 3 12.68 10.49 0.193

R ≤ 4 2.190 2.190 0.044
*, **, ***: Denotes significance at the 1%, 5%, and 10% levels, respectively.

129



Energies 2024, 17, 4354

Table A23. Results of the VECM long- and short-run estimations of Model 5 pre-2008.

Independent Variable
Dependent Variable

ΔLCAP ΔLCPI ΔTROP ΔLELEC ΔLEMS

Constant 0.001 −0.037 −0.340 * 0.082 ** 0.043 **

LCAP(−1) 0.017 0.036 * 0.101 * −0.031 * 0.012 ***

LCPI(−1) −0.125 −0.267 * −0.805 * 0.242 * −0.075

TROP (−1) −0.014 −0.045 ** −0.287 * 0.065 ** 0.022

LELEC(−1) 0.350 *** 0.62 * 0.573 −0.353 ** 0.472 *

LEMS(−1) −0.238 −0.365 * 0.369 0.093 −0.441 *

ΔLCAP(−1) 0.040 0.001 0.174 0.114 0.054

ΔLCPI(−1) −0.280 0.611 * 0.422 −0.314 −0.324 *

ΔTROP (−1) −0.081 0.129 * 0.169 −0.119 ** 0.089 *

ΔLELEC(−1) −0.208 −0.375 * −0.393 −0.259 *** −0.281 *

ΔLEMS(−1) 0.345 −0.457 * −0.604 0.193 0.602 *

Log-Likelihood 909.61

AIC −1719.2

BIC −1624.6

Diagnostic Tests

JB 1.103 # 0.284 # 0.200 # 0.697 # 0.788 #

Q (LBQ) 49.20 b,# 37.36 a,** 12.92 a,# 26.69 a,# 31.40 a,***

ARCH 1.658 # 2.213 # 6.661 ** 0.245 # 0.920 #

*: Significant at the 1% level. **: Significant at the 5% level. ***: Significant at the 10% level. #: Significant above
the 10% level. a: 20 lags involved in the Monte Carlo Auto-correlation test. b: 35 lags involved in the Monte Carlo
Auto-correlation test.

Table A24. Johansen Cointegration test results for Model 5 (using H1 model) post-2011.

Rank Trace Statistic Maximum Eigen Stat. Eigen Value

R = 0 149.9 * 58.69 * 0.895

R ≤ 1 91.20 * 45.17 * 0.824

R ≤ 2 46.00 * 32.66 * 0.715

R ≤ 3 13.37 11.56 0.359

R ≤ 4 1.813 1.813 0.067
*: Denotes significance at 1% level.

Table A25. Results of the VECM long- and short-run estimations of Model 5 post-2011.

Independent Variable
Dependent Variable

ΔLCAP ΔLCPI ΔTROP ΔLELEC ΔLEMS

Constant 0.187 * 0.098 * −0.416 * −0.084 * −0.009 *

LCAP(−1) 0.122 * −0.037 * −0.035 * −0.101 * −0.065 *

LCPI(−1) −1.242 * −0.568 * 2.694 * 0.663 * 0.137 *

TROP (−1) −0.100 * 0.228 * −0.460 * 0.158 * 0.162 *

LELEC(−1) 0.705 * 0.632 * −2.295 * −0.258 * 0.093 *

LEMS(−1) 0.344 * −0.124 * −0.050 * −0.292 * −0.193 *
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Table A25. Cont.

Independent Variable
Dependent Variable

ΔLCAP ΔLCPI ΔTROP ΔLELEC ΔLEMS

ΔLCAP(−1) −0.610 * 0.098 *** 0.207 0.327 ** 0.136 ***

ΔLCPI(−1) −0.497 * 0.163 2.527 * −0.892 * −0.874 *

ΔTROP (−1) −0.201 * −0.139 * 0.140 −0.137 * 0.006

ΔLELEC(−1) −0.464 * −0.263 * 1.551 * −0.297 ** 0.057

ΔLEMS(−1) 2.105 * −0.024 −2.421 ** 0.641 ** 0.642 *

ΔLCAP(−2) −0.005 0.413 * 0.784 *** 0.682 * 0.468 *

ΔLCPI(−2) 2.990 * −0.235 *** −5.899 * −0.811 ** −0.673 *

ΔTROP (−2) −0.242 * −0.076 * 0.426 * −0.146 * 0.025

ΔLELEC(−2) −0.749 * −0.238 * 0.035 −0.406 * −0.126

ΔLEMS(−2) −2.180 * −0.471 * 3.654 * 0.070 −0.195

Log-Likelihood 541.31

AIC −972.61

BIC −903.42

Diagnostic Tests

JB 2.144 # 5.459 ** 6.302 ** 0.229 # 2.201 #

Q (LBQ) 23.74 a,# 14.92 a,# 14.85 a,# 29.62 b,# 12.89 a,#

ARCH 0.803 # 0.470 # 0 # 4.700 ** 0.348 #

*: Significant at the 1% level. **: Significant at the 5% level. ***: Significant at the 10% level. #: Significant above
the 10% level. a: 20 lags involved in the Monte Carlo Auto-correlation test. b: 35 lags involved in the Monte Carlo
Auto-correlation test.

(a) (b)

Figure A9. Cont.
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(c) (d)

(e)

Figure A9. Plot of cumulative sum of parameters for Model 5 for India from 1996Q2 to 2008Q4 for
(a) Capital formation, (b) Consumer Price Index, (c) Trade Openness, (d) Electricity Consumption,
and (e) Electricity-related CO2 Emissions.

(a) (b)

Figure A10. Cont.
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(c) (d)

(e)

Figure A10. Plot of cumulative sum of squares of parameters for Model 5 for India from 1996Q2
to 2008Q4 for (a) Capital formation, (b) Consumer Price Index, (c) Trade Openness, (d) Electricity
Consumption, and (e) Electricity-related CO2 Emissions.
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Abstract: In the context of the German Energiewende, the current government intends to install six
million heat pumps by 2030. Replacing gas heating by power has significant implications on the
infrastructure. One of the biggest advantages of using gas is the existing storage portfolio. It has
not been clarified yet how power demand should be structured on an annual level—especially since
power storage is already a problem and solar power is widely promoted to fuel heat pumps, despite
having an inverse profile. In this article, three different solutions, namely, hydrogen, batteries, and
carbon capture and storage, are discussed with respect to resources, energy, and financial demand.
It shows that relying solely on batteries or hydrogen is not solving the structuring problem. A
combination of all existing technologies (including fossil fuels) is required to structure the newly
generated electricity demand.

Keywords: hydrogen; heat pumps; renewable energy; battery storage; carbon capture and storage

1. Introduction

Global climate change manifests itself in Germany in various forms, such as excessive
heat, draughts, and extreme weather phenomena, such as hailstorms, for example. Past
governments have been aware of Germany’s contribution to this process and both designed
and implemented various strategies to bring Germany on a road toward carbon-neutrality.
One major pillar is the German hydrogen (H2) strategy 2030 [1] that aims to reduce carbon
emissions, mainly in the fields of industry and transport. Von [2] showed that this strategy
would imply a significant carbon bow wave, as well as bow waves in financial and resource
demand terms. Based on an economic model, the authors derived the necessity to include
turquoise hydrogen, i.e., hydrogen based on natural gas, as well. However, one of their
fundamental assumptions is that the supply of natural gas to Germany is ample and
gas is cheap. The beginning of the conflict in Ukraine in February 2022, as well as the
explosion of the North Stream 1 pipeline, altered this assumption. Not only did the price of
natural gas change but also—due to increased liquefied natural gas transport—the carbon
emission levels rose. Moreover, in order to reduce the German dependence on natural gas,
the German government launched a campaign for a considerable transformation of the
German heating sector away from the predominant gas heating toward heat pumps in
2023. From a financial point of view and considering only the heat pump installation, this
looks like a daring move, imposing substantial investment costs either on the individual
households, real estate investors, or community (in case of subsidies). Switching from gas
to electricity naturally increases the demand for the latter, which has to be of renewable
form. The consequence has to be a net increase in renewable power sources (wind or solar),
in addition to the already existing Energiewende efforts. The shift from gas heating to
electricity-based heat pumps also implies the requirement of structuring supply, e.g., via
inter-seasonal storage [3]. Gas and oil can be easily stored. Thus, continuous production is
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possible, and supply can be structured according to demand via the storage and distribution
infrastructure (pipelines also contribute a small amount of flexibility). Currently, there is no
solution for large seasonal storage of electricity. However, in contrast to gas and oil, in which
production is almost flat or even increased in the winter, renewable power is anticyclical,
meaning that most is produced during summer (solar power) and the shoulder months,
i.e., especially from September to November and March to May (wind power). Hence,
structuring issues increase considerably, and an inter-seasonal storage possibility is needed.
Batteries are for short-term and intraday structuring (solar power vs. charging cars and
supplying household baseload during the nighttime). Technologies such as thermal energy
storage and flow batteries offer a longer time horizon of several days up to a couple of
weeks. However, most of these concepts are still in the development stage and not scalable
within the next five years [4,5]. The potentials of water storage, such as pumped hydro
storage, are also limited considering environmental effects and would require substantial
planning. In addition, Refs. [4,6] argue that this kind of storage is not suitable for bridging
the inter-seasonal gap. The predominately discussed solution is hydrogen generation [2]
and storage [5]. For storing hydrogen, there are two approaches, i.e., using the existing gas
grid or investing in a separate infrastructure. The first one faces several technical hurdles;
the second alternative requires large investments and considerable time.

In this article, we estimate the costs of a nationwide introduction of heat pumps and
calculate the residual energy demand, including the required installed power capacity and
storage demand. We also estimate the implications for the hydrogen and battery demand.
Carbon capture and storage (CCS) as an alternative solution to realize carbon-neutral
electricity is discussed. In this context, it is shown that solar power is not an adequate
source of heat pump electricity due to its anticyclical annual period, although this is exactly
what is considerably subsidized on a micro level. An increase in installed heat pumps
substitutes natural gas, including the corresponding storage capacity; hence, we boost the
already existing problem of structuring the power supply inter-seasonally. Ceteris paribus,
this either increases the need for additional fossil power capacity in winter times or causes
massive renewable overcapacity to meet the demand (at least statistically). Neither the
use of household batteries nor hydrogen is able to close this gap economically. Based on
historical data, we conclude that an intelligent mix of hydrogen and fossil power that is
decarbonized by CCS is the most promising path (within a reasonable time frame) in order
to provide a cost-efficient possibility for seasonal structuring.

The article is structured as follows: In Section 2, we describe the data sources and
explain our calculation steps. In Section 3, relevant technical fundamentals are given. In
Section 4, the results of our calculations are given, which are discussed in more detail in
Section 5. Section 6 concludes the article.

2. Data Sources and Core Assumptions

Our heating and power demand data for the heat pumps is based [7] which also pro-
vides historical temperature data. This information allows us to derive a history of heating
years (2007–2014). We are aware of the age of the dataset. Nevertheless, transformation in
the housing sector is slow due to high costs. Hence, the dataset is sufficient to estimate the
effects of various strategies, as tested in Section 4. For wind power, we use the numbers
and assumptions from [2], and for solar power, the numbers from [8]. Let us assume
900 full load hours (flh) for solar power at a lifetime of 20 years. Currently, about one-third
of German solar power is field-based (consuming steel and concrete) and two-thirds are
mounted on roofs [9]. Given a certain installed capacity, we can also simulate historic solar
power and wind production based on the aforementioned sources. Combining the data,
we can project the past into the future to simulate demand and supply and structure needs
for the future. For future renewable energy installation, we allocate the technology based
on assumptions made by the German Federal Ministry of Economic Affairs and Climate
Action [10]. Here, 32% is assumed to be onshore wind, 9% offshore wind, and 59% installed
solar power panels. Regarding energy demand, we use data from the German energy
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market database [11] between July 2021 and July 2023 and assume it will be more or less
constant in the future. For the gas demand and storage injection, we rely on Bundesnetza-
gentur data. All further required data, such as German onshore/offshore wind and solar
power load factors, are taken from the open-source platform Open Power System Data [12].
As a simplified assumption for industrial demand, we use data from 2022/23 [11] and use
it as a projection, as well. Given our assumptions on renewables and certain technologies
like battery storage or H2, we calculate the hourly residual demand. This is the demand to
be met by waterpower, waste burning, and fossil power generation, which provide most of
the remaining power. Since we see a limited growth potential of water and waste power,
we assume them to be constant and project all changes in the residual demand to be met by
the fossil share. To compare the effect, we aggregate the data on an annual basis.

3. Heat Pumps and Renewable Resource Demand

3.1. Heat Pumps

Heat pumps are used in private households for heating and warm water supply. Their
efficiency therefore depends on both the type of heat pump and the type of heating itself
(radiator or floor heating). A detailed yet brief overview of the respective energy demand
is given by [7]. Here, they discriminate between air-source heat pumps (ASHP), ground-
source heat pumps (GSHP), and groundwater-source heat pumps. In most cases, an ASHP
is used for retrofitting household heating systems, which therefore will be the considered
type in this study. The main trick of heat pumps is to profit from the temperature difference
between ambient (or ground) temperature and the cooling liquid within the pump. The
smaller this difference, the higher the electricity demand, especially for ASHPs, which is
unfortunate as this means that heat pump demand is anticyclical to the annual temperature
movement. A measure of heat pump efficiency is the coefficient of performance (COP),
which quantifies the relation between the energy output of the heat pump and its energy
demand. Ref. [13] compute the electricity demand of heat pumps for England and find
a linear relationship between air temperature and the COP of both GSHP and ASHP [7],
again, compute the COP based on outside temperature using historical data. In Figure 1, we
show their results for the hourly COP (averaged for Germany) in 2014 for ASHPs. Based on
these COP values and the actual heat demand, we are able to calculate the corresponding
electricity demand. Results are shown in Figure 2. Both in Figures 1 and 2, a predominant
annual seasonality is visible, which implies the demand for flexible energy production, as
well as annual structuring capacity. In this article, we ceteris paribus focus on heat pumps
for households, as this is the prime target of current political measures (especially subsidies).
Thereby, we acknowledge that large-scale heat pumps would be an efficient alternative
for various heat-intensive industries. However, estimating the potential industry-driven
demand would imply a number of additional assumptions. Hence, we restrict this analysis
to households, noting that industrial demand would only augment the conclusions drawn
in this article.

Figure 1. Hourly coefficient of performance (COP) for air-supplied heat pumps in Germany in 2014.
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Figure 2. Hourly electricity demand in megawatt hours (MWh) for air-supplied heat pumps (house-
hold sector) in Germany in 2014, assuming that the total heat demand is satisfied by this technology.

3.2. Solar and Wind Power Resource Demand

Here, we summarize the carbon footprint, resource demand, and costs of installing
and using solar power panels. For specific numbers of wind power plants, we refer to [2].
Ref. [8] estimate the carbon footprint of solar panels to be around 13–30 g (g) per produced
kilowatt hour (kWh), depending on the module’s location in Germany and where it has
been produced, i.e., basically China or the European Union (EU). Due to the missing
production capacity in the EU and the fact that we assume an installed capacity all across
Germany, we work with an average of 22 g/kWh full life cycle emissions. Thus, solar power
production and installation cause about twice the emissions of wind turbines, assuming a
lifetime of 20 years [2].

Regarding leverage costs, we see a range of 0.025 to 0.04 EUR/kWh for ground-based
and 0.04 to 0.08 EUR/kWh for rooftop solar power panels [14]. As mentioned, in Germany,
one-third of all solar power plants are ground-based, i.e., mounted on open fields, and
two-thirds are mounted on roofs. Hence, we work with 0.04 EUR/kWh, considering the
cheapest rooftop level, which equals the worst case for ground-based panels. Regarding
resources, we focus on the major ones, as follows: next to steel and concrete, whose
production is CO2-intensive, we have aluminum, copper, silicon, silver, germanium, and
gallium. The specific numbers are summarized in Table 1, which is based on [15]. Note
that the volumes of concrete and steel, especially, refer to ground-based solar power plants;
hence, we scale these numbers by one-third.

Table 1. Resources demand per MW for installed solar power panels.

Type Ton per MW

Concrete (only open-field solar power) 60.7

Steel (only open-field solar power) 67.9

Aluminum 6.5

Copper 4.6

4. Consequences of a Nationwide Change in Heating Technology in Numbers

We are discussing four different scenarios in four sections, which are listed in Table 2.
All are based on the assumption that six million heat pumps are installed. For further core
assumptions, see Section 2.
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Table 2. The considered scenarios, including the underlying assumptions.

Section Description Assumptions

Section 4.1

The current energy mix is
fixed until 2030, and residual

heat pump demand is
satisfied by renewables.

• An average COP of 3.5 is used;
• An average household heat demand

amounts to about 18 MWh per year;
• Heat pump demand is satisfied using

only additional renewables;
• The share between solar and wind for

additional power supply is 59% to 41%.

Section 4.2 Battery storages are used to
flatten the daily demand.

• Batteries have an efficiency of 92%;
• We use data from 2008 to 2014 for a

backtest and assume their validity
for predictions.

Section 4.3 Hydrogen is used for storing
energy seasonally.

• Neither thermal storage nor flow
batteries are an alternative within the
next 10 years;

• Investment costs amount to 5000
EUR/MWh power input;

• Overall electrolyzer efficiency is 70%.

Section 4.4
Carbon capture and storage

are used to decarbonize fossil
energy supply.

• The missing energy in winter will be in
large parts supplied by existing
gas turbines;

• CCS for gas-to-power will be used to
decarbonize energy supply;

• Levelized costs of electricity will be
around 100 to 170 EUR/t CO2 for the
total CCS chain.

4.1. The Current Energy Mix in 2030 Plus Renewables for Heat Pump Demand

If we average the COP values from Figure 1 (although being not perfect and a rather
positive estimate), we yield an annual average COP of 3.5. For the sake of simplicity,
we assume that this COP holds for all 6 million heat pumps. According to the Federal
Statistical Office of Germany (Destatis), an average household consumes 17,644 kWh of
energy, 85% of which is for air/floor heating and warm water [16]. This means we have a
heat pump-related energy demand of 15 MWh × 6,000,000/3.5 = 25.714 TWh. Extending
Figure 2 to the period from 2008 to 2014, we compare the heat pump demand to the hourly
production of renewable energy. We see, not unexpectedly, that the power demand is highly
seasonal, with a peak between November and February, the usual heating months. In
Figure 3 (right side), we show the simulated heat pump demand profile vs. the renewable
energy production if we assume that the additional demand is installed in a way that
demand can be supplied by renewables—on an annual level—even in the worst year of
our historic data. To compare the profiles, we show the renewable production as negative
numbers in the sense that supply is negative demand. The requirement of structuring is
obvious. We also show the residual demand in Figure 3 (left side), which shows that there
is a significant overproduction in summer due to the solar power share.

Note that as explained in Section 2, we work with the German government’s target for
a renewable energy split of 59% solar power, 32% onshore wind, and 9% onshore wind.
Historical data [7] show a calculated energy demand of 21,318 MW. This equals 12,450 MW
of solar panel power, 6897 MW of onshore wind power, and 1881 MW of offshore wind
power. Numbers for individual years are given in Table 3. The first question is whether
it is statistically possible to generate the required power via renewables at any point in
time. Under ceteris paribus conditions, this also means that sufficient battery capacity
for intraday balancing has to be installed since, due to the nature of solar energy, huge
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overcapacity in wind would be required if we want to meet that condition on an hourly
basis. Batteries are discussed in detail in Section 4.2; here, we ignore this issue and only
consider the daily aggregated demand.

Figure 3. (Left side): Heat pump demand minus renewable supply; (Right side): Heat pump demand
vs. renewable supply.

Table 3. Simulated demand and supply.

2008 2009 2010 2011 2012 2013 2014

Heat pump demand (TWh) 26.06 25.61 28.54 23.99 25.69 27.58 23.79

Renewable production (TWh) 31.83 30.03 28.58 32.37 30.89 29.39 30.19

Share (%) 81.8% 85.3% 99.9% 74.1% 83.2% 93.9% 78.8%

Based on our backtest dataset, we compute how much surplus capacity is needed to
guarantee that on 95% of all days, the demand is met by renewable sources. Following
standard risk management logic, we ignore the remaining 5% and assume that fossil
production capacity is available for this case. Given the data, we calculate a factor of 3.792,
i.e., we have to install almost four times the amount of renewable capacity involving an
increased demand for money and rare metals by a factor of four, compared to the flat
scenario (25 TWh are produced on a yearly basis).

If we aim for 100% supply security—and note that this still does not guarantee supply,
but 100% supply based on our historical data—we need 10.93 times the capacity, so almost
factor 11. This result is consistent with the increasing marginal cost view common in
economic theory [17].

For a closer look at the current situation, we use the German 2022/23 energy demand
and project it into the past. We also use the mix of installed capacity in July 2023, thereby
ignoring nuclear power capacity and considering coal as the first step in a reserve capacity.
Now, let us consider the additional heat pump-induced demand shown in Figure 4 and
all information gathered above as follows: (a) the July 2023 installed wind and solar
capacities [11], (b) the simulated factors as described above, and (c) the demand for fueling
the installed heat pump. As a consequence, we can derive the residual demand similar to
Figure 3, i.e., the required supply from other sources (fossil fuels or water, for example). In
Figure 4, we see that due to seasonality, winter demand has increased even more; especially
in winter, there is up to 80,000 MWh/h additional demand, while in summer peak times,
we have 47,000 MWh/h of unused supply. That is not a new problem and already exists
today. However, heat pumps increase the issue by approximately 25%, assuming that their
demand is satisfied by the current renewable supply mix.
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Figure 4. Heat pump demand compared to the total demand.

This leads to our first finding, as follows: a heat pump-based strategy increases the
need for seasonal storage, especially since the commodity substitutes, namely, oil and gas,
offer this solution. We do not only substitute a commodity for another one but also an
infrastructure without having a market-ready solution for the latter one.

Another crucial question is whether and how the existing energy mix can cover the
demand peaks; as seen in Figure 5, the maximum is about 78,630 MW. Given the 2023
supply mix [11,18], Germany has a controllable capacity of 85,350 MW (coal, gas, and pump
storage). If we assume that coal should be removed from the mix, this number decreases to
a 41,364 MW capacity, which is not enough anymore and implies investments into state-of-
the-art gas-fired power plants as replacements (see also Section 4.3). Given these numbers
and numbers from Table 4 and considering the gap of 37,000 MW, approximately 64% of
the coal-fired power plants have to be replaced by pump storage or gas-fired power plants
in order to structure demand. In the case of gas-fired power plants, this immediately raises
the question of whether this move is consistent with the climate targets. The answer might
be CCS and/or H2, which of course increases the costs significantly (see also Sections 4.3
and 4.4). Following the results from [2], in which the diversification logic is discussed for
H2, an equivalent social cost approach can show that it is very likely economically efficient
to split the technologies to fill the above-mentioned gap between pump storage, which is
capital-intensive and linked with social cost, and battery/renewable overcapacity. Batteries
are thereby used to flatten the daily renewable production.

These derived capacity requirements allow for a view of the implications for resource
demand. The capacity numbers for 2023 are summarized in Table 4. If we include the
required renewables, we end up with the numbers in Table 5.
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Figure 5. Residual demand in the base model given the July 2023 energy mix.

Table 4. German installed power generation in July 2023. All values in MW [11].

Source Wind Offshore Wind Onshore Solar Power Water/Biomass Gas and Coal Others Total

amount 7774 54,499 53,302 22,934 75,928 7927 222,364

in % 3.5% 24.5% 24.0% 10.3% 34.2% 3.6%

Table 5. Adjusted German installed power generation in July 2023. All values in MW [11].

Source Wind Offshore Wind Onshore Solar Power Water/Biomass Gas and Coal Others Total

amount 9654.94 61,395.76 65,841,57 22,934 75,928 7927 243,681

in % 3.96% 25.20% 27.02% 9.41% 31.16% 3.25%

Of a demand of 21,317 MW in total, 6897 MW would be onshore wind power capacity,
1881 MW would be offshore wind power, and 12,540 MW would be solar power. Based
on the sources and numbers from Sections 2 and 3.2, we obtain a rough idea of the costs
and raw material demand (see Table 6), e.g., over 1700 new onshore windmills would
be required. The total costs of this transformation would be estimated at 21.69 bn EUR
(ceteris paribus).

Table 6. Costs and raw material demand [19].

# Bn EUR Copper (mill t) Steel (mill t) Concrete (mill t) CO2 (mill t) Aluminum (mill t)

Onshore wind 1724 7.59 0.01 0.74 2.85 4.33

Offshore wind 235 5.08 0.01 0.22 0.46 1.43

Solar power 9.03 0.12 1.84 0.76 4.97 0.18

Total 21.69 0.14 2.8 4.07 10.73 0.18

Regarding wind power, we talk of a required net growth of installed capacity of
1200 MW per year, which is approximately the rate in 2023, ignoring the growth needed
for charging electric vehicles, general demand growth, e.g., caused by the debate about
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de-risking (i.e., battery and chip production in Germany) and the increase in the renewable
share in general.

With the numbers stated above, the consequences of an overcapacity in terms of
investment and resource demand are shown. Thereby, the fact that the increase in resource
demand is likely to increase, their prices are ignored. Effects on the energy demand are
ignored as well, although [20] argue that this increase in resource demand will increase
global energy demand as well.

Therefore, doubling the renewables will mean that the cost will be multiplied by a
factor of two or more. Even if we assume a linear relationship, we talk about EUR 82 billion
(bn) (factor 3.79) or EUR 237 bn (factor 10.92), ignoring further costs, e.g., for batteries,
as described above. We can conclude that this renewable-only approach is not going to
work and that at least for a certain residual part, we need a flexible solution, which in the
short term—due to the absence of alternative options—has to be natural gas supported by
pumped hydro storage.

If we structure the hourly demand using only the sources of the system, i.e., fossil
fuels, we end up with the numbers in Table 7; for all tested years, the fossil share was above
14%. Note that based on the 2023 installed capacity, we assume a capacity of 22,934 MW for
biomass and water-based power, which we always use first and consider to be available.
Effectively, this is not true and may increase the share of fossil power generation even more.
This illustrates that without an effective storage solution, we will still end up with a high
fossil share, even if we overshoot the annual demand. Diversification is needed, as well as
an efficient seasonal storage approach or a solution to decarbonize the fossil power share
(potentially CCS).

Table 7. Demand, installed renewable power, and fossil fuels (TWh).

Year Demand Renewables Residual Non-Fossil Fossil % Fossil

2008 491.6 316.7 174.9 104.5 704 14%

2009 389.7 296.7 193.0 113.1 79.9 16%

2010 492.6 282.1 210.6 125.5 85.1 17%

2011 488.1 320.9 167.2 97.7 69.5 14%

2012 491.2 306.0 185.2 109.5 75.7 15%

2013 491.7 290.5 201.2 119.9 81.4 17%

2014 487.9 297.6 190.3 116.0 74.3 15%

Total 3432.8 2110.5 1322.3 786.2 536.2 16%

4.2. Flattening the Daily Demand Using Batteries

So far, in Germany, we operate on an hourly basis and assume that the daily structuring
is performed by the system (i.e., fossil power sources), which is currently the reality. But
there is a clear target and agenda in Germany, as well as in other parts of the world, to
increase the amount of battery storage significantly. For the case of Texas it has already
been shown that this has a positive effect on both energy transition and CO2 footprint [5]—
although the production of batteries is very CO2- and resource-intensive and induces some
bow wave problems. This is especially the case if the timing of constructing heat pumps,
batteries, and renewable power capacities is not well matched. For this section, we choose a
stepwise approach. First, we derive the costs and resource demand for batteries. Based on
the above-described backtest, we can calculate the required capacity for the daily flattening
of the heat pump demand (Case 1). In a second step, using the same methodology, we will
analyze the case of the 100% renewable portfolio (Case 2). This gives us an insight into
possible synergy effects.

Based on [5] we assume that a battery has an efficiency of 92% both for injection and
withdrawal. As a consequence, from any produced quantity, after injection and withdrawal,
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only 84.62% is actually available, which makes our calculations slightly more complicated.
Again, we use an easily replicable two-step approach; in the first step, we calculate the flat
quantity given the daily production. Doing this, we can calculate the daily energy loss and
reduce the flat quantity by the corresponding amount. This is not an exact 1:1 calculation,
but since this is close to a theoretical perfect foresight scenario, it is already very idealized.
In reality, the steering and optimization of a battery cluster is an important but complicated
issue, but this is out of the scope of this paper. If batteries are used myopically, which
may be the case for, e.g., household battery storage, there may be a notable social loss
with respect to the system’s optimal steering. In Table 8, the respective maximum monthly
numbers for the years 2008–2014 are given. In the last two columns, we compute the ratio
of maximum withdrawal and maximum injection to the installed capacity of renewables in
order to see how much battery capacity is needed. Thereby we see that you need between
20% and 40% battery capacity.

Table 8. MW needed to flatten the daily production.

Month Max Withdrawal [MWh] Max Injection [MWh] Capacity Renewables [MWh] %Withdrawal %Injection

Oct 7280.48 −5213.35 213,180 34.2% −24.5%

Noc 6893.65 −4428.99 213,180 32.3% −20.8%

Dec 4963.94 −5013.97 213,180 23.3% −23.5%

Jan 6143.15 −4681.08 213,180 28.8% −22.0%

Feb 7140.60 −4359.76 213,180 33.5% −20.5%

Mar 7772.43 −4655.55 213,180 36.5% −21.8%

Apr 8185.28 −5204.35 213,180 38.4% −24.4%

May 7817.73 −5110.98 213,180 36.7% −24.0%

Jun 8195.88 −6299.21 213,180 38.4% −29.5%

Jul 8156.97 −5369.87 213,180 38.3% −25.2%

Aug 8455.49 −5641.11 213,180 39.7% −26.5%

Sep 7478.04 −5565.29 213,180 35.1% −26.1%

In the next step, we simulate the utilization of the storage to show the effectiveness
and analyze the change compared to the simulated residual power demand in total. From
Figure 6, we see that the assumed storage system is, in general, well-designed and able to
provide the necessary structuring, especially in winter. Nevertheless, the loss of energy
induces low levels in the nighttime.

The question is now how the power demand–supply balance, in general, is affected.
For that, we analyze the peak residual demand, the peak surplus, and the total overproduc-
tion. One expected finding is that batteries reduce the overproduction in both peak capacity
and non-utilized power, which will be an important factor for the hydrogen analysis in
Section 4.3. However, peak demand is only marginally reduced—both regarding total
quantity and required peak capacity (Table 9). While in the base case, our simulations
show a demand of 78,630 MW, we now have a peak demand for other power generation of
77,876 MW in the simulation, thus only 1% less. Given the nature of the analysis, one may
ask whether this is a significant effect after all. In addition, the effective renewable energy
consumption decreases slightly, and the residual demand increases, which implies that it
is likely that more fossil power generation is necessary. Again, the difference is small, so
approximately, one can say that batteries imply no significant quantity effect, which is a
somewhat surprising result.
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Figure 6. Utilization of the battery storage system given historical demand data (Case 1).

Table 9. Total aggregated demand and supply for the base case.

Total (TWh) 2008–2014 Demand Renewable Residual

No batteries 3432.8 1515.0 1917.8

Batteries 3432.8 1506.5 1926.3

Finally, we add the numbers of scaling-up batteries and installing a corresponding
number of renewables. We again use the methodology described at the beginning of this
chapter, but this time consider the fully modeled renewable production. We end up with
almost 49,540 MW of 7 h battery storage and a battery utilization pattern, as described
in Figure 7. Now, we talk about an investment of 14.88 bn Euro and a CO2 bow wave of
about 22 to 35 million tons. This already shows a more significant impact with regard to
the necessary backup capacity (74,684 MW vs. 78,630 MW). Moreover, the overproduction
is reduced; nevertheless, we see a decrease of 3.7% in the effective production of renewable
energy (see Table 10).

Table 10. Total aggregated demand and supply in case of flattening the total renewable production.

Total (TWh) 2008–2014 Demand Renewable Residual

No batteries 3432.8 1515.0 1917.8

Batteries 3432.8 1461.2 1971.6

As a consequence, we have to state an even strengthened counterintuitive effect of
battery storage “wasting” renewable energy. This is mainly due to the aforementioned
energy loss of almost 14%, which is completely eating up gross efficiency gains in renewable
energy production. If battery storage would work without loss, we indeed would see a
boost in production. Note that this conclusion is rather simplified and based on multiple
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assumptions; hence, it cannot be used as an argument against renewables and batteries.
However, it highlights an important issue; a myopic and unstructured investment into
batteries may lead to an inefficient infrastructure and may increase the total amount of
wasted energy. Research efforts to develop an intelligent and adaptive system control are
required to realize the benefits of a battery park.

Figure 7. Utilization of the battery storage system in the 100% renewable case (Case 2).

If no residual fossil power generation is available, batteries are advantageous and
required, as shown by our calculation of ensuring 100% supply only with renewables.
However, in this scenario, the main advantage of batteries is them being the only remaining
flexibility in the system. One may reduce the effect and turn it into a positive contribution
using a more focused storage control, but this analysis is out of scope for this paper.

4.3. The Hydrogen Strategy Revised—Hydrogen/Natural Gas Mix

An alternative to batteries is to use H2 as a storage medium. We also include the
possibility of decarbonizing the remaining share of power plants (which are needed for H2
anyway) by utilizing CCS, thereby following the portfolio approach for the transition path-
way discussed in von [2]. Moreover, we now know the estimated costs of one alternative,
namely, batteries.

The basic idea is as follows: for natural gas, there exists a significant storage and
pipeline infrastructure. According to the German (European) grid regulation, up to a
10% hydrogen share is acceptable, despite, of course, potentially inducing some issues for
old household connections and some industrial applications. Not every industrial plant
is ready to work with a natural gas/hydrogen mixture, which means that a hydrogen
removal unit may be necessary, especially if the share exceeds the 10% limit. It is also
not proven that the gas network can be operated safely with a higher ratio of hydrogen.
Additional investments may be needed. For more information regarding this topic, please
refer to [21,22]. Moreover—like biogas—it is a reasonable approach to virtualize parts of
the H2 logistics by injecting it into the natural gas grid and working with H2 certification,
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which disconnects the physical and contractual usage [23,24]. This would at least partly
relax the situation if we base the analysis on the recent regulation and ignore further costs
and efforts to improve the grid for higher hydrogen degrees. Moreover, in the sense of a
diversification approach, one may compare the additional cost induced by the 95% case
and the 100% case of Section 4.1 with the potential costs of these measures, whereby the
costs of the H2 generation infrastructure have to be included as well.

Note that we also have to consider the positive synergies with the hydrogen strategy,
which is beyond the scope of this work. In particular, increasing the wind share of the
required capacity of Section 4.1 might contribute to the hydrogen targets; having more
wind power increases the likelihood of excess power, which would then be available for
hydrogen production.

As a first step, we ignore the storage issue since there are a lot of unsolved questions;
large parts of the German storage capacity are depleted gas fields. In addition to the
question of how a large hydrogen share will influence the capacity and dynamics of the
storage, one must consider that there will be a lot of migration of the hydrogen in the first
years (cushion gas) to the permanent gas in the storage, so 1 MW hydrogen injected will be
mean less than 1 MW hydrogen withdrawn. In a virtual system, this is manageable, but in
general, this needs to be analyzed. Research about how hydrogen can be stored in depleted
gas fields still needs to be conducted.

We again consider the renewable power production from our model and aggregate
our data to a monthly level. Let us also assume an electrolyzer efficiency of 70% [1]
and a machine life of 20 years, which is a typical but nevertheless hydrogen-friendly
assumption for leverage cost calculation. Then, we yield the hydrogen levels aggregated
in Table 11 in MWh. Since in the summertime, physical consumption is generally flat
within the month, a monthly granularity is sufficient for our analysis. Using data from [25]
and the website of Trading Hub Europe, Germany’s virtual gas trading hub (URL: https:
//www.tradinghub.eu, accessed on 12 June 2024), we derive the numbers in Table 12.

Table 11. Hydrogen production in MWh with surplus renewable energy.

Year
Month

Total
Jan Feb Mar Apr May Jun Jul Aug Sept Oct Nov Dec

2008 126 258 889 204 213 473 334 771 93 283 160 1 3805

2009 0 25 95 345 655 1017 388 282 401 426 134 94 3861

2010 6 18 107 490 221 273 177 262 225 83 397 25 2283

2011 27 315 95 1152 659 351 761 535 569 159 152 107 4879

2012 420 107 233 258 362 856 540 325 165 205 7 185 3665

2013 97 17 230 274 18 419 229 112 155 633 28 338 2550

2014 17 31 344 683 224 197 60 499 98 34 0 318 2507

So, on average for the backtest period, 2008–2014, the ratio of hydrogen and gas is
comfortably below 5%, but in the low-demand months, in which we have the highest solar
intensity (June–August), we are at a peak above 10%. Moreover, in reality, the allocation
is an issue, so locally, the degree of H2 may significantly exceed 10%. This effect could be
managed since solar generation, which is the main driver of the surplus power generation,
can be built more or less uniformly distributed across Germany. Nevertheless, one should
note that the direct effect, i.e., the amount of H2 stored in the system, is quite low. We talk
on average about approximately 23.55 TWh. On the other side of the balance sheet, we
have to consider the loss of energy. As stated above, only 70% of the energy is transferred
in H2. The loss of energy in re-converting the H2 to power is more complicated to estimate
and depends on the use case. However, since we assume introducing H2 into the natural
gas infrastructure, highly efficient cases like H2 cells can be neglected since this necessitates
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refining the H2 from the gas mix, which is linked with a significant energy loss. The best
assumption is that the H2 is just burned in a modern power plant. If we assume that in
this case, only modern highly efficient turbines are used with 50% efficiency, we end up
with 35% of the original energy used in such a storage concept. This means that we can
generate 12.28 TWh of power. This is only 1% of the fossil power needed, but more or less
the green H2 target for 2030 in the German hydrogen strategy 2030. This highlights another
dimension of the issue. We cannot easily replace fossil power if we want to balance and
structure the system in the short run. Reality lies between this scenario and the 95% case
scenario stated in the beginning if we want to replace fossil power generation in total. The
alternative is to decarbonize a fraction for a period of 20 to 30 years via CCS. We do not
consider resource availability issues but highlight that in a more detailed analysis, this is
an important external factor for the transition strategy.

Table 12. Hydrogen production in major months with surplus renewable energy.

Month
Ø Gas Consumption
2018–2021 [GWh/day]

Ø H2 Production
2018–2021 [GWh/day]

Peak Daily H2

Production [GWh]
% Peak to Demand

Apr 2475 14 139 5.6%

May 2019 10 228 11.3%

Jun 1561 15 242 15.5%

Jul 1528 10 232 15.2%

Aug 1489 12 152 10.2%

Sep 1765 7 238 13.5%

In the next step, we have to evaluate the costs. The use of the gas grid may be
considered for free at first (also some investment to be H2 ready should be expected),
but the installation of the required H2 generation capacity has to be calculated. Ref. [26]
estimate the costs for a 70% electrolyzer to be around 500 EUR/kW. In our backtest, we
see a peak power surplus of almost 48,000 MW in summer. Fueling respective electrolyzer
capacities with this excess power would thus mean investment costs of EUR 16.8 bn.
Adding the construction costs of windmills and solar panels (EUR 21.7 bn, see above), we
end up at a total sum of about EUR 40 bn. Of course, H2 production can be increased
by installing more renewables that partly replace fossil sources, and given the German
target of 80% renewable share compared to the model share of approximately 36%, this
would likely be the case. This would boost the overproduction, which can be then utilized
for H2 production; as long as the power would be unused and therefore has a marginal
cost of zero, we obtain an expensive but acceptable price, e.g., considering 50,000 MW of
installed renewable capacity, given the 500 EUR/kW investment costs for the electrolyzer
and calculating an aggregated efficiency of 35% (power → H2 → power), the leverage price
of this power would be about 744 EUR/MWh since the units will be only utilized 96 h
per year (see Table 13). This can be optimized to reduce the capacity for H2 generation
not covering all peak days. Table 13 shows various scenarios depending on the amount of
utilizable excess power.

Therefore, we see in all cases a level far below 5000 average operation hours per year
(mentioned in the current government’s hydrogen strategy), which is below any threshold
in which hydrogen as a measure to prevent the loss of power makes sense.

If we install more renewables, it will provide more peak power supply but may
also have more days in which we have excess power. Let us now consider the 95%
renewable case, in which we scale the installation of each type by 3.792. Results are given
in Table 14. We see that we are still below the 5000 average operating hours mentioned in
the hydrogen strategy, which is not surprising since, all in all, the renewable production
has 1430 usage hours.
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Table 13. Costs of the hydrogen, depending on installed capacity.

Electrolysis [MW
Installed]

Utilizable Excess
Power [TWh]

TWh H2
Average

Operating hours
Costs [bn EUR]

Power Costs
[EUR/MWh]

5000 13.7 9.59 391 2.5 182.48

10,000 22.4 15.68 320 5.0 223.21

15,000 27.7 19.39 264 7.5 270.76

20,000 30.7 21.49 219 10.0 325.73

25,000 32.3 22.61 185 12.5 287.00

30,000 33.1 23.17 158 15.0 453.17

35,000 33.5 23.45 137 17.5 522.39

40,000 33.6 23.52 120 20.0 595.24

45,000 33.6 23.52 107 22.5 669.64

50,000 33.6 23.42 96 25.0 744.05

Table 14. Costs of hydrogen-generated power in the 95% renewables case.

Electrolysis (MW
Installed)

Utilizable Excess
Power [TWh]

TWh H2
Average

Operating Hours
Costs [bn EUR]

Power Costs
[EUR/MWh]

10,000 91.6 64.1 1309 5 54.59

20,000 145.3 101.7 1038 10 68.80

30,000 174.1 1219 829 15 86.16

40,000 188.5 132.0 673 20 106.10

50,000 195.3 136.7 558 25 128.01

60,000 198.0 138.6 471 30 151.52

70,000 198.8 139.2 406 35 176.06

80,000 199.0 139.3 355 40 201.01

90,000 199.0 139.3 316 45 226.13

If we assume 10,000 MW as the installed capacity, which would provide the highest
degree of usage and a power price level that seems internationally competitive, we could
replace merely 4% of the fossil stocks.

In total, we consider H2 not to be a realistic option, as long as natural gas is available
and not extraordinarily expensive. If we now install seasonal overcapacity to reduce fossil
fuels as much as possible, it can be analogously shown that a certain capacity is effective,
but H2 is still too expensive to utilize peak power. More or less 20% of the potential excess
capacity can be used for H2. These findings raise doubts about whether H2 can be a seasonal
storage solution—at least with regard to a short- to medium-term time horizon. Finally,
we must note that the findings are based on a number of simplifications and assumptions.
However, these were mostly beneficial for the H2 case, so in reality, the costs are likely to
be higher.

An alternative approach would be a 100% hydrogen infrastructure, which allows us
to install more efficient fuel cell units, increasing efficiency from 50% to 70%. However,
infrastructure investments, as well as high fuel cell costs, are likely to erase the gains
in efficiency. While the first issue is complex and location-dependent, there is a lot of
research about fuel cell technology and cost. High-end fuel cells generating electricity at
efficiencies of 70% or higher degrees are estimated to have a range of about 65 USD/MWh
to 87 USD/MWh leveraged cost of energy [27]. According to [27], assuming a EUR/USD
exchange rate of 1.08, 5000 operating hours per year, and 20 years of operation, the 100%
fuel cell options would add costs of between 18.24 and 15.37 EUR/MWh to the tables
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above. Hence, compared to the results in Table 14, we conclude that this approach would
not provide a significant cost advantage and add additional questions about locations, time
of availability, etc. without changing our general conclusions. Hence, we refrain from a
more detailed discussion of this case.

4.4. Carbon Capture and Storage—A Mid-Term Solution for Structuring

We see in all scenarios described above that fossil power generation is needed in
winter in order to structure demand and provide security of supply. Thereby, on average,
we still have a share of fossil power generation of around 36%, assuming that we only
install new renewables to meet additional demand for heat pumps. Nevertheless, due to
the limited contribution of H2 and battery storage, we have a trade-off between installing
a massive overcapacity and accepting a certain share of fossil fuels. Decarbonizing this
share requires methods to capture and store carbon, i.e., CCS. This idea is not new [28] but
in the last 20 years, CCS has faced considerable opposition both from the scientific [29]
and political and emotional sides (especially in Germany and Central Europe). However,
with the current EU regulation and investment initiatives in Norway underway, CCS has
become a key element in emission reduction policy. That is why we also consider this
case. Schmelz et al. [30] see CCS costs for sites in the United States of between 52 and
90 USD/t, depending on the form of storage, whereby we can expect a certain decrease in
costs. Thereby, experts estimate costs of 2–14 USD/t for onshore transport in the United
States and 15 USD/t CO2 for (onshore) storage [31,32]; thus, we yield (simplified) a range
of 15 to 30 USD/t, or about 14 to 28 EUR/t at the current (2024) exchange rate. According
to European project sources, storage cost and transportation are expected to be at 50 to
100 EUR/t for many locations, which corresponds to [32]. Therefore, we can work with
a scenario range of 100 to 170 EUR/t CO2 for the full CCU chain (leverage cost-based) if
we want to use decarbonized fossil power. For reasons of simplification, we assume 100%
efficiency of the capturing. In reality, this will be 95% to 98%, and we would still have to
invest some money in purchasing European emission allowances.

5. Discussion

One major finding of this paper is consistent with the results in the H2 case of [2];
the solution is not a single technology but a mix of different approaches, such as the gas
grid combined with hydrogen injection, CCS, additional renewable capacity, and battery
storage in large amounts. Given our calculations, this proves to be the only realistic
option for the transformation of the German heating landscape toward heat pumps. This
is because we not only have to replace the fuel but also the storage system of the fossil
alternatives. Nevertheless, contrary to [2], we see a distinct tendency; as long as gas and
coal are available, the best option is to use fossil power generation combined with CCS
for structuring and providing the marginal demand. This is simply due to the fact that
charging and using batteries consumes too much power; in addition, batteries prove to be
only suitable for providing short-term flexibility. The often-promoted perfect fit of heat
pumps and solar power for households is not working on an annual basis due to opposed
seasonal patterns. Hydrogen, again, is too expensive in our calculation, despite rather
favorable assumptions; we do not assume any cost either to adjust the gas grid to inject
hydrogen or to utilize the hydrogen-rich natural gas. The installation of battery storage
will be linked to massive adjustments as well. Also not considered but important is the
water consumption of green hydrogen generation. Some locations will imply the usage of
salt water. Desalination also consumes energy and will decrease the already low degree
of effective usable energy. We will definitely need a hydrogen and battery infrastructure
in the future, especially hydrogen as an alternative if gas becomes limited and expensive.
This may be the case for Germany much earlier than for other countries due to political
factors. This is—such as all disruptions—both a competitive disadvantage and a chance.
Germany will need a strategy that focuses on industry sectors that can also survive under
high energy prices.
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Another issue is the timing of the transition strategy—especially from an environmen-
tal point of view. All measures described in this paper consume time and money, especially
the CO2 transport infrastructure for CCS and the hydrogen infrastructure. Even utilizing
the gas grid requires a considerable investment and a clear mid-term plan about where to
locate the hydrogen clusters to ensure efficient production, given the local restrictions for
the hydrogen/methane mixture (a problem we especially see come up in summertime).
The latest hydrogen strategy involves plans for a 12,000 km grid until 2032, in which most
of the capacity is probably taken from the current natural gas infrastructure. Next is the
question of how to replace the gas, which is also a question of whether we are able to install
the necessary H2 capacity to utilize such a grid (given the amount of gas needed). We see in
our hydrogen analysis that hydrogen is expensive, even if the power is excess (renewable)
power that would be lost otherwise if we consider full-cycle costs. This also implies the
need for a certain amount of water desalination capacity. Even if we choose this way, the
required adjustments and installation of required capacity will take years. This is also true
for CCS. Currently, no transportation infrastructure is installed in all relevant countries. In
the case of Germany, both a regulation for any CCS activity (currently this is prohibited)
and an export framework are missing. Most CCS projects will be exploration projects. Thus,
we have timelines of seven to eight years for large infrastructures such as CO2 pipelines and
therefore all the timing and financing risk, which requires acceptance, despite all risks and
problems, and a stable/adaptive investment environment. This is of course true for every
part of the solution and especially one problem, namely, the current gap between energy
prices and the necessary hydrogen price. This corresponds to the widely discussed risk of
a dark lull. Our analysis shows that this can be handled only if we accept a certain fossil
production and a backup capacity close to the current level. If we want to shut down all
coal-fired power plants, this means investments in gas and hydrogen-based plants. Given
the energy demand and efficiency loss, the latter option is minor. An open question is if it
is necessary to step out of coal completely if we manage to speed up the implementation of
CCS and use it in the decarbonization of power generation. Note that, due to the high CO2
coefficient here, CCS would be an absolutely necessary condition. From the point of view
of risk diversification—especially regarding politics and logistics—coal should remain an
option. This is an old idea that has already been described [28].

As mentioned above, an all-renewable solution would mean an extensive overcapacity.
It has to be doubted whether the necessary financial resources are available and whether the
resulting bow wave in terms of resource demand of CO2, human resources, and required
production capacities is manageable. Considering our model assumptions for 2030, we
see a considerable demand for investment and a lot of required measures not taken to
that extent so far (and not even planned to be taken). In particular, the German and EU
hydrogen strategy has to be revised; the electrolyzer capacity to store surplus power in
the gas grid should be prioritized. This should be combined with the virtualization of the
hydrogen market by using hydrogen certificates, which would also be a good approach to
boosting hydrogen itself and the right approach to establishing a liquid tradable hydrogen
market in the near future.

Finally, one has to consider that without subsidies and additional regulations, the
price of European CO2 certificates is unlikely to increase and remain reliable at a level of
100 to 150 EUR/t, which is required to attract investments into CCS and hydrogen. Such a
price scenario will slightly affect each of the scenarios discussed above but will not change
the major finding, i.e., that a new inter-seasonal structuring solution must be implemented.

6. Conclusions

According to the current German government (Year 2024), up to 6 million heat pumps
are to be installed by 2030. This article is concerned with how to supply the required
(renewable) energy and at what costs—taking into account that the challenge is not only
providing this additional energy but also delivering it on any day at any demand level.
For natural gas, a well-designed storage infrastructure exists, which is to be substituted by
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heat pumps without an alternative for structuring. Various possibilities, such as batteries
and hydrogen, are discussed. We show that the shift to heat pumps induces a need to
redesign the energy production itself and use all available technologies, i.e., renewables,
batteries, hydrogen, the natural gas system, and CCS, in an integrated manner to maximize
success and reduce cost. Otherwise, we risk unnecessary investments by factors 4 to 10 or
effectively increase the demand for fossil power, also on an annual level. Using synergy
and portfolio effects among all these technologies and combining them is not only a key
factor but from our point of view, the only way to success.

In the current debate, the technologies and corresponding political measures are
discussed separately. Based on our analysis, integrated and portfolio-based planning
has to be intensified. In particular, the hydrogen strategy should be adjusted, and the
hydrogen/gas combination to store and distribute hydrogen via the gas grid has to be
strengthened since we see this as a key factor and the most realistic measure within the
timeline between 2030 and 2035. In addition, this seems to be the only post-gas solution.
Alternatives such as a certain overcapacity and, especially, CCS combined with a high
fossil share are less expensive. Other inter-seasonal battery storage still shows a low
technology readiness level and is simply too expensive at current price levels. Moreover,
their resource demand is considerable and not consistent with the target of reducing the
long-term dependency on foreign fossils. CCS is cheaper than the alternatives regarding
pure numbers but critical with respect to the time frame and the fact that we talk about an
extensive and expensive new infrastructure. Thus, we remain doubtful in that direction
since we do not see enough measures so far to believe that CCS can become a realistic option.
The market lacks scalable seasonal battery technology with adequate market readiness and
at reasonable costs so far [5]. Using conventional batteries would be highly inefficient.

Finally, please note that this article is not an exact forecast but is based on multiple
assumptions. At this point, many effects cannot be quantified exactly, and technologies
such as CCS have to be applied first in order to actually show costs and performance. The
adequate combination of different technologies needs to be analyzed for different regions
like southern Europe or the US individually. An important question is also the timing,
since a quick and cheap 50% solution, plus postponing the perfect solution for some years,
may work better from an intertemporal point of view than waiting for the expensive 100%
solution that might come up in some years. The winning strategy is avoiding as much
CO2 as possible for a given amount of money and spending as little money as possible for
future solutions.
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Abstract: The demand for different energy goods and services is a fundamental component in a
country’s economic structure for development. Understanding it is vital in designing economic
policies, such as taxes, that can improve the welfare of the population. A comprehension of the
distributional effects of elasticities and the application of them to simulate household responses
to price changes, as well as a calculation of the welfare impacts on poor and rich households in
Mexico, should inform policy design. This paper uses the Household Income and Expenditure Survey
(ENIGH) from 1996 to 2018 to estimate the demand of Mexican households for fuels, specifically
electricity, liquefied petroleum gas, and gasoline. A Quasi Ideal Quadratic Demand System (QUAIDS)
is employed to analyse the effects of removing energy subsidies and introducing a carbon tax. The
results indicate that welfare losses would be regressive concerning electricity price increases, while
changes in gasoline prices would be progressive. Redistributing the tax revenues accrued by removing
energy subsidies and imposing the carbon tax would have more progressive effects on the economy
of Mexican households, with welfare gains of up to 350% for the poorest households in the case of
electricity consumption taxes.

Keywords: Mexico; QUAIDS; subsidies; carbon tax; welfare

1. Introduction

In 2018, the National Council for the Evaluation of Social Development Policy (CONEVAL)
stated that 42% of the population of Mexico lives below the official poverty line, and
7.4% are in a situation of extreme poverty (https://www.coneval.org.mx/Medicion/MP/
Documents/Pobreza_18/Pobreza_2018_CONEVAL, accessed on 20 December 2023). In
Mexico, as in other developing countries with high CO2 emissions, the socioeconomic
welfare losses suffered by much of the population due to high energy prices are particularly
critical. It is therefore important to focus on the development of optimal climate policy,
poverty reduction, and further economic development. In recent years, the potential
negative environmental and global warming effects of energy subsidies have been the
subject of international attention. In Mexico, these subsidies, mainly on electricity and
gasoline consumption, are among the highest in the world, and their costs go beyond the
environmental effects that directly affect the population. In 2009, as part of the G20 and Asia-
Pacific Economic Cooperation (APEC) agreements, Mexico committed to “phase out and
rationalize over the medium-term inefficient fossil fuel subsidies, which encourage wasteful
consumption. . . while providing targeted support for the poorest” (G20 (2009) Declaración
de los Líderes del G-20 en la Cumbre de Pittsburgh y APEC (2009) APEC Summit Leaders’
Declaration: Sustaining growth, connecting the region. https://www.apec.org/meeting-
papers/leaders-declarations/2009/2009_aelm.aspx, accessed on 17 October 2023). In
2017, Mexico was one of twelve members of the World Trade Organization (WTO) to
present a statement at the 11th Ministerial Conference to promote the debate on fossil fuel
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subsidies at the WTO (OMC (2017) Fossil Fuel Subsidies Reform Ministerial Statement
https://www.wto.org/english/tratop_e/envir_e/fossil_fuel_e.htm, accessed on 1 March
2023).

In a World Bank study on global energy subsidies [1], it was stated that electricity
tariffs in emerging markets and developing countries do not cover the suppliers’ generation,
transmission, and distribution costs. It was also noted that these costs are not calculated
based on the provision of the service, but only on the price of the resources required. In
the case of Mexico, electricity subsidies cost the Federal Government an average of MXN
98 billion (USD ~5 billion) every year, 0.9% of the gross domestic product (GDP).

In developing countries, such as Mexico, energy subsidies tend to benefit two groups
of end users: low-income and high-income users. This creates two major problems: the
effects are regressive (disproportionately benefiting those who consume most, rather than
the poorest), and it reduces the opportunity for subsidies to be directed toward other
development goals.

The purpose of this article is to analyse the residential demand for the fuels most used
in Mexican homes, showing the price and income elasticities of demand. The analysis is
carried out using a QUAIDS model; the results obtained help provide information relevant
to the decision-making process for the design of more effective energy policies, in the area
of energy-saving policies and the reduction in greenhouse emissions.

On the other hand, this paper aims to show the impacts on urban and rural households
in Mexico caused by the rise in energy prices when fuel and electricity subsidies were
eliminated, and/or when there was an increase in the carbon tax. Several simulations were
carried out, showing that the present policy regarding subsidies benefits the poorest far
less than is expected.

2. Overview of Energy Demand in Mexico

Analysing energy consumption in Mexico from 1996 to 2018, (Figure 1) in Mexico, it
is seen that in 2018, transportation accounted for 46.5% of the total energy consumption,
31.8% was used in the industrial sector, and 14.3% was used in the residential sector. Over
this period, the energy consumed by the residential sector increased 5.9%, although its
share of the total energy used decreased from 20% to 14.3%, a decrease that may be, in part,
due to the growth in the energy demand from the transportation sector.

 

Figure 1. Energy consumption in Mexico, 1996–2018, by sector. Source: data from the Energy Ministry
(http://sie.energia.gob.mx/bdiController.do?action=temas, accessed on 2 January 2023).
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In the residential sector, the energy used includes that for cooking, heating, lighting,
cooling, and entertainment. To meet these demands, various sources of energy are used,
such as electricity, liquefied petroleum gas (LPG), natural gas, kerosene, and wood. Figure 2
shows the energy consumed in the residential sector in the same period, by fuel type. The
amount of electricity used in this period grew by 3.2% per year on average, the highest
growth rate of the fuels considered, its share in the overall consumption rising from 14% in
1996 to 23% in 2018. On the other hand, the share of LPG fell from 43% in 1996 to 38.5% in
2018, while firewood showed a more significant drop (from 39% to 30%).

 

Figure 2. Energy consumption in the residential sector in Mexico, 1996–2018, categorized by fuel.
Source: Energy Ministry data (http://sie.energia.gob.mx/bdiController.do?action=temas, access on
17 March 2023).

Official statistics (https://www.coneval.org.mx/Medicion/MP/Paginas/Pobreza-20
18.aspx, accessed on 17 March 2023) show that almost 60 million people in Mexico were
living below the poverty line in 2018. In urban and rural areas, the proportion of the
poorest households was 14.3% and 31.9%, respectively. Within this group, 57.5% of urban
households and 37.8% of rural households had to spend more than 10% of their income
on energy (excluding gasoline) (https://www.inegi.org.mx/programas/enigh/nc/2018/,
accessed on 16 March 2023).

2.1. Fuel Subsidies in Mexico

In Mexico, subsidies are granted by the government to the state-owned electricity gen-
eration company, the Federal Electricity Commission (CFE), to cover electricity generation
costs. This subsidy increases as generation prices rise, benefitting 40 million households;
between 2010 and 2020 the electricity subsidy accounted for 0.22% of the national GDP [2].

On the other hand, the price of gasoline has a Special tax on products and services
(IEPS) that the government uses as a subsidy. By lowering this tax, the government controls
the price paid by the consumer. In 2012 this subsidy was 1.28% of the GDP (DOF 2015) [3].

In the case of LPG, the price was regulated by the Federal Government through the En-
ergy Regulatory Commission until 2017, when this commission accepted the market price
of LPG with international references. This process was carried out gradually from 2014 to
2017, in line with the Energy Transition Law of 2015 (https://www.gob.mx/cms/uploads/
attachment/file/409014/1._Liberaci_n_de_precios_finales_al_p_blico_de_gas_LP.pdf,
accessed on 1 March 2023) [1].

In 2015 the Ministry of Finance and Public Credit (SHCP) updated the methodology to
determine the fiscal stimulus on automotive fuels in terms of the special tax on production
and services (IEPS). This regulates the price paid by the final consumer by reducing the
IEPS paid by the consumer.
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Energy subsidies in Mexico are questionable as a public policy, since they have collat-
eral effects on both the population and the environment.

1. Energy subsidies are not an efficient means of providing support to the poor, and
reinforce income inequalities, as most of the benefits of these subsidies go to those
who can afford to consume more energy (rich households). This inequality is more
acute in rural areas.

2. Energy subsidies consume resources that could be used to guarantee services that
are human rights, such as health and education, or that could be used in Mexico’s
economic development, e.g., for infrastructure. Figure 3 shows the percentage of the
GPD used in subsidies from 2010 to 2020.

3. The low energy prices, as a result of the subsidies, discourage investment from
the private sector and reduce the stimulus for energy-efficient strategies to be used
the consumer.

4. Inefficient energy consumption in turn produces higher CO2 emissions, and thus
indirectly increases pollution in cities.

Figure 3. Fuel subsidies in Mexico as a percentage of GDP (negative value = subsidy). Data from [1,2].

2.2. Studies on Fuel Subsidies

There are several studies on developing countries showing that fuel subsidies result
in a regressive distribution, meaning that high-income households receive higher amounts
of subsidies than low-income households do. For example, Ref. [4] described carbon tax
distribution in India, Ref. [5] analysed carbon tax distribution in Brazil, while carbon taxes
and poverty in Thailand were discussed by [6].

A study on developing countries published by [7] concludes that the direct effect is
either distributionally neutral, approximately (Bolivia and Mali), or regressive (Ghana,
Jordan and Sri Lanka). There are very few studies on the distributional effects of fuel
subsidies in Mexico, where it is underlined that the electricity and LPG consumed in
Mexican households are normal goods, not luxuries, while gasoline is a luxury good. An
initial study on the distributional effects of the elimination of subsidies and carbon taxes [8]
found that the reduction in gasoline subsidies is progressive.

Other econometric studies in Mexico that use the general equilibrium model [9] show
how distributional effects depend to a large extent on income recycling. While this does not
explicitly cover the distributional effects of recycling, it does show various effects on the
population [10]. These results have helped in the development of Mexico’s climate policy.

160



Energies 2024, 17, 2237

Other studies note the new energy market prices following the Energy Transaction
Law of 2015, while an estimate of the distributional effects due to the introduction of carbon
tax from 2002 to 2014 was offered by [11–13]. Our study describes the distribution of
welfare losses in Mexico due to the increase in fuel prices from 1996 to 2018, caused by the
elimination of the fuel subsidy, as well as by the increase in the carbon tax. This study also
highlights the gap between urban and rural households.

3. Data Description

Data from the National Households Income and Expenditure Survey (ENIGH, from
the Spanish abbreviation Encuesta Nacional de Ingresos y Gastos de los Hogares) for
1996–2018 were used for the analysis carried out in this paper. The ENIGH survey is
generally conducted every two years to collect data from a large sample of households
across Mexico, in rural and urban areas, using the interview method (rural areas include
households living in municipalities with fewer than 2500 inhabitants, while municipalities
with over 2500 inhabitants are considered urban areas). A detailed description of the
sampling methodology is described on the web page of the National Institute of Statistics
and Geography (INEGI (household survey): http://www.inegi.org.mx/est/contenidos/
proyectos/encuestas/hogares/default.aspx) accessed on 2 February 2023 (INEGI from the
Spanish name) (INEGI 1997 to 2019).

The sampling design is based on stratified random sampling where the households
are selected with equal probability, with a random start. Household consumption in the
survey includes the consumption of goods and services through purchases, receipts in
exchange of goods and services, and others. Household consumption–expenditure refers
to the amount and value of household consumption for the first three months of the year
during which the survey was conducted. The survey also comprises detailed information
on demographic characteristics and the attributes of dwellings.

To make the data suitable for analysis, a series of transformations must be performed.
First, all homes with no energy consumption are eliminated, because this is not real
information. The operations were carried out in different ways. Some of the variables
were first converted into logarithms and/or percentages before conducting the regression
analysis. These variables include the price of different fuels, budget participation, and fuel
expenditure. This includes the price of the various types of transport, budget shares, and
public transport or expenditure on gasoline. All households that report null expenditure
for bus, subway, gasoline, and taxi, as well as those with expenditure on each type of
transport, were eliminated to avoid outliers. After transforming and filtering the data,
73,508 observations were kept for the estimation and the QUAIDS model could be created.

3.1. Energy Prices in Mexico

The cost of energy in Mexico has many variables, including those of the market, as
well as regulations, collection methodologies, and particularities in the way each client
consumes energy. This section presents the evolution of energy prices.

3.1.1. Electricity

The Mexican government has subsidized electricity costs for end consumers through
tariffs determined by the Ministry of Finance and Public Credit (SHCP) for many years,
using information on generation costs from the Federal Electricity Commission (CFE).
These subsidies have a high economic and social cost for the country (see Figure 3).

In 2002, an energy reform made the tariff structure less regressive, introducing a
domestic high consumption tariff (DAC), for households consuming over 250 kWh per
month. This is a fixed monthly fee that varies by region, and the average monthly cost
in 2018 was around USD 5.35 (MXN 100). In November 2017, the Energy Regulatory
Commission (CRE) implemented a new means of devising electricity tariffs that is less
regressive and will help recover generation and distribution costs.
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3.1.2. Gasoline

Although there are other private companies, PEMEX is a federal government-owned
public company that owns 85% of the national market. Gasoline prices vary depending
on the type of gasoline and the point of sale. On average, the price of PEMEX Premium
gasoline is 11–23% higher than that of PEMEX Magna gasoline. For reference, PEMEX
Magna was MXN 21.71 per litre in 31 December 2018, equivalent to USD 1.10 per litre
(USD 1 was worth MXN 19.65 on 31 December 2018). In 2012, the subsidy for fuels such as
gasoline and diesel in Mexico reached a historical maximum of 1.2% of the country’s GDP
(see Figure 3).

3.1.3. Liquefied Petroleum Gas

Like other fuels in Mexico, LPG had a fixed price before 2017, which was lower
than international market prices, in effect a subsidy for all end consumers. From 2010, the
Mexican government gradually increased prices, bringing them closer to market prices, and
by 11 August 2014, with the new hydrocarbons law (http://www.dof.gob.mx/nota_detalle.
php?codigo=5355989&fecha=11/08/2014, accessed on 12 March 2023), market liberalisation
came into force in 2017.

3.2. Taxes

In Mexico, there are two Pigouvian taxes that aim to internalize the negative externali-
ties caused by an economic agent that affect the economic activities of other economic agents
damaging the environment. The IEPS (Special Tax on Production and Services) is a federal
tax applied to automotive gasoline, automotive diesel, and its biofuel equivalents. The rev-
enues from these taxes go to all Mexican states and municipalities to mitigate environmental
damage caused by climate change. The 2013 carbon tax has been applied since January
2014 (https://www.dof.gob.mx/nota_detalle.php?codigo=5547405&fecha=28/12/2018,
accessed on 3 May 2023). It is internalized in the Special Tax Law on Products and Services.

3.3. The QUAIDS Model: Background

The empirical analysis uses a quadratic AIDS (almost ideal demand system) model of
energy demand in Mexican households. Ref. [14] combined the Translog and Rotterdam
models in the almost ideal demand system (AIDS), which together improve the properties,
including the arbitrary approximation for any demand system to the first order, where the
information from consumers is added and the homogeneity and symmetry restrictions are
tested [15].

Thus, the AIDS has been used to model clustered asset systems, but with this model,
it is difficult to obtain the effects of the nonlinear theory of Engel curves.

With these restrictions, a quadratic term is added in the logarithm of income to the
AIDS model and thus the quadratic model is obtained, giving greater flexibility to the
demand system.

This model was presented as a proposal to support the characteristics of congruence
with microeconomic theory in terms of homogeneity, maximisation, and Slutsky symmetry,
but through the inclusion of nonlinearity, it achieves a better approximation of the Engel
curves of certain product groups. By adding quadratic and logarithmic terms in the model,
goods are allowed to behave as luxury products for certain income levels and as necessities,
or basic products, at other levels.

The representation is thus achieved reasonably well by incorporating the quadratic
term. Ref. [16] showed that for demand models, the rank two generalized linear form is a
necessary and sufficient measure. The quadratic almost ideal demand system (QUAIDS) is
ranked third and can improve nonlinear Engel curves in an empirical analysis.

There has been work conducted for Latin American countries where, based on the
estimation of a demand system, estimates of price and income elasticity are made. These
works include those of [17–19]. Based on the 1987–1988 and 1995–1996 expenditure sur-
veys in Brazil, Ref. [17] employed an AIDS model using the two-stage budget allocation
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technique to calculate elasticities for different population groups (the richest 50% and the
poorest 50%) and the total elasticities for the basic food groups and subgroups. Ref. [18]
estimated values for basic basket products, based on the AIDS model with time series
data from the 1967–2007 period from the National Accounts for Colombia. Ref. [19] used
the income survey and Colombia’s 2006–2007 expenditures, and estimated various linear
demand systems through cross-sectional models.

As seen in the international literature, various parametric and non-parametric spec-
ifications have been developed for the estimation of Engel curves. For this, different
estimation methods have been considered, linearity or non-linearity, in expenditure or
income, which shows the importance of making estimates using income strata since elastic-
ities vary greatly between different groups.

Likewise, Refs. [20,21] estimated a complete food demand system for Italy and Indonesia,
respectively, from the QUAIDS models, also incorporating demographic and regional variables.

4. The QUAIDS Model of Demand

The AIDS model, originally introduced by [14] has been widely adopted in estimating
demand elasticities and energy demand systems [22–25]. On the other hand, Ref. [26]
presents a generalisation of the QUAIDS model. The quasi-ideal quadratic demand system
(QUAIDS) allows for a more flexible relationship between the share of spending on goods
and total household spending. Studies carried out in various countries have used this
method, for example Spain, Germany, and the United States, as shown by [25,27,28].

The QUAIDS model is a system of equations that represents the proportion or share
of residential spending on a good as a function of prices in addition to the total spending
on all the goods that make up the system. According to [15], the model is as follows:
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n

∑
j=1
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+
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where the subscripts i and j correspond to the different goods in the size budget, n, while
identifying each household. The term wi represents the proportion of expenditure on the
good, i, that each household makes within the basket. The variables pj and x refer to the price
of good j and the total expenditure on all goods in the system in each household, respectively.
The nonlinearity of the QUAIDS model is due to the indices of prices a and b, defined as
follows:
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where ln a(p) is the transcendental log function
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and b(p) is the Cobb–Douglas price aggregator.
From Equation (1), it can be seen that the significance of parameter λi indicates that

residential spending should be analysed using a QUAIDS model; otherwise, the AIDS
model of [14] is the most suitable. As mentioned, one of the advantages of the QUAIDS
model is that its functional form considers the rational behaviour of a consumer. In order
for this to be satisfied, the model parameters are subject to the following restrictions:
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Symmetry
γij = γji (6)

The adding up restriction can be satisfied by dropping one equation from the estima-
tion. The homogeneity and symmetry restrictions can be imposed on the parameters to be
estimated and assessed using likelihood ratio tests.

4.1. Demand Elasticities

To evaluate consumer elasticities and distribution quantities in relation to changes in
spending and prices, spending elasticities, Marshallian price elasticities, and Hicks price
elasticities were calculated using the indicated parameters of QUAIDS models during the
study period. The budget elasticities could be calculated from the following equations.

It should be remembered that the coefficients that go with prices and total expenditure
in the QUAIDS model do not correspond to the price and income elasticities of demand.
These sensitivity measures are obtained through the expressions (7)–(9). This analysis was
conducted using a QUAIDS model adapted to consider the censoring that arises because
not all households consume all fuels at the same time.

The significance of the residuals of the auxiliary regression in all the equations of
the system confirms that residential spending on the goods analysed is an endogenous
variable. Furthermore, the significance in two equations of the inverse of the Mills ratio in
the system of equations corroborates the importance of treating censoring in residential
energy expenditure.
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The uncompensated price elasticity is given by the following:
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According to Roy’s identity, the budget shares are given by the following:
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4.2. Welfare Effects (Simulation)

To determine the impacts of price changes on the well-being of the population, a
simulation was carried out that made changes to the prices of energy systems [29]. The
simulation illustrated the impacts on welfare resulting from the changes in energy prices
caused by the implementation of carbon taxes, in three different scenarios, for several
households (this work use stata files from the paper of [29], with data on Mexico).

Our measure of the effect on welfare of a price change is the compensating change:
the amount of income that must be given to a household for it to be indifferent to the new
price vector. This calculation is carried out using the following expression:

In V =
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In x − In a(p)
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]−1
+ λ(p)

}−1

(11)

On the other hand, for each household in the sample, to evaluate the effects on welfare
of a specific set of increases in fuel prices, the following equation was used:
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where Δpi is the price change of good i, p0
i is the price before the implementation of the

price or rate increase, and p1
i is the new price resulting from a new price or tariff.

p1
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1 +

Δpi
p0

i

)
p0

i (13)

The literature on the welfare impacts of increases in energy prices and subsidy reforms
generally focuses on first-order effects, as in [30]. These first-order effects, based on the
earlier work of [31,32], only require observed demand, and no additional information on
the substitution behaviour resulting from price changes. First-order welfare losses relative
to income (total expenditures are used as a proxy) are calculated as follows:
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With the estimated coefficients, we calculated a second-order approximation of the
compensatory variation (CV), which is the amount of money that the household needs to
be compensated to reach utility level u0 (before the price changes) over total household
expenses:
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The CV is compared with the first-order effect to clarify the need to estimate a demand
system in our context.

4.3. The Effects of Reducing Subsidies and Increasing Carbon Taxes

Microsimulations of price and tax increases have been used to evaluate the welfare and
distributional effects of carbon tax in several countries, for example by [33] for the United
States, [34] for Denmark, [28] for Italy, [35] for Ireland, [29] for South Africa, and [8,12,13],
for Mexico.

The additional contribution offered here is the use of the QUAIDS model to evaluate
the welfare loss from subsidy elimination and the increase in the carbon tax for fuels.

The first simulation considers the total elimination of energy subsidies for electricity,
LPG, and gasoline, respectively. The second considers the implementation of a carbon tax
(USD 25/ton) on unsubsidized electricity, LPG, and gasoline prices. The third simulates the
effect of the first and second simulations. The ENIGH dataset, which details expenditure in
the first quarter of 2018 for 14,265 households, was used for all the simulations.

Table 1 shows the percentage price changes for electricity, LPG, and gasoline for the
three scenarios.

Table 1. Price changes in the three simulations.

Year: 2018 Electricity LPG Gasoline

Simulation 1
Price change (%) 150 0 14.67

Simulation 2
Price change (%) 2.3 5.7 5.5

Simulation 3
Price change (%) 152.3 5.7 20.17

5. Results

Table 2 shows the elasticities obtained using the income, prices, and expenditures for
the dataset used; Table 3 shows the parameters obtained in the QUAIDS model. Budget
elasticities for electricity, LPG, and public transport are less than one, because for the
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average household in Mexico, these items are necessities, which is consistent with the
literature consulted. However, gasoline is considered a luxury good; its budget elasticity
is greater than one. The results show that income is a key determinant of fuel demand
when the price changes. Both uncompensated and compensated price elasticities show the
expected negative signs; households in Mexico have an inelastic response to the price of
electricity, gasoline, and public transport, while for LPG the response is elastic. Uncom-
pensated price elasticities show that electricity and public transport are inelastic, and that
LPG and gasoline are elastic. Cross-price elasticities show that electricity and LPG are
substitutes and that the relationship is symmetric, probably due to the increased use of
electricity for cooking. On the other hand, gasoline–electricity and gasoline–transportation
are complementary.

Table 2. Demand elasticities for the average Mexican household.

Price

Electricity LPG Gasoline Public Transport

Budget elasticities 0.609277 0.961675 1.566975 0.908607
(0.003815) (0.003279) (0.003515) (0.002601)

Compensated elasticity
demand Electricity −0.27533 0.269996 −0.09399 0.099318

(0.013145) (0.010906) (0.009485) (0.019876)

LPG 0.404153 −1.63677 1.139219 0.093396
(0.016466) (0.027055) (0.017102) (0.032158)

Gasoline −0.08182 0.812188 −0.64248 −0.08789
(0.010259) (0.012208) (0.012929) (0.016985)

Public Transport 0.071691 0.05255 −0.05599 −0.06825
(0.016942) (0.018133) (0.013388) (0.033992)

Uncompensated elasticity Electricity −0.43764 0.162819 −0.24372 −0.09074
demand (0.013393) (0.010817) (0.00952) (0.019862)

LPG 0.147962 −1.80593 0.902879 −0.20658
(0.016558) (0.027013) (0.01717) (0.032171)

Gasoline −0.49927 0.536544 −1.02757 −0.57668
(0.010414) (0.012171) (0.012916) (0.017048)

Public Transport −0.17036 −0.10728 −0.27929 −0.35167
(0.017028) (0.01809) (0.01343) (0.033992)

Table 3. Estimates of the QUAIDS model for demand.

Electricity LPG Gasoline Public Transport

constant αi αi 0.325 *** 0.1841 *** −0.0259 *** 0.0164 **
(−0.0137) (−0.019) (−0.0038) (−0.0088)

Expenditures βi −0.1284 *** 0.1789 *** −0.0168 *** −0.0336 ***
(−0.0062) (−0.0065) (−0.0011) (−0.0035)

Price bus γi1 −0.0325 * −0.1683 *** −0.0037 ** 0.2046 ***
(−0.0181) 0.0064541 0.0044952 0.0131876

Price gasoline γi2 0.2299 *** 0.0003 * −0.0619 ***
(−0.0060) (−0.0016) (−0.00415)

Price metro γi3 −0.0078 ***
(−0.00158)

Price taxi γi4 0.0112 * −0.1539 ***
(−0.00324) (−0.01052)

quadratic expenditures λi 0.0029 *** −0.0038 *** −0.0003 0.0013 ***
(−0.00047) (−0.00045) (−0.0001) (−0.00035)
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Table 3. Cont.

Electricity LPG Gasoline Public Transport

Age of head ηa 0.00006 *** −0.0000683 2.81 × 10−6 4.85 × 10−6 ***
(−0.00001) (−0.00001) (−2.11 × 10−6) (−7.86 × 10−6)

Province ηp 0.0071 *** −0.0136 *** 0.0023 *** 0.0040 ***
(−0.00029) (−0.00046) (−0.00010) (−0.00017)

Settlement type ηs 0.00095 *** −0.002 *** 0.0003 *** 0.0013 ***
(−0.00014) (−0.00017) (−0.00003) (−0.00010)

Household size ηh 0.0103 *** −0.0117 *** −0.0000381 0.0014 ***
(−0.0004) (−0.00045) (−0.00003) (−0.00010)

*** Significant at 1%, ** at 5%, and * at 10%.

5.1. Welfare Effects

As the distribution of the results for simulations 1 and 2 are similar, but with different
magnitudes, only the results of simulation 3 are given in this section. The results of
simulations 1 and 2 are presented in Appendix A. The changes experienced by households
as a result of the removal of subsidies and the implementation of a carbon tax of USD
25/ton CO2 equivalent to the energy price, shown in Table 1, are presented in this section.
The first- and second-order effects on the welfare of the fuels studied are shown in Figure 4.
There is no significant difference between the first- and second-order results at a 95%
confidence interval for a change in electricity, LPG, and gasoline prices.

Figure 4. Welfare losses from the removal of subsidies, USD 25/ton CO2.

The results also show that the increase in electricity prices is regressive, with the lowest
income deciles losing 118%, while the highest income deciles lose only 22%. For LPG, the
effect is also regressive, where decile 2 loses 1.6%, while the effect on decile 1 is very low
(0.5%) and can be attributed to the use of firewood. In the case of decile 10, it loses 0.4%.
On the other hand, the change in gasoline prices is progressive, and there is a significant
difference between the losses in the first and last decile, 0.4 and 2.6%, respectively. It is
important to mention that the calculation of the first welfare effect overestimates the welfare
loss per income decile.
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The welfare losses faced by households also depend on whether they are urban or rural.
On average, urban households experience higher welfare losses from a rise in electricity
prices than rural households do. This may be due to the household equipment they have,
such as gas stoves, while rural households use firewood for cooking. In contrast, rural
households experience greater welfare losses from the use of gasoline, as shown in Figure 5.

 

Figure 5. Welfare losses by type of settlement.

Figure 6 shows Welfare effect with a lump-sum transfer; revenue recycling is an
important window of opportunity in the policies implemented by the Mexican government,
as cutting fuel subsidies and implementing carbon taxes leads to more progressive welfare
effects with welfare gains of up to 350% for the poorest households in the case of electricity
taxes. Undoubtedly, the Mexican government should think of tax recycling as a policy
to provide a global transfer of tax revenues to all households in accordance with their
consumption of goods and services.

Figure 6. Cont.
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Figure 6. Welfare effect with a lump-sum transfer.

5.2. The Effect of Gender on the Welfare Losses of Households

When the gender of the head of the household is taken into account, the degree of
the loss of welfare is not constant between male and female income deciles. On average,
households headed by women experience greater welfare losses due to price changes in
electricity, gas, and public transport compared with the price increase felt in households
headed by men. The percentages of losses are presented in Figure 7. The results show
that the welfare losses as a result of the increase in electricity and gas prices are regressive,
significantly affecting female-headed households, while changes in gasoline prices are
progressive and mainly affect male-headed households.

 

Figure 7. Welfare losses from an increase in prices.

169



Energies 2024, 17, 2237

6. Conclusions

This paper examines the potential effects on household welfare in Mexico if energy
subsidies and carbon taxes were to be eliminated, as proposed. The empirical analysis
estimates the residential energy demand in Mexico from 1996 to 2018 using econometric
techniques. Data from the Mexican Household Income and Expenditure Survey are used,
and a QUAIDS model is employed for estimation.

The results reveal that welfare losses due to an electricity price increase are regressive,
while changes in gasoline prices lead to progressive losses. Furthermore, the analysis sug-
gests that the initial estimation overstates welfare losses, and rural and urban households
are impacted differently, with rural areas experiencing greater welfare losses, primarily
due to higher gasoline prices. Despite 99% of the population in Mexico having access to
electricity, the poorest families allocate a higher proportion of their budget to it compared
with wealthier households, resulting in more significant welfare loss. Therefore, robust
policies are necessary to support poorer households in the event of such policy changes.

Income is seen to be a crucial determinant of fuel demand responsiveness to price
changes. Both uncompensated and compensated price elasticities exhibit the expected
negative signs; households in Mexico display an inelastic response to electricity and
gasoline prices, while the liquefied petroleum gas (LPG) demand is elastic. Cross-price
elasticities indicate substitutability between electricity and LPG, likely due to increased
electricity usage for cooking. Conversely, gasoline exhibits complementary relationships
with electricity and public transportation.

Regarding gender, the results indicate that electricity and gas price increases dispro-
portionately affect female-headed households, while gasoline price changes predominantly
impact male-headed households. Low-income households would bear higher tax burdens
from subsidy elimination, further reducing their already meagre incomes. Complementary
policies such as social programs could mitigate welfare losses.

Electricity prices in Mexico are government-administered and not market-determined,
resulting in subsidies. These subsidies distort the economy and negatively impact the
environment by misguiding consumers on electricity usage. This study contributes to
eliminating subsidies, avoiding the distortion of public finances, and aligning with Mexico’s
objectives for development and well-being with reduced greenhouse gas (GHG) emissions.

Redistributing tax revenues could lead to more progressive welfare effects, with sub-
stantial gains for the poorest households, particularly in electricity taxes. These resources
could be reinvested in renewable energy projects and energy-saving initiatives to reduce
GHG emissions and promote public transport usage.

These empirical results are applicable to countries with similar production and con-
sumption profiles, particularly developing nations. The distributional consequences of
energy consumption and taxes on air pollution (GHG) are contingent on income structures,
even with different income recycling methods.

The Mexican Energy Ministry set goals for reducing electricity prices, developing
strategies to have a supply of fuels with prices that encourage and increasing clean energy
production by 25% for 2018, 30% by 2021, and 35% for 2024. The government has also
pledged to reduce polluting emissions, through improvements in energy efficiency, and fuel
substitution for individual transport that uses hydrocarbons. However, these objectives
have only been partially achieved. Studies like this could aid Mexico and similar countries
in redirecting subsidy policies to alleviate energy poverty, mitigate environmental impacts
from fossil fuels, and foster more balanced economic development.
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Figure A2. Simulation 2.
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Abstract: This study investigates the development trend of smart-green cities, focusing on seven
megacities in China. It addresses three issues that are common in urban green development, including
the relationship between “smart” and “green”, the scenario analysis of green development, and
the uniqueness of megacities in green development. System dynamics modeling is applied. The
simulation results reveal an “S”-shaped development curve for both aspects, indicating a gradual
and accelerating growth pattern. Notably, the curve representing energy consumption lags behind
the curve for smart city development by approximately three years. After 2030, when the smart city
construction is expected to be completed, the proportion of the tertiary industry and investment
in science and technology will play a significant role in limiting energy consumption. This study
concludes by providing policy suggestions, including the need for long-term plans with phased
targets, considering the specificity of megacities, and addressing external influences.

Keywords: smart-green city; system dynamics modeling; trend forecasting; megacities

1. Introduction

Assuming its role as a responsible global leader, China unveiled the “Dual Carbon”
objective during the United Nations Climate Conference in September 2020. This objective
signifies a commitment to reach a peak in carbon emissions by 2030 and achieve carbon
neutrality by 2060. This initiative not only represents a solemn pledge to the interna-
tional community but also holds a fundamental place within our economic and social
development framework.

Currently, the global urbanization rate stands at 56% (data source: UN-Habitat, World
Cities Report 2022: Envisaging the Future of Cities), with urban areas responsible for
approximately 75% of total CO2 emissions. In China, this percentage is even higher,
reaching a staggering 80%. That is to say, cities are playing a critical role in achieving the
“dual carbon” objective in China. The primary contributor to carbon emissions in cities
is the consumption of fossil fuels in industry, transportation, and citizens’ daily lives. To
control the carbon emissions in urban areas, the concept of green cities has emerged.

The notion of green city development centers around striking a balance between
ecological preservation, nature conservation, and human well-being and cultural enrich-
ment [1]. China has the highest urbanization rate in the world. So, it is important to
integrate the green development concept into the process. To achieve the goal of green
development in Chinese urban areas, there are several key approaches to consider, like
adopting a forward-thinking urban planning approach, optimizing the structure of energy
supply and consumption, and promoting the green transformation of urban construction.

With the development of technology, the potential of informative innovation has
drawn more and more attention to driving the green development of cities [2–4]. The
convergence of technological advancements and urban environments has given rise to
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the concept of Smart Cities [5]. Smart cities represent the forefront of digital economy
applications within urban spaces, offering an effective avenue for vertical and horizontal
connectivity and serving as a catalyst for high-quality urban development. They have
emerged as a powerful tool for emission control and the promotion of green development.

This study places particular emphasis on the impact of smart cities on urban green
development. The concept of the smart city is dissected into four key dimensions: smart
governance, smart living, smart economics, and smart labor. This study aims to address
these four issues. Firstly, it seeks to ascertain the developmental trend of urban green
development. Secondly, it aims to establish the correlation between a “smart city” and a
“green city.” Thirdly, it aims to explore how the trend of urban green development varies
across diverse scenarios. Lastly, it tries to figure out the uniqueness of megacities’ green
development. To find the answers, a system dynamics model is constructed.

This paper’s structure is organized as follows: Chapter One serves as the introduction,
providing an overview of the study’s objectives and context. Chapter Two offers a compre-
hensive review of the relevant literature, encompassing key studies and theories in the field.
Chapter Three delves into the data sources and methodology employed in the research,
outlining the approach taken for data collection and analysis. Chapter Four presents a
detailed discussion of the simulation results, analyzing the findings and drawing insights
from different scenarios. Finally, Chapter Five concludes the study, summarizing the key
findings and presenting policy recommendations for enhancing urban green development.

2. Literature Review

2.1. Bibliometric Analysis

Both domestically and internationally, the promotion of urban development through
the concept of “smart and green coordination” has gained significant attention and has
become a hot topic. This approach emphasizes the integration of smart technologies and
sustainable practices to achieve more efficient, environmentally friendly, and livable urban
environments. The combination of smart and green strategies has the potential to address
various urban challenges, including resource management, environmental protection,
transportation efficiency, energy conservation, and quality of life for residents. As cities
strive for sustainable development and aim to enhance their competitiveness on the global
stage, the concept of “smart and green coordination” has emerged as a key focus area.

Over the past decade, research in the field of smart and green coordination has
primarily concentrated on micro-level aspects. Several prominent research areas have
emerged, including the exploration of smart-green communities [6–8], the impact of smart
city initiatives on climate change [9–11], green infrastructure development [12,13], and the
analysis of future challenges [14,15]. The prevalent research approach has predominantly
involved modeling techniques to examine and forecast various scenarios and outcomes [16].
Among these research areas, the smart grid has experienced the longest period of sustained
interest and burst intensity [17–20].

As we can see in Figure 1, the hot spots have dispersed and iterated rapidly. Most
research focusing on detailed areas and macroscopic research is rare and emerging. The
relationship between “smart” and “green” is one of the newly emerging topics.

The rapid development of the digital economy in China has led to a significant
contribution of research outcomes by Chinese authors, as depicted in Figure 2. Over the
past decade, research in this field conducted in China has been highly concentrated, with a
focus on qualitative studies closely aligned with policy trends [21,22]. Given the frequent
introduction of new policies, the research hotspots in this field are subject to frequent
updates and changes.
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Figure 1. Keywords in Web of Science database search on smart-green areas.

Figure 2. Authors’ nationalities in smart-green areas.

Based on the analysis above, two prominent areas of focus are the interrelation between
“smart” and “green”, as well as the context of China. In this research, we have chosen
to delve into the former topic as our main subject, while also considering the latter as
an objective.

2.2. Study on the Effect Smart Cities Exert on Green Development

With the continuous deterioration of urban environments, research focus has gradually
shifted towards exploring whether smart cities can promote sustainable development and
enhance urban ecological benefits. Firstly, at the conceptual level, the incorporation of sus-
tainability into smart city methods and models has garnered significant attention, leading
to the emergence of compound concepts such as green smart cities and sustainable smart
cities [23–25]. Secondly, there has been a substantial amount of research investigating the
relationships between smart cities, environmental benefits, and sustainable development.
Ahvenniemi et al. [26] argue that a truly “smart” city, in terms of its overall objectives,
must be one that embraces sustainable development. Through the use of a difference-in-
differences (DID) approach, other scholars [27] suggest that incorporating policies and
planning centered around an understanding of the overarching vision of environmental
quality and resilience can better achieve the integration of smart and green city concepts,
thereby facilitating sustainable development.

Although some research [28] has theoretically affirmed the positive effects of smart
cities on sustainable development and ecological efficiency, certain scholars still hold
reservations about smart cities’ environmental benefits [29]. There is also ongoing de-
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bate regarding whether smart cities are an effective approach to achieving sustainable
development.

To explore the relationship between smart and green development, scholars often
employ the difference-in-differences (DID) method. They typically select prefecture-level
cities as their research subjects and examine urban energy consumption and emissions
as the dependent variables. They have examined the impact of smart city pilot policies
on ecological efficiency, revealing that smart city construction notably enhances urban
ecological efficiency and that its promotive effect strengthens over time. Overall, research
in China regarding the relationship between smart and green development is characterized
by a close connection to policy trends, frequent updates on research hotspots, and the use
of the DID method to assess the impact of smart city pilot policies on energy consumption
and emissions at the prefecture-level city level.

2.3. Research Gaps

The existing research in the field of smart and green development, as shown in
Table 1, has certain limitations that need to be addressed. Firstly, there is a lack of variable
granularity, with “smart city” often being used as a general explanatory variable without
further deconstruction of its underlying components. Secondly, the reliance on econometric
research methods, while common, may have limitations in capturing the complexity of
urban systems. Thirdly, there are few papers discussing the negative impact of smart city
construction on green development [30]. Lastly, there is insufficient guidance for future
development, as most studies are based on historical panel data with limited consideration
of future trends.

Table 1. Main points of view on how smart cities affect green development.

Main Idea Source

Mechanism test

The increased proportion of science and technology
expenditure in financial expenditure promotes the

low-carbon development of cities.
[31–33]

The development of the information industry
promotes the upgrading of industrial structure and
thus promotes the low-carbon development of cities.

[34–36]

Promotes urban low-carbon development through
technological innovation. [31,37,38]

Promotes urban low-carbon development by
optimizing urban resource allocation. [34,39,40]

Reduces the scale of government to offset its impact
on green development. [41]

Heterogeneity

Smart city construction has a more significant effect
on carbon reduction in cities with low financial

development levels, high human capital levels, and
low export-oriented economy levels.

[42]

The effect is more significant in western cities,
southern cities, non-environmentally friendly cities,

resource-based cities, and non-provincial
capital cities.

[34,43]

The effect of carbon reduction in underdeveloped
cities, megacities, and highly administrative cities is

more significant.
[33,35,41]

The effect of carbon reduction in cities with obvious
economic agglomeration advantages and strict

environmental regulations
is more significant.

[37,44]
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To address these limitations, this study proposes three solutions. Firstly, it suggests
refining the explanatory variable “smart city construction” into the following four dis-
tinct dimensions based on the innovative quadruple theory: smart governance, smart
living, smart economics, and smart labor. This approach allows for a more detailed un-
derstanding of the different aspects of smart city development and their impact on urban
low-carbon development.

Secondly, this study proposes combining qualitative research methods with system
simulation techniques. By integrating quantitative regression analysis and system dynamics
modeling, this research can better account for the nonlinear, systematic, and dynamic nature
of urban systems. This combined approach provides a more comprehensive understanding
of the complex interactions and feedback loops within the urban environment.

Lastly, this study aims to incorporate trend prediction and dynamic scenario simu-
lation. By focusing on overall trend changes and predicting urban green development
trajectories under different scenarios, this research can elucidate the whole picture—both
the positive and negative effects—and provide more targeted and forward-looking in-
sights to support urban decision-making processes. This approach allows for a deeper
understanding of potential future outcomes and will help inform policy and planning
strategies accordingly.

3. Data and Methodology

3.1. Research Objects

This study focuses on seven megacities in China, namely, Shanghai, Beijing, Shenzhen,
Chongqing, Guangzhou, Chengdu, and Tianjin. These cities represent complex and exten-
sive urban systems characterized by various internal subjects, relationships, and external
environments, all of which significantly influence the functioning of the overall system.

In terms of internal subjects and relationships, megacities demonstrate distinct “triple
characteristics”. Firstly, they experience scale expansion, with their populations, infrastruc-
ture, and economic activities rapidly growing and expanding. Secondly, diverse demands
emerge as these cities accommodate the wide range of social, economic, and environmental
needs of their large and diverse populations. Lastly, these cities exhibit feature emergence,
where unique characteristics and challenges arise due to the presence of multiple subjects
within their urban fabric.

In terms of complex relationships, megacities face significant management tasks,
increased management difficulty, and intensified management risks. The sheer size and
complexity of these cities create challenges in effectively managing various aspects such
as urban planning, transportation, public services, and environmental sustainability. The
interplay and interactions among different stakeholders and sectors further contribute to
the complexity of managing these megacities.

Moreover, megacities are influenced by the dynamic external environment. Factors
such as informationization impact, the pressure to achieve the “dual carbon” target (car-
bon peak and carbon neutrality), and policy constraints shape the context in which these
cities operate. The rapid development of information and communication technologies,
along with the increasing focus on sustainable development and carbon reduction, cre-
ate both opportunities and challenges for these megacities in their pursuit of smart and
green development.

By acknowledging and analyzing these triple characteristics, complex relationships,
and dynamic external environments, this study aims to provide a comprehensive under-
standing of the challenges and opportunities faced by the seven megacities in China in
their pursuit of smart and green development.
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3.2. Research Framework

This study consists of four steps:
Firstly, the concept of a “smart city” is explained through four aspects based on the

quadruple theory. These aspects include smart governance, smart living, smart economics,
and smart human resources, which collectively form the components of a smart city system.

Secondly, an index system is designed. This study takes into full consideration the
“Smart City Evaluation Model and Basic Evaluation Index System” issued by the National
Standards Committee and designs indicators based on the availability of comprehensive
data. Smart governance is assessed using indicators such as the urban auto cleaning
rate and the online service adoption rate for civic administrative affairs (referred to as
“E-governance” in the model). Smart living is assessed through indicators such as the
internet adoption rate and the penetration rate of new energy vehicles. Smart economy
is assessed using indicators such as the income of IT employees and the number of IT
employees. Smart human resources are assessed through indicators such as the number of
R & D staff in colleges and the number of universities in the city. Additionally, scenario
settings are provided.

Thirdly, a simulation model, referred to as the “smart-green” model, is constructed.
The results are analyzed from both a timeline perspective and in terms of scenario changes.

Lastly, based on the aforementioned analysis, policy recommendations are provided
on how to develop a “smart-green” megacity.

The framework of this research is shown in Figure 3 below.

Figure 3. Framework of this study.

3.3. Data and Indicator System

There are 29 variables in “smart-green” system model. The dependent variable that
we want to observe is green development level, which includes “Energy consumption”
and “CO2 emission”. Their values are obtained directly from the energy section of the
statistical yearbook.

As for the independent variables, there are three level variables, three flow variables,
twenty auxiliary variables, and one shadow variable.

The level variables are external factors that influence the system model. They are the
economic level, represented by GDP; industrial structure, represented by the proportion of
the tertiary industry; and the social development level, represented by population. The
flow variables are the level variables’ growth rate.

There are two types of auxiliary variables: the smart city system and scenario variables.
The smart city system is built based on the innovative quadruple theory in Figure 3, and
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includes four aspects: smart governance, smart life, smart economy, and smart human
capital. The scenario variables are composed of environmental control investment and
technology and science investment. Environmental control investment is represented by
the proportion of environmental protection investment to GDP, and technological financial
investment is represented by the proportion of R & D expenditure to GDP.

The values of some critical variables are listed in Table 2 below. The data were collected
from the “China City Statistical Yearbook”, city statistical bulletins and official news reporting.
Some missing data were imputed using the method of nearby-year mean interpolation.

Table 2. Data used to build the simulation model.

Smart Governance Smart Living Smart Economics
Smart Human

Resource

Green
Development

Level

Auto-
Cleaning

Ratio

E-
Governance

Internet
Coverage

E-Car
Coverage

Income of
IT Em-

ployees

Number
of IT Em-
ployees

R & D
Staff in

Colleges

Number
of Univer-

sities

Energy
Consumption

Unit CNY
10,000
People People Universities Wtce

Beijing

2013 0.9 0.97 0.752 0.11 136,599 58.24 18,600 89 6723.9

2015 0.9 0.97 0.765 0.11 159,486 68.007 19,540 90 6852.6

2017 0.9 0.97 0.8 0.19 183,183 77.44 20,000 92 7132.8353

2019 0.9 0.97 0.85 0.19 234,121 85.9131 22,000 93 7360.32

2021 0.9 0.97 0.9 0.08 290,038 86.5 23,000 92 7103.617

Tianjin

2013 0.9 0.95 0.613 0.1 102,922 3.57 7440 55 7881.83

2015 0.92 0.95 0.63 0.12 134,331 4.3541 7816 55 8319.38

2017 0.92 1 0.7212 0.25 151,778 5.3464 8000 57 7831.72

2019 0.92 1 0.7567 0.3105 144,510 6.5728 8800 56 8240.7

2021 0.92 1 0.7633 0.3105 157,725 7 9200 56 8205.69

Guangzhou

2013 1 1 0.9203 0.1 120,000 9.39 17,000 80 5333.57

2015 1 1 0.4975 0.1 160,000 10.0529 19,000 81 5688.89

2017 1 1 0.5813 0.12 200,000 16.5897 21,000 82 5961.97

2019 1 1 0.5933 0.205 220,000 22.6695 23,000 83 6294.2

2021 1 1 0.6 0.3433 240,000 24 25,001 83 6575.64

Shenzhen

2013 0.974 0.9362 0.6888 0.1288 100,000 12.5 1600 10 3594.42

2015 0.974 0.9362 0.4765 0.1288 110,000 13.4808 2100 12 3909.91

2017 1 0.9362 0.5834 0.25 135,000 19.2466 2600 12 4272.64

2019 1 0.95 0.6232 0.4 160,000 30.3677 3000 13 4534.14

2021 1 0.95 0.6029 0.4809 150,000 32 3241 15 4756.67

Chengdu

2013 0.8406 0.9 0.4929 0.0528 98,000 14.54 18,600 53 17,774.57904

2015 0.8406 0.9 0.5625 0.1034 110,000 16.9835 19,540 56 16,680.10628

2017 0.8406 0.9 0.7067 0.25 130,000 31.4432 20,000 56 15,448.7

2019 0.8406 0.93 0.7663 0.3225 150,000 26.1621 22,000 59 16,382.2

2021 0.9 0.93 0.7354 0.3225 170,000 30 23,000 66 16,356

Chongqing

2013 0.9 0.997 0.439 0.1 73,598 13.95 18,100 63 6225.92

2015 0.9 0.997 0.483 0.1 92,958 16.04 20,300 64 6924.77

2017 0.9 1 0.5516 0.1524 112,043 4.7844 22,500 65 7251.59

2019 0.93 1 0.8608 0.2033 131,356 4.736 24,700 65 7687.25

2021 0.93 1 0.8542 0.2951 155,067 5 26,900 68 8046.31

Shanghai

2013 1 0.64 0.707 0.1066 153,989 49.43 18,765 68 10,890.39

2015 1 0.64 0.731 0.2677 183,365 27.8195 23,453 67 10,930.53

2017 1 0.73 0.8284 0.3 212,063 30.7312 25,478 64 11,381.85

2019 1 0.73 0.7174 0.4784 237,405 41.768 36,000 64 11,696.46

2021 1 0.73 0.715 0.4784 303,573 45 40,000 64 11,683.02
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3.4. System Dynamic Model

Based on the analysis above, the following “smart-green” model was built and is
illustrated in Figure 4.

Figure 4. “Smart-green” system model.

The relationships between variables are expressed by equations. The variables listed
in Table 3 are mostly assigned through a table function, which means their values come
from real data, for example:

Internet coverage = WITH LOOKUP (Time, Look up ([(0.5,0) − (3000,10)],
(2012,0.75), (2019,0.78), (2025,0.82), (2030,1), (2035,1)))

Population Net growth rate = WITH LOOKUP (Time, Look up ([(0,0) −
(2035,50)],(2012,0),(2013,0.023),(2014,0.018),(2015,0.017),(2016,0.025),(2018,0.012),

(2019,0.012),(2020,0.01),(2021,0.004),(2035,0.01)))
E-governance = WITH LOOKUP (Time, Look up ([(2012,−10) −
(2035,10)],(2012,0.92),(2015,0.93),(2018,0.935),(2020,0.94),(2035,1)))

Others are assigned through equations based on regression analysis, for example:

IT employee = 0.0018 × Population + 0.022 × “Tech & Sci investment” + 56

Auto-cleaning rate = (2 × 10−5 × “Tech & Sci investment” + 6 × 10−6 × Environmental
protection investment + 0.795) × 0.25, initial value 0.78

IT employee = 0.0018 × Population + 0.022 × “Tech & Sci investment” + 56

“R & D staff in colleges” = −2.9 × Population + 13.4 × “Tech & Sci investment” +
19261.7

As for the level variables, their values are controlled using flow variables, for example:

Population = INTEG (Population × Net growth rate), Initial Value = 17464.25

GDP = INTEG(2 × GDP × GDP Growth rate), Initial Value = 13658
tertiary-industry GDP = INTEG(2 × “tertiary-industry GDP” × Growth rate), Initial

Value = 2155.3

The scenario settings are shown in Table 3:
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Table 3. Scenario settings.

Tertiary-Industry GDP
Growth Rate

Environmental Protection
Investment Rate

Science and Technology
Investment Rate

High
IF THEN ELSE

(“tertiary-industry
percentage” <0.7, 0.09, 0.02)

China’s target value is 3%. Highest rate is now in
Israel, which is 5%.

Medium
IF THEN ELSE

(“tertiary-industry
percentage” <0.7, 0.08, 0.01)

Current value of megacities
is around 2%.

Current rate in seven
megacities 2.4%.

Low
IF THEN ELSE

(“tertiary-industry
percentage” <0.7, 0.07, 0.01)

Current national value is
around 1.5%.

Average value for OECD
countries in 2019 was 2%.

4. Results and Discussion

The simulation, covering the period from 2012 to 2035, was validated by comparing
the simulation results with real data from 2012 to 2021. The average error was found to be
3.1%, with the largest error occurring in 2020 at 6.5%. It is worth noting that the COVID-19
pandemic started in 2020, resulting in significant reductions in economic and social activities
in most cities, leading to a sudden decrease in energy consumption. Considering that the
model is considered reliable when the error is below 5%, the “smart-green” model can be
deemed acceptable.

The traditional DID method involves only one single factor, the policy, and it is based
on historical facts. The system dynamics model is a “black box” model. All relevant factors
can be included in this system. Additionally, it is a model that represents the future. This is
the main advantage of the SD method.

4.1. Development Level of Smart Cities

In seven megacities, the trend of smart city construction continues to rise until the
end of the forecasting period. However, after 2029, the growth rate becomes very low,
indicating that after approximately 17 years of construction, the smart city reaches a certain
maturity level, leading to a deceleration in its progress.

In terms of the four dimensions of a smart city, namely, smart governance and smart
human resources, we observe consistent progress. Specifically, the smart human resources
dimension maintains a relatively stable trajectory. This is mainly due to the Education
Bureau of China promoting vocational education and new universities choosing to establish
themselves in other cities due to high land rents and other costs in these seven megacities.
Additionally, these cities have already attracted the most talented technology professionals
in the country, resulting in limited potential for further development. On the other hand,
smart governance continues to grow until the early 2030s. Citizens can fulfill most of
their needs through online apps or by calling the 12345 public service hotline. However,
administrative approvals still require visits to the service hall, and the administrative
reform involved in this process is a time-consuming task.

Smart living and smart economy, on the other hand, are the main driving forces behind
the fluctuations in the smart level curve. In terms of smart living, new energy vehicles
are transforming people’s lives in these cities. Currently, the average penetration rate of
new energy vehicles in the seven cities has reached 30%, but the overall retention rate is
only 4%. There is still a significant gap that must be filled to achieve the target of 30%
to 40%. The Ministry of Industry and Information Technology (MIIT) has released the
“Development Plan for the New Energy Vehicle Industry (2021–2035)”, which indicates that by
2025, the national penetration rate of new energy vehicles will reach 20%. As megacities,
the penetration rate in these cities will be even higher. Therefore, there will be a noticeable
increase in the smart living curve in 2025, and the trend will become smoother in 2030
when over 50% of new vehicles will be powered by new energy.
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4.2. Trend of Green Development

As discussed earlier, the overall trend of smart cities can be described as “fast-growing,
slow-growing, and then stabilizing”, and correspondingly, the energy consumption in
these cities has followed a pattern of “fast growth, slow growth, stabilization, and finally a
decrease”. Based on the current scenario, prior to 2030, energy consumption continues to
increase steadily. Between 2030 and 2033, it reaches its peak level. Afterward, it begins a
gradual decline. As shown in Figure 5 below. And correspondingly, the green development
level experiences a “steady-decrease-bottom-increase” process.

 

Figure 5. Development level of smart city.

4.2.1. Industrial Structure Scenarios

When the third industry proportion is higher, the initial energy consumption increases
until 2028, and starts to decrease after that. Compared with the current curve, the peak
is reached earlier (about 4 years earlier), and the maximum value is lower (about 3.1%
lower). Additionally, in a low scenario, energy consumption would be lower for the first 18
years, but exceed the baseline after 2019 and continue rising towards the end of the forecast
period, as shown in Figure 6 below.

Figure 6. Energy consumption trend under industrial structure scenario.

While the growth of the tertiary sector can improve economic efficiency and competi-
tiveness to some extent, it can also lead to increased energy consumption at the beginning.
There are several reasons for this:
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(1) Increased demand for services: As the tertiary sector develops, there is an increased
demand for services such as transportation, logistics, communication, tourism, and
entertainment. These services often require energy, such as fuel and electricity, for
transportation and energy consumption by information technology equipment. For
megacities, the increased demand for services may exacerbate the “urban diseases”,
which may have an amplifying effect on energy consumption.

(2) Energy consumption in commercial and office buildings: With the growth of the
service industry, the number of commercial and office buildings also increases. These
buildings require lighting, heating, ventilation, and air conditioning infrastructure,
which often consume significant amounts of energy. The developers tend to build
skyscrapers that rely on air conditioners and fresh air ventilation systems in megacities.
This kind of building costs much more energy than traditional ones.

(3) Energy consumption in digitization and information technology: With the digitiza-
tion and widespread use of information technology in the tertiary sector, there is a
corresponding increase in energy consumption from various devices, servers, and
data centers. Technologies such as cloud computing, big data analytics, and artificial
intelligence all require substantial energy support.

But after the updating of industrial structure, the energy consumption will decrease. So,
the optimization of industrial structure has demonstrated a lag effect on energy consumption.

4.2.2. Science and Technology Scenarios

A higher investment rate in science and technology initially results in increased overall
energy consumption. However, after the year 2026, the curve starts to shift below the
original curve and reaches its peak around 2033, followed by a gradual decrease. By the end
of the forecasting period, there is a reduction of approximately 3.5% in energy consumption
compared to the original curve. Conversely, a lower investment rate leads to lower energy
consumption for approximately 16 years, but it continues to grow, surpassing the original
curve. At the end of the forecasting period, energy consumption is approximately 4%
higher, as shown in Figure 7 below.

 

Figure 7. Energy consumption trend under science and technology investment scenario.

Increasing investment in technology can lead to an increase in energy consumption in
the initial period, which might be due to the following reasons:
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(1) Increased investment in technology often leads to advancements in production and
consumption activities, resulting in higher energy demands. For example, techno-
logical progress can lead to the emergence of new energy-intensive industries and
products in megacities, such as data centers, cloud computing, and smart devices, all
of which require significant energy supply.

(2) Increased quantity of equipment and facilities: An increase in technology investment
is often accompanied by an expansion in the quantity of equipment and facilities,
such as factories, laboratories, and offices. The operation of this equipment and these
facilities requires energy supply, thereby increasing energy consumption.

(3) Manufacturing and disposal of electronic devices: Increased technology investment
means more electronic devices and computer systems, which consume energy during
their manufacturing, usage, and disposal processes. The manufacturing of electronic
devices involves the extraction, processing, and transportation of raw materials, while
the usage and disposal of devices require electricity and other resources.

Environmental investment rate has little effect on consumption.
Similar to the industrial structure scenario, an energy consumption effects is shown

after a relatively long period of preparation. A lag effect also exists here.

4.2.3. Environmental Investment Rate

Surprisingly, the direct change in environmental investment has little to do with the
energy consumption. There will be only a 5% difference at the end of the forecasting period.
There are some reasons for this:

Increasing environmental protection investment may not have an immediate signifi-
cant impact on energy consumption due to several reasons:

(1) Small difference in scenario settings: China is already one of the top countries that
invest in environmental protection, especially its megacities, which represent the
frontier of China’s development. So, the difference between the current and high
scenarios is very small.

(2) Technology and equipment upgrade cycles: Environmental protection investment
often involves upgrading and replacing existing technologies and equipment to
improve energy efficiency and reduce pollutant emissions. However, equipment
replacement and technology upgrades often require time and money, especially for
large-scale production facilities. In such cases, the impact of environmental protection
investment may require a longer cycle to be reflected in energy consumption.

(3) Environmental protection investment often entails high costs, such as purchasing
energy-efficient equipment, implementing cleaner production processes, or adopting
renewable energy sources. These costs may impose financial burdens on businesses,
particularly during the initial investment phase, which could lead to significant
decreases in energy consumption.

Although the impact of increased environmental protection investment on energy
consumption may not be immediately evident, it remains an essential means to achieve
sustainable development and reduce environmental impacts. As environmental technolo-
gies continue to develop and mature, coupled with increasing environmental awareness,
the effects of environmental protection investment will gradually become more appar-
ent, making more substantial contributions to reducing energy consumption. Therefore,
sustained environmental protection investment and long-term commitment are key to
achieving energy consumption reduction and environmental improvement, as shown in
Figure 8 below.
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Figure 8. Energy consumption trend under environmental protection investment scenario.

4.2.4. Per Capita Scenario

When taking population into consideration, the decrease around 2030 becomes more
significant. All megacities in China are now trying to control their populations. But,
except for Beijing, the other cities’ populations are still rising. So, the changing energy
consumption trend becomes more significant, as shown in Figure 9 below.

 

Figure 9. The trend of per capita energy consumption.

4.3. Relationship between “Smart” and “Green” Development

As we can see in Figures 3–8, the trends of smart cities and energy consumption are in
synchronization. The energy curve lags behind the smart curve by approximately three
years. They all meet their peak at around the early 2030s. The smart city curve horizontally
shifts at that point, and energy consumption slightly drops, as shown in Figure 10 below.
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Figure 10. Trend of smart cities and energy consumption.

That is to say, when the construction period of a smart city finishes, unless there
are other intervening factors or circumstances that cause a deviation from the expected
pattern, the smart city level will maintain stability for about 5 years. Not until then will its
positive effects on energy consumption starts to occur, and until the end of our forecasting
period, the influence does not reach its limits. Among the four aspects of smart cities, smart
governance and smart living are the main driving forces.

5. Conclusions and Policy Implications

5.1. Conclusions

From the analysis above, the following conclusions can be drawn:
1. Both smart development and energy consumption will experience a growth pattern

characterized by an S-shaped curve in megacities. Correspondingly, the urban green
development level will experience a “steady-decrease-bottom-increase” process. There are
mainly two stages.

Stage one: smart city construction and energy increase. The smart city construction
process costs more energy in megacities. Governors used to believe that a smart city can
reduce its energy consumption in a short time. But our simulation results show that this is
not true. During their construction, smart cities cost more energy, especially in megacities.
The reasons for this are, on one hand, smart city requires high-performance infrastructure
support, sensors, surveillance devices, data centers, etc., which all cost large amount of
power. On a large scale, this is a much bigger problem in megacities than in smaller ones.
On the other hand, smart cities rely on the collection, transmission, and processing of
big data. Large amounts of data need to be transmitted through networks and processed
and analyzed in data centers. These data transmission and processing processes require a
significant amount of electrical power, especially when dealing with large-scale cities and
massive data volumes. This leads to further increases in energy consumption.

Stage two: smart city construction has been completed and the energy consumption
starts to drop. As we can see in the simulation results, when the construction has finished
and all the smart city facilities are put into operation, the energy consumption will decline
significantly. Seeking quick results is not a good idea here.

2. External factors influence the system in different ways. Economic structure, science
and technology investment, and environmental protect investment were considered as
external factors in this model. As discussed in Section 4.2, the first two factors both show
influences on megacity energy consumption. A higher proportion of tertiary industry
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in an economic system means an earlier and lower energy peak; a lower proportion of
tertiary industry in an economic system leads to a later and higher energy peak. So,
during the phase of industrial restructuring, there may be a temporary increase in energy
consumption levels, which is considered a necessary cost and a transitional phase for
long-term sustainable development. S & T investment rate has similar effects to the
industrial structure factor. Environmental protection investment has little influence on
energy consumption in megacities.

3. The energy consumption levels in megacities are higher than the national average
level. In 2022, the energy consumption was 3.83 tce per capita. The average number in
these seven cities was 4.43 tce per capita. And the peak will be 5.51 tce per capita in 2030
and 2031 according to the forecast. The reasons for this might be as follows:

First, high population density: Big cities usually have larger populations concentrated
in relatively small areas, which leads to higher population density. The increase in pop-
ulation density will increase the demand for energy, including energy consumption in
residential heating, household electricity, transportation, etc. Second, the high degree of
urbanization: Big cities are more urbanized and have more businesses, offices, and public
facilities, which require a lot of energy to keep them running. Lighting, heating, cooling
and other forms of energy consumption in commercial areas and office areas are relatively
large. At the same time, large cities also have more transport networks, road lighting, and
public transport systems, which also increase energy demand. Third, the diversification
of economic activities: Larger cities usually have more economic activities and industrial
sectors. These activities involve many fields such as manufacturing, the service industry,
the financial industry, the technology industry, etc. These industries usually have high
demand for energy. For example, industrial facilities such as factories, office buildings, and
large commercial centers consume large amounts of energy. Fourth, the high standard of
living: Big cities usually have a higher standard of living, and people’s spending habits
may be more luxurious. People may have more electronic devices, household appliances,
private cars, and other energy-consuming products, and at the same time, use these devices
and services more frequently.

5.2. Policy Implications

Three aspects of policy implications are given.
1. A long-term smart city development plan with phased targets needs to be made,

and it is not rational to pursue immediate results. In China, the plan is the guidance for all
the tasks. As discussed above, the smart city plays a role in urban green development that
starts with restraint and ends with promotion. So, it takes time to meet the “dual carbon”
target for megacities.

When a long-term plan is developed, it is necessary to conduct it in stages. It has been
ten years since the smart city pilot policy was implemented in the cities studied herein.
The policy during that time was to support the smart-city-related industry, construct the
infrastructure, and make an early plan. For the next 8 to 10 years, until the early 2030s,
the key focus should be integrating the fragmented components, developing up-level
applications, and building self-learning organic cities. So, the policy should also put more
efforts into encouraging the development of these areas.

After that, the construction process will transition to a maintenance and optimization
phase. And correspondingly, the financial investment in smart infrastructure should be
tightened and funding for efficiency evaluation should be increased.

With a well-designed long-term plan, smart cities will have better performance in
promoting urban green development.

2. To be smart and green, the specificity of megacities should be fully considered.
As discussed in Chapter 4, this specificity manifests in the following ways. First, scale
and complexity. Megacities have large scales, large populations, vast territories, complex
urban systems and infrastructure networks, and large-scale management and operational
challenges. Second, data processing and analysis. The huge and diverse amounts of
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data generated by megacities, including data from sensors, devices, and citizens, require
powerful data processing and analysis capabilities to extract useful information and insights.
Third, infrastructure requirements. The intelligent construction of megacities requires
strong infrastructure support, such as high-speed networks, communication base stations,
data centers, etc., to meet large-scale data transmission and processing needs.

So, policies need to encourage multi-agent involvement and regional collaboration.
The smart construction of megacities requires the participation and cooperation of the gov-
ernment, enterprises, academia, and social organizations. It is necessary to establish a good
cooperation mechanism and sharing platform to achieve resource sharing, information
exchange, and collaborative innovation.

Also, it is difficult for megacities to achieve this alone, so regional collaboration is
needed. Cities in the same region should share resources, including sharing experiences,
technologies, data, and best practices. Different cities can learn from each other, jointly
solve problems in smart construction and green development, and avoid redundant con-
struction and wasting resources. And cities can share complementary advantages and
industrial cooperation. Through regional synergy, cities can give full play to their respective
advantages and characteristics and form complementary industrial layouts and coopera-
tive relationships. For example, one city may have strengths in renewable energy, while
another may have unique experience in smart transportation or environmental governance.
Through cooperation and coordinated development, the optimal allocation of resources
and the complementary development of industries can be realized. Additionally, geo-
graphically close cities are able to share infrastructure interconnection and transportation
connectivity. Regional coordination promotes the interconnection of urban infrastructure
and transportation connectivity. This includes building efficient transportation networks,
shared infrastructure, and information platforms to achieve data sharing, service collabora-
tion, and resource integration across cities. This can improve the overall benefits of urban
smart construction and green development. Last but not least, cities can share strategic
coordination and policy support. Regional synergy can promote strategic coordination
and policy support among cities. Cities can jointly formulate and promote consistent
policy frameworks and regulations, forming unified standards and guidance to promote
the common goal of smart construction and green development. At the same time, through
regional cooperation, cities can also obtain more policy support and resource input to
accelerate the process of smart construction and green development.

3. Policies should be more inclined toward the field of scientific and technological
support. Financial support in the field of environmental protection can temporarily main-
tain the status quo. Based on our simulation results, increasing science and technology
investment shows more obvious control of urban energy consumption. China’s current en-
vironmental protection investment is already world-leading, so there is not much potential
in this area. Also, the tertiary industry aspect should be promoted.

5.3. Future Work

There are two directions that future research can focus on:

(1) The scope of the research can be expanded. This research is based on seven megac-
ities in China, but future work could encompass broader objectives beyond China.
This research framework holds applicability for all developing countries currently
undergoing rapid urbanization processes.

(2) The scenarios can be further enriched. As indicated in Section 2.1, various factors
can influence the level of green development. While this study includes industrial
structure, environmental protection investment, and R & D investment, it would also
be intriguing to explore additional variables such as population dynamics, policy
impacts, and other relevant factors.
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Abstract: In asset management for energy portfolios, quantitative methodologies are typically em-
ployed. In Brazil, the NEWAVE computational model is universally used to generate scenarios of
hydraulic production and future prices, which result in revenue distributions. These distributions are
then used to estimate the portfolio’s revenue and assess its risk. Although this is a well-established
analysis, it has some shortcomings that are not always considered. The validity of the revenue series
constructed by NEWAVE, especially in long-term analysis, is a real problem for agents concerning the
acquisition of assets such as power plants. Another issue is the disregard for other objectives that are
important for the operationality of the management task and are often ignored, such as operational
risk. To address these limitations, this work combines the areas of multicriteria decision making
under uncertainty and risk management and presents a methodology for evaluating the acquisition
of long-term energy assets, as well as a practical application of the proposed method. Investment
alternatives are evaluated in multiple developed scenarios, so it is possible to measure how robust a
given option is. By analyzing several scenarios simultaneously, a larger region of uncertainties can be
covered, and therefore, decision making becomes more secure. The proposed methodology includes
six objectives, designed to address a wider range of stakeholder needs. This approach is applied to
an illustrative portfolio, producing results that allow for a more comprehensive understanding of
decision attributes. Therefore, this work not only addresses the current limitations in the field but
also adds an original contribution by considering simultaneously several scenarios and integrating
multiple objectives in a robust and secure decision-making framework.

Keywords: energy investments; energy trade; risk management; long-term planning; multicriteria
decision making

1. Introduction

Electric power is a commodity with high volatility and uncertainty in its price. With
the evolution of energy markets, the possibility was created for market agents to freely
trade this commodity. This fact makes markets more dynamic and competitive [1,2]. With
the changes in the electric sector and advances in opening the energy market, which led to
an increase in the number of transactions, agents realized that efficient risk management is
essential for the healthy performance of this activity [3].

Risk analysis is strategically important as it is necessary to identify factors that will
influence the financial return of an investment [4]. The acquisition of new energy assets by
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a generating agent cannot be decided solely based on their costs, whether investment or
generation, as it is an activity with long-term impacts. During decision making about a
change in the portfolio, risks of different natures are to be considered [5–7].

To define a portfolio, market participants adhere to two objective functions: maximiz-
ing the expected net revenue of the portfolio (E[NPV]) and maximizing revenue in the
worst scenarios (written through the conditional value at risk (CVaR)) [8,9]. The use of
revenue at risk (RaR) as an operational limit is also common, in an attempt to control the
size of revenue dispersion. However, other ways of measuring risk could be used, such as
the lower partial moments used in [10] or the cash flow at risk approach presented in [6].

An important point in decision making under conditions of uncertainty is the absence
of optimal solutions (regardless of whether the problem is monocriteria or multicriteria):
the solution optimal for one scenario is not optimal for another scenario. So, what is a
decision under conditions of uncertainty? The solution under conditions of uncertainty is a
robust (or non-dominated) solution, which permits one to attend any scenario in the best
way [11]. How is it possible to find a robust solution? The discipline of Operations Research
cannot help her. It is based on the concept of existing optimal solutions. All approaches,
methods and strategies of Operations Research are directed at obtaining optimal solutions,
which do not exist. Considering this, a strategy applied in this work is directed at finding
the worst solutions, which are dominated by other solutions. By cutting off the worst
solutions and applying any type of preference information, it is possible to reduce decision
uncertainty regions.

This paper proposes an evolution of a methodological inheritance for the selection
of energy portfolios. The Brazilian energy market operates and is oriented towards a
periodic autoregressive model used by the National System Operator for its control and
operation [12]. In turn, other market participants also use this tool for their commercial
and operational risk management. However, due to the characteristics of the sector, the
price and generation forecasts returned by this system are sensitive to initial conditions
and climate forecasts. This sensitivity can influence the accuracy of the model’s result, and
relying on a single forecast may not be sufficient for decision making.

Therefore, the objective of this work is to use the decision-making techniques proposed
in [11,13] for the construction of portfolios and their analysis in multiple scenarios. To
achieve this, the performance of an agent’s portfolio in different constructed scenarios
was evaluated. This performance is assessed by applying the 〈X, F〉 decision-making
model [11,13] using the functions of expected net present value, CVaR, and revenue at
risk, which are already used by the market. This article also proposes the use of new
objective functions—insurance index (InS), alternative synergy with the current portfolio
and operational risks—in addition to the classical objective functions for making decisions
on energy portfolios. By stressing the cases and using decision-making methodologies, it is
possible to construct a robust portfolio for the company’s position.

Characterizing the originality and contribution of this work, it is necessary to stress
that the majority of methods related to energy trade and portfolio management are based
on the probabilistic approach [14]. However, it is not possible to talk about the future and
construct the future based on past information and trends, at least for long-term planning
(as evident from events such as the global financial crisis of 2008 and the COVID pandemic
in 2020). Considering this, in the present work, we try to use the possibilistic approach,
which consists in constructing and using representative combinations of initial data, states
of nature, or scenarios. This work proposes the use of six objective functions, designed
specifically to address the unique demands of agents engaged in asset acquisition during
the process of energy portfolio management.

The paper is structured as follows. Section 2 presents a review of correlated works and
theoretical references. Section 3 describes the proposed method and objective functions.
Section 4 presents the characteristics of the problem, the problem formulation, the initial
data, and the evaluated alternatives. The results of this paper are illustrated by considering
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a case study given in Section 5. Finally, in Section 6, the main conclusions of this study
are presented.

2. Theoretical Reference

2.1. Private Investments in Energy

In the context of energy market operations, companies buy and sell energy to manage
their energy balance over time and ensure their operational stability while seeking the
lowest possible cost. To improve the way they perform this task, companies have started
applying financial risk management models and began trading energy based on a multicri-
teria approach, considering revenues and market risks directly in the construction of their
energy portfolios.

Considering that this work, from a practical application perspective, is dedicated to
the risk management of energy portfolios, it is necessary to indicate the results of [2,3,5,6].
These works can be considered as the initial theoretical bases of the discussion of the prob-
lem of risk management in energy portfolios, which continues today. These works present
the reason why energy prices are volatile parameters and discuss financial engineering
approaches to measuring risks in the energy market.

The results presented in [2] addressed the modeling of the risk metric value at risk
(VaR). The authors of [2] explain how the methodology should be used, presenting re-
quirements such as return forecasts. The VaR metric is also addressed in [5], as well as
CVaR and other metrics. It exposes some examples and comparisons of results from the
used methods. In [6], different risk metrics are presented, and how market risks can be
measured and managed using real options models and stochastic optimization techniques
is explored. Moreover, in [3], there is a discussion about how energy prices can fluctuate
and the associated risks when pricing and hedging electricity derivatives.

Regarding trading, in general, agents seek commercial strategies that contemplate
seasonal productions of each source at each period of the year, in order to offer the best
negotiation. The work of Camargo et al. [15] deals with the management of energy trading
contracts through the formation of portfolios composed of renewable energy sources,
from the point of view of the generator, consumer, and trader. From the generator’s
perspective, this work analyzes risk management policies defined based on the periodic
accounting of CVaR and their influence on contracting strategies. Additionally, this work
explores how Swap contracts are used to provide security for parties during times when
the short-term market is vulnerable, given the conditions of purchase and sale prices, the
hydraulic generator’s contractual balance, the agent’s risk aversion, and the projections of
the settlement price for differences (Preço de Liquidação das Diferenças (PLD)) and generation
scaling factor (GSF) in the planning horizon.

To define these projections in the Brazilian market, agents use a computational model
called NEWAVE. However, since it is a tool undergoing constant changes, using it as
the only reference in decision making can be inadequate [12]. The fact that the electrical
system undergoes constant regulatory evolutions and the use of new technologies can also
invalidate these projections in the long term [16].

In order to address the limitations of conventional risk assessment methods, the work
of Ilbahar et al. [17] incorporates the subjective judgment of decision makers to map
uncertainties in the risk factors of renewable energy projects. Overall, the paper presents
a new and comprehensive approach to assessing risks in renewable energy investments
that overcomes the limitations of traditional methods. However, the proposed approach
may require a higher level of expertise and effort in data collection and analysis, which
may limit its practical application in some contexts.

Another work dealing with decision making in energy investments is [18]. This work
proposes an approach that combines a fuzzy analytical hierarchy process (FAHP) and a
technique for order preference by similarity to the ideal solution (TOPSIS) to assess the
suitability of new potential services in the renewable energy sector. The challenges and
complexities associated with the process of developing new services in the renewable
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energy sector are also discussed, including technological uncertainty and the need for
collaboration among stakeholders.

On the same path, the authors of [19] propose a stochastic decision support model
for renewable energy investments in Brazil that considers expected returns and CVaR as
objective functions and NEWAVE output data for scenario creation. The study reveals that
the risk associated with intermittent sources can be managed through CVaR assessments,
although the level of the decision maker’s risk aversion significantly influences the com-
pany’s market position. The authors found that a diversified firm’s asset base, along with
the complementary nature of generation sources, can significantly reduce the financial risks
of the investor’s portfolio. These results showed that the decision of a new investment
must consider the current portfolio of the company.

Recent studies discussing multiobjective decision making in energy trading also
include works [20,21]. The authors of [20] propose a hybrid trading mechanism that
operates on multiple time scales, taking into account the transmission speeds and limits
of various energy sources, while developing a strategy based on the Markov decision
process. On the other hand, the authors of [21] explore energy trading strategies in a
residential energy system. Although both studies present strategies that improve energy
costs for the involved agents, these studies tend to overlook other needs of the agents,
thereby compromising the construction of a robust portfolio. Additionally, they focus on
short-term analysis, which may limit the comprehensiveness and real-world applicability
of their strategies.

When making long-term decisions, it is essential to consider the uncertainty and
variability of the future. This is where possibilistic information becomes crucial. Unlike
probabilistic information, which relies on statistical analysis and provides the likelihood
of certain outcomes occurring, possibilistic information considers the uncertainty of the
future and focuses on the range of possible outcomes without assigning probabilities [11].
This is necessary since the future is constantly evolving, with regulatory, technological, and
other changes constantly altering the range of possible outcomes, and is what makes this
work different from those mentioned above. Therefore, decision makers should be aware
that probabilities can quickly become outdated and should be prepared to adapt their plans
accordingly. In this sense, a possibilistic view of decision making, focusing on the range
of possible outcomes instead of assigning probabilities, may be more reliable in the long
term [22].

According to [23], to account for the revenue of an energy portfolio, let W be the set of
energy assets. It follows that xi,t ∈ W is the volume resulting from the purchase (or sale,
if negative) of an energy asset i in period t. Therefore, the result (revenue or expense) of
trading an energy asset can be described as follows:

�E
t (xt) = ht

(
C

∑
c=1

pc,tvc,t +
I

∑
i=1

pi,txi,t

)
, ∀i ∈ Wc, (1)

where ht is the number of hours within period t, Wc is the set of assets that are energy
contracts, C is the total number of contracts, I is the total number of assets of a certain type,
v is the volume of energy bought/sold already existing in the portfolio, and p is the price
of the contract/asset.

The operation and maintenance cost of the agent’s assets can be described as:

�M
t,s(xt) = ht

I

∑
i=1

(−θi(gi,t,s + xi,t)), ∀i ∈ W ∧ ¬Wc, (2)

where θi is the operation and maintenance cost of the plant, modeled by a constant whose
unit is expressed in R$/MWh, and gi,t,s is the volume of energy existing in the portfolio.

The revenue, or expense, resulting from energy exposed to the spot market can be
described as:
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�P
t,s(xt) = htPLDt,sξt,s(xt), (3)

where the energy exposure to the short-term market is calculated as follows:

ξt,s(xt) =
I

∑
i=1

γt,s · xi,t +
I

∑
i=1

g̃i, t, s + V̂t, s − V̌t,s. (4)

In (4), γt,s equals 1 for all assets, except for hydraulics, participating in the MRE, since
γ is the generation scaling factor (GSF). The g̃i,t,s is the adjusted physical guarantee of
the agent, if the asset is hydraulic plants participating in the MRE, since in this case, the
resource considered for the plant is its physical guarantee multiplied by the GSF factor.
The physical guarantee value, in general, defines the maximum amount of energy that the
project can trade [23].

The total volumes resulting from energy purchase or sale contracts are represented by
the terms V̂t,s and V̌t,s, respectively. In other words, the portion that composes the exposure
result consists of the balance value between the resource and the requirement.

Therefore, the total revenue of an agent with multiple assets of different types can be
defined by the following equation:

�t,s(xt) = �E
t (xt) + �M

t,s(xt) + �P
t,s(xt). (5)

Since this is a long-term investment evaluation approach, seasonality and energy mod-
ulation, practices used by the Brazilian market agents for portfolio operation in monthly
and daily time frames, will not be considered.

2.2. Generalization of the Classical Approach to Dealing with Information Uncertainty

The classical approach [24–26] for dealing with information uncertainty is based on
the assumption that the analysis is carried out for a given number K of solution alternatives
Xk, k = 1, . . . , K and a given number J of representative combinations of initial data (the
states of nature or scenarios) Yj, j = 1, . . . , J, which define the corresponding payoff matrix.
The payoff matrix, presented in Table 1 (the first six columns), reflects the effects (or
consequences) of an action Xk for the corresponding state of nature.

Table 1. Payoff matrix with characteristics estimates.

Y1 ... Yj ... YJ Fmin(Xk) Fmax(Xk) F̄(Xk) Rmax(Xk)

X1 F(X1, Y1) ... F(X1, Yj) ... F(X1, YJ) Fmin(X1) Fmax(X1) F̄(X1) Rmax(X1)

... ... ... ... ... ... ... ... ... ...

Xk F(Xk, Y1) ... F(Xk, Yj) ... F(Xk, YJ) Fmin(Xk) Fmax(Xk) F̄(Xk) Rmax(Xk)

... ... ... ... ... ... ... ... ... ...

XK F(XK , Y1) ... F(XK , Yj) ... F(XK , YJ) Fmin(XK) Fmax(XK) F̄(XK) Rmax(XK)

Source: [22].

The analysis of payoff matrices and the choice of rational solution alternatives are
based on the use of choice criteria [24–26]. The application of the choice criteria of Wald,
Laplace, Savage, and Hurwicz, which are of a general nature, is discussed next. There
are other choice criteria, for example, Bayes, maximum probability, minimum dispersion,
maximum measure of Bayesian sets, maximum integral power, etc. [27,28]. However, these
criteria assume certain informational situations about the states of nature.

To better understand the use of the criteria of Wald, Laplace, Savage, and Hurwicz,
Table 1 includes the following characteristics estimates for a solution alternative:
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• The minimum level of objective function:

Fmin(Xk) = min
1≤j≤J

F(Xk, Yj), (6)

which is the most optimistic estimate if the objective function is to be minimized or
the most pessimistic estimate if the objective function is to be maximized;

• The maximum level of objective function:

Fmax(Xk) = max
1≤j≤J

F(Xk, Yj), (7)

which is the most optimistic estimate for the maximized objective function or the most
pessimistic estimate if the objective function is to be minimized;

• The average level of objective function:

F̄(Xk) =
1
J

J

∑
j=1

F(Xk, Yj); (8)

• The maximum level of regret:

Rmax(Xk) = max
1≤j≤J

R(Xk, Yj), (9)

where R
(
Xk, Yj

)
is an excess of expenses that occur under the combination of the

state of nature Yj and the choice of the solution alternative Xk instead of the solution
alternative that is locally optimal for the given Yj.

To determine the regrets R(Xk, Yj), it is necessary to define the minimum value of the
objective function for each combination of the state of nature:

Fmin(Yj) = min
1≤k≤K

F(Xk, Yj). (10)

On the other hand, if the objective function is to be maximized, it is necessary to define
its maximum value for each combination of the state of nature (for each column of the
payoff matrix):

Fmax(Yj) = max
1≤k≤K

F(Xk, Yj). (11)

The regret for any alternative solution Xk and any state of nature Yj can be assessed as:

R(Xk, Yj) = F(Xk, Yj)− Fmin(Yj), (12)

if the objective function is to be minimized, or

R(Xk, Yj) = Fmax(Yj)− F(Xk, Yj), (13)

if the objective function is to be maximized.
The choice criteria, based on the use of characteristic estimates, are represented

as (14)–(17) under the assumption that the objective function is to be minimized. The
Wald choice criterion uses the estimate Fmax(Xk) and allows choosing the solution alterna-
tives XW , for which the estimate is minimum:

min
1≤k≤K

Fmax(Xk) = min
1≤k≤K

max
1≤j≤J

F(Xk, Yj). (14)

The use of this criterion generates solution alternatives, assuming the most unfavorable
combination of initial data. It ensures that the level of the objective function is not greater
than a certain value under any possible future conditions. On the other hand, the focus
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on the most unfavorable combination of initial data is extremely cautious (pessimistic or
conservative) [26].

The Laplace choice criterion, F̄(Xk), uses the estimate (8) and is aimed at choosing the
solution alternatives XL, for which the estimate is minimum:

min
1≤k≤K

F̄(Xk) = min
1≤k≤K

1
J

J

∑
j=1

F(Xk, Yj). (15)

This criterion corresponds to the principle of “insufficient reason” [26], that is, the
assumption that we have no basis for distinguishing a particular combination of initial
data. Therefore, it is necessary to act as if they are equally likely, which is a disadvantage.
However, the average score is sufficiently important.

The Savage choice criterion is associated with the use of the estimate Rmax(Xk) and
allows choosing the solution alternatives XS, for which the estimate is minimum:

min
1≤k≤K

Rmax(Xk) = min
1≤k≤K

max
1≤j≤J

R(Xk, Yj). (16)

As in the case of the Wald choice criterion, the use of Equation (16) is based on the
minmax principle. Therefore, the Savage choice criterion can also be considered conser-
vative. However, the experience of [26] shows that the recommendations based on the
application of Equation (16) can be inconsistent with the decisions obtained with the use of
Equation (14). Operating with values of Rmax(Xk), we obtain a slightly different assessment
of the situation, which could lead to more “daring” (less conservative) recommendations.

Finally, the Hurwicz choice criterion uses a convex combination of Fmax(Xk) and
Fmin(Xk) and allows choosing the solution alternatives XH that produce the minimum for:

min
1≤k≤K

(
βFmax(Xk) + (1 − β)Fmin(Xk)

)
= min

1≤k≤K

(
β max

1≤j≤J
F(Xk, Yj) + (1 − β) min

1≤j≤J
F(Xk, Yj)

)
, (17)

where β ∈ [0, 1] is the “pessimism–optimism” index whose magnitude is defined by the
decision maker. If β = 1, the Hurwicz choice criterion is transformed into the Wald choice
criterion, and if β = 0, Equation (17) is transformed into the criterion of “extreme optimism”
(minmin) for which the combination of initial data is most favorable. The author of [26]
recommends choosing a range of 0.5 < β < 1.

The choice criteria discussed above have found widespread practical applications, as
in [26,29] in both mono-objective and multiobjective problems.

The definition of the solution alternatives can be based on applying the modifica-
tion [30] of the Bellman–Zadeh approach to decision making in a fuzzy environment [31].
This approach is used for solving multiobjective problems for each scenario, with the
modification providing constructive lines for obtaining harmonious solutions to such
problems [32]. These solution alternatives, also referred to as locally optimal solution
alternatives, serve as the basis for constructing the payoff matrices. Nonetheless, in some
instances, the decision makers themselves may also propose solutions for constructing
these matrices, such as in this paper.

The generalization of the classical approach to dealing with information
uncertainty [11,32,33] is associated with the analysis of the problems defined by Equa-
tions (14)–(17) for a given objective function in an environment with multiple states of
nature Yj, j = 1, . . . , J. Therefore, considering the Wald, Laplace, Savage, and Hurwicz
choice criteria, respectively, as objective functions, we consider:

FW(Xk) = Fmin(Xk) = min
1≤j≤J

F(Xk, Yj), (18)

FL(Xk) = F̄(Xk) =
1
J

J

∑
j=1

F(Xk, Yj), (19)
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FS(Xk) = Rmax(Xk) = max
1≤j≤J

R(Xk, Yj), (20)

FH(Xk) = βFmax(Xk) + (1 − β)Fmin(Xk) = β max
1≤j≤J

F(Xk, Yj) + (1 − β) min
1≤j≤J

F(Xk, Yj). (21)

This consideration of the choice criteria allows constructing q problems that generally
include four or fewer objective functions (if not all choice criteria are used in the analysis)
as follows:

Fr,p(X) → extr
X∈L

, r = 1, . . . , t ≤ 4, p = 1, . . . , q, (22)

where L represents the feasible region for choosing solutions.
Thus, the analysis of solution alternatives and consequent choice of rational solution

alternatives can be carried out within the 〈X, F〉 models [11,13,33].
The analysis, performed in this way, ensures the choice of rational solution alternatives

according to the principle of Pareto optimality [32]. Considering this, the payoff matrix
with characteristic estimates, presented in Table 1, is transformed into the matrix of choice
criteria estimates in Table 2.

Table 2. Matrix with the choice criteria for the objective function of number p.

FW
p (Xk) FL

p (Xk) FS
p (Xk) FH

p (Xk)

X1 FW
p (X1) FL

p (X1) FS
p (X1) FH

p (X1)

... ... ... ... ...

Xk FW
p (Xk) FL

p (Xk) FS
p (Xk) FH

p (Xk)

... ... ... ... ...

XK FW
p (Xk) FL

p (Xk) FS
p (Xk) FH

p (Xk)

min
1≤k≤K

FW
p (Xk) min

1≤k≤K
FL

p (Xk) min
1≤k≤K

FS
p (Xk) min

1≤k≤K
FH

p (Xk)

max
1≤k≤K

FW
p (Xk) max

1≤k≤K
FL

p (Xk) max
1≤k≤K

FS
p (Xk) max

1≤k≤K
FH

p (Xk)

Source: [33].

Therefore, using q matrices for the estimates of the choice criteria, we can construct
q modified matrices of the choice criteria estimates, as shown in Table 3, by applying
the relations:

μAp(X) =

⎛⎝ max
X∈L

Fp(X)− Fp(X)

max
X∈L

Fp(X)− min
X∈L

Fp(X)

⎞⎠λp

, (23)

for the objective functions that must be minimized and relations:

μAp(X) =

⎛⎝ Fp(X)− min
X∈L

Fp(X)

max
X∈L

Fp(X)− min
X∈L

Fp(X)

⎞⎠λp

, (24)

for the objective functions that must be maximized. In (23) and (24), μAp is the membership
function of the p-th objective function, and λp is the importance coefficient of the p-th
objective function.
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Table 3. Matrix with the modified choice criteria for the objective function of number p.

μW
Ap

(Xk) μL
Ap

(Xk) μS
Ap

(Xk) μH
Ap

(Xk)

X1 μW
Ap
(X1) μL

Ap
(X1) μS

Ap
(X1) μH

Ap
(X1)

... ... ... ... ...

Xk μW
Ap
(Xk) μL

Ap
(Xk) μS

Ap
(Xk) μH

Ap
(Xk)

... ... ... ... ...

XK μW
Ap
(Xk) μL

Ap
(Xk) μS

Ap
(Xk) μH

Ap
(Xk)

Source: [33].

Finally, in the presence of q modified matrices of the choice criteria estimates, applying
the results from [11,33], we can construct the aggregated matrix of the choice criteria
estimates, as shown in Table 4. This matrix includes the estimates calculated based on [11]
and can be used to select non-dominated or robust solution alternatives.

Table 4. Matrix with the aggregated levels of the fuzzy choice criteria.

μW
D (Xk) μL

D(Xk) μS
D(Xk) μH

D(Xk)

X1 μW
D (X1) μL

D(X1) μS
D(X1) μH

D(X1)

... ... ... ... ...

Xk μW
D (Xk) μL

D(Xk) μS
D(Xk) μH

D(Xk)

... ... ... ... ...

XK μW
D (Xk) μL

D(Xk) μS
D(Xk) μH

D(Xk)

max
1≤k≤K

μW
D (Xk) max

1≤k≤K
μL

D(Xk) max
1≤k≤K

μS
D(Xk) max

1≤k≤K
μH

D(Xk)

Source: [33].

Where μD is the aggregated membership function, which is obtained using the mini-
mum operator. Taking into account the results presented above, it is possible to suggest
the general scheme of multicriteria decision making under conditions of information
uncertainty that is associated with the following steps, in the general case:

• The first step involves constructing q payoff matrices, corresponding to the number
of objective functions. These matrices account for all combinations of solution alter-
natives Xk, k = 1, . . . , K and the representative states of nature Yj, j = 1, . . . , J. To
construct payoff matrices, it is necessary to solve q multicriteria problems formalized
within the framework of 〈X, F〉 models. By solving them, it is possible to obtain the so-
lution alternatives Xk, k = 1, . . . , K (K ≤ J). After that, Xk, k = 1, . . . , K are substituted
Fp(X), p = 1, . . . , q for Yj, j = 1, . . . , J. These substitutions generate q payoff matrices;

• The second step is related to the analysis of the obtained payoff matrices. The ex-
ecution of this phase is based on the approach proposed in [11] discussed above.
However, the insufficient resolving capacity of this phase may lead to non-unique or
not well-distinguished solutions, and this circumstance demands the application of
the third phase;

• The third step is associated with the construction and analysis of 〈X, R〉 models [11,22]
for the subsequent contraction of decision uncertainty regions. The use of 〈X, R〉
models allows taking into account indices of quantitative character and qualitative
character, based on the knowledge, experience, and intuition of the involved experts

2.3. 〈X, R〉 Decision-Making Models

Decision-making models based on qualitative information are a type of decision-
making tool that relies on non-numerical information to evaluate, compare, select, order,
and/or prioritize solution alternatives on the basis of the corresponding preferences of
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decision makers. These models are particularly useful when there is a lack of reliable data or
when the decision encounters complex or ambiguous situations. One of the main features
of decision-making models that use qualitative information is that they rely on subjective
judgments and opinions, rather than objective data. These models permit one to include
things such as personal experience, specialized knowledge, and intuition. Although this
may seem less reliable than quantitative data, qualitative information can be invaluable
in situations where there are no reliable data available or where the decision is based on
human behavior, emotions, or beliefs [34].

Another feature of qualitative information-based decision-making models is that they
are often used in situations where the decision maker faces uncertainty or ambiguity of
information. One of the advantages of qualitative decision-making models is that they can
be more flexible than quantitative models. Since they do not rely on specific numerical data,
they can be adapted to suit different situations and circumstances. This can be particularly
useful when making decisions in dynamic or changing environments, where data may be
incomplete or unreliable [35].

Moreover, many situations requiring the application of the multicriteria approach
are associated with the problems that can initially be solved based on a single criterion
or multiple criteria. However, if the uncertainty of information does not allow defining a
unique solution, it is possible to use additional criteria to distinguish the alternatives.

There exist diverse formats of preference representation, as discussed, for instance,
in [22]. Taking this into account, it is necessary to indicate that the results of [13] permit
one to transform different formats as well as information of qualitative character to non-
reciprocal fuzzy preference relations, applying so-called transformation functions. It allows
us to concentrate attention on procedures of decision making in a fuzzy environment.

Suppose there is a set X of alternatives coming from the decision uncertainty region
and/or predetermined alternatives, which are to be evaluated on q criteria. The decision-
making problem can be presented by the pair 〈X, R〉 where R =

{
R1, R2, . . . , Rp, . . . , Rq

}
is

a vector of fuzzy preference relations [11,22], which can be presented as:

Rp =
[

X × X, μRp(xk, xl)
]
, p = 1, 2, . . . , q, xk, xl ∈ X, (25)

where μRp(xk, xl) is the membership function of the p-th fuzzy preference relation.
In (25), Rp is defined as a fuzzy set of all pairs from the Cartesian product X × X, where

the membership function μRp(xk, xl) represents the degree to which xk weakly dominates
xl , and consequently, the degree to which xk is not worse than xl for the p-th criterion. It
should be noted that non-reciprocal fuzzy preference relations and fuzzy estimates are
somewhat equivalent. In particular, if two alternatives xk ∈ X and xl ∈ X have fuzzy
estimates with membership functions μ(xk) and μ(xl), then the quantity R(xk, xl) is the
preference degree μ(xk) � μ(xl), while the quantity R(xl , xk) is the preference degree
μ(xl) � μ(xk). According to [13,36], the quantities R(xk, xl) and R(xl , xk) can be evaluated
as follows:

R(xk, xl) = sup
xk, xl ∈ X

xk ≤ xl

min{μ(xk), μ(xl)}, (26)

R(xl , xk) = sup
xk, xl ∈ X

xl ≤ xk

min{μ(xk), μ(xl)}. (27)

If the indicator has a maximization character, (26) and (27) should be written for
xk ≥ xl and xl ≥ xk, respectively. More information on the construction of Rp can be found
in [11,13].

The fuzzy preference relation matrices can be processed to construct strict preference
relation matrices according to the following equation:

201



Energies 2023, 16, 6089

RS = R \ R−1, (28)

where R−1 is the inverse fuzzy preference relation.
The membership function corresponding to (28) can be described as follows:

μS
R(Xk, Xl) = max{μR(Xk, Xl)− μR(Xl , Xk), 0}. (29)

The use of (29) allows constructing the set of non-dominated alternatives with the
membership function that allows evaluating the non-dominance level of each alternative
Xk according to the following equation:

μND
R (Xk) = inf

Xl∈X

[
1 − μS

R(Xk, Xl)
]
= 1 − sup

Xl∈X
μS

R(Xk, Xl). (30)

Considering that it is natural to choose alternatives that provide the highest level of
non-dominance, one can choose alternatives XND according to the following equation:

XND =

{
XND

k |XND
k ∈ X, μND

R (XND
k ) = sup

Xl∈X
μND

R (Xk)

}
. (31)

Equations (29)–(31) can be used for the solution of choice problems, as well as for
evaluation, comparison, ranking, and/or prioritization of alternatives for some criterion.
These equations can also be applied when R is a vector of fuzzy preference relations, under
different approaches for multiattribute analysis. The application used in this work consists
of the flexible approach with an optimism degree adjustment, although other approaches
can be found in [11,32].

This application approach is performed using the ordered weighted average (OWA)
operator, originally introduced in [37], as follows:

μND(Xk) = OWA
(

μND
R1

(Xk), μND
R2

(Xk), . . . , μND
Rq

(Xk),
)
=

q

∑
i=1

wiBi(Xk), (32)

where Bi(Xk) is the largest value among μND
R1

(Xk), μND
R2

(Xk), . . . , μND
Rq

(Xk). The weights
in Equation (32) need to satisfy the following constraints: wi > 0, i = 1, 2, . . . , q and also
∑

q
i=1 wi = 1. These weights can be indirectly defined by decision makers as described

in [11,32].

3. Objectives in Energy Investments

The decision to invest in a new asset alongside an existing portfolio is often evaluated
using net present value (NPV), one of the most common factors in investment appraisal.
The NPV depicts the result of the portfolio’s cash flow over a period, including the initial
capital investment for the acquisition of the asset, the estimate of profit related to this
investment, and the residual value of the investment. The adopted equation is expressed
as follows:

NPVs(xt) = −CI(x) +
T

∑
t=1

�t,s(xt)

(1 + τ)t +
VR(x)

(1 + τ)T , (33)

where τ is the discount rate, the investment costs CI are discounted at t = 1, and the
residual value VR is added at T. Therefore, the first considered objective function is the
expected net present value of the portfolio [19,38], which can be calculated as follows:

E[NPV] =
1
S

S

∑
s=1

NPVs(xt). (34)

The portfolio risk analysis in this study is based on the conditional value at risk (CVaR),
a special case of the value at risk (VaR), proposed in [39]. The CVaR represents, among the
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scenarios studied, the expected revenue in the worst α% cases, generating a conservative
decision that focuses on the least profitable conditions.

The approach considers that for a given histogram of revenues, one should identify
the worst α% revenues (highlighted area in Figure 1). The value of VaR represents the
revenue that delimits this area, and the value of CVaR reflects the average of the worst
revenue values. The revenue at risk (RaR) can be calculated from the difference between
the expected NPV and the CVaR. Therefore, the second considered objective function is
the CVaR, and the third one is the RaR. The choice of the CVaR as the second objective
function is explained by its advantages over the VaR [5,39].

Figure 1. Revenue distribution estimates.

Moreover, it is rational to introduce the insurance index (InS) as the fourth objective
function. This index quantifies the degree of improvement in the CVaR compared to
the E[NPV] when transitioning from one position to another and is useful when evalu-
ating alternatives of different volumes [11]. It is calculated for positive CVaR variations
as follows:

InS =
ΔCVaR

ΔE[NPV]
, ΔCVaR > 0, ΔE[NPV] �= 0, (35)

where ΔCVaR is the variation of CVaR compared to the current position, and ΔE[NPV] is
the variation of the expected revenue compared to the current position.

To complement the decision-making process, if there are doubts about the robustness
of the alternatives, for example, the following additional objectives of the qualitative
character are proposed:

• Prioritize alternatives that have the greatest synergy with the portfolio’s resources;
• Prioritize alternatives with the lowest operational risk.

The first additional objective function is designed to encapsulate the issues raised
in [23], whereas the second additional objective function responds to the operational con-
cerns specified in [40]. However, unlike these works, the functions in this paper have been
designed with a qualitative approach. Therefore, the evaluation of alternatives according
to these criteria relies on expert opinions, which can be expressed in any preference format.
Since any format can be translated into fuzzy preference relations [13], this evaluation takes
place within the 〈X, R〉 decision-making models.

4. Application Example

An example illustrates the practical application of the results described above. In this
example, two scenarios obtained through the NEWAVE model applied in the long term
are evaluated. These scenarios are official results of the energy expansion studies of the
Empresa de Pesquisa Energética [41,42]. The study horizon from 2023 to 2033 was considered.
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Figure 2 shows the average behavior of the prices over time in each scenario, as well as
the adopted over-the-counter (OTC) price definition. The OTC forward price will represent
the price profile that agents are willing to negotiate in the free market over the horizon.

Figure 2. Average PLD of scenarios and forward over-the-counter price.

The existing mix of assets for the power producer examined in this study can be seen
in Table 5. This table compiles the company’s resources (where physical guarantee ≥ 0)
and requirements (where physical guarantee ≤ 0), categorizing them by their source type.

Table 5. Portfolio composition.

Type Total Physical
Guarantee [MWm]

Average Cost
of Operation and

Maintenance
[R$/MWh]

Concession
Expiration

Hydraulic power plants—Group 1 38.3 0.54 31 May 2028
Hydraulic power plants—Group 2 36.0 0.54 31 July 2032
Hydraulic power plants—Group 3 128.6 0.54 31 December 2035
Hydraulic power plants—Group 4 122.8 0.54 25 August 2036
Wind power plants 67.5 0.21 31 December 2033
Sales contracts 1 −325.0 225.00 31 December 2033
Sales contracts 2 −23.0 230.00 31 December 2033

The resource considered for the plants depends on their associated generation profile,
as shown in Figure 3. The hydroelectric plants in the portfolio depend on the evaluated
scenario since their resource is characterized by the GSF projection for the future (shown in
Figure 4), as they belong to the MRE.
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Figure 3. Predicted generation profile of the plants.

Figure 4. Average GSF in the scenarios.

The investment alternatives are described in Table 6, and the characteristics of the
plants in question are given in Table 7. Therefore, these alternatives will be evaluated
considering either the individual purchase of each plant combined with the total or partial
energy sale, or the acquisition of the plants together for forming the portfolio composition.
In all contracting cases, only firm contracts are considered, which are contracts with fixed
volume and price over the contracting horizon, without any flexibility or premium.

Table 6. Description of alternatives.

Alternative Type
Physical

Guarantee
(MWm)

Operation
Cost

(R$/MWh)

Portfolio
Entry

Concession
Expiration

Wind power plant 28.0 0.00 1 September
2024 31 May 2057

Solar power plant 8.0 0.00 1 January
2022

31 December
2033

Wind power plant sales contract −28.0 210.00 1 January
2022

31 December
2033

Solar power plant sales contract −8.0 197.50 1 September
2024

31 December
2033

Table 7. Characteristics of the alternatives.

Name Installed
Capacity (MW)

Capacity Factor Investment
Cost (M R$)

Wind power plant 53.7 0.52 250.00
Solar power plant 47.0 0.17 172.00
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The final alternatives for decision making are defined as follows:

• X0: Maintain the current portfolio;
• X1: Current portfolio with the addition of the solar plant with a contract sale of 100%

of its physical guarantee;
• X2: Current portfolio with the addition of the wind plant with a contract sale of 100%

of its physical guarantee;
• X3: Current portfolio with the addition of the wind plant with a contract sale of 80%

of its physical guarantee;
• X4: Current portfolio with the addition of the wind plant with a contract sale of 50%

of its physical guarantee;
• X5: Current portfolio with the addition of the wind and solar plants with a contract

sale of 100% of their physical guarantees;
• X6: Current portfolio with the addition of the solar plant with a contract sale of 75%

of its physical guarantee;
• X7: Current portfolio with the addition of the solar plant with a contract sale of

75% of its physical guarantee and the wind plant with a contract sale of 80% of its
physical guarantee.

All alternatives are simulated to obtain their performance in each objective for each of
the scenarios. The NPV is calculated considering an annual discount rate of 8%.

5. Results

The portfolio’s behavior, as depicted in Figure 5, showcases the relationship between
revenue variation and the CVaR for each scenario. Additionally, the risk associated with
revenue is presented in Figure 6. The construction of the market line is carried out by ma-
nipulating the contract volume in the portfolio along a contracting range from −100 MWm
to 100 MWm, where PDE_2029 is transcribed as Y1 and PDE_2030, as Y2. This calculation
is carried out considering that the trading will be carried out according to the over-the-
counter price (Figure 2). The market line is not considered in the decision-making process;
however, it can indicate a comparison basis that can be used to invalidate some choices.

Figure 5. NPV vs. CVaR.
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Evaluating the portfolio’s behavior in the scenarios shown in Figure 5, we notice
that the portfolio’s CVaR value is more responsive in the scenario with higher prices. In
this scenario, options X2, X3, and X4 outperform all other alternatives. These choices
symbolize the purchase of the wind plant with different committed sales volumes in
contracts. However, options that solely involve purchasing the solar plant, such as X1 and
X6, are outperformed by the current position and should consequently be excluded from
the consideration. Yet, if the solar plant is purchased along with the wind plant, as in X5 or
X7, they outperform the current position.

The options that include the standalone purchase of solar plants continue to perform
poorly in scenario Y2. They are outperformed by the current position and fall within this
scenario’s market curve. The standout options in this scenario are those where a substantial
portion of energy from the purchased plants is committed, such as X2, X3, and X5. Among
these, option X2 outperforms all others in this scenario.

Figure 6. NPV vs. RaR.

Similarly, in both scenarios in Figure 6, the alternatives that stood out the most were
those that consisted of the acquisition of the wind plant or simultaneously with the solar
plant with the partial sale of their energy. For this figure, the total sale of the solar plant’s
energy is dominated by the current position in both scenarios, and X5 is also dominated by
other alternatives.

To evaluate the robustness of the alternatives in the considered scenarios, payoff
matrices were constructed for the objectives in question. These matrices can be seen in
Tables 8–11.

Table 8. Payoff matrix of expected NPV.

Alternative PDE_2029 PDE_2030

X0 4791.51 4732.74
X1 4769.46 4713.26
X2 4900.36 4839.31
X3 4892.69 4816.45
X4 4880.84 4781.12
X5 4878.31 4819.83
X6 4762.62 4699.49
X7 4863.80 4783.20

207



Energies 2023, 16, 6089

Table 9. Payoff matrix of CVaR.

Alternative PDE_2029 PDE_2030

X0 4664.09 4594.92
X1 4639.48 4573.23
X2 4772.78 4701.65
X3 4779.64 4694.74
X4 4781.34 4680.04
X5 4748.16 4679.91
X6 4639.42 4565.59
X7 4754.29 4665.14

Table 10. Matriz payoff of RaR.

Alternative PDE_2029 PDE_2030

X0 127.42 137.82
X1 129.98 140.03
X2 127.58 137.66
X3 113.05 121.71
X4 99.50 101.08
X5 130.14 139.92
X6 123.20 133.90
X7 109.50 118.06

Table 11. Payoff matrix of InS.

Alternative PDE_2029 PDE_2030

X0 0.00 0.00
X1 143.45 143.45
X2 119.91 119.91
X3 111.46 111.46
X4 94.05 94.05
X5 125.14 125.14
X6 133.94 133.94
X7 116.34 116.34

The results presented in Table 12 can be considered as the final response to the analysis
of the 〈X, F〉 models. According to the results in this table, alternatives X0, X1, X2, X5, and
X6 are to be discarded from the decision-making process. On the other hand, alternative
X3 received an intermediate score in all the selection criteria. Meanwhile, it is not possible
to define a significant relevance between alternatives X4 and X7, making it necessary to
evaluate these two alternatives using additional criteria. Decision makers assessed these
two alternatives according to the two additional criteria using fuzzy estimates presented in
Figure 7, where the vertical axis represents μ(Xk) [13].

Table 12. 〈X, F〉 model result.

Alternative Wald Laplace Savage Hurwicz

X0 0.00 0.00 0.00 0.00
X1 0.00 0.00 0.00 0.00
X2 0.06 0.07 0.06 0.06
X3 0.47 0.51 0.47 0.49
X4 0.58 0.66 0.58 0.65
X5 0.00 0.00 0.00 0.00
X6 0.00 0.00 0.00 0.00
X7 0.56 0.61 0.56 0.59
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Figure 7. Qualitative scales based on fuzzy sets used for objectives based on qualitative information.
Source: [13].

For the criterion of prioritizing alternatives that have greater synergy with the portfo-
lio’s resources, the following were indicated: X4—high; X7—very high. As for the criterion
of prioritizing alternatives with the lowest operational risk, the following estimates were
indicated: X4—medium; X7—high. Using (26) and (27) for these estimates it is possible to
contruct the following non-reciprocal fuzzy preference relation as:

R1 =

[
1 0.75
1 1

]
, R2 =

[
1 0.5
1 1

]
, (36)

where R1 is the preference relation matrix concerning prioritizing alternatives that have the
greatest synergy with the portfolio’s resources, and R2 relates to prioritizing alternatives
with the lowest operational risk.

Considering that the criteria have the same importance and since the evaluations of the
alternatives resulted in a convergence of preference for X7, the non-strict fuzzy preference
relation matrix for the development of the 〈X, F〉 model is equal to R2. Therefore, one can
obtain the membership function of the strict fuzzy preference relation as follows:

P =

[
0 0

0.5 0

]
, (37)

and finally, the use of Equation (31) allows us to obtain the following membership function
of the fuzzy set of non-dominated alternatives:

ND =
[
0.5 1

]
, (38)

that justifies the choice of X7.

6. Conclusions

The present work reflects research results related to applying the techniques of multi-
criteria decision making under conditions of uncertainty to long-term investment planning
in the electricity sector. By analyzing the energy portfolio of the company based on the
proposed approach, it is possible to quantify the expected revenue and the financial risks in-
volved in acquiring energy assets. The measurement of portfolio revenue from investment
options utilizes the expected NPV across different scenarios, with risk quantified using the
CVaR. An evaluation of the portfolio’s revenue at risk is also conducted. To improve the
investment analysis, three further objectives have been introduced, two of which possess a
qualitative nature.
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In the given illustrative example, evaluations of investments in alternatives poten-
tially impacting the portfolio’s performance over time are conducted. The selection of an
alternative impacts the energy balance of the agent, modifying exposure in the long-term
scenarios under assessment. This, in turn, influences the values of the objective functions.
It is observed that the outcomes display sensitivity to the PLD and GSF projections sourced
from NEWAVE. A robust solution in the application example involves the incorporation of
both solar and wind plants into the existing portfolio, without committing all energy from
these plants to contract sales, thus retaining a percentage exposed to the spot price.

Employment of the proposed methodology facilitates the evaluation of alternatives be-
yond their associated costs, considering factors pertinent to the agent such as the insurance
index (InS), synergy with the resources in the portfolio, and operational risks. Utilizing
multiple scenarios enables the simultaneous consideration of different specific situations,
constituting a significant step forward in addressing issues associated with using NEWAVE
as input for the long-term decision model. The use of the objectives of the qualitative
character allows for the distinction and selection of non-dominated alternatives previously
evaluated within the 〈X, F〉 decision models. Although, in this work, the approach to
constructing robust (non-dominated) solutions in multicriteria (multiobjective) decision
making under conditions of uncertainty was applied to the problem of energy portfolio
management, it is of a universal character and can be applied to solving wide classes of
problems related to decision making in conditions of uncertainty. However, it is recog-
nized that future work would benefit from considering additional scenarios derived from
different information sources.
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The following abbreviations are used in this paper:
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MRE energy reallocation mechanism
NPV net present value
PLD settlement price for differences
OTC over the counter
RaR revenue at risk
VaR value at risk
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Abstract: Global peace, security, and sustainable energy development depend on effective
nuclear energy governance. While the Nuclear Non-Proliferation Treaty (NPT) has served
as a cornerstone in this domain, it faces challenges such as trust deficits, inequitable access
to nuclear technologies, and regional instability. This paper proposes the Qudrat-Ullah Nu-
clear Peace and Trust (Q-NPT) framework, a dynamic implementation roadmap designed
to address these issues. The framework focuses on fostering trust among stakeholders,
ensuring equitable access to nuclear technologies, and promoting inclusivity in governance
structures. A key theoretical contribution is the integration of trust-building measures
with sustainable energy transitions, highlighting nuclear energy’s role in decarbonization
and global energy security. The paper outlines actionable pathways for implementing
the Q-NPT framework, including enhanced oversight by the International Atomic Energy
Agency (IAEA), capacity-building initiatives, and training programs to enable safe and
sustainable nuclear cooperation, particularly in developing nations. By operationalizing
nuclear programs through this approach, the Q-NPT framework aligns nuclear energy
governance with global sustainable energy objectives.

Keywords: nuclear energy; nuclear energy governance; decarbonization; sustainable
energy; trust-building; developing nations; IAEA

1. Introduction

The governance of nuclear energy stands at a pivotal juncture, reflecting tensions
between technological advancement, security imperatives, and stark inequities in access
and opportunity. As humanity grapples with the intertwined crises of climate change and
energy insecurity, nuclear energy emerges as a paradoxical solution: a potential enabler
of decarbonization and a focal point of geopolitical contention. Despite its transforma-
tive potential, nuclear energy remains underutilized in many developing nations, where
structural, political, and economic barriers restrict access to this critical technology. This
disparity raises pressing questions: how can the global community reconcile the need for
equitable energy transitions with the imperatives of non-proliferation and global stability?

The urgency of these questions is underscored by the dual necessity for reliable, large-
scale, low-carbon energy production and the mitigation of climate vulnerabilities. Nuclear
energy offers a unique convergence of opportunity and necessity, yet its promise remains
elusive for those most affected by climate change. As Hendricks and Ziegler (2019) [1]
argue, nuclear diplomacy must evolve to bridge the gap between energy security and
environmental stewardship. However, existing governance frameworks often fall short.
These frameworks, as evidenced by research from Höffken and Ramana (2020) [2], not
only fail to dismantle inequities but in some cases exacerbate them, perpetuating systemic
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barriers that disproportionately disadvantage developing nations. For example, the re-
stricted dissemination of nuclear technologies often limits the ability of these nations to
participate meaningfully in sustainable energy transitions, reflecting deeper patterns of
environmental injustice.

The challenges extend beyond inequitable technological access. Governance mech-
anisms frequently lack sufficient emphasis on trust-building, a critical component for
fostering international cooperation and ensuring compliance with non-proliferation
norms. Duursma et al. (2021) [3] highlight trust as a cornerstone of effective global
agreements, a principle often overlooked in existing governance models. Similarly,
Bunn and Wier (2020) [4] emphasize the need for collaborative frameworks to address
proliferation risks while enabling equitable energy transitions. These gaps under-
score the necessity for a reimagined governance approach that integrates equity, trust,
and inclusiveness.

This study introduces the Qudrat-Ullah Nuclear Peace and Trust (Q-NPT) framework
as a bold response to these challenges. The Q-NPT framework emphasizes three core
pillars: fostering trust among stakeholders, facilitating equitable technology transfer, and
building capacity in developing nations. By integrating these elements, the framework
seeks to transform nuclear energy governance into a mechanism for achieving decarboniza-
tion and enhancing global energy security. Moreover, the Q-NPT framework addresses
a critical research gap by offering a dynamic implementation roadmap that operational-
izes these principles, bridging the theoretical foundations of governance with actionable
policy strategies.

This paper advances the discourse on nuclear energy governance by proposing a
paradigm shift toward equity-oriented and trust-based cooperation. It outlines the Q-NPT
framework as a transformative solution to the interconnected crises of climate change, en-
ergy inequality, and global instability. By challenging the limitations of existing governance
structures, this framework offers a pathway for a more inclusive and sustainable future.
The implications extend beyond nuclear energy, presenting a model for rethinking interna-
tional cooperation in addressing shared vulnerabilities and advancing global sustainability
goals.

2. The Case for a New Framework

The global nuclear governance system is at a critical crossroads. While the Nuclear
Non-Proliferation Treaty (NPT) has historically provided a framework for managing nuclear
energy and security, its limitations are increasingly evident in the face of urgent climate
and energy challenges [5]. Persistent trust deficits, inequitable access to nuclear technology,
and regional instabilities raise an important question: Is the current governance system
adequately equipped to address these pressing issues?

For many developing nations, the potential of nuclear energy remains underutilized
due to barriers to technology transfer, resource limitations, and geopolitical mistrust.
Höffken and Ramana [2] underscore how existing governance structures often fail to
address the environmental justice implications of nuclear energy distribution, perpetuating
disparities in access. Similarly, Rublee and Cohen [6] observe that the current framework
reinforces an implicit hierarchy of nuclear access, creating obstacles for nations striving to
meet their energy and climate goals.

As Qudrat-Ullah [7] highlights, the NPT’s structure was not designed with the aspira-
tions or unique challenges of developing nations in mind. Consequently, the system often
falls short in equitably addressing the needs of those most affected by climate vulnerabili-
ties and energy insecurity. This gap underscores the need for a more inclusive governance
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model—one that aligns the imperatives of non-proliferation with the equitable distribution
of nuclear energy technologies.

The Qudrat-Ullah Nuclear Peace and Trust (Q-NPT) framework seeks to address these
gaps by reimagining nuclear governance through an equity-focused lens. It emphasizes
granting developing nations greater agency in nuclear energy management under the
oversight of the International Atomic Energy Agency (IAEA). By promoting trust-building,
equitable technology sharing, and capacity development, the Q-NPT framework aims to
create a balanced governance model that supports sustainable energy transitions while
maintaining global security standards.

Achieving such a model is not merely a matter of fairness but a strategic necessity.
As Beyer and McCauley [8] emphasize, governance systems must adapt to address the
intertwined challenges of energy demand, decarbonization, and security. Nuclear energy’s
role as a scalable, low-carbon energy source, highlighted by Holechek et al. [9], makes it
essential to global efforts to displace fossil fuels. Yet, the current governance structures
continue to limit its accessibility to many nations that stand to benefit most.

The Q-NPT framework represents a forward-looking approach to these challenges.
Rather than advocating for incremental changes, it envisions a comprehensive transfor-
mation of nuclear energy governance. By addressing inequities in access and fostering
international collaboration, the Q-NPT framework seeks to redefine the role of nuclear
energy as a tool for achieving shared global goals. While not without its challenges, this
framework offers a pragmatic yet ambitious vision for creating a more inclusive, effective,
and equitable nuclear governance system.

3. Pillars of the Q-NPT Framework

The Q-NPT framework is conceived as a normative vision grounded in the principles
of equity, sustainability, and global collaboration. It integrates elements of conceptual mod-
eling to guide governance practices and draws on theoretical insights to address systemic
inequities in nuclear energy governance. The Q-NPT framework represents a strategic
reimagining of nuclear governance that prioritizes transparency, inclusivity, and coopera-
tion to address global energy and development challenges. In an era marked by the urgent
need for energy transitions, the framework provides a pathway to foster trust between
nuclear and non-nuclear states, ensuring equitable access to the benefits of nuclear energy.
Figure 1 provides an overview of the framework, which emphasizes collaboration and
mutual accountability as cornerstones for integrating nuclear technologies into the energy
systems of developing nations. By doing so, it seeks to drive energy security, economic
growth, and alignment with sustainable development goals [10,11]. Kühn [12] under-
scores that the realization of these objectives requires overcoming entrenched geopolitical,
technical, and institutional barriers through trust-building measures, such as multilateral
agreements and confidence-building mechanisms.

3.1. Equitable Technology Transfer

Equitable access to nuclear technology is a central tenet of the Q-NPT framework.
Kühn [12] observes that restrictive technology transfer policies, often stemming from a
lack of trust among states, contribute to global inequalities in nuclear energy access. To
address these disparities, the Q-NPT framework seeks to facilitate the adoption of nuclear
energy by developing nations for peaceful applications, such as electricity generation and
medical advancements. This approach emphasizes reciprocal accountability and prioritizes
collaborative partnerships rather than hierarchical or paternalistic models.
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Figure 1. Core components and interactions within the Q-NPT framework.

Ruzicka and Wheeler [13] highlight that trust is a critical factor in the long-term
effectiveness of multilateral nuclear agreements. Similarly, Dieguez Porras et al. [14]
emphasize the role of capacity building in ensuring the secure and effective adoption
of nuclear technologies. The Q-NPT framework integrates these perspectives, aiming to
establish technology transfer mechanisms that are both equitable and underpinned by
systematic trust-building processes.

3.2. Centralized International Oversight

The Q-NPT framework emphasizes centralized international oversight, designating
the International Atomic Energy Agency (IAEA) as a key institution in global nuclear gov-
ernance. Kühn [12] highlights the role of international institutions in promoting strategic
stability by reducing uncertainty and mitigating risks associated with unilateral actions.
Currently, the IAEA performs essential functions such as nuclear safeguards, safety moni-
toring, and the promotion of peaceful nuclear applications [15]. The Q-NPT framework
proposes an expansion of the IAEA’s mandate to include additional responsibilities, includ-
ing capacity-building initiatives, facilitating equitable technology transfer, and establishing
standardized frameworks for human resource development among member states.

In this expanded role, the IAEA would oversee collaborative workforce development
programs, providing expertise and support tailored to the specific needs of developing
countries, thereby enhancing trust and reducing proliferation risks. The framework also
suggests the implementation of stricter, real-time monitoring mechanisms using advanced
technologies such as blockchain and artificial intelligence to improve transparency and
accountability in nuclear operations [16]. These measures would shift the IAEA’s focus
from primarily compliance to also actively supporting inclusive and sustainable nuclear
energy governance.

Expanding the IAEA’s responsibilities could strengthen international security mea-
sures and address gaps in access to and management of nuclear technology, particu-
larly in developing regions. Centralized oversight aims to reduce risks related to the
misuse of nuclear technologies and build global trust, contributing to a mechanism
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that supports safe and equitable adoption of nuclear energy in line with sustainable
development objectives [10].

3.3. Collaborative Workforce Development

A third key component of the Q-NPT framework is its innovative approach to work-
force development. Kühn [12] identifies workforce exchanges as vital trust-building mea-
sures that reduce misperceptions and enhance cooperation. Recognizing the expertise
required to manage advanced nuclear technologies, the framework advocates establishing
an international, rotational workforce. This approach builds capacity while reducing the
risks of nuclear proliferation by promoting transparency and shared responsibility—critical
elements in mitigating threats related to nuclear technology misuse.

Such collaborative strategies facilitate capacity building in emerging economies, fos-
ter international partnerships, and help mitigate proliferation risks. By encouraging
cross-border cooperation, the Q-NPT framework ensures that nations collectively address
challenges associated with nuclear energy integration, thereby supporting global energy
transition efforts.

The effective integration of nuclear energy into sustainable energy frameworks re-
quires not only technological advancements but also a comprehensive understanding of
system dynamics, as noted by [7]. This underscores the need for a workforce skilled in both
the technical and socio-political dimensions of nuclear energy systems.

Several international partnerships exemplify this collaborative workforce development
approach. The 2008 India–United States civil nuclear agreement facilitated technology trans-
fer and workforce training for civilian nuclear programs [17]. Similarly, the China–Pakistan
partnership on the Chashma Nuclear Power Complex includes comprehensive technology
transfer and training, enhancing Pakistan’s nuclear capabilities [18]. Russia’s support for
Bangladesh’s Rooppur Nuclear Power Plant incorporates extensive training programs for
Bangladeshi engineers and technicians [19]. Additionally, the France–China collaboration
on the Taishan Nuclear Power Plant involves significant technology transfer and joint
workforce initiatives, notably through European pressurized reactor deployment [20]. Fi-
nally, the ITER project—a global fusion energy initiative—demonstrates how multinational
partnerships promote joint workforce development and technological progress [21]. These
examples highlight the critical importance of collaborative workforce development in
building capacity, advancing nuclear energy technologies, and ensuring their safe and
equitable integration into global energy systems.

3.4. Toward a Sustainable Nuclear Energy Future

The Q-NPT framework is based on three foundational pillars: equitable technology
transfer, centralized international oversight, and collaborative workforce development.
These components offer a structured approach to reforming nuclear governance in the 21st
century. Implementation faces challenges such as geopolitical tensions and technological
and institutional resistance to change. Addressing these challenges will require multilateral
agreements and commitments from nuclear-armed states to promote transparency and
trust in the international arena.

The framework emphasizes trust, transparency, and cooperation as essential elements
to align nuclear governance with objectives of global equity and sustainability. It highlights
the integration of nuclear and renewable energy sources, recognizing their complementary
roles in reducing global carbon emissions.

The long-term effectiveness of the framework depends on its ability to adapt to emerg-
ing global challenges, including rapid technological innovation and evolving geopolitical
contexts. An inclusive approach incorporating the perspectives of developing nations
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and non-nuclear states is necessary to maintain its relevance and effectiveness. Sustained
cooperation and equitable practices among stakeholders are critical for the framework’s
contribution to global sustainable development.

4. A Dynamic Perspective of the Q-NPT

The Q-NPT framework signifies a paradigm shift in nuclear energy governance,
moving beyond the limitations of traditional static models. Traditional frameworks often
conceptualize governance as a linear and compartmentalized process, with fixed roles
and responsibilities that lack flexibility to adapt to evolving global contexts. Such models
typically emphasize compliance and control mechanisms without adequately addressing
the dynamic interactions between various stakeholders and systems [22].

In contrast, the Q-NPT framework adopts a dynamic and interconnected perspective,
emphasizing feedback loops and adaptive mechanisms to address the complex and inter-
dependent challenges inherent in nuclear governance. This approach aligns with systems
thinking principles, which advocate for understanding the interrelationships within com-
plex systems rather than viewing components in isolation [7]. By incorporating adaptive
strategies and continuous learning processes, the Q-NPT framework aims to enhance
resilience and responsiveness in nuclear governance structures.

Figure 1 illustrates the dynamic governance framework of the Q-NPT framework,
contrasting it with traditional static models. While conventional frameworks often treat
nuclear governance as a linear and compartmentalized process, the Q-NPT framework
acknowledges the multifaceted and evolving nature of global nuclear energy systems.
Figure 1 underscores the paradigm shift required to address the complexities of nuclear
energy governance effectively.

The Q-NPT framework’s dynamic perspective advances global policymaking by
emphasizing resilience and adaptability. It challenges stakeholders to move beyond siloed
approaches, fostering an integrated governance model that prioritizes trust, equity, and
security. This system-oriented perspective underscores the importance of dynamic policies
that prioritize flexibility and adaptability, enabling more effective responses to the evolving
challenges of nuclear governance.

The Q-NPT framework serves as both a theoretical construct and a practical roadmap,
guiding policymakers and international organizations toward innovative strategies that
account for feedback effects. By aligning nuclear energy governance with the principles of
sustainability, equity, and collaboration, the framework provides a robust mechanism for
fostering resilience and achieving long-term global development goals in the nuclear energy
sector. Table 1 summarizes key differences between traditional nuclear non-proliferation
frameworks and the proposed Q-NPT framework from a dynamic perspective.

Table 1. Comparative analysis of traditional nuclear non-proliferation frameworks and the
Q-NPT framework.

Aspect
Traditional Nuclear
Non-Proliferation
Framework

Q-NPT Framework
(Dynamic Perspective)

Core Focus
Static control and
prevention of nuclear
weapon spread

Dynamic governance
balancing peaceful use and
non-proliferation

Approach Compliance-based, treaty
enforcement

Systems thinking
emphasizing feedback
loops and adaptive policies
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Table 1. Cont.

Aspect
Traditional Nuclear
Non-Proliferation
Framework

Q-NPT Framework
(Dynamic Perspective)

Governance Top-down, state-centric
Multi-level, inclusive of
technology-sharing and
capacity-building

Technological
Consideration

Limited to static
assessments of nuclear tech
capabilities

Incorporates evolving
technologies like SMRs,
Gen IV reactors

Response to Change Reactive, slow adaptation Proactive, iterative
learning and adaptation

Sustainability &
Decarbonization Peripheral or absent

Central role, integrating
nuclear tech for
decarbonization goals

Stakeholder Engagement Limited, often state-only
Inclusive of developing
countries, technology
partners, and civil society

Capacity Building Minimal emphasis
Core component to
ensure effective
technology adoption

5. Equitable Access to Nuclear Technology and Decarbonization

As the global community confronts the intertwined crises of energy inequity and
climate change, the Q-NPT framework emerges as a transformative paradigm. At its core,
the framework emphasizes equitable technology transfer, positioning nuclear energy as a
means to address systemic disparities in energy access while advancing decarbonization
objectives. By aligning nuclear technology sharing with the principles of energy justice,
the Q-NPT framework highlights the urgent need for global partnerships that transcend
traditional barriers, fostering a collective approach to sustainable development.

The dual nature of nuclear energy—its potential as a source of clean energy and the
inherent risks of misuse—renders its equitable distribution both a necessity and a complex
challenge. Qudrat-Ullah [23] underscores that a sustainable energy transition requires not
only technical advancements but also governance frameworks that embed energy justice
into global energy policies. By bridging the divide between nuclear-armed and non-nuclear
nations, the Q-NPT framework offers a strategic pathway for a fair and inclusive transition
toward low-carbon energy systems.

5.1. Technology Sharing: Bridging Inequities in Energy Access

Central to the Q-NPT framework is a vision for technology sharing that seeks to
address historical disparities in nuclear energy access. By fostering partnerships between
developed and developing nations, the framework aims to provide under-resourced coun-
tries with the expertise, infrastructure, and technical capacity necessary to integrate nuclear
energy into their energy portfolios. This approach contributes to reducing dependence on
fossil fuels while addressing principles of global energy justice.

Schneider and Ramana [24] highlight that equitable technology sharing extends be-
yond technical considerations and is fundamental to fairness in international energy policy.
The Q-NPT framework builds on this principle by advocating for agreements that enable
developing nations to utilize nuclear power for electricity generation, healthcare, and indus-
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trial applications. These agreements also incorporate safeguards to mitigate proliferation
risks, supporting global security alongside energy equity.

Moreover, technology-sharing initiatives offer a means to reduce persistent inequalities
in energy access. Developing countries often face resource constraints that limit their ability
to independently invest in advanced technologies, thereby perpetuating energy poverty
and economic vulnerabilities. Integrating nuclear technology into their energy strategies
can provide these nations with access to clean and reliable power, thereby supporting
broader social and economic development objectives.

Successful implementation of technology-sharing agreements also requires capacity-
building efforts, including workforce development, regulatory support, and the establish-
ment of robust governance structures. For instance, small modular reactors (SMRs) repre-
sent a viable technology for developing countries due to their scalability, cost-effectiveness,
and compatibility with smaller energy grids. Similarly, Generation IV reactors, character-
ized by enhanced safety features and sustainable closed fuel cycles, provide long-term
benefits in reducing nuclear waste and supporting decarbonization goals. These technolo-
gies directly address several challenges faced by developing nations:

• Cost: SMRs reduce upfront capital costs through modular construction, enabling
countries with limited financial resources to invest in nuclear energy without the
prohibitive expenses associated with traditional large-scale plants.

• Infrastructure: Unlike conventional nuclear power plants, SMRs have lower infras-
tructure requirements, allowing for deployment in remote or resource-limited regions
where extensive grid networks may be absent or underdeveloped.

• Safety: Generation IV reactors incorporate advanced safety features such as passive
cooling systems and fail-safe designs. These innovations not only mitigate the risks
of nuclear accidents but also address long-standing public and environmental safety
concerns, which are critical for fostering trust and adoption in new markets.

By integrating such advanced technologies into the Q-NPT framework, developing
nations can harness nuclear energy effectively while addressing unique infrastructure and
resource constraints. Without these elements, even well-intentioned technology transfers
risk being underutilized or mismanaged.

Fostering trust and collaboration between partners becomes critical, not only for the
immediate adoption of nuclear energy but also for ensuring its long-term sustainabil-
ity in recipient nations. By embracing a holistic approach to technology sharing—one
that includes advanced nuclear solutions like SMRs and Generation IV reactors—the Q-
NPT framework not only contributes to reducing global emissions but also advances the
moral imperative of creating an energy system that is equitable, inclusive, and resilient to
future challenges.

5.2. A Case Study: Successful Technology Transfers in Developing Nations

The collaboration between the United Arab Emirates (UAE) and South Korea serves as
a compelling example of the potential of international technology transfer to drive equitable
energy development. Through the Barakah nuclear project, South Korea transferred not
only advanced reactor technology but also the expertise and training necessary to build the
UAE’s capacity for sustainable nuclear energy. This partnership illustrates how strategic
collaborations can help nations leapfrog traditional energy pathways, directly advancing
their decarbonization efforts [15,25].

Beyond the infrastructure and expertise, the UAE–South Korea partnership highlights
the broader benefits of fostering long-term relationships in energy development. It demon-
strates how nations with established nuclear industries can support emerging nuclear states
in achieving energy independence and contributing to global sustainability goals [7,10].
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These collaborations also foster knowledge exchange and technical cooperation, enabling
the recipient nation to strengthen its institutional capacity and regulatory frameworks, both
of which are critical for sustaining a robust nuclear energy program.

This case underscores the importance of aligning technology transfer with tailored
workforce development and localized expertise. By investing in human capital, the UAE has
been able to operate and maintain its nuclear energy facilities while also cultivating a skilled
workforce that contributes to the broader energy sector. Furthermore, the project serves as
a model for integrating international safeguards and compliance with non-proliferation
commitments, ensuring that the growth of nuclear energy remains aligned with global
security standards.

Ultimately, the UAE–South Korea collaboration exemplifies how thoughtful, well-
executed technology transfers can drive sustainable energy transitions in developing
nations. This model can be replicated in other contexts, provided there is mutual trust,
shared responsibility, and a commitment to equitable partnerships that prioritize long-term
capacity building and environmental stewardship.

5.3. Nuclear Energy as a Pillar of Decarbonization

Nuclear energy’s role in decarbonization extends far beyond its capacity to reduce
carbon emissions. It offers a stable and scalable complement to renewable energy, address-
ing intermittency issues while enabling countries to meet ambitious climate targets. The
integration of nuclear energy into diversified energy portfolios represents a critical strategy
for achieving global sustainability goals.

Table 2 exemplifies nuclear energy’s contribution to CO2 reduction, highlighting its
transformative potential in both established and emerging markets. For instance, France’s
reliance on nuclear power for 70% of its energy needs positions it as a global leader
in low-carbon energy systems. Similarly, the U.S. and South Korea showcase the sub-
stantial emissions reductions achievable through nuclear power. Even emerging nuclear
nations like the UAE illustrate the transformative potential of nuclear energy in achieving
climate goals.

Table 2. The role of nuclear energy in achieving decarbonization goals.

Country
Nuclear Capacity

(GW)
Share of Nuclear in

Energy Mix (%)
CO2 Emissions Reduction

(MtCO2 Annually)
Source

France 61.4 70 50 [26]

United States 95.5 20 200 [27]

South Korea 23.6 30 10 [25,28]

UAE (Barakah) 5.6 8 3.2 [28]

While nuclear energy alone cannot solve the climate crisis, its role as a low-carbon,
high-capacity energy source makes it indispensable in the global energy transition. Its
ability to produce consistent baseline power provides stability to grids increasingly reliant
on intermittent renewable sources like solar and wind. This complementarity ensures a
reliable energy supply, reducing the need for carbon-intensive backup systems. However,
unlocking the full potential of nuclear energy demands addressing several challenges.
These include managing public concerns over safety and waste disposal, resolving pro-
liferation risks, and fostering international collaboration to support equitable technology
transfer. Furthermore, equitable integration into global energy systems necessitates build-
ing trust among stakeholders and ensuring that nuclear technology benefits all nations, not
just those with existing expertise or resources.
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The Q-NPT framework offers a comprehensive pathway to overcome barriers in
nuclear governance, positioning nuclear energy as a cornerstone of global decarbonization
efforts. By emphasizing equitable technology sharing, the framework facilitates access to
nuclear expertise and infrastructure for under-resourced nations, enabling them to bypass
traditional, carbon-intensive energy development pathways. To foster trust between states,
the Q-NPT framework incorporates specific initiatives designed to promote transparency,
collaboration, and mutual accountability. These initiatives include the following:

1. Establishing multilateral nuclear knowledge hubs, regional centers of excellence
where nuclear and non-nuclear states collaborate on research, training, and capacity-
building programs to build mutual understanding and shared expertise;

2. Implementing joint safeguard missions, co-conducted by representatives from
donor and recipient nations under the oversight of international bodies like the
IAEA to ensure compliance with non-proliferation measures and build trust through
shared accountability;

3. Developing a transparency index, an annual evaluation of participating nations’
adherence to Q-NPT principles, including equitable technology sharing, non-
proliferation compliance, and collaborative workforce development—this fosters
trust by providing an objective and public measure of progress;

4. Facilitating bilateral and multilateral confidence-building dialogues, regular forums
for open dialogue on concerns, progress, and opportunities, reducing geopolitical
tensions and fostering long-term partnerships.

Additionally, the Q-NPT framework’s robust safeguards and non-proliferation mea-
sures address security concerns, further strengthening global confidence in nuclear solu-
tions. By harmonizing technological innovation, policy support, and equity, the framework
provides a structured mechanism for fostering collaboration among nations, bridging gaps
in resources and expertise, and aligning nuclear development with global sustainability
goals. Through these concrete initiatives, nuclear power transcends its traditional limi-
tations, fostering a sustainable, resilient, and inclusive energy future while establishing
nuclear trust as a cornerstone of international collaboration.

6. Energy Policy Implications and Pathways for Implementation

The Q-NPT framework represents a paradigm shift in nuclear energy governance
by addressing the interconnected challenges of equity, sustainability, and global collab-
oration. By prioritizing equitable technology sharing, environmental stewardship, and
geopolitical stability, it provides a structured pathway for integrating nuclear energy into
a decarbonized global energy system. Its focus on energy justice, especially for under-
resourced nations, underscores its relevance to the sustainable development aspirations of
the Global South.

6.1. National Energy Policies: Rethinking Integration in a Q-NPT Context

Realizing the vision of the Q-NPT framework requires adaptive national energy poli-
cies tailored to varying institutional contexts. Developed countries with established nuclear
infrastructure, such as Canada, can focus on advancing safety and efficiency while support-
ing emerging nuclear states. Conversely, nations like India, which are expanding their nu-
clear programs, must prioritize aligning domestic energy strategies with international non-
proliferation commitments to build trust and secure equitable technology access [29,30].

The Q-NPT framework’s integration of nuclear energy into diversified energy port-
folios highlights its complementarity with renewables, addressing energy resilience and
inclusivity. Policymakers should adopt holistic approaches linking nuclear development
with broader sustainability goals, transcending siloed strategies. For instance, Canada’s
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leadership in reactor safety and India’s focus on self-reliance present opportunities to align
with Q-NPT principles. By framing nuclear energy as a global climate solution rather than
a geopolitical tool, both nations can promote collaborative models bridging the Global
North–South divide.

Collaborative initiatives, such as those spearheaded by the World Association of
Nuclear Operators (WANO), have improved safety and operational performance globally.
WANO’s peer review mechanisms, along with the Nuclear Suppliers Group (NSG), foster
trust by ensuring equitable access to nuclear materials and technologies. India’s pursuit
of NSG membership exemplifies its commitment to responsible nuclear governance and
engagement in global non-proliferation frameworks [31,32].

6.2. Global Collaboration: A New Era of Shared Ambition

The Q-NPT framework envisions an era of collaboration-driven nuclear governance.
Recent advancements, such as the U.S. Department of Energy’s USD 800 million investment
in Generation III+ SMRs, demonstrate the feasibility of this vision by enabling partner-
ships between utilities, vendors, and contractors to accelerate deployment [33]. Similarly,
Canadian–Romanian collaborations, including a memorandum of understanding between
the Canadian Nuclear Association and ROMATOM, highlight the importance of joint
innovation in reactor development and SMR deployment [29]. These initiatives under-
score the need for capacity building in emerging nuclear states. For instance, Canada’s
export financing of CAD 3 billion for Romania’s nuclear projects reflects a commitment
to shared energy security goals [34]. These collaborations foster mutual trust, equipping
less-resourced nations with the tools to adopt nuclear energy responsibly while adhering
to the principles of inclusivity and sustainability.

6.3. A Dynamic Roadmap for Implementation

The success of the Q-NPT framework hinges on its practical implementation, requir-
ing a dynamic and iterative approach. Figure 2 outlines a roadmap where stakeholder
engagement, capacity building, and continuous monitoring form the backbone of progress.
This feedback loop is not merely a procedural step—it embodies the adaptive mindset
necessary to navigate the complexities of nuclear energy governance.

Stakeholder 
Engagement

Framework 
Adoption

Capacity 
Building

Monitoring 
and 

Feedback

Figure 2. Roadmap for implementing the Q-NPT framework.

Operationalizing the Q-NPT framework requires collaboration between international
bodies, such as the International Atomic Energy Agency (IAEA), and national governments.
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For instance, the IAEA could establish a dedicated task force to oversee equitable technology
transfer programs, while national governments might incorporate Q-NPT principles into
bilateral and multilateral agreements. Pilot initiatives, such as regional nuclear energy hubs
in developing nations, could serve as practical demonstrations of the framework’s viability.

Key insights include the following:

• Inclusive policy development: Engaging diverse stakeholders ensures policies reflect
the realities of specific contexts. The European Green Deal’s adaptive strategies provide
a model for recalibrating policies in response to challenges [26]. Workshops with
regulatory bodies in developing nations could similarly address gaps in policy clarity,
creating an enabling environment for nuclear energy adoption.

• Addressing technological gaps: Tailored capacity-building programs for emerging
nuclear states, such as Canada’s collaboration with Pakistan via the CANDU Owners
Group, exemplify effective knowledge transfer [29]. Feedback mechanisms by agen-
cies like the IAEA further guide the development of targeted training and resource
allocation strategies.

• Fostering public trust: Transparent communication is vital. Romania’s Doices, ti SMR
project exemplifies how proactive measures, including IAEA Site and External Events
Design reviews, build public confidence in nuclear initiatives [35].

• Optimizing Resource Allocation: Dynamic feedback loops enable efficient allocation
of resources. For example, Romania’s USD 4 billion SMR financing package illustrates
how strategic investments can catalyze nuclear development [36].

6.4. Synthesis, Limitations, and Future Directions

The Q-NPT framework bridges policy, technology, and equity, offering a structured
approach to advancing nuclear energy governance. It outlines pathways for integrating
nuclear energy into global sustainability agendas while fostering collaboration among na-
tions. While the framework provides a valuable perspective, significant challenges remain.
Its success depends on adaptability to diverse national and regional contexts and its ability
to address barriers such as public resistance, resource constraints, geopolitical tensions,
and institutional inertia. Furthermore, the financial costs associated with implementing eq-
uitable governance structures and technology-sharing mechanisms may present additional
obstacles. Future research should focus on addressing these limitations, particularly in
politically unstable or resource-limited nations. Expanding case studies and incorporating
lessons from other sectors, such as renewable energy, could enhance its applicability. By
systematically addressing these challenges, the framework could support the development
of a sustainable, inclusive, and resilient global energy system.

7. Conclusions: Reimagining Nuclear Energy Governance Through the
Q-NPT Framework

The Q-NPT framework proposes a novel approach to nuclear energy governance,
emphasizing trust, equity, and energy justice as central principles in the global energy
transition. By addressing challenges related to accessibility, fairness, and inclusivity, the
framework highlights the role of nuclear energy as both a technical solution and a means of
fostering international collaboration toward sustainable development goals. This perspec-
tive positions the Q-NPT framework as a comprehensive model for enhancing cooperation
among nations to tackle climate change and energy insecurity.

7.1. Q-NPT: A Pathway to Inclusive Nuclear Energy Governance

The Q-NPT framework proposes a model for integrating nuclear energy into strategies
for decarbonization and energy justice. It prioritizes equitable access to nuclear technolo-
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gies, particularly for developing nations, thereby enabling their participation in global
decarbonization efforts [7,23,37]. This approach addresses historical constraints that have
limited the Global South’s engagement with nuclear energy adoption.

By incorporating trust-building measures and fostering collaborative oversight, the Q-
NPT framework aligns nuclear energy governance with broader sustainable development
goals. It emphasizes the integration of nuclear energy into a diversified low-carbon energy
mix, highlighting its role as a complementary resource alongside renewable energy sources.
The framework provides a practical and adaptable approach for nations seeking to balance
energy security with environmental sustainability.

7.2. Q-NPT: A Blueprint for Equitable Energy Futures

The Q-NPT framework provides a foundation for immediate application while also
highlighting critical areas for future exploration. To maximize its effectiveness, researchers
and policymakers should focus on three key areas:

1. Technology sharing and accessibility: Strengthening mechanisms for equitable tech-
nology transfer is essential to empower nations in the Global South. Existing inter-
national frameworks, such as partnerships between Canada and Pakistan (CANDU
operations) or technology-sharing initiatives between the United States and India,
provide useful models. Future research should focus on developing scalable and
replicable approaches to ensure widespread adoption.

2. Integration with renewable energy systems: Exploring the intersection of nuclear
and renewable energy systems offers opportunities to create resilient, low-carbon
energy systems tailored to global needs. Policymakers should prioritize frameworks
that facilitate integration, fostering collaboration between nuclear and renewable
energy sectors to enhance energy security and sustainability.

3. Risk mitigation and systemic resilience: Addressing systemic risks, including non-
proliferation, safety, and public trust, is critical. Developing robust methodologies for
monitoring and evaluation, supported by international cooperation, can help mitigate
these risks. Adaptive governance structures will be necessary to align nuclear energy
governance with the evolving nature of global energy challenges.

In conclusion, the Q-NPT framework represents a transformative model for governing
nuclear energy systems, both existing and planned, by embedding principles of equity,
resilience, and sustainability. Through the promotion of international collaboration, the
integration of nuclear energy within diversified energy systems, and the mitigation of
systemic risks, the framework repositions nuclear energy as a collaborative instrument for
achieving global decarbonization goals rather than a source of geopolitical contention. The
framework’s ultimate success depends on the sustained commitment of policymakers and
researchers to adopt and operationalize its principles, thereby ensuring that nuclear energy
initiatives of today and the future advance inclusivity and sustainability within the global
energy landscape.

While the Q-NPT framework offers a transformative vision for nuclear energy gover-
nance, its implementation may face significant challenges. These include political resistance
from nuclear-armed states, the high costs of establishing equitable technology transfer
mechanisms, and institutional inertia that can delay the adoption of new governance mod-
els. Acknowledging these limitations provides a realistic foundation for further discourse
and refinement.

7.3. A Vision for the Future: Toward a Just and Decarbonized World

Amid the complexities of the climate crisis, the Q-NPT framework presents a com-
pelling model for energy governance that prioritizes collaboration, justice, and sustain-
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ability. It underscores the need for collective efforts to dismantle entrenched barriers and
positions nuclear energy as a unifying component of the global energy transition. By align-
ing nuclear governance with principles of equity and inclusivity, the Q-NPT framework
has the potential to redefine the role of nuclear energy, shifting it from a contentious issue
to a fundamental pillar of global progress.

The successful implementation of the Q-NPT framework hinges on the commitment
of nations to adopt its principles and operationalize them effectively. This framework chal-
lenges global leaders, researchers, and practitioners to seize the opportunity to foster energy
systems that are not only sustainable but also equitable and inclusive. Through sustained
international collaboration and innovative approaches, the Q-NPT framework can provide
a guiding vision for achieving a decarbonized, equitable, and resilient energy future.
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Abstract: Replacing conventional CO2 intensive generation with green electricity from RES consti-
tutes an essential prerequisite of sustainable development. Renewables play a vital role in achieving
the UN’s goals for clean low-cost energy production and the reverse of climate change process. Based
on a comprehensive dataset including observations for 17 European countries between 2003 and
2020, the present research attempts to unveil the fundamental determinants of RES deployment. A
panel FMOLS approach was utilized to provide a detailed analysis of the impact of electricity prices,
energy taxes and competition level in both power generation and the retail electricity market on
each country’s RES percentage participation in electricity production fuel mix. The final econometric
outcomes verified the strong statistical significance of all examined variables for the vast majority
of the countries, constituting them crucial aspects of national energy strategies. However, both the
actual effects as well as the impact size were found to differ significantly across Europe, signifying
the complexity of the EU’s task to develop a unified, autonomous and eco-friendly electricity market
based on the principals of a fundamental energy strategy. Contributing to state authorities’ and EU’s
colossal effort to deal with the crucial challenges of RES power generation, the paper proposes a
series of targeted individual and groupwise policy implications.

Keywords: RES deployment; market liberalization; retail price; energy tax; SDG 7; SDG 13;
energy strategy

1. Introduction

Extreme weather conditions and climate change are gradually becoming a reality for
millions of people worldwide, giving rise to catastrophic consequences for the quality of
life and economic prosperity. Air pollution, including the destruction of the ozone layers
and the mass concentration of CO2 into the Earth’s atmosphere, is held responsible for
triggering the greenhouse gas phenomenon and global warming. The last eight years
were reported by [1] to be the warmest in history, since the beginning of official scientific
recordings. Annual carbon emissions in 2022 continued to rise by nearly 2.1 ppm, while the
average temperature exceeded that of the reference period, 1991–2000, by 0.3 ◦C despite the
cooling La Niña effect, which was evident almost throughout the entire year for the third
consecutive time. Putting Europe’s environmental distortions under the microscope, Ref. [2]
noted that the continent in 2022 experienced the second hottest year after 2020 and the
summer with the worst heat wave ever recorded. The same report makes special reference
to the fact that Europe was found to be the region in which average annual temperatures
have increased at a higher pace than any other on the planet, reaching double the global
average. It is indicative that the summer of 2022 in Western Europe was approximately
10 ◦C warmer than the typical seasonal maximum temperatures and together with the
record sunshine duration, led to the largest glacier melts ever observed in European
Alps and the second lowest river flow levels in history. Likewise, the combination of
prolonged drought periods and extremely high temperatures in southern Europe created
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ideal conditions for some of the oldest forests in this geographical area to burst into flames.
It is estimated that the emitted air pollutants due to the wildfires exceeded all previously
documented levels in the last two decades, with the total burnt area being the second
largest ever within a calendar year.

Households and industrial production of goods and services heavily rely on mass
consumption and constant access to affordable electricity, the most essential energy source,
which, according to [3], is accountable for roughly 40% of CO2 emissions worldwide on
year basis. This vital energy input is produced at a great cost of natural resources, inducing
a series of environmental consequences. The United Nations (UN) could not have neglected
the adverse effects of electricity generation in its effort to mobilize the global community
in the joint cause against energy poverty and environmental degradation. The 2015 Paris
Agreement and the sustainability goals for affordable clean energy production and tackling
climate change (SDGs 7 and 13, respectively), which were endorsed by [4], put great
emphasis on the development of a sustainable energy sector that is capable to provide
citizens of the countries ratifying the terms of the agreement with green low-cost electricity.
These parameters dictate an energy strategy that promotes a shift transition to a liberalized
electricity market—-in line with Refs. [5,6]—and towards an era where renewable energy
sources (RES) will be the dominant energy source in the generation fuel mix. The decisive
role of renewables in mitigating the carbon footprint of electricity generation in the nations
comprising the EU and in major economies among with the highest GDPs was highlighted
by [7], while [8] unveiled the beneficial effect of RES in moderating the upward price levels
of European household electricity prices.

In line with its legal statutes to constantly enhance economic prosperity and its ethical
mission to put environmental conditions as well as the quality of life of millions of citizens
in the European region at the center of attention, the EU has become the frontrunner in
the implementation of R&D and RES deployment strategies. In addition, the European
Commission (EC), with its climate [9] and energy [10] directives, embraced the UN’s
ecological spirit and ideas expressed within the international environmental agreement.
This newly established legal framework enabled the EU to align with its provisional
commitments, while improving energy autonomy and diminishing import dependency.
Nevertheless, the recent energy crisis, triggered by the geopolitical turmoil in Eastern
Europe following the Russia–Ukraine conflict in 2022, brought to surface several structural
weaknesses of EU’s energy plan. The observed inability to effectively handle the energy
price rally primarily stems from the lack of a diversified energy fuel mix and the strategic
choice for overdependence on imported natural gas. The use of natural gas as the main
intermediate fuel and basic instrument for achieving the full transition to green energy
production magnified the impact of market shortages and limitations. High reliance on the
more eco-friendly and relatively cheap Russian natural gas exposed EU countries to extreme
price risk in cases of supply distortions, while increased complacency for technological
advancements concerning RES efficiency and development of alternative energy sources,
such as hydrogen.

In response to the latest extensive turmoil in the energy market and the lack of supply
of natural resources from Russia, which is included in the top 10 countries with the largest
natural resource reserves in the world [11], the EC, with its [12,13] directives, implemented
several breakthrough energy policy adjustments. Theselegislative interventions and the
RePowerEU plan brought fundamental changes—compared to the previously set goals
in the Fit-for-55 scenario—, involving a rise of overall RES usage to 45%by 2030 and an
increase in the incorporation of new RES technologies from 28% to 32%. Furthermore,
specific targets with respect to the reduction of total demand for electricity were established,
together with a revenue cap for power generators with lower costs than most expensive
sources of electricity production. The chronicle of [14] about the progresses in the European
electricity market in 2022 shows that during the last quarter of the year, overall demand for
electricity within the EU diminished by 7.9% compared to 2021, with renewables accounting
for 22% of total electricity production. This led to an all-time high for RES contribution,
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overtaking fossil fuel’s participation in electricity generation fuel mix—which fell to 20%—
yet the total share of fossil fuels still remained significantly large at 39%. However, despite
all above actions, precautionary measures and achievements [15] support that the targets
set by the RePowerEU plan concerning electricity generation and RES involvement in the
transport sector are fairly unrealistic, unless EU member states accelerate the promotion of
essential structural changes. Regarding the mitigation of CO2 [15] underlines that fulfilling
the EU’s recently revised energy strategy demands the rapid expansion of RES electricity
production, such that it approaches a 69% total share of the fuel mix. In order for these
gaps to be filled, Ref. [16] proposed an ambitious overhaul of the EU’s electricity market
structure focusing on the reform of the current electricity pricing mechanism, which is
currently mainly driven by short-term fossil fuel prices, in concurrence with strong financial
incentives relative to RES deployment. Moreover, it is suggested for the liberalization
process of the electricity sector in all member states to advance at a brisk pace, ensuring
supply security, empowering consumers, and strengthening market transparency. Similarly,
Ref. [17] suggests that strict provisions accompany the political agreement between EU
countries about the reduction of the annual amount of emitted CO2, while the EU is also
advised to subsidize and finance the upgrade of the recharging network infrastructure for
all types of electric-powered vehicles.

The EU’s strategic energy planning, as described in [18], attempts to speed up pro-
cedures for a liberalized and integrated electricity market, which will be characterized
by intense competition and will set control mechanisms to avoid the development of
monopoly and oligopoly phenomena in electricity generation and retail market. The philos-
ophy behind the EU’s regulatory framework is to stimulate investments and market entries
of new producers and distributors by lifting all legal, bureaucratic, and market barriers.
The crucial influence of power sector’s liberalization in RES deployment in developed
western economies was highlighted by Refs. [19,20], with [21] putting the adverse effects
of generation concentration in the epicenter. It is reasonable according to Refs. [22,23]
for households in liberalized markets, with a high number of RES power producers and
retailers, to choose providers with an ecological profile and at the same time be benefited
by lower prices.

Electricity market openness and deregulation compose fundamental prerequisites
for attracting and accumulating investments for additional RES projects, yet a series of
related studies, among which [24], emphasize on the crucial impact of tax incentives and
rational retail prices on maximizing the expected revenue of RES deployment schemes. It
is noted by [25], that the announcement by governmental authorities in well-developed
economies of RES related tax exemption incentives initiated a rapid response on behalf of
private investors and firms, who distributed more of their available capital into projects
for alternative electricity sources. Imposing energy taxes, and especially carbon emission
taxes, on power production from conventional fossil fuel units was found by [26] to create
an upward trend in RES investments.

Depending on the developmental stage, level of energy imports, abundance of natural
resource reserves, degree of price stability in domestic electricity market and environmental
quality, policymakers in individual countries are devising and modifying their energy
strategies appropriately [27]. With respect to EU countries, Ref. [28] indicated that their
shift towards renewable electricity varies mainly due to fundamental differences regarding
their initial percentage RES usage as well as their dependency on foreign energy sources.
The authors observed that European states with low installation capacities and high energy
imports are capable of applying a more dynamic RES deployment strategy, since they tend
to deal with less repercussions and hurdles from the power sector’s stakeholders. Prior
extended use of traditional carbon emitting energy sources was characterized by [29] as a
critically detrimental factor obstructing the conversion of polluting electricity generation
to RES. Several powerful and influential economic groups representing the gas, oil, and
nuclear power industries can exert significant pressure on governments and force them to
put a halt to their renewable energy strategies. The different paces by which EU member
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states are heading toward green electricity era were further observed by the recent analysis
of [30].The authors highlighted the intense presence of lobbying, which hampers this
already complicated procedure, while the opposite applies for stringent environmental
rules and increased public awareness relative to the vital importance of RES.

Considering all previously discussed challenges, the present research attempts to
clarify the influence of certain key determinants, representing the degree of power market
deregulation, retail electricity prices, as well as environmental awareness and the provided
investment incentives, onthe development of the European RES market. This research
includes several novelties since the individual EU country characteristics are taken into
account by utilizing the panel fully modified ordinary least square (FMOLS) econometric
methodology. Furthermore, it is to the best of the authors’ knowledge, the first time to
investigate the effect of energy sector liberalization on RES share fuel mix participation
deriving from electricity generation and the retail markets—of several European countries.
For this purpose, this analysis will process a dataset comprised of the market shares of the
largest electricity producer and the total number of market retail companies. Additionally,
to provide a more spherical view of the driving forces of the EU’s renewable market, it
will be further scrutinized whether the amount of energy taxes imposed on fossil fuel
power production and the level of household retail prices are sufficient enough to per-
suade new private investors and firms to enter the electricity market. These parameters
will also be inspected for whether they motivate the existing market stakeholders to pro-
ceed to an increase in their RES installation projects. Based on the final outcomes of the
econometric process, several suitable policy implications will be proposed accordingly
for each country included in the study, in order to assist governmental authorities and
the EC in their combined efforts for the transition to carbon neutral electricity generation
leading to the alleviation of environmental degradation and the enhancement of the EU’s
energy autonomy.

Overall, this paper is organized as follows: Sections 1 and 2 contain the introduction
and the literature review. Section 3 consists of the data and panel econometric methodology
presentation. Sections 4 and 5 present a detailed commentary on the final empirical
outcomes and corresponding policy recommendations. Lastly, Section 6 highlights the
main findings and contributions of the paper.

2. State of the Art

Despite the plethora of papers in academia scrutinizing the potential implications
on retail electricity prices from the delays, inconsistencies and procrastinations of central
governments to stimulate the deregulation of the national energy markets, only a confined
group of researchers focus on the mechanism upon which market openness affects the
expansion of RES. After examining the data for OECD countries from the middle 1970s
until the early 2010s, Ref. [31] detected that RES employment policies appear to be far more
effective in deregulated electricity markets. Electricity market liberalization was concluded
by [32,33] to enhance RES innovations, with [34] finding evidence of a quadratic relationship
between the two factors, indicating that the intensity of the deregulation progression can be
a decisive parameter of the impact magnitude. Interestingly, Ref. [21] processing long panel
datasets on OECD countries, revealed that lifting market barriers for new entrants into the
power sector was proved to be almost equally important in boosting RES deployment as
consumers’ personal available income and public awareness for tackling climate change
and environmental depletion. The authors in the latter study further supported that
whenever a variety of new actors was allowed to enter the electricity market, it diminished
the concentration in power generation and abolished publicly owned monopolies, thereby
triggering more progressive initiatives regarding RES sector’s enlargement. Analyzing data
for 25 developed OECD countries over a 30-year period—between 1985 and 2015—[20]
claim that a competitive electricity market produces the necessary conditions under which
RES development can flourish. Nevertheless, according to [35], the ability of RES to
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penetrate a deregulated energy market is not unlimited due to the evident weakness of
highly competitive power industries to transparently deliver the proper market signals.

With respect to the impact of active governmental policy, involving tax incentives for
the installation of carbon-free generation units and the simultaneous taxation of fossil-fuel-
based power production, Ref. [36] underlines the importance of persistent commitment in
support of a renewable-centered strategy combined with the willingness on behalf of regula-
tory authorities to intervene when necessary and impose essential measures (e.g., subsidies,
taxes, etc.) to increase installed RES capacity. Exploring the Latin American energy mar-
ket for a time frame between 2006 and 2015 [37] discovered that countries which adopt
active promotion strategies regarding RES deployment accompanied by joint provisions
for targeted tax incentives, are better able to cultivate a culture in favor of green electricity
among their citizens, thereby increasing the overall contribution of renewables to total
power production. By examining the Spanish power industry, Ref. [38] discovered that the
most efficient way for the country’s public administrators to reinforce RES’s share involved
establishing a policy mix of added taxes for non-renewable power production and tax dis-
counts concerning investments in new zero-carbon electricity units, creating a competitive
advantage over conventional polluting technologies. Likewise, conducting research on
27 EU countries [39] realized that a certain group was applied a dual-purpose tax strategy
to intensify national RES usage, which involved financial motives that moderated initial
investment budgets and allowed for competitively priced renewable electricity generation.
In a similar study that focused on the entire EU electricity market from 2000 until 2015,
Ref. [40] claim that imposed taxation on CO2 emitting electricity production was proved
a generally effective measure among all member states for incentivizing the expansion
of nationally installed RES capacity. In the most recent relative research examining RES
deployment in all EU member states, Ref. [25] highlights the vital significance for European
governments to employ a tax incentive strategy that would allow them to achieve a more
rapid switch from conventional fossil fuel to eco-friendly electricity production. Utilizing
an extended panel dataset, containing information for 27 European countries and the
vast majority of US states from 1990 until 2008, Ref. [41] validated the effectiveness of tax
incentives to support the progress of green electricity in both regions. Solely referring to the
US energy market [42,43] postulate that during the past three decades, tax credit extensions
concerning RES electricity production enabled state governments to encourage investments
in carbon-neutral power technologies and particularly wind farms. In contrast, the works
of Refs. [26,44] examining the drivers behind eco-friendly power generation in China and
118 power markets respectively, determined that power market constraint policies fail to
motivate RES investments—especially in regions with rich natural resources—while taxing
fossil fuel electricity production results in an insignificant effect.

In spite of the extended number of academic papers found in the literature relative to
the possible influence of RES on electricity prices, little research has been done to investigate
the opposite effect. The work of [41] is one of the few studies to incorporate the price effect
factor, underlying that feed-in tariff strategies increasing the final price received by green
electricity producers proved capable of stimulating RES deployment within both the EU
and the USA. In harmony with the evidence from the prior study, Ref. [40] recommend
the implementation by European regulatory authorities of retail price levies as an effective
measure to fund and promote renewable power production. Concentrating explicitly on
the impact of electricity prices, Ref. [45] processing a large panel sample of well-developed
OECD members unveiled that in countries with high percentage GDP growth, rising prices
in the power market trigger an expansion of clean electricity consumption. Likewise,
Ref. [46], based on data from 13 major economies from 2008 until 2018, argued that the
impact of feed-in tariff policies, as well as the increasing price of electricity itself, is capable
of stimulating investments in RES production units. utilizing evidence from 13 northeast
US states [47] contend that the desire for higher financial returns generated by higher
retail prices influenced investments in new solar photovoltaics, with [48] claiming that
a decrease in electricity prices would indeed lead to a reduction of RES installations in
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the Spanish power market. Contrarily, Ref. [49] analyzing data for 38 of the most wealthy
economies worldwide—including several European, OECD, and BRICS countries—from
1990 until 2010; they postulate that industrial electricity prices can negatively affect the rise
of renewable electricity capacity, while the outcomes in the paper by [50] suggest that retail
prices insignificantly contributed to the penetration of RES in the USA.

3. Methodology and Data

3.1. Data Presentation and Descricptive Statistics

Focusing on the key determinants of RES deployment within EU member states, the
present research utilizes a balanced data sample containing yearly observations for a set of
17 countries, including the largest European power markets, during a time period between
2003 and 2020. The panel FMOLS econometric analysis that follows processes data for
the total renewables’ share in the electricity generation fuel mix [51], the average annual
electricity retail price charged to household consumers (EUR/MWh) [52], the proportion
of market concentration of the largest producer in the domestic power sector [53], the
number of retail electricity providers [54] and the percentage of total national tax revenues
corresponding solely to energy taxes [55]. The dataset was created with the use of the free
online databases provided by the US Energy Information Administration and Eurostat.
Table 1 contains brief and concentrated information of all variable details included in
the analysis.

Table 1. Data sources and description.

Variable Definition Years Data Sources

Renewables
Percentage RES participation
into a country’s electrcity
generation fuel mix.

2003–2020 U.S. Energy Information
Administration

Electricity Price
Cost of household electrcity
per MWh. 2003–2020 Eurostat

Market_Share
Largest Generator

Refers to percentage market
concentration of the largest
electrcity producing company.

2003–2020 Eurostat

Total Electricity Retailers
Refers to the total number of
retail companies providing
household electrcity.

2003–2020 Eurostat

Energy Taxes

Refers to the percentage share
of total national tax revenues
concerning exclusively energy
production.

2003–2020 Eurostat

With respect to the selected variable representing RES’s impact, the study followed
the recommendation of [49] due to the fact that energy policymaking involves specific
targets for RES participation in the generation scheme, while climate change preventive
initiatives set certain goals for the increase of RES usage at the expense of carbon intensive
technologies. Moreover, the energy tax variable is comprised of all taxes imposed on energy
production. These include taxes on all types of fossil fuels used for electricity generation,
taxes on energy product stocks, carbon emission taxes, as well as any other tax referring to
greenhouse emissions.

In Tables 2 and 3, a detailed analysis of the entire panel and individual country
descriptive statistics has been provided. Table 2 generates a broad but representative view
of the energy markets in the examined EU member states and the energy sector in the
European region as a whole. The statistical values for renewables’ share reveal persistent
high reliance on fossil fuels. A roughly 30% RES participation is reported on average,
which is well under the EC’s anticipated usage rate during the investigated period and
way poorer than the necessary level of RES deployment set by IEA to successfully carry
out the recently established RePowerEU plan. What is more, the minimum and maximum
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values for percentage RES contribution in national electricity production show that within
the same dataset countries co-exist with recorded values from nearly 0% up to 99.47%.
On the other hand, the nearly equal mean and median values regarding electricity prices
indicate a strong sign of coherence among national energy strategies and compliance with
the EC’s proposed initiatives, targeting European power market integration. Nonetheless,
the almost double than average maximum electricity price of 197.6 EUR/MWh is indicative
of the relative instability that was present even prior to the recent energy crisis, possibly
because of the EU’s lack of natural resource autonomy and the insufficient development of
RES. Focusing on electricity generation deregulation, it is evident that in a high number
of the sample’s countries there is absence of market competition. In most cases, one main
utility company holds a market share exceeding 40%, indicating oligopolistic conditions.
Conversely, the retail electricity market reflects a high degree of liberalization and economic
antagonism; as a result, European consumers are benefited by the existence of several
electricity providers. Exploring the taxation of energy production, there is an obvious
policy convergence between EU country members with a common tax rate that accounts
for approximately 5% of overall government tax revenues. Lastly, results for skewness,
kurtosis, and the Jarque–Bera normality test in Table 2 reject the normality hypothesis for
the dependent variables, as well as all explanatory variables.

Table 2. Descriptive statistics of total panel (Years: 2003–2020).

Renewables
(% Total Fuel Mix)

Electricity Price
(EUR/MWh)

Market_Share Largest
Generator (% Total)

Total Electricity
Retailers

Energy Taxes
(% Total Taxes)

Mean 34.09 112.09 49.09 190.48 5.36
Median 27.60 109.3 41.85 100 5.04
Std. dev. 25.96 26.98 24.94 282.37 1.52
Minimum 0.98 53.5 10.27 1 2.77
Maximum 99.47 197.6 100 1485 9.93
Skewness 0.90 0.74 0.44 2.63 0.69
Kurtosis 3.09 3.58 1.82 10.17 2.94
Jarque–Bera 41.9 *** 32.08 *** 27.56 *** 1009 *** 24.46 ***

*** Denotes significance at 1%.

Table 3 shows the main statistical values for each of the 17 nations, unveiling a broad
profile of their domestic power market. Interestingly, Scandinavian countries appear to
be the protagonists in green electricity generation, with all four of them being in the
leading places of that particular category. Specifically, Norway achieved an average 98.22%
annual electricity production through RES between 2003 and 2020. This strategic energy
planning resulted in less volatile and relatively lower electricity prices. Among with the
highest electricity prices lie heavily industrialized economies, including Germany, Italy,
Spain and Belgium, showing a tendency for both high prices and increased instability.
Scandinavian countries, together with Poland, Germany, and Spain, have the lowest
generation concentration, while the most pluralistic retail electricity markets appear to be
present within the largest European economies. Finally, all of the dataset’s countries seem
to have an aligned policy relative to energy taxes.
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3.2. Causality Analysis
3.2.1. Pearson Correlation Test

The Pearson’s correlation coefficients illustrated in Table 4 signify the considerably
low correlation between the five investigated variables. In detail, the most comment-
worthy relationships include that of the electricity prices with generation concentration
and total electricity retailers, which appear to be statistically significant at 1% with positive
correlation coefficients (0.3118 and 0.3886, respectively). These relationships basically
reflect the propensity of electricity prices to rise alongside the market share of the largest
stakeholders in electricity production, while higher prices is reasonable to attract more
electricity providers that are willing to enter the retail market. Likewise, a higher number of
electricity retail companies seem to be negatively correlated with generation concentration.
This strongly statistically significant connection suggests that a competitive electricity retail
market influences a more liberalized power sector.

Table 4. Pearson’s correlation coefficients.

Variable Renewables Electricity Price
Market_Share

Largest Generator
Total Electricity

Retailers
Energy Taxes

Renewables 1.0000

Electricity Price −0.0079
(0.8900) 1.0000

Market_Share Largest Generator −0.1110 *
(0.0524)

0.3118 ***
(0.0000) 1.0000

Total Electricity Retailers −0.1024 *
(0.0737)

0.3886 ***
(0.0000)

−0.3571 ***
(0.0000) 1.0000

Energy Taxes −0.0857 **
(0.1349)

−0.2335 ***
(0.0000)

0.2143 ***
(0.0002)

−0.2021 ***
(0.0004) 1.0000

*** Denotes significance at 1%, ** at 5%, and * at 10% level, respectively. Numbers in parentheses show the test
corresponding p-values.

3.2.2. Dumitrescu–Hurlin (2012) Causality Test

Conducting a causality analysis among the dependent and explanatory variables is
a vital prerequisite for avoiding the econometric process of a misspecified model and the
misinterpretation of the potential effects between the investigated parameters of interest.
The present paper employs the Dumitrescu–Hurlin (2012) [56] causality test, which is
widely accepted in the academic community as a fairly reliable test that is commonly
applied in the research field of economics and energy. Table 5 exclusively portrays the
statistically significant causal connections concerning the five parameters included in
the data sample with the implementation of a 2-period lag. The outcomes in Table 5
reveal two bidirectional relationships, one among RES and generation concentration and
another among generation concentration and energy taxes. These findings suggest that
investments in renewable electricity and energy taxes can affect the competition level
of power production. Furthermore, there is a unidirectional causal effect running from
electricity price towards RES and total retailers, meaning that electricity prices can trigger
RES deployment as well as the entry of extra electricity sellers. Finally, from the one-way
effect of RES to energy taxes and from generation concentration to total retailers it can be
comprehended that state policies—up to an extent—involve the taxation of green electricity
production, while electricity generators can intervene in the retail market.

Table 5. Dumitrescu–Hurlin (2012) causality testing, Lag Order: 2.

Null Hypothesis (H0) Obs Test-Statistic p-Value

Electricity Price does not Granger cause Renewables 302 2.9575 0.0031
Renewables does not Granger Cause Market_Share 302 2.7704 0.0056
Market_Share does not Granger Cause Renewables 302 3.2157 0.0013
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Table 5. Cont.

Null Hypothesis (H0) Obs Test-Statistic p-Value

Renewables does not Granger Cause Energy Taxes 302 5.7545 0.0000
Electricity Price does not Granger Cause Total Retailers 302 3.4564 0.0005
Market_Share does not Granger Cause Total Retailers 302 2.0952 0.0362
Market_Share does not Granger Cause Energy Taxes 302 3.7058 0.0002
Energy Taxes does not Granger Cause Market_Share 302 2.1929 0.0283

Note: For the estimation of Dumitrescu–Hurlin (2012) [56] causality test, the analysis used the xtgcause command
with 2 lags of “STATA” software (version 15.0).

3.3. Model Specification and Diagnostic Tests

The Dumitrescu–Hurlin (2012) [56] test validated a variety of interconnections among
the dataset’s examined variables. As a result, the econometric model that will be utilized to
assess the impact of electricity sector liberalization, household retail prices, and energy tax
policy on RES deployment in the 17 European states is formed as follows:

Main model econometric representation:

Renewables = β0 + β1Electricity Price
i,t
+ β2Market_Share_Largest_Generatori,t

+β3Total_Retailersi,t + β4Energy Taxi,t + εi,t
(1)

The existence of a strong statistical connection between the component variables
is an important first step for correct model specification. Nevertheless, to ensure the
robustness and reliability of the model’s econometric analysis through the selected panel
methodological procedures, it necessitates a series of statistical diagnostic checks. The
confirmation of cross-sectional dependence in the error term (εi,t) might be responsible
for poor estimation of both the variables’ coefficients and standard errors, which may in
turn result in misleading final outcomes and unsound generalizations, in case the proper
regression estimator is not applied. Tables 6 and 7 report the findings for time-series
and panel cross-sectional dependence, respectively. Apparently, the null hypotheses (H0)
for both time-series and panel cross-sectional independence are emphatically rejected
by all implemented tests, suggesting that the examined countries act under a central,
longstanding EU energy strategy and that any shocks related to the deregulation of the
electricity market, retail prices, and tax policy are spread from one or more countries to all
the rest. The size and persistence of this effect may differ from one country to another and
might be subject to regional and local characteristics.

Table 6. Cross-section dependence of panel time-series.

Variable
Pesaran (2004)

CDtest
Correlation

Absolute
Correlation

Pesaran (2015)
Weak CDtest

Renewables
30.39 ***
(0.0000) 0.614 0.714 46.638 ***

(0.0000)

Electricity Price
24.72 ***
(0.0000) 0.500 0.541 48.930 ***

(0.0000)

Market_Share Largest Generator
21.25 ***
(0.0000) 0.429 0.493 48.452 ***

(0.0000)

Total Electricity Retailers
9.96 ***
(0.0000) 0.201 0.454 45.098 ***

(0.0000)

Energy Taxes
5.65 ***
(0.0000) 0.114 0.448 48.801 ***

(0.0000)

Note: *** Denotes significance at 1%. Numbers in parentheses show the test corresponding p-values. The null
hypothesis (H0) of Pesaran (2004) [57] CD test assumes strict cross-sectional independence. The null hypothesis
(H0) of Pesaran (2015) [58] CD test assumes weak cross-sectional independence. For the Pesaran (2004) CD [57]
and Pesaran (2015) [56] CD tests, the xtcd and the xtcd2 commands of “STATA” software were utilized. Correlation
and Absolute (correlation) are the average (absolute) value of the off-diagonal elements of the cross-sectional
correlation matrix of residuals.
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Table 7. Cross-section dependence among groups.

Pesaran’s test of cross-sectional independence 1.848 *
(0.064)

Friedman’s test of cross-sectional independence 26.684 **
(0.045)

Frees’ test of cross sectional independence 3.201
Critical values from Frees’ Q distribution: Alpha = 0.10 0.1438

Alpha = 0.05 0.1888
Alpha = 0.01 0.2763

** Denotes significance at 5% and * at 10% level, respectively. Numbers in parentheses show the test corresponding
p-values. For the Pesaran, Friedman [59], and Frees [60,61], group cross-sectional dependence tests, the xtcsd
pesaran abs, friedman xtcsd, and frees xtcsd post commands after xtreg POLS regression in “STATA” software
were utilized.

The appropriate implementation of panel FMOLS approach presupposes co-integrated
variables, as well as the elimination of the possibility of potential existence of unit roots in
the processed data sample. With respect to the dataset’s stationarity, the analysis makes
use of the traditional LLC test [62], which manages to generate fairly consistent results
when applied to panel data with a long time-series, along with the ADF–Fisher test [63–67]
with relaxed conditions relative to the allowed lag length across units. In addition, the
analysis further utilizes the CIPS stationarity test developed by Pesaran (2007) [68], a second
generation panel unit-root test able to avoid the restriction of the first two tests by relying
on a standard type of distribution to produce the corresponding P-values, which is proved
in the literature to outperform all other unit-root tests in the presence of cross-sectional
dependence. Similarly, the validation of co-integration hypothesis is examined by Pedroni
(1999) [65] and Pedroni (2004) [66] tests, as well as the second generation Westerlund
(2005) [67] co-integration test. The latter is based on an error-correction pattern, allowing
it to remain robust regardless of the potential existence of cross-sectional dependence.
Table 8, Table 9 andTable 10 summarize the outcomes of the statistical tests by examining
the previously discussed econometric parameters. In Table 8, it is shown that the unit
root null hypothesis (Ho) is rejected at first difference by all three tests at 1% statistical
significance, including both intercept and trend options. This outcome signifies that the
dataset’s components are integrated and are stationary at order one I(1). Tables 9 and 10
highlight the rejection of non-co-integration null hypothesis (H0) by all three tests at 1%
and 5% significance levels respectively.

Finalizing the necessary statistical diagnostic procedure, which aims to select appro-
priate and more robust panel econometric techniques and estimators, includes checking the
investigated dataset for the presence of heteroskedasticity and serial correlation. Table 11
portrays the results of a variety of widely acceptable heteroskedasticity tests, together with
the Breusch–Godfrey/Wooldridge (2010) [68] test for serial correlation. From the table, it is
made clear that within the processed data sample both statistical phenomena are present,
while Table A1 verifies the absence of multicollinearity in the data.
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Table 9. Pedroni’s (1999, 2004) panel co-integration tests.

Pedroni (2001)
Panel

v-Statistic
Panel

ho-Statistic
Panel

t-Statistic
Panel

ADF-Statistic
Group

rho-Statistic
Group

t-Statistic
Group

ADF-Statistic

Test-Statistics −1.33 1.803 −8.002 2.603 3.39 −8.525 3.823

Pedroni (2004) Statistic p-value

Modified Phillips-Perron-t 3.7523 0.0001

Phillips-Perron-t −8.9462 0.0000

Augmented Dickey-Fuller-t −21.2287 0.0000

Note: For the Pedroni (1999, 2001) [65,66] panel co-integreation test, the xtpedroni command of “STATA” software
was utilized with trend option. The optimal lag selection was made based on the Akaike Information Criterion,
while the Bartlett kernel was selected with the maximum number of lags being determined by the Newey and West
bandwidth selection algorithm. The null hypothesis (H0) of the test assumes no co-integration in the examined
models while the alternative hypothesis (Ha) assumes that all panels are co-integrated. All test statistics are
distributed N(0,1) and diverge to negative infinity except for panel v, in which the test statistic diverges to positive
infinity. The null hypothesis (H0) assumes no co-integration of the models’ variables. The probability upon which
it is decided whether to reject or accept the H0 is estimated based on the z-score of the values of the test stastistics.
Additionally, for the Pedroni (1999, 2004) Refs. [63,64] panel co-integreation test, the xtcointtest pedroni command
of “STATA” software was utilized, with kernel (bartlett), trend, and demean* options. The optimal lag length was
selected automatically based on the Akaike Information Criterion (AIC), and all other bandwidth orders are
set according to the rule 4(T/100)2/9 ≈ 3. The null hypothesis (Ho) of the test assumes no co-integration in
the examined models while the alternative hypothesis (Ha) assumes that all panels are co-integrated. The null
hypothesis (H0) of the test assumes no co-integration in the examined models while the alternative hypothesis
(Ha) assumes that all panels are co-integrated. *Demean option: Stata computes the mean of the series across
panels and subtracts this mean from the series. Ref. [62] suggests this procedure to mitigate the impact of
cross-sectional dependence.

Table 10. Westerlund panel co-integration test.

Statistic p-Value

Variance ratio −1.9407 0.0262
Note: The null hypothesis (H0) of the Westerlund (2005) [65] panel co-integration test assumes no co-integration,
while the alternative hypothesis (H1) assumes co-integration in all panels. The Westerlund (2005) [67] tests were
estimated by using the xtcointtest westerlund command of “STATA” software, including the trend and demean*
options. *Demean option: Stata computes the mean of the series across panels and subtracts this mean from the
series. Ref. [62] suggests this procedure to mitigate the impact of cross-sectional dependence.

Table 11. Heteroskedasticity and serial correlation tests.

Statistic p-Value

Breusch–Pagan Heteroskedasticity test 45.94 0.0000
Glejser Heteroskedasticity test 28.04 0.0000
Harvey Heteroskedasticity test 10.07 0.0000
White Heteroskedasticity test 12.06 0.0000
Breusch–Godfrey/Wooldridge Serial Correlation test 113.98 0.0000

Note: The null hypothesis (H0) of the Breusch–Pagan (1979) [69], Glejser (1969) [70], Harvey (1976) [71] and
White (1980) [72] tests assume no heteroskedasticity in the models. Similarly, the null hypothesis (H0) of the
Breusch–Godfrey/Wooldridge (2010) [68] test assumes no serial correlation, (pbgtest {plm} from “R” software,
version 4.3.1).

4. Empirical Analysis and Results

The recent studies from Refs. [27–30] unveiled the different rhythm that European
nations seem to adopt in promoting RES deployment strategies due to structural differences
in energy taxation and in the deregulation process of power generation and retail mar-
kets. In harmony with the findings and recommendations of the aforementioned papers,
the present research attempts to shine a spotlight on individual electricity markets and
country-specific characteristics that may affect the transition of certain EU countries to
renewable electricity. For this purpose, the analysis incorporates the FMOLS econometric
methodology, which enables the generation of endogeneity and serial-correlation robust
error-terms (even though no instrumental or synthetic variable has been utilized), as well as
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separate regression coefficients for each panel of the 17 examined countries. These essential
merits have been praised by a series of academic papers. The FMOLS model is recom-
mended by Refs. [73–75] as a fairly suitable and appropriate model for processing extended
economic, energy, and RES panel datasets. The FMOLS approach was preferred from other
panel methodologies, such as difference and system GMM, since the relative econometric
literature, among which Refs. [76,77], proposes that when the number of time-series (T) in
the panel is larger than the number of total panels (N) (i.e., T > N), then FMOLS and PDOLS
methodologies provide more accurate and consistent estimates. The FMOLS estimator was
initially developed by [78] with the goal of overcoming the inconsistencies stemming from
the long-run correlation between the co-integrating equation and the stochastic regressor
innovations. The typical FMOLS estimator, which was originally intended for time-series
econometric processing, was further modified into the widely applied pooled FMOLS by
Refs. [79,80].

Table 12 contains the final outcomes of the panel regression analysis that was con-
ducted with the use of the FMOLS model and was suitably adjusted for the aims and scope
of this study. Interestingly, the findings for the individual country panels fully verify the
conclusions of all previous studies referring to the exhibited disparities concerning the
sustainable development of the energy sector, even between countries belonging to the
same region and actively participate in international country coalitions, such as the EU.
Household electricity prices proved to be a highly statistically significant parameter of
RES contribution in the production scheme for 14 out of the 17 countries, with the vast
majority of the panels revealing a slightly negative effect of the variable—except for the
cases of Greece, France, and Hungary. In all other countries, for every 1% increase in retail
prices, there has been a recorded negative impact on renewable electricity production,
varying from −0.02% in Italy and Spain to −0.53% in Croatia and −1.1% in Lithuania
ceteris paribus. Similarly, lack of competition and monopolistic or oligopolistic conditions
in power generation constitutes a detrimental factor for the transition to eco-friendly elec-
tricity in 13 countries. A potential increase in the percentage market share of the largest
power company by 1% can approximately negatively affect RES contribution by −0.59%
in Spain, −0.82% in Germany, and -0.94% in Latvia—when holding constant all other
explanatory parameters. Surprisingly, such an increase in Norway, Sweden, Italy, and
Croatia seems to benefit renewable electricity production, implying that the stakeholder’s
power production activity in these countries is mainly supported by zero-carbon emitting
technologies. In contrast with generation concentration, an increase in the number of total
electricity retail sellers triggers a rather complicated effect to the overall contribution of
RES into the various energy systems’ fuel mixes. Specifically, for 9 of the countries, the
entry of 1% additional electricity providers boosts RES development, with that influence
varying from nearly 0.05% for Czech Republic and France up to 2.17% for Croatia. For
5 of the countries, increasing the number of total electricity retail companies causes the
exact opposite effect; particularly in Slovenia an increase of 1% reduces the proportion of
renewable electricity by 0.66%. For Norway, Sweden, and Poland, this parameter is found
to be statistically insignificant. Finally, in 9 countries the intensification of the imposed
energy taxes led to the development of an upward trend in RES installation projects. It is
noteworthy that for 6 of these countries, a 1% growth of domestic energy taxation increases
RES share in total electricity generation multiple times. Indicatively, this increase reaches
roughly 4.72% in Croatia, 6.78% in Spain, and 7.39% in Sweden. The opposite, however,
seems to apply for France, Germany, and Greece, while for Belgium, Poland, and Latvia,
where energy taxes compose a statically insignificant factor.
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Table 12. Panel FMOLS coefficients for the 17 European markets for the period of 2003–2020.

Panel FMOLS

Country Electricity Price
Market_Share

Largest Generator
Total Electricity

Retailers
Energy Taxes

Belgium
0.000
(0.05)

−0.210 ***
(−14.65)

0.080 ***
(9.09)

−0.370
(−0.71)

Croatia
−0.53 ***
(−21.71)

1.77 ***
(49.25)

2.170 ***
(26.75)

4.720 ***
(21.53)

Czech Republic
−0.000
(−0.67)

−0.080 ***
(−2.36)

0.040 ***
(11.64)

0.51 *
(1.90)

Denmark
−0.120 ***

(−4.19)
−0.380 ***

(−8.40)
0.150 ***

(5.36)
3.12 ***
(3.75)

Finland
−0.060 ***

(−9.88)
−0.10 ***
(−6.05)

−0.160 ***
(−21.70)

2.70 ***
(24.44)

France
0.070 **
(2.55)

−0.48 ***
(−8.27)

0.050 ***
(2.97)

−1.21 ***
(−2.59)

Germany
−0.080 ***

(−5.96)
−0.820 ***
(−19.34)

0.010 ***
(6.89)

−3.69 ***
(−6.99)

Greece
0.110 **
(2.38)

−0.280 ***
(−6.40)

0.300 ***
(4.15)

−0.930 ***
(−3.56)

Hungary
0.010 *
(2.47)

−0.010
(−1.45)

−0.060 ***
(−10.14)

0.900 ***
(7.16)

Italy
−0.02 ***
(−3.57)

1.120 ***
(73.19)

−0.030 ***
(−67.15)

3.400 ***
(50.96)

Latvia
−0.39 ***
(−5.29)

−0.94 **
(−2.56)

0.270 *
(1.92)

−0.120
(−0.20)

Lithuania
−1.100 ***
(−25.01)

−0.620 ***
(−13.17)

0.410 ***
(4.01)

2.370 **
(2.34)

Norway
−0.040 ***
(−10.76)

0.440 ***
(16.81)

−0.000
(−1.25)

0.760 ***
(3.32)

Poland
0.010
(1.37)

−0.110 **
(−2.26)

−0.000
(−0.21)

−0.510
(−1.40)

Slovenia
−0.080 ***

(−4.43)
−0.060 ***

(−5.74)
−0.660 ***
(−16.54)

0.980 ***
(8.38)

Spain
−0.020 ***

(−9.46)
−0.590 ***
(−35.59)

−0.020 ***
(−31.71)

6.780 ***
(38.42)

Sweden
−0.140 ***
(−10.71)

0.59 ***
(4.87)

−0.020
(−1.37)

7.390 ***
(7.18)

Note: ***, **, and * indicate statistical significance at 1%, 5%, and 10%, respectively. For the estimation of panel
FMOLS, the xtcointreg command of “STATA” software was utilized along with suitable options for kernel, bmeth,
eqtrend, xtrend, and stage.

5. Discussion and Policy Implications

By applying a sophisticated panel econometric approach, the research revealed the
complex interactions and underlying causality relationships between RES deployment and
electricity retail market, power generation, and energy taxation in Europe. The econometric
analysis highlighted the unique characteristics of each country’s energy sector as well as
the individual effects of the four explanatory variables on RES share electricity production.
Focusing on the impact of retail electricity charges, in 11 out of 17 countries price increases
constituted a detrimental driver of new RES investment plans. Investors are expecting
household consumers to negatively react in potential rises of electricity bills by reducing
their annual consumption in the near future, leading to lower marginal revenues and profits
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for electricity generation companies. As a result, it would be wise for public administrators
in these countries to incorporate into their national energy strategy a flexible feed-in tariff
policy supporting RES producers whenever electricity consumption falls below a certain
level. A similar feed-in tariff policy is also suggested for Greece, France, and Hungary, with
a price subsidy clause being activated whenever electricity prices drop and cross the point
which green electricity production units are profitable and viable long term investment.

Furthermore, the degree of liberalization in power production reflected by generation
concentration proved to be a considerably adverse determinant of RES development for
14 of the countries, indicating that the lack of competition between generators makes them
more reluctant to replace conventional fossil fuel plants with RES electricity production
units. Hence, regulators in these countries should build an energy strategy based on two
main pillars. The first pillar, in collaboration with the EC, is advisable to involve subsidies
that target the amortization of RES installation costs concerning the initial investment. In
this way, according to [24], potential private investors will enjoy higher total revenues,
incentivizing them to prioritize RES investment plans in their portfolios. Such subsidy poli-
cies are capable according to [81] of guaranteeing an extensive generation contribution by
clean electricity technologies, regardless the degree of market deregulation. In addition to
the possible financial aid in the form of European and state subsidies, central governments
are advised to further enable the funding of RES projects by relaxing the credit conditions
set by banks and other financial institutions in order for private investors to gain access to
affordable loans. Nevertheless, Ref. [82] alleges that such funding policies necessitate the
complete reform of the current financial sector so that credit availability regarding carbon-
free generation units is hierarchized at the top of loan request lists. Clean energy funds are
reported by [54] to have increased market penetration for all types of alternative energy pro-
duction. On the other hand, the second pillar is proposed to include the reduction of market
concentration of publicly owned generation companies through gradual privatizations.
With regard to the countries where generation concentration composes an encouraging
driving force of RES deployment, the dominant power generation stakeholder, which is
most probably a public utility company, seems to have already invested vast amounts of
capital in RES in the previous years. Among others, an essential benefit of RES, based on
Refs. [83,84], lies in their ability to enhance a country’s energy self-sufficiency. Hence, these
generation companies most likely follow the central government’s inducements for a more
eco-friendly strategic energy planning, so that it complies with the EC’s initiatives about
certain climate change goals and future prospects for accomplishing energy autonomy.

With respect to the influence of the number of electricity retailers, the mixed econo-
metric outcomes dictate governmental authorities in countries where a higher number
of providers enhance RES deployment to proceed on the establishment of a liberalized
legal framework which will effectively remove any entry barriers to the retail market.
Conversely, for a group of countries including Italy, Spain, Finland, Hungary, and Slovenia,
in which constantly increasing the total number of electricity sellers triggers an unfavorable
effect on clean electricity production, certain control measures of the retail market should
be implemented.

Lastly, the outcomes for energy taxes show a controversial impact of this factor on the
development of an eco-friendly energy system, which depends on the different countries’
power sector characteristics. Energy taxes appear to considerably increase RES electricity
production in 7 out of the 17 countries, particularly Spain, Sweden, Italy, and Croatia, while
it shows an analogous but more moderate effect in another 3 countries. Apparently, the
imposed energy taxes in these countries either solely concern fossil fuel energy conversion
or the ratio between them and RES taxes is comparatively well uneven. Therefore, central
governments are recommended to follow a dual strategy involving the continuation of the
current tax policy narrowing fossil fuel electricity, while further increase energy tax rates
to narrow fossil fuel electricity production and accumulate essential capital for financing
new RES projects. Conversely, it would be wise for Germany, France, and Greece to relax
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energy taxation and proceed to incorporate tax reductions of RES electricity production as
soon as the figures in their national budgets allows for it.

6. Conclusions

Replacing conventional CO2 intensive electricity generation with green energy from
RES constitutes an essential prerequisite of sustainable development. In order to cope
with the challenges of the EU’s newly established REPowerEU plan, as well as to fulfill
the provisional commitments relative to the UN’s SDG 7 and 13referring to clean low-cost
energy production and tackling climate change, European governments need to shed light
on the fundamental determinants driving RES deployment. The present research, utilizing
a panel FMOLS econometric methodology, provides a detailed analysis of the impact of
electricity prices, energy taxes, and the competition level in both power generation and the
retail market respectively, in each of the 17 European countries included in the processed
data sample. The different outcomes from country to country signify the complexity of
effectively implementing a common European energy strategy that is obligatory for all
EU member states. The main problem behind this compound task lies in the multiple
conflicts of interest due to the different socioeconomic characteristics of each country,
hence a series of groupwise policy implications are proposed with respect to the four
explanatory variables. Considering the causal interactions between RES and generation
concentration, as well as the outcomes of the FMOLS model, policymakers are advised
to rapidly respond to the dynamic effect of the examined parameters. Green electricity
production might have a broader impact that can spread to other activity sectors such
as transport, considering the explosive growth in electric vehicles which constantly gain
higher market shares. In addition, both individual states and the EU are recommended to
fund acts and an extensive pro-environmental campaign that will mobilize European public
opinion to actively participate in the promotion of clean electricity consumption, even
when this requires putting aside personal interest and supporting RES producers at the
expense of a price premium. In economically developed and sophisticated societies [85,86]
observed that consumers show a condensed willingness to pay for even slightly more
expensive RES-generated electricity. Reversing this quite worrying phenomenon requires a
modern education policy emphasizing on environmental awareness and ecological training
of its citizens, such that to embrace post-materialistic values and choose the wellbeing and
the innumerable benefits of a healthy natural environment over personal wealth. Finally,
dealing with the main limitation of the study, at a future time it would be wise for the
dynamic aspect of the dataset to be taken into account by additionally employing the
PDOLS methodology and examine whether the latter confirms the current study’s results.
Likewise, as a further extension of the current paper and prospect for future research, it
would be rather interesting to scrutinize if splitting the same dataset into groups based
on each country’s energy import dependency, as advocated by Refs. [28,30], would cause
alterations in the identified relationships as well as their size effect.
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Abbreviations

RES Renewable Energy Sources
EU European Union
EC European Commission
GDP Gross Domestic Products
MWh Mega Watt hour
UN United Nations
SDG Sustainable Development Goal

Appendix A

Table A1. Variance Inflation Factor Test.

Variable VIF 1/VIF

Electricity Price 1.25 0.7974
Market_Share
Largest Generator

1.21 0.8240

Total Electricity Retailers 1.28 0.7812
Energy Taxes 1.09 0.9162

Note: For the variance inflation factor test the estat vif command of “STATA” software was utilized, which
calculates the centered variance inflation factors (VIFs) for the independent variables specified in a linear
regression model.
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