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Aerospace, an open access journal operated by MDPI, has published a Special Issue on the
Computational Aerodynamic Modeling of Aerospace Vehicles. Dr. Mehdi Ghoreyshi of the United
States Air Force Academy, United States and Dr. Karl Jenkins of Cranfield University, United Kingdom
served as the Guest Editors. This Special Issue of Aerospace contains 13 interesting articles covering a
wide range of topics, from fundamental research to real-world applications.

The development of accurate simulations of flows around many aerospace vehicles poses
significant challenges for computational methods. This Special Issue presents some recent advances in
computational methods for the simulation of complex flows. The research article by El Rafei et al. [1]
examines a new computational scheme based on Monotonic Upwind Scheme for Conservation Laws
(MUSCL) within the framework of implicit large eddy simulations. The research predictions show
the accuracy of the new scheme for refined computational grids. Zingaro and Könözsy [2] present a
new adoption of compressible Navier–Stokes equations for predicting two-dimensional unsteady flow
inside a viscous micro shock tube. In another article by Teschner et al. [3], the bifurcation properties of
the Navier–Stokes equations using characteristics schemes and Riemann Solvers are investigated.

An additional topic of interest covered in this Special Issue is the use of computational tools in
aerodynamics and aeroelastic predictions. The problem with these applications is the computational
cost involved, particularly if this is viewed as a brute force calculation of a vehicle’s aerodynamics
and structure responses through its flight envelope. In order to routinely use computational
methods in aircraft design, methods based on sampling, model updating, and system identification
should be considered. The project report by Zhang et al. [4] demonstrates the use of multi-fidelity
aircraft modeling and meshing tools to generate aerodynamic look-up tables for a regional jet-liner.
The research article by Ignatyev and Khrabrov [5] presents mathematical models based on neural
networks for predicting the unsteady aerodynamic behavior of a transonic cruiser. Silva [6] reviews
the application of NASA’s AEROM software for reduced-order modeling for the aeroelastic study
of different vehicles including the Lockheed Martin N+2 supersonic configuration and KTH’s
generic wind-tunnel model. Additionally, the article by Berci and Cavallaro [7] demonstrates
hybrid reduced-order models for the aeroelastic analysis of flexible subsonic wings. The article by
Singh et al. [8] introduces a multi-fidelity computational framework for the analysis of the aerodynamic
performance of flight formation. Finally, Ghoreyshi et al. [9] creates reduced-order models to predict
the aerodynamic responses of rigid configurations to different wind gust profiles. The results show
very good agreement between developed models and simulation data.

The remaining articles show the application of computational methods in simulation of different
challenging problems. Satchell et al. [10] shows the numerical results for the simulation of the wake
behind a 3D Mach 7 sphere-cone at an angle of attack of five degrees. The article by Aref et al. [11]
investigates the propeller–wing aerodynamic interaction effects. Propellers were modeled with fully
resolved blade geometries and their effects on the wing pressure and lift distribution are presented
for different propeller configurations. In another article by Aref et al. [12], the flow inside a subsonic
intake was studied using computational methods. Active and passive flow control methods were

Aerospace 2019, 6, 5; doi:10.3390/aerospace6010005 www.mdpi.com/journal/aerospace1
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studied to improve the intake performance. Finally, the article by Boudreau et al. [13] investigates the
use of large eddy simulations in predicting the flow behind a square cylinder at a Reynolds number
of 21,400.

The editors of this Special Issue would like to thank each one of these authors for their
contributions and for making this Special Issue a success. Additionally, the guest editors would
like to thank the reviewers and the Aerospace editorial office, in particular Ms. Linghua Ding.

Conflicts of Interest: The author declares no conflict of interest.

References

1. El Rafei, M.; Könözsy, L.; Rana, Z. Investigation of Numerical Dissipation in Classical and Implicit Large
Eddy Simulations. Aerospace 2017, 4, 59. [CrossRef]

2. Zingaro, A.; Könözsy, L. Discontinuous Galerkin Finite Element Investigation on the Fully-Compressible
Navier–Stokes Equations for Microscale Shock-Channels. Aerospace 2018, 5, 16. [CrossRef]

3. Teschner, T.-R.; Könözsy, L.; Jenkins, K.W. Predicting Non-Linear Flow Phenomena through Different
Characteristics-Based Schemes. Aerospace 2018, 5, 22. [CrossRef]

4. Zhang, M.; Jungo, A.; Gastaldi, A.A.; Melin, T. Aircraft Geometry and Meshing with Common Language
Schema CPACS for Variable-Fidelity MDO Applications. Aerospace 2018, 5, 47. [CrossRef]

5. Ignatyev, D.; Khrabrov, A. Experimental Study and Neural Network Modeling of Aerodynamic
Characteristics of Canard Aircraft at High Angles of Attack. Aerospace 2018, 5, 26. [CrossRef]

6. Silva, W.A. AEROM: NASA’s Unsteady Aerodynamic and Aeroelastic Reduced-Order Modeling Software.
Aerospace 2018, 5, 41. [CrossRef]

7. Berci, M.; Cavallaro, R. A Hybrid Reduced-Order Model for the Aeroelastic Analysis of Flexible Subsonic
Wings—A Parametric Assessment. Aerospace 2018, 5, 76. [CrossRef]

8. Singh, D.; Antoniadis, A.F.; Tsoutsanis, P.; Shin, H.-S.; Tsourdos, A.; Mathekga, S.; Jenkins, K.W.
A Multi-Fidelity Approach for Aerodynamic Performance Computations of Formation Flight. Aerospace
2018, 5, 66. [CrossRef]

9. Ghoreyshi, M.; Greisz, I.; Jirasek, A.; Satchell, M. Simulation and Modeling of Rigid Aircraft Aerodynamic
Responses to Arbitrary Gust Distributions. Aerospace 2018, 5, 43. [CrossRef]

10. Satchell, M.J.; Layng, J.M.; Greendyke, R.B. Numerical Simulation of Heat Transfer and Chemistry in the
Wake behind a Hypersonic Slender Body at Angle of Attack. Aerospace 2018, 5, 30. [CrossRef]

11. Aref, P.; Ghoreyshi, M.; Jirasek, A.; Satchell, M.J.; Bergeron, K. Computational Study of Propeller–Wing
Aerodynamic Interaction. Aerospace 2018, 5, 79. [CrossRef]

12. Aref, P.; Ghoreyshi, M.; Jirasek, A.; Satchell, M.J. CFD Validation and Flow Control of RAE-M2129 S-Duct
Diffuser Using CREATETM-AV Kestrel Simulation Tools. Aerospace 2018, 5, 31. [CrossRef]

13. Boudreau, M.; Dumas, G.; Veilleux, J.-C. Assessing the Ability of the DDES Turbulence Modeling Approach
to Simulate the Wake of a Bluff Body. Aerospace 2017, 4, 41. [CrossRef]

© 2019 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

2



aerospace

Article
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Abstract: The quantitative measure of dissipative properties of different numerical schemes is crucial
to computational methods in the field of aerospace applications. Therefore, the objective of the
present study is to examine the resolving power of Monotonic Upwind Scheme for Conservation
Laws (MUSCL) scheme with three different slope limiters: one second-order and two third-order used
within the framework of Implicit Large Eddy Simulations (ILES). The performance of the dynamic
Smagorinsky subgrid-scale model used in the classical Large Eddy Simulation (LES) approach is
examined. The assessment of these schemes is of significant importance to understand the numerical
dissipation that could affect the accuracy of the numerical solution. A modified equation analysis has
been employed to the convective term of the fully-compressible Navier–Stokes equations to formulate
an analytical expression of truncation error for the second-order upwind scheme. The contribution
of second-order partial derivatives in the expression of truncation error showed that the effect of
this numerical error could not be neglected compared to the total kinetic energy dissipation rate.
Transitions from laminar to turbulent flow are visualized considering the inviscid Taylor–Green Vortex
(TGV) test-case. The evolution in time of volumetrically-averaged kinetic energy and kinetic energy
dissipation rate have been monitored for all numerical schemes and all grid levels. The dissipation
mechanism has been compared to Direct Numerical Simulation (DNS) data found in the literature
at different Reynolds numbers. We found that the resolving power and the symmetry breaking
property are enhanced with finer grid resolutions. The production of vorticity has been observed
in terms of enstrophy and effective viscosity. The instantaneous kinetic energy spectrum has been
computed using a three-dimensional Fast Fourier Transform (FFT). All combinations of numerical
methods produce a k−4 spectrum at t∗ = 4, and near the dissipation peak, all methods were capable
of predicting the k−5/3 slope accurately when refining the mesh.

Keywords: large eddy simulation; Taylor–Green vortex; numerical dissipation; modified equation analysis;
truncation error; MUSCL; dynamic Smagorinsky subgrid-scale model; kinetic energy dissipation

1. Introduction

The complexity of modelling turbulent flows is perhaps best illustrated by the wide
variety of approaches that are still being developed in the turbulence modelling community.
The Reynolds-Averaged Navier–Stokes (RANS) approach is the most popular tool used in industry
for the study of turbulent flows. RANS is based on the idea of dividing the instantaneous parameters
into fluctuations and mean values. The Reynolds stresses that appear in the conservation laws need to
be modelled using semi-empirical turbulence models. Direct Numerical Simulation (DNS) is another
approach used to study turbulent flows where all the scales of motion are resolved. It should be noted
that even using the highest performance computers, it is very difficult to study high Reynolds number
flows directly by resolving all the turbulent eddies in space and time. An alternative approach is Large

Aerospace 2017, 4, 59; doi:10.3390/aerospace4040059 www.mdpi.com/journal/aerospace3
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Eddy Simulation (LES), where the large scales or the energy-containing scales are resolved and the
small scales that are characterised by a universal behaviour are modelled. A subgrid-scale tensor
must be included to ensure the closure of the system of governing equations. This process reduces
the degrees of freedom of the system of equations that must be solved and reduces the computational
cost. Implicit Large Eddy Simulation (ILES) is an unconventional LES approach developed by Boris in
1959 [1]. The main idea behind this approach is that no subgrid scale models are used, and the effects
of small scales are incorporated in the dissipation of a class of high-order non-oscillatory finite-volume
numerical schemes. The latter are characterised by an inherent numerical dissipation that plays the
role of an implicit subgrid-scale model that emulates and models the small scales of motion. ILES has
not yet received a widespread acceptance in the turbulence modelling community due to the lack of a
theoretical basis that proves this approach. In addition to that, pioneers of ILES have worked in a very
isolated way unaware of each others’ work, which made it difficult to understand the main elements
of this approach. Thus, many research groups are using ILES nowadays and are validating it against
benchmark test cases, which gives this approach more credibility in many applications.

ILES is an advanced turbulence modelling approach due to its ease of implementation and since
it is not based on any explicit Subgrid-Scale (SGS) modelling, which could reduce computational costs.
Moreover, the fact that no SGS model is used prevents any modelling errors that affect the accuracy of
the numerical solution, in contrast with the explicit large eddy simulation approach where modelling,
differentiation and aliasing errors can have impacts on the numerical solution. In addition to that,
non-oscillatory finite volume numerical schemes used within the framework of the ILES approach are
computationally efficient and parameter free, which means that they do not need to be adapted and
modified from one application to another [2]. It should be noted that even if the classical approach
to ILES is based on using the inherent dissipation of the convective term as an implicit subgrid-scale
model, a recent approach presented an alternative way to perform ILES by a controlled numerical
dissipation that is included in the discretisation of the viscous terms through a modified wavenumber
used in the evaluation of the second-derivatives in the framework of the finite difference method.
The latter approach showed very accurate results compared to DNS data in [3]. This is an indicator of
the efficiency of the ILES approach, which is fully independent of modelling of small scales.

Large eddy simulation is becoming widely used in many fundamental research and industrial
design applications. Despite this positive situation, LES suffers from weaknesses in its formalism,
which make this approach questionable since the mathematical formulation of the LES governing
equations is just a model of what is applied in a real LES. In practice, the removal of small scales
is carried out by a resolution truncation in space and time along with numerical errors that are not
well understood. In LES, a significant part of numerical dissipation is ensured by the subgrid-scale
model. However, a truncation error is induced by the mesh resolution and the computational methods
being used, and the vast majority of LES studies do not consider this truncation error. The latter
should not be neglected since it could overwhelm the subgrid-scale model effect when dissipative
numerical methods are used. Sometimes, discretisation and modelling errors cancel each other leading
to an increase in the accuracy of the numerical solution, but still, the fact that the truncation error
is neglected should be questioned [4]. This conclusion was pointed out in the study carried out by
Chow and Moin [5], who showed through a statistical analysis that the truncation error could be
comparable and higher than the subgrid-scale error when the grid resolution is equal to the filter
width (Δx = Δ). Moreover, based on the idea that modelling and truncation errors could cancel each
other, some studies pointed out an optimal grid resolution that reduces the numerical errors when
the study is not connected to a subgrid-scale model like the Smagorinsky model. The conclusion
drawn is that using a grid size less than the filter width allows the control of the truncation error.
Unfortunately, this recommendation is rarely followed in the literature [6]. Most LES users are aware
of this truncation error, but their conjecture is that it does not affect seriously the results in a wide range
of applications. The term “seriously” should be a subject of debate in order to build an awareness
of the effect of numerical errors on the accuracy of the solution. ILES suffers as well from some
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weaknesses that made this approach still be argued about by some scientists. Even if ILES is capable of
reproducing the dynamics of Navier–Stokes equations, quantitative studies showed that the numerical
dissipation inherent in a class of high-order finite volume numerical schemes could be higher than
the subgrid-scale dissipation, which leads to poor results. Another scenario is that the numerical
dissipation is smaller than the SGS dissipation yielding good results only in short time integrations.
Poor-quality results are obtained in long time integrations due to energy accumulation in high wave
numbers [7,8]. Accordingly, there is no clear mechanism to ensure the correct amount of numerical
dissipation that should match the SGS dissipation. ILES is often considered as under-resolved DNS;
however, ILES terminology should be reserved only for schemes that reproduce the correct amount of
numerical dissipation.

Since LES and ILES techniques are often used for modelling mixing processes, therefore
the quantitative measure and estimate on the numerical dissipation and dispersion are crucial.
Research work on this subject is carried out by other authors, because the quantification of the dissipative
properties of different numerical schemes is at the centre of interest in the field of computational
physics and engineering sciences. Bonelli et al. [9] carried out a comprehensive investigation of how
a high density ratio does affect the near- and intermediate-field of hydrogen jets at high Reynolds
numbers. They developed a novel Localized Artificial Diffusivity (LAD) model to take into account all
unresolved sub-grid scales and avoid numerical instabilities of the LES approach. In an earlier work,
Cook [10] focused on the artificial fluid properties of the LES method in conjunction with compressible
turbulent mixing processes dealing with the modified transport coefficients to damp out all high
wavenumber modes close to the resolution limit without influencing lower modes. Cook [10] used a
tenth-order compact scheme during the numerical investigations. Kawai and Lele [11] simulated jet
mixing in supersonic cross-flows with the LES method using an LAD scheme. Their paper devotes
particular attention to the analysis of fluid flow physics relying on the computational data extracted
from the LES results. De Wiart et al. [12] focused on free and wall-bounded turbulent flows within the
framework of a Discontinuous Galerkin (DG)/symmetric interior penalty method-based ILES technique.
Aspden et al. [13] carried out a detailed mathematical analysis of the properties of the ILES techniques
comparing simulation results against DNS and LES data. The aforementioned contributions made
attempts to obtain very accurate results within the framework of LES and ILES methods to gain a
deeper insight into the behaviour of the physics of turbulence. The reader can refer to the application of
the ILES method in different contexts [14–18], where the quantification of numerical dissipation and
dispersion could also be employed to improve the accuracy of the numerical solution.

Due to the above-described reasons, quantifying the numerical dissipation that is inherent in
numerical schemes is of great importance to investigate the effect of truncation error on the accuracy
of the results. The aim is to examine if the subgrid-scale model is providing the correct amount
of dissipation to model the small scales, or otherwise, the contribution of truncation error to the
numerical dissipation has a significant effect that could not be neglected, as was done in most large
eddy simulation studies. Proving that the truncation error could not be ignored would allow one
to work on controlling the effect of numerical dissipation inherent in the scheme in order to predict
and provide the correct amount of dissipation needed for modelling the small scales of motion
correctly. It should be reminded that the dissipation induced in the numerical methods used within
the framework of the ILES approach to act as a subgrid-scale model is mainly related to the convective
term of Navier–Stokes equations. Thus, investigating the discretisation error induced in the convective
term of the fully-compressible Navier–Stokes equations is a prime objective in this study.

The contribution of truncation error induced in the convective term to the total numerical
dissipation of the solution will be evaluated using Modified Equation Analysis (MEA). This approach
consists of deriving a modified version of the partial differential equation to which the truncation error
of the numerical scheme used to discretize the PDE is added. The MEA approach is based on Taylor
series expansions of each component of the discretized convective term. This methodology is inspired
by the linear approach introduced in the book of Fletcher in 1988 [19] where the MEA is applied to
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1D linear equations. This approach is extended and applied to the three-dimensional Navier–Stokes
equations during the course of this study. Since the modified equation analysis needs a substantial
amount of algebraic manipulations, the solution-dependent coefficients multiplying the derivatives in
the convective term are considered to be frozen as explained in [19]. This approximation works well
and gives good results despite the lack of a theoretical basis to prove it. The Taylor–Green Vortex (TGV)
is a benchmark test case that matches the aims of this paper. It helps with understanding the transition
mechanism for turbulence and small scales’ production. Moreover, TGV allows the investigation of the
resolving power of the numerical scheme, which is represented by its ability to capture the physical
features of the flow. The inviscid Taylor–Green vortex is used within the framework of this study to
understand the inherent numerical dissipation of the MUSCL scheme with different slope limiters and
the dissipation of the dynamic Smagorinsky subgrid-scale model.

2. Numerical Model and Flow Diagnostics

The dynamics of Taylor–Green Vortex (TGV) are investigated in terms of classical, and implicit
large eddy simulation and comparisons with high-fidelity DNS data provided in the study of
Brachet et al. [20,21] are performed. The Taylor–Green vortex is considered as a canonical prototype
for vortex stretching and small-scale eddies’ production. The TGV flow is initialized with solenoidal
velocity components represented in the following initial conditions as:

u0 = U0 sin(kx) cos(ky) cos(kz), (1)

v0 = −U0 cos(kx) sin(ky) cos(kz), (2)

w0 = 0. (3)

The initial pressure field is given by the solution of a Poisson equation for the given velocity
components and could be represented as:

p0 = p∞ +
ρ0U2

0
16

(2 + cos (2kz)) (cos (2kx) + cos (2ky)) , (4)

where k represents the wavenumber and a value k = 1 m−1 is adopted in accordance with the study
carried out by Brachet et al. [20]. An ideal gas characterised by a Mach number M = 0.29 is considered.
For this specified Mach number, compressible effects could be expected since that value falls within
the range of mild compressible flows or near incompressible conditions. The initial setup yields the
following values for the initial flow parameters:

U0 = 100
m
s

, γ = 1.4, ρ0 = 1.178
kg
m3 , p∞ = 101325

N
m2 . (5)

All the results are given in non-dimensional form where for example t∗ = kU0t is the
non-dimensional time and x∗ = kx represents a non-dimensional distance. ILES were performed
using a fully-compressible explicit finite volume method-based in-house code, which was developed
within postgraduate research projects. The Harten–Lax–van Leer–Contact (HLLC) Riemann solver
was adopted for the present study, and the MUSCL third-order scheme with three-different slope
limiters was employed for spatial discretisation. In addition to this, the ANSYS-FLUENT solver
is adopted for the classical LES considering the dynamic Smagorinsky subgrid-scale model and
the third-order MUSCL scheme for spatial discretisation. The reason for employing the MUSCL
third-order scheme in the in-house code is to be consistent with the FLUENT solver in terms of the
order of accuracy. For improving the accuracy of the time-integration, a second-order strong stability
preserving Runge–Kutta scheme [22,23] has been employed. In the simulation setup, the box of edge
length 2π is considered as the geometry for the problem as shown in Figure 1 where the outer domain
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is located at (x, y, z) ∈ [−π, π]× [−π, π]× [−π, π]. This specific configuration of the Taylor–Green
vortex allows triply periodic boundary conditions at the box interfaces.

2π

2π

2π

x

y

z

Figure 1. Geometry of the outer computational domain.

The initial problem has eight-fold symmetry, and the computations could be just considered
on 1/8 of the domain, which can significantly reduce the computational cost. However, using
symmetry conditions at the interfaces prevents the symmetry breaking property, which characterises the
numerical scheme. Symmetry breaking means that the flow starts with symmetry and ends up with a
non-symmetrical state; thus, if only 1/8 of the domain is studied, the resolving power of the numerical
scheme cannot be assessed in a valid and credible way.

A block-structured Cartesian mesh topology was adopted for the discretisation of the
computational domain utilized for the ILES and LES approaches. In regards to the ILES, three
grid levels where created having 433, 643 and 963 cells. The extrapolation methods employed
for the simulations are the second-order MUSCL scheme with Van Albada slope limiter (M2-VA),
the third-order MUSCL with Kim and Kim limiter [24] (M3-KK), and the third-order MUSCL scheme
with the Drikakis and Zoltak limiter [25] (M3-DD). The second-order strong stability-preserving
Runge–Kutta scheme is used for temporal discretisation for the ILES approach. It has been
demonstrated that the time discretisation method has only a minor effect on the results obtained
using the MUSCL scheme, and for this reason, the previously-mentioned time integration scheme
was employed for the simulations since it allows the use of higher Courant–Friedrichs–Lewy (CFL)
numbers while preserving the stability [26]. A CFL = 0.8 was employed for all the numerical schemes,
which induces equal time steps at each grid level.

In regards to the classical LES, the dynamic Smagorinsky subgrid-scale model is adopted, and the
third-order MUSCL scheme (M3) is chosen for spatial discretisation. The latter is built in FLUENT as
the sum of upwind and central differencing schemes where an under-relaxation factor is introduced
to damp spurious oscillations. The derivation of the MUSCL scheme and the Dynamic Smagorinsky
(DSMG) subgrid-scale (SGS) model used in FLUENT are not presented in this study. It should be noted
that the simulations were performed using the density-based solver, and the Roe–Riemann solver is
considered for the flux evaluation at the cell interfaces. Three grid levels were generated having 643,
1283 and 2563 cells. One could see that the finest LES grid is much finer than the finest grid used within
the ILES approach. The 2563 mesh will allow the more in depth study of the dynamics of TGV and the
investigation of the grid refinement effect on the performance of the SGS model.

7
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As mentioned earlier, the Taylor–Green vortex is a very good test case that allows the study
of a numerical scheme’s resolving power. The dynamics encountered during the flow evolution in
time characterize the behaviour of the numerical scheme being investigated. Hence, several integral
quantities have been calculated for the diagnostics of the TGV flow. Nevertheless, some of these
quantities are based on the assumption of homogeneous and isotropic turbulence, which is not applied
to all phases of Taylor–Green vortex flow evolution. However, investigating those parameters gives a
more comprehensive idea about the characteristics of the flow. The volume-averaged kinetic energy
can be used as an indicator of the dissipation or the loss of conservation that is related to the numerics
being used for the discretisation of the governing equations.

The volume-averaged kinetic energy is defined in an integral form as:

Ek =
1
V

∫
V

1
2
�u.�udV, (6)

where V is the volume of the domain. The kinetic energy could be written in a more compact way as:

Ek =
1
2
〈|�u|2〉, (7)

where
〈
.
〉

will be used in the rest of this paper to represent the volumetric average of a given quantity.
In theory, the kinetic energy should be conserved during the evolution of the flow if the latter is
inviscid or for very small viscosity values, since no viscous effects are present to damp the kinetic
energy into heat. The assumption of energy conservation holds only when the numerical scheme
is able to conserve the kinetic energy or when all the scales of motion could be resolved. Hence,
the decay of kinetic energy helps with indicating the onset or the exact time where the flow becomes
under-resolved.

The kinetic energy dissipation rate is an important parameter that can be used to quantify the
decay of kinetic energy in time and is representative of the slope of the volumetric average kinetic
energy development. This parameter is defined as:

ε = −dEk
dt

. (8)

The production of vorticity could be monitored in terms of enstrophy, which is comparable to the
kinetic energy dissipation. The enstrophy should grow to infinity when considering an inviscid flow.
Therefore, the behaviour or the evolution of enstrophy can be considered as one of the criteria that are
used to assess the resolving power of a numerical scheme and its ability to predict the flow physics
accurately. The enstrophy is simply the square of vorticity magnitude and can be expressed as:

〈ω2〉 = 〈|�∇× �u|2〉. (9)

For compressible flows, the dissipation of kinetic energy ε is the sum of two other components
ε = ε′ + ε′′ given by:

ε′ = 2μ
〈
S : S

〉
(10)

ε′′ = −〈p�∇.�u
〉
, (11)

where S is the strain rate tensor. The pressure dilatation-based dissipation ε′′ is expected to be small in
the incompressible limit, and hence, it is neglected during this study. Furthermore, for high Reynolds
number flows, the volumetric average of the strain rate tensor product is equal to the enstrophy as
derived in [27]. Hence, the dissipation rate could be finally expressed as:

ε = νe f f 〈ω2〉, (12)
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where νe f f is the effective viscosity that represents the viscosity related to the dissipation of kinetic
energy, and it is equal to the mean viscous dissipation.

The kinetic energy spectrum is represented for all the numerical methods, as well. Representing the
three-dimensional kinetic energy spectra for the Taylor–Green vortex is useful to obtain a deeper
understanding of kinetic energy distribution within all the scales of motion numerically resolved. The aim
is to investigate whether the TGV presents an inertial subrange or not as predicted by Kolmogorov [28],
who found that for homogeneous and isotropic turbulence, the kinetic energy spectrum follows a k−5/3

slope in the inertial subrange, where k is the wavenumber. The three-dimensional velocity components
are considered for the computation of the energy spectrum, which means that the three-dimensional
array of the problem is considered. It should be reminded that the Taylor–Green vortex has an eight-fold
symmetry, and some researchers use 1/8 of the domain size to calculate the energy spectra; but for the
purpose of this study, all of the domain was considered. A three-dimensional Fast Fourier Transform
(FFT) of the velocity components should give a three-dimensional array of amplitudes, which represent
the Fourier modes corresponding to wavenumbers (kx, ky, kz). By summation of the FFT square of
each velocity component, a three-dimensional array containing the kinetic energy spectrum components
is obtained. In the next step, a spherical integration of the three-dimensional array of the spectrum is
carried out to obtain a 1D array that represents the kinetic energy spectrum, which is plotted versus the

total wave number defined as k =
√

k2
x + k2

y + k2
z.

The spherical integral could be expressed as:

E(k) =
∫ 2π

0

∫ π

0

∫ K

0
A(k, θ, φ) k2 sinφ dk dθ dφ, (13)

where A is the three-dimensional array of Fourier modes’ amplitude, K =
2π

L
and L is the characteristic

length. The TGV is a well-established computational benchmark to investigate the dissipative and
dispersive properties of various numerical schemes, and one can find more details about this research
area in conjunction with numerical investigations in [29–32].

3. Results and Discussions

3.1. Taylor–Green Vortex Flow Topology

This section is devoted to the discussion of the dynamics of the Taylor–Green vortex. The flow
topology is investigated qualitatively on the basis of the results obtained using the third-order MUSCL
scheme with the Kim and Kim slope limiter [24] and a grid size of 963 cells. The flow is visualized
using isosurfaces of a constant Q-criterion (see Figure 2). M3-KK is representative of all the other
schemes that will generate similar contours, and the kinetic energy is represented in a dimensionless
form in Figure 2. The eight-fold symmetry of the Taylor–Green vortex is clearly visible in Figure 2a,
where the initial two-dimensional vorticity field features a symmetry in all planes located at a distance
π in the computational domain. No signs of vorticity are predicted at the intersection of the symmetry
planes, and the highest vorticity magnitude values were predicted at the centre of the large structures
represented by Q-criterion isosurfaces as described in the study carried out by Brachet et al. [20].

9
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(a) (b)

(c) (d)

(e) (f)

Figure 2. The Taylor–Green Vortex (TGV) flow using isosurfaces of Q-criterion = 0 coloured with the
dimensionless kinetic energy obtained through the third-order MUSCL scheme with the Kim and Kim
slope limiter (M3-KK) on a 963 grid. (a) t* = 0; (b) t* = 4; (c) t* = 8; (d) t* = 20; (e) t* = 30; (f) t* = 60.
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When the flow evolves, the vortices begin there descent to the symmetry planes, and vortex sheets
are generated, as shown in Figure 2b. At this time stage, the flow starts to become under-resolved,
and the kinetic energy can no longer be preserved. As the flow evolves more, the vortex sheet
undergoes an instability and loses its coherent structure as presented in Figure 2c. After the
disintegration of the vortex sheet due to the instability that was observed at earlier stages, the dynamics
of TGV are governed by the interactions of small-scale structures of vorticity that are generated due
to vortex stretching characterised by vortex tearing and re-connection. At late stages represented in
Figure 2e, the flow becomes extremely disorganized, has no memory of the initial condition that was
imposed and the symmetry is no longer maintained. Hence, the symmetry-breaking property that
characterizes a numerical scheme is well observed by investigating the TGV flow topology, since the
flow starts with a symmetry and ends up non-symmetric. At very late stages, the worm-like vortices
fade away (see Figure 2f), and this behaviour is very similar to homogeneously decaying turbulence.

3.2. Effect of Grid Resolution

The dynamics of the Taylor–Green vortex are directly dependent on the resolving power of the
numerical scheme and the grid size adopted. In order to assess the effect of grid resolutions on the
evolution of TGV flow, simulations were performed using second and third-order MUSCL schemes
(M2-VA, M3-KK and M3-DD) considering three levels of grids having sizes of 433, 643 and 963 cells.
It should be noted that the second-order strong-stability preserving Runge–Kutta scheme has been
utilized for temporal discretisation. The same grid refinement study was performed using the dynamic
Smagorinsky subgrid-scale model and third-order MUSCL scheme (DSMG-M3) on 643, 1283 and 2563

grids. The differences in the flow dynamics during the time evolution of the simulation are of great
interest to understand the effect of mesh size on the performance of the numerical scheme or the SGS
model. Figure 3 shows the evolution of volumetrically-averaged dimensionless kinetic energy and
kinetic energy dissipation rate for all the numerical methods and all grid levels used within this study.

(a) (b)

Figure 3. Cont.
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(c) (d)

(e) (f)

(g) (h)

Figure 3. Evolution of the volumetrically-averaged kinetic energy represented in logarithmic scale
and kinetic energy dissipation obtained on 433, 643 and 963 grids for the ILES approach and 643,
1283 and 2563 for the LES approach. (a) ILES, E∗

k (433); (b) ILES, −dE∗
K/dt∗ (433); (c) ILES, E∗

k (643);
(d) ILES, −dE∗

K/dt∗ (643); (e) ILES, E∗
k (963); (f) ILES, −dE∗

K/dt∗ (963); (g) LES, E∗
K ; (h) LES, −dE∗

K/dt∗.
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The kinetic energy is represented in logarithmic scale to understand the trend line that the kinetic
energy decay follows. In theory, the kinetic energy for an inviscid flow should be conserved since
no viscous effects are present to damp it into heat. However, it is obvious that the latter is decaying
during the coarse of the simulations. The decay starts at the end of the laminar stage when the vortex
sheet is generated and the flow becomes under-resolved. The kinetic energy dissipation increases
due to the instability that the vortex sheet undergoes and to the formation of a smaller and smaller
vortical tube. The DNS study performed by Brachet et al. [20,21] predicted that the kinetic energy
reaches its dissipation peak at a non-dimensional time level t∗ = 9. The time level at which the
dissipation reaches its highest value is more or less predicted correctly by all the numerical schemes
with the exception of DSMG-M3, which underpredicted that time level compared to the other schemes.
At a time level higher than t∗ = 9, the kinetic energy dissipation decreases rapidly and reaches
a value of zero at very late time stages, and this behaviour is similar to homogeneously-decaying
turbulence. The kinetic energy dissipation rate trend obtained on the 433 mesh shows a non-physical
behaviour predicted by all the numerical schemes used within the framework of the ILES approach.
At late stages, when the flow becomes highly-disorganized (t∗ > 20), all the numerical schemes
predicted an increase in the dissipation of kinetic energy, which created a sort of hump in the trend
of ε = −dE∗

K/dt∗. In addition to that, the M3-KK scheme predicted an earlier increase in the kinetic
energy dissipation at t∗ ∼ 12, which indicates a lower resolving power of that scheme compared
to the other methods. Using finer grid resolutions, this non-physical behaviour vanishes, and the
decay of kinetic energy at the stages when the flow is fully disorganized is pretty smooth. One could
observe that this non-physical trend of kinetic energy dissipation rate was not observed in LES even
on the coarsest grid. The dissipation peak represented by DSMG-M3 on a 643 mesh appears prior
to the peak predicted on finer grids, which indicates that the onset of kinetic energy dissipation is
happening earlier on a 643 grid. Refining the mesh, the kinetic energy plot represented in Figure 3g
is more conserved since the volumetrically-averaged kinetic energy decay starts later on 1283 and
2563 grids compared to the coarsest grid, as observed qualitatively. The conclusion that could be
drawn from the observation of kinetic energy and the kinetic energy dissipation rate is that the
resolving power of the numerical scheme increases using finer grid resolutions. Note that mesh
refinement increases the computational cost, which might become quite expensive for very fine grid
resolutions. Both the ILES and LES approaches predicted similar dynamics of TGV, which indicates
that the numerical dissipation inherent in high-order non-oscillatory numerical schemes could act as
an implicit subgrid-scale model in predicting the flow features of homogeneously-decaying turbulence.
As mentioned earlier, the kinetic energy E∗

K = EK/U2
0 is represented in a logarithmic scale in order to

understand the trend line of the evolution of kinetic energy in time. It is obvious from Figure 3a,c,e,g
that the kinetic energy follows a power law in time. This trend is similar to homogeneous and isotropic
turbulence, where Kolmogorov [28] showed that the kinetic energy decay obeys a power law in time as:

EK = (t − t0)
−P, (14)

where t0 represents the onset of kinetic energy decay and P is the power that was evaluated by
Kolmogorov and equal to P = 10/7. If the length of the largest scales of motion present in the flow
are comparable to the grid resolution, the kinetic energy decays following a power law with P = 2,
as shown in [33]. In this study, the decay exponent P is determined using curve fitting of kinetic energy
data between t∗ = 10 and t∗ = 80 and values obtained for all numerical methods (see Tables 1 and 2).

The decay exponent predicted by the numerical schemes used within the ILES approach on 643

and 963 grids falls in the range of the value predicted in [33] (P = 2). The value of P is underpredicted
by all the numerical methods on the coarsest mesh (433 cells), and it was similar to the value of
the decay exponent predicted for homogeneous turbulence by Kolmogorov [28]. However, even if
the values of P predicted by the coarsest mesh are close to the decay exponent of homogeneous
and isotropic turbulence, one should not forget that a non-physical hump was observed in the
volumetrically-averaged kinetic energy evolution, which makes the prediction of the decay slope
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erroneous. Without the presence of this “artificial” hump, the slope of decay would be steeper, and that
could explain why the value of P was underpredicted. Refining the mesh, the hump vanishes, and the
decay exponent converges to a value similar to the theoretical value provided by Skrbek and Stalp [33].
In regards to LES, it is obvious that the decay exponent obtained on a 643 grid is lower than the slope
predicted by the medium and fine mesh, which converges to two.

Table 1. Decay exponent and onset of kinetic energy decay obtained using high-order non-oscillatory
finite volume numerical schemes.

Grid 433 643 963

Scheme M2-VA M3-KK M3-DD M2-VA M3-KK M3-DD M2-VA M3-KK M3-DD
Decay Exponent P 1.594 1.843 1.506 1.91 2.183 2.083 2.083 2.197 2.065

Onset of Decay 1.75 2.015 1.845 2.375 2.711 2.618 2.908 3.172 3.026

Table 2. Decay exponent and onset of kinetic energy decay obtained using the dynamic Smagorinsky
subgrid-scale model with the MUSCL third-order scheme.

Scheme DSMG-M3

Grid 643 1283 2563

Decay Exponent P 1.588 1.975 1.989
Onset of Decay 1.066 1.875 4.296

The onset is a very important parameter to understand and examine the resolving power of
each numerical scheme. The more the kinetic energy is conserved, or in other words, the higher
the onset of decay, the better the scheme is in terms of performance. It is obvious from Table 1
that M2-VA starts loosing kinetic energy before M3-DD, and the latter looses energy before M3-KK,
which predicts the highest decay onset. Refining the mesh, the kinetic energy is more conserved,
and hence, the performance of the numerical scheme is increased. The time at which the kinetic energy
starts to decay is shown in Table 2 for the LES. Large differences of decay onset between the coarse,
medium and fine grids are clear, and that could explain why the peak in the energy dissipation on the
643 grid appears earlier in Figure 3h. Refining the mesh, the onset of decay increases significantly and
reaches a value of 4.296 on the 2563 mesh, which indicates that the kinetic energy is best conserved on
the finest grid. Compared to ILES results on a 643 grid, the onset of decay predicted by LES is nearly
half the values predicted by all numerical schemes (see Table 1), which means that DSMG-M3 looses
kinetic energy faster than the high-order non-oscillatory finite volume numerical schemes used for
ILES, and the flow becomes under-resolved earlier as predicted by DSMG-M3.

Studies of grid sensitivity of ILES and LES were carried out on all the grids generated and
compared to DNS data provided in the study of Brachet et al. [20,21] for Re = 400, 800, 3000 and 5000.
It should be noted that explicit data for different Reynolds numbers are not available for the ILES and
LES approaches, but the trend of kinetic energy dissipation rate will be used to observe the evolution
of kinetic energy dissipation, as will be presented in Figure 4, compared to DNS results, which present
the effects of physical viscosity, which damps the kinetic energy into heat. The DNS study showed
that at high Reynolds number (Re ≥ 3000), the peaks of the kinetic energy dissipation rate remain
identical, which means that the dissipation of kinetic energy reaches a Reynolds independent limit.
By increasing the Reynolds number above this limit, the dissipation of kinetic energy will have the
same trend. This concept is examined in the context of this study where the evolution of kinetic energy
dissipation increases the investigated grid resolutions to examine which Reynolds number trends the
implicit and explicit numerical viscosities are predicting. Only the results obtained using DSMG-M3
and M3-KK are presented since they are representative of all trends of numerical schemes.
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(a) (b)

Figure 4. Evolution of the volumetrically-averaged kinetic energy dissipation obtained on all the grid
levels and compared to DNS data of Brachet et al. [20,21]. (a) ILES, M3-KK; (b) LES, DSMG-M3.

Finer grid resolutions correspond to lower kinetic energy dissipation and higher Reynolds number
trends. Reynolds-dependent effects are clear from the evolution of the dissipation peak when using
coarser grids. The Reynolds number independent effect was clearer on the 2563 grid used to perform
the LES, where the trend of kinetic energy dissipation rate follows the high Reynolds number data,
and the peak is reaching the value predicted for Re = 3000 and 5000, respectively. Hence, implicit and
explicit subgrid-scale viscosities will predict a sort of Reynolds number independent limit when
refining the grid resolution.

The production of vorticity is monitored for all numerical schemes and all grid levels in terms
of enstrophy and effective viscosity. The latter is defined as the ratio between the kinetic energy
dissipation rate and enstrophy. Figure 5 shows the evolution of the volume average of enstrophy in
time and the related development of the volumetrically-averaged effective viscosity obtained using
the LES approach. DSMG-M3 results will be representative of all numerical schemes used within
the ILES approach, which showed similar trends. In theory, the enstrophy should grow to infinity
for an inviscid flow. Thus, this parameter is very important to study the “effective viscosity” that
damps the enstrophy and stops it from growing to infinity in time. The enstrophy could be considered,
in conclusion, as one of the criteria that could be used to investigate the performance and resolving
power of a numerical scheme. The production of vorticity that could be observed at the early laminar
stages is due to the stretching of the Taylor–Green vortex where the large-scale vorticity structures are
driven towards the symmetry plane. All the numerical schemes predict a decrease in enstrophy at the
stage when the flow becomes under-resolved representing the peak of the kinetic energy dissipation
rate. The enstrophy decreases due to the dissipation inherent in the numerical scheme or the dissipation
of the subgrid-scale model, which could be considered as an implicit or explicit numerical viscosity that
is damping the production of vorticity. Using finer grid resolutions, the effective viscosity decreases,
and more enstrophy could be produced. This result seems obvious since the enstrophy and effective
viscosity are inversely proportional.
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(a) (b)

Figure 5. Variation of the volume-averaged enstrophy and the volume-averaged effective viscosity
during the course of the simulations performed using DSMG-M3 on three different grid levels.
(a) LES, enstrophy; (b) LES, effective viscosity.

The kinetic energy spectra were monitored for all the numerical methods used in this study.
The observation of kinetic energy spectra helps with understanding the flow topology and the energy
cascade process. Figure 6 presents the kinetic energy spectra obtained at different times using the
M3-KK scheme on 643 and 963, representing the same behaviour as the other schemes used.

(a) (b)

Figure 6. Kinetic energy spectra obtained using the MUSCL scheme with M3-KK slope limiter on 643

and 963 grids. (a) ILES, M3-KK (643 mesh); (b) ILES, M3-KK (963 mesh).

A peak in the kinetic energy spectra could be observed for wavenumbers k = 2− 4. The same peak
was observed in the study of Drikakis et al. [29], where the authors explain that this peak in the energy
spectra represents the imprint of the initial conditions used to initialize the velocity field at t∗ = 0.
At the very early laminar stage (t∗ ∼ 4), all the numerical schemes predicted a k−4 spectrum, as has
been presented in the DNS study of Brachet et al. and that corresponds to the spectrum usually found
for a two-dimensional flow. This result is coherent with the fact that the three-dimensional vortex field
of the TGV is initialized by a two-dimensional velocity field, and hence, the two-dimensional character
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of the flow is explained. As the flow becomes under-resolved, all the numerical methods including the
dynamic Smagorinsky subgrid-scale model consistently emulate a k−5/3 spectrum as predicted for
the decaying turbulence kinetic energy spectrum. It should be noted that the dissipation of kinetic
energy and the exchange of energy between the large and small scales is due to numerical dissipation
inherent in the schemes being used, which acts as an implicit subgrid-scale model, and the dissipation
of the explicit subgrid-scale model used in LES. The fact that all the methods succeeded in predicting
the k−5/3 spectrum indicates that Taylor–Green vortex flow is characterised by an inertial subrange
where the small-scale vortices lose kinetic energy at the grid size level due to numerical dissipation.
As the mesh is refined, the k−5/3 slope becomes more accurately presented, and one could notice that
at very late stages of the flow (t∗ = 60), the Kolmogorov scale becomes more established. It should be
reminded that at this stage of TGV flow, the small-scale worm-like vortices fade-away, similarly to
homogeneously-decaying turbulence.

3.3. Modified Equation Analysis

In this section, the effect of the truncation error of the second-order upwind scheme has been
investigated, and the discretization of the convective term of the fully-compressible Navier–Stokes
equations is carried out within the framework of the LES approach. The modified equation analysis,
applied to the convective term of Navier–Stokes equations, yields the following formulation for the
truncation error of the second-order upwind scheme as:
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(15)

As explained earlier, the truncation error of the numerical scheme is usually neglected by most
of the researchers, who claim that it has a minor effect on the accuracy of the solution, and only the
numerical dissipation of the subgrid-scale model is considered. Therefore, this section aims to clarify
the idea that the truncation error could have a significant contribution to the numerical dissipation of
the solution. The Taylor–Green vortex helps with understanding if the subgrid-scale model dissipation
is enough to predict the correct amount of kinetic energy dissipation rate or the truncation error is
participating in the dissipation of kinetic energy observed during the course of the TGV simulations.
For that purpose, LES performed in ANSYS-FLUENT using the dynamic Smagorinsky subgrid-scale
model, second-order upwind scheme for spatial discretisation and first-order upwind scheme for
temporal discretisation are considered. The truncation error derived on the right-hand side of
Equation (15) is computed using a User-Defined Function (UDF) in ANSYS-FLUENT. One could
notice that the truncation error of the second-order upwind scheme has second- and third-order
partial derivatives in addition to mixed partial derivatives. Only the effect of second-order partial
derivatives, which are considered as the leading-order terms, is investigated in this study. It should
be reminded that the second-order partial derivatives that exist in the formulation of the truncation
error are present due to the fact that a first-order accurate method is used for temporal discretisation.
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Using higher-order temporal methods would induce third- or higher-order partial derivatives in the
equation. Figure 7 represents the time evolution of the leading second-order partial derivatives terms
in the truncation error formulation of the second-order upwind scheme, without considering the
second-order mixed partial derivatives and compared to the kinetic energy dissipation rate obtained
using the dynamic Smagorinsky subgrid-scale model and second-order upwind scheme (DSMG-U2)
on a 643 grid. The expression of the computed terms taken from the truncation error in Equation (15) is:
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(16)

Figure 7. Contribution of second-order partial derivatives in the truncation error of the second-order
upwind scheme obtained using Modified Equation Analysis (MEA) on a 643 mesh and compared to
the kinetic energy dissipation rate obtained using DSMG-U2 on the same grid.

The observed volumetrically-averaged truncation error has a time behaviour similar to the kinetic
energy dissipation rate. The trend of the truncation error is characterised by an increase near t∗ = 4
reaching a peak at about t∗ = 9 similar to what was predicted by all the numerical schemes and
the DNS study of Brachet et al. [20,21]. The truncation error decreases in the stages where the flow
becomes disorganized. For 15 < t∗ < 40, negative values of truncation error could be observed,
which could be due to a dispersive behaviour of the scheme since the truncation error is derived on
the right-hand side in the modified Equation (16), and hence, the negative values will be added to the
left-hand side part, which induces a dispersion of the numerical solution. It is obvious from Figure 7
that the truncation error composed of second-order partial derivatives is not negligible compared to the
kinetic energy dissipation rate despite the fact that the values of the discretisation error are significantly
small compared to the dissipation of kinetic energy. It should be reminded that the dissipation of
kinetic energy is due to the dissipation of the subgrid-scale model and the effect of truncation error
of the numerical scheme. Hence, the evolution of the kinetic energy dissipation rate represented in
Figure 7 contains both effects of the subgrid-scale model and the truncation error of the second-order
upwind scheme. Therefore, if the truncation error is subtracted from the kinetic energy dissipation rate,
an estimation of the subgrid-scale model dissipation could be obtained, as will be shown in Figure 8.
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Figure 8. Dissipation of the DSMG model obtained by subtracting the truncation error of the
second-order upwind scheme (MEA U2) from the total kinetic energy dissipation rate obtained on a
643 grid.

The DSMG model is under-predicting the kinetic energy dissipation since its peak of dissipation
is lower than the one predicted by the total dissipation of kinetic energy considering the truncation
error of the upwind scheme, as well. At t∗ > 20, dispersion in the trend of DSMG dissipation is
observed due to the negative values of truncation error representing the dispersive behaviour of the
scheme. the conclusion that could be drawn is that the truncation error of the numerical scheme could
play a significant role in the dissipation of kinetic energy which is added to the subgrid scale model
dissipation that is not giving the correct amount of numerical dissipation to model the small scales
on its own. That gives motivation for researchers to reconsider their idea of always neglecting the
dissipation error that is yielded by the numerical scheme being used.

4. Conclusions

All the numerical methods predicted a decrease in kinetic energy during the course of the
simulations performed. The decay is due to the numerical dissipation embedded in the numerical
schemes used for ILES and to the dissipation of the subgrid-scale model when classical LES is used.
The numerical dissipation of the scheme is beneficial as long as it is lower than the physical dissipation;
otherwise, the dissipation could overwhelm the accuracy of the solution. It has been found that
increasing the accuracy of the numerical method prolongs the conservation of kinetic energy in time.
In effect, the resolving power of the second-order MUSCL scheme with the Van Albada slope limiter
was the least among all other numerical schemes. That was expected, since the latter is a second-order
method, whereas the other methods have third-order accuracy. In addition to that, the effective
viscosity decreases when the mesh is refined and more enstrophy is produced. The conclusion is that the
numerical dissipation decreases and more vorticity is produced with finer grid resolutions, which was
expected since higher gradients could be handled with finer grids, and hence, the accuracy increases.
Nevertheless, all the schemes showed a non-physical behaviour with the 433 mesh characterised
by an increase in the kinetic energy dissipation at t∗ > 20, when the flow becomes disorganized.
This behaviour vanishes on finer grids, and that decrease in kinetic energy dissipation was not observed
in LES since the 433 grid was not adopted for the classical LES study. Furthermore, finer grid resolutions
corresponded to higher Reynolds number trends compared to DNS data from Brachet et al. [20,21].
Thus, the explicit and implicit subgrid-scale viscosities predict a Re-independent limit when refining
the grid resolution, where the peak of kinetic energy dissipation will be the same. The decay exponent
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falls in the range of the theoretical value predicted in [33] as far as the mesh is refined. The onset of
decay showed that M2-VA starts loosing kinetic energy first, then M3-DD, and the least dissipative is
the M3-KK scheme. LES results showed that the dissipation of kinetic energy starts earlier than the one
predicted by all the schemes used within the framework of ILES on the same grid size. Nonetheless,
the kinetic energy starts to decay later when the mesh is refined. Finally, the kinetic energy spectrum
was monitored for all schemes and all grid levels in the study of TGV dynamics. A peak in the
kinetic energy spectra is present at small wavenumbers, representing the effect of initial conditions
used at t∗ = 0. All the numerical schemes predicted the k−4 spectrum at t∗ ∼ 4; the same was
pointed out in the study of Brachet et al. [20,21], representing the spectra that are usually observed
for two-dimensional turbulence. When the flow becomes under-resolved, all numerical methods
succeeded in predicting a k−5/3 spectrum, which induces that the Taylor–Green vortex is characterised
by an inertial subrange where the kinetic energy dissipates into heat due to numerical dissipation
either from the numerical scheme or from the subgrid-scale model.

The analytical formulation of the truncation error of the second-order upwind scheme obtained
using the modified equations analysis was investigated. The effect of second-order partial derivatives
was examined without considering the influence of mixed derivatives. The study showed that
second-order partial derivatives induce a truncation error that is not negligible compared to the total
dissipation of kinetic energy. It should be reminded that the kinetic energy dissipation rate contains
both the subgrid-scale model and truncation error effects. If the discretisation error is subtracted
from the total kinetic energy dissipation, the obtained estimate of the subgrid-scale model dissipation
underpredicts the correct amount of kinetic energy dissipation. For 15 < t∗ < 40, negative values of
truncation error were observed inducing a dispersive behaviour of the numerical scheme, since the
negative values will be added to the solution, which is dispersed.

As a conclusion, the leading-order terms of the truncation error induce a significant dissipation
that could not be neglected, as many times done in practice.
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Abbreviations

The following abbreviations are used in this manuscript:

CFL Courant–Friedrichs–Lewy number
DNS Direct Numerical Simulation
DSMG Dynamic Smagorinsky model
FFT Fast Fourier Transform
HLLC Harten–Lax–van Leer–Contact Riemann solver
ILES Implicit Large Eddy Simulation
LES Large Eddy Simulation
MEA Modified Equation Analysis
M2-VA Second-order MUSCL scheme with Van Albada slope limiter
M3-DD Third-order MUSCL scheme with the Drikakis and Zoltak limiter
M3-KK Third-order MUSCL scheme with the Kim and Kim slope limiter
MUSCL Monotonic Upwind Scheme for Conservation Laws
PDE Partial Differential Equation
RANS Reynolds Averaged Navier–Stokes
SGS Smagorinsky Subgrid-Scale model
TGV Taylor–Green Vortex
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Abstract: Microfluidics is a multidisciplinary area founding applications in several fields such
as the aerospace industry. Microelectromechanical systems (MEMS) are mainly adopted for flow
control, micropower generation and for life support and environmental control for space applications.
Microflows are modeled relying on both a continuum and molecular approach. In this paper,
the compressible Navier–Stokes (CNS) equations have been adopted to solve a two-dimensional
unsteady flow for a viscous micro shock-channel problem. In microflows context, as for the most
gas dynamics applications, the CNS equations are usually discretized in space using finite volume
method (FVM). In the present paper, the PDEs are discretized with the nodal discontinuous Galerkin
finite element method (DG–FEM) in order to understand how the method performs at microscale level
for compressible flows. Validation is performed through a benchmark test problem for microscale
applications. The error norms, order of accuracy and computational cost are investigated in a grid
refinement study, showing a good agreement and increasing accuracy with reference data as the
mesh is refined. The effects of different explicit Runge–Kutta schemes and of different time step sizes
have also been studied. We found that the choice of the temporal scheme does not really affect the
accuracy of the numerical results.

Keywords: computational fluid dynamics (CFD); microfluidics; numerical methods; gasdynamics;
shock-channel; microelectromechanical systems (MEMS); discontinuous Galerkin finite element
method (DG–FEM); fluid mechanics

1. Introduction

It was 1959 when Richard Feynman gave his famous lecture at the meeting of the American
Physical Society at Caltech called “There’s Plenty of Room at the Bottom”, where he proposed two
challenges with a prize of $10,000 each: the first one was to design and build a tiny motor, while the
second one was to write the entire Encyclopædia Britannica on the head of a pin.

Nowadays, his speech is considered as the foundation of modern nanotechnology, since he
highlighted the possibility to encode a number of pieces of information in very small spaces, hence
producing small and compact devices [1]. All those extremely small devices having characteristic length
of less than 1 mm but more than 1 micron are called microelectromechanical systems (MEMS) and,
as the name suggests, they combine both electrical and mechanical components [2]. MEMS are small
devices made of miniaturized structures, sensors, actuators and microeletronics and their components
are between 1 and 100 micrometers in size. In recent years, several MEMS have been designed and
developed, from small sensors to measure pressure, velocity and temperature, to micro-heat engines
and micro-heat pumps and their numerical investigations are indispensable.

Aerospace 2018, 5, 16; doi:10.3390/aerospace5010016 www.mdpi.com/journal/aerospace23
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From a historical point-of-view, a pioneer experimental work on shock wave propagation
in a low-pressure small-scale shock-tube was carried out by Duff (1959) [3], where a non-linear
attenuation of the shock wave propagation for a certain diaphragm pressure ratio was observed.
Other experimental works were performed by Roshko (1960) [4] and Mirels (1963, 1966) [5,6] confirming
the strong attenuation of the shock wave and the acceleration of the contact surface, which propagates
behind the shock wave in the classic shock-tube test case. The time interval between the shock wave
and the contact surface measured at a certain point—which is also known as flow duration—rarefaction
effects and thermal creeping were explained in depth. It is important to note that experimental and
numerical studies on shock waves in different fields of engineering sciences attracted researchers
over the past seventy years [3–14]. However, researchers paid particular attention to microscale shock
waves and rarefied gas dynamics recently, especially for aerospace applications. This is due to the
fact that microengines are used in the development of aerospace propulsion systems, because of their
reduced size and achievable high power density. One of the greatest difficulty in the design process
of microengines is that the fast heat loss results in low efficiency of these microdevices. Therefore,
researchers devoted attention to carrying out experimental and numerical works on shock wave
propagation and formation in micro shock-tubes and channels for MEMS applications [15–18].

In the aerospace industry, microfluidics is becoming more and more popular having applications
mainly in aerodynamics, micropropulsion, micropower generation and in life support and
environmental control for space applications. For instance, MEMS can be adopted for flow control
problems for both free and wall bounded shear layers flows. In 1998, Smith et al. [15] studied
experimentally the control of separated flow on unconventional airfoils using synthetic jet actuators
to create a “virtual aerodynamic shaping” of the airfoil in order to modify the airfoil characteristics.
Microfluidics is also used through fluidic oscillators in order to produce high-frequency perturbations
for example to decrease jet-cavity interaction tones [16]. MEMS-based devices are adopted in the
aerospace industry for the sake of turbulent boundary layer control. In fact, the small sizes of those
systems (high density devices) allow to study near-wall flow structures [17]. In space applications,
micropropulsive devices are designed and developed for miniaturized satellites, mainly used for
global positioning systems or to serve generic platforms [18]. A detailed review on the application of
microfluidics related devices in the aerospace industrial sector can be found in [18].

The flow behavior at those microscales is in general characterized by a granular nature for liquids
and a rarefied behavior for gases; the walls “move”, hence the classical no slip boundary conditions
adopted in the macro regime fails. In agreement with [19], it is possible to classify the main differences
among macrofluidics and microfluidics in the following list: noncontinuum effects, surface-dominated
effects, low Reynolds number effects and multiscale and multiphysics effects. Furthermore, it is also
observed that the diffusivity effects play an important role at this scales (see, e.g., [20]), especially
when compared with the transport effects of the flow. Dealing with gases in micro devices, it is
common practice to classify different flow regimes through the dimensionless Knudsen number Kn.
Let λ be the mean-free path , which is the average distance traveled by a molecule between two
consecutive collisions; denoting with � the characteristic length of the generic problem considered
(e.g., the hydraulic diameter for a channel flow problem), the Knudsen number is defined as Kn = λ

� .
Microfluidics can be modeled with two different approaches. The first one is the continuum

model, and the flow is considered as a continuous and indivisible matter, while in the molecular
model, the fluid is seen as a set of discrete particles. These models are valid in specific flow regimes
determined by the Knudsen number and, when Kn increases, the validity of the continuum approach
becomes questionable and the molecular approach should be adopted, as briefly sketched in Figure 1.

When the continuum approach is adopted, the fully-compressible Navier–Stokes (CNS) equations
must be numerically solved. In the literature, this is usually performed adopting finite volume solvers.
In the present work, the authors investigate how the discontinuous Galerkin finite element method
(DG–FEM) performs applied to compressible flows at microscale levels in the slip flow regime (low
Knudsen number). This method is selected because it takes advantages from the classical finite element

24



Aerospace 2018, 5, 16

method (FEM) and the finite volume method (FVM) since discontinuous polynomial functions are
used and a numerical flux is defined among cells to reconstruct the solution. To verify the DG–FEM
code, due to a lack of experimental data in microfluidics, the Zeitoun’s test case [21] is adopted, which
consists of a mini viscous shock channel problem numerically solved. In particular, they adopted the
following models: the CNS equations in a FVM context, DSMC (Direct Simulation Monte Carlo) for the
Boltzmann equation and the kinetic model BGKS (Bhatnagar–Gross–Krook with Shakhov equilibrium
distribution function) model. In our work, the open source MATLAB code—developed by Hesthaven
and Warburton [22]—has been adopted, modified and further improved.

Kn =
λ

`

10
−3

10
−1 10

Continuum flow Slip flow Transitional flow Free molecular flow

{ compressible NS

{ no slip BCs

{ compressible NS

{ slip BCs

{ temperature jump at

walls

{ compressible NS fail

{ intermolecular collisions

should be taken into account

Negligible intermolecular

collisions

microflows

Figure 1. Different flow regimes in function of the Knudsen number Kn.

2. Mathematical Formulation and Solution Methodology

2.1. Compressible Navier–Stokes Equations

Consider a generic domain Ω ⊂ IRd being d = 1, 2, 3 the dimension, provided with a
sufficiently regular boundary ∂Ω ⊂ IRd−1 oriented by outward pointing normal unit vector n̂. On a
two-dimensional (d = 2) cartesian reference system characterized by unit vectors i and j, the position
vector is x = xi + yj. Consider a gas with vector velocity field u = ui + vj, density ρ, pressure p and
total energy E. All the properties considered are both space and time dependent, e.g., u = u(x, y, t).
The fully-compressible set of governing equations made of the continuity equation, Navier–Stokes
momentum equations and energy conservation form a set of m partial differential equations which can
be written in a vectorial form as

∂w

∂t
+

∂fc

∂x
+

∂gc

∂y
=

∂fv

∂x
+

∂gv

∂y
. (1)

In the equation above, w(x, t) = (ρ, ρu, ρv, E)T is the vector of conserved variables;
fc(w) = (ρu, ρu2 + p, ρuv, (E + p)u)T and gc(w) = (ρv, ρuv, ρv2 + p, (E + p)v)T are the convective
fluxes in the x and y directions, respectively; and fv(w,∇ ⊗ w) = (0, τxx, τxy, τxxu + τxyv)T and
gv(w,∇⊗ w) = (0, τxy, τyy, τxyu + τyyv)T are the viscous fluxes in the x and y directions, respectively.
The terms τij are the entries of the second-order viscous stress tensor τττ. The latter is related to
the velocity field according to the Navier–Stokes hypothesis for Newtonian, isotropic, viscous
fluid through the following formulation: τττ = 2μS− 2

3 μ(∇ · u)I, being μ the dynamic viscosity,
S = 1

2 [(∇ ⊗ u) + (∇ ⊗ u)T ] the strain rate tensor and I the identity matrix. The viscous stress
tensor entries are

τxx = 2μ
∂u
∂x

− 2
3

μ
(∂u

∂x
+

∂v
∂y

)
, (2)

τxy = τyx = μ
(∂u

∂y
+

∂v
∂x

)
, (3)

τyy = 2μ
∂v
∂y

− 2
3

μ
(∂u

∂x
+

∂v
∂y

)
. (4)

The total energy is linked to the other fluid properties through the following equation of state
(EOS) for a calorically ideal gas: E = p

γ−1 + 1
2 ρ|u|2, where γ is the specific heat capacity ratio and
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|u| = √
u2 + v2. Consider the compressible Navier–Stokes equations written in compact form (1)

where the viscous fluxes are taken on the on the left hand side by

∂w

∂t
+

∂

∂x
(fc − fv) +

∂

∂y
(gc − gv) = 0, (5)

if one defines F(w) as a m × d matrix having as columns the differences among the convective and
viscous flux vectors, respectively, in the x and y direction

F = [fc − fv|gc − gv] =

⎡⎢⎢⎢⎣
ρu ρv

ρu2 + p − τxx ρuv − τxy

ρuv − τxy ρv2 + p − τyy

(E + p)u − (τxxu + τxyv) (E + p)v − (τxyu + τyyv)

⎤⎥⎥⎥⎦ , (6)

Equation (5) can be expressed as
∂w

∂t
+∇ · F = 0. (7)

In particular, w(x, t) : IRd × [0, T] → IRm and F(w,∇⊗ w) : IRm × [0, T] → IRm × IRd.

2.2. Discontinuous Galerkin Finite Element Method (DG–FEM) Formulation

The physical domain is approximated by the computational domain Ωh which consists of an
unstructured grid made of K geometry conforming non-overlapping elements Dk, with k = 1, . . . , K.
A non-negative integer N is introduced for each element k and let IPN be the space of polynomials of
global degree less than or equal to N. The following discontinuous finite element approximation space
is introduced [23]:

Vh = {v ∈ (L2(Ωh))
m : w|k ∈ (IPN(k))m, ∀k ∈ Ωh }, (8)

being L2(Ωh) the Hilbert space of square integrable functions on Ωh. Using DG–FEM, the vector of
conserved variables w(x, t) is approximated by a function wh(x, t), which is the direct sum of K local
polynomial solution wk

h(x, t) by

w(x, t) � wh(x, t) =
K⊕

k=1

wk
h(x, t). (9)

Analogously, one has

fc � fch = fc(wh), gc � gch = gc(wh), fv � fvh = fv(wh,∇⊗ wh), gv � gvh = gv(wh,∇⊗ wh), (10)

which means that F � Fh = F(wh,∇⊗ wh). The local solution is expressed as a polynomial of order
N through a nodal representation as

wk
h(x, t) =

Np

∑
i=1

wk
h(xi, t)�k

i (x), (11)

being �k
i the multidimensional interpolating Lagrange polynomial defined by grid points xi on the

element Dk and Np the number of terms within the expansion which is related to the order of

polynomial N through the relation Np = (N+1)(N+2)
2 . From this perspective, recalling Equation (7),

the residual is formed as
Rh(x, t) =

∂wh
∂t

+∇ · Fh. (12)
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The residual can vanish requiring that it is orthogonal to all test functions φh(x) ∈ Vh on all the K
grid elements ∫

Dk

Rh(x, t)φh(x)dΩ = 0 =⇒
∫
Dk

(
φh

∂wh
∂t

+ φh(∇ · Fh)
)

dΩ = 0. (13)

Using the Gauss’ theorem, it can be easily shown that the latter reduces to

∫
Dk

(
φh

∂wh
∂t

−∇φh · Fh

)
dΩ = −

∮
∂Dk

φhFh · n̂dΓ. (14)

From the RHS of the last equation, one can observe that the solution at the element interfaces is
multiply defined, thus, it is possible to refer to a solution F∗

h to be determined. Reconsidering the flux
vectors of the matrix F, and considering that the normal vector is defined as n̂ = n̂xi + n̂yj, one has

∇φh · Fh = (fch − fvh)
∂φh
∂x

+ (gch − gvh)
∂φh
∂y

, (15)

F∗
h · n̂ = (n̂x(fch − fvh) + n̂y(gch − gvh))

∗, (16)

which gives the following weak form:

find wh ∈ Vh:
∫
Dk

(
φh

∂wh
∂t

− (fch − fvh)
∂φh
∂x

− (gch − gvh)
∂φh
∂y

)
dΩ =

= −
∮

∂Dk

(n̂x(fch − fvh) + n̂y(gch − gvh))
∗φhdΓ, ∀φh ∈ Vh.

(17)

The numerical flux indicated with the superscript ‘∗’ is computed through the local Lax–Friedrich
flux as

(n̂x(fch − fvh) + n̂y(gch − gvh))
∗ = n̂x{{fch − fvh}}+ n̂y{{gch − gvh}}+

λ̂

2
[[wh]], (18)

where λ̂ in general represents the local maximum of the directional flux Jacobian and an approximate
local maximum linearized acoustic wave speed can be given [22] by

λ̂ = max
s∈[u−

h ,u+
h ]

(
|u(s)|+

√
γp(s)
ρ(s)

)
. (19)

Note that, even if this flux has a dissipative nature, hence strong shock wave in supersonic regime
can have a smeared trend, it gives accurate results for subsonic and weakly supersonic flows. For a
generic quantity, the superscripts “−” and “+” here indicate, respectively, an interior and exterior
information, i.e., if the quantity is taken at the internal or external side of the face of the element
considered. The symbols {{·}} and [[·]] are the average and the jump along a normal n̂, which are
defined, for a generic vector v, as {{v}} = v−+v+

2 and [[v]] = n̂− · v− + n̂+ · v+.
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2.3. Temporal Integration Schemes

Considering the semi-discrete problem, written in the form of a system of ordinary differential
equations (ODEs), the corresponding initial-value problem when initial conditions are given at time
t = t0 is ⎧⎨⎩

dwh
dt

= Lh(wh, t),

wh(t0) = w0
h.

(20)

L(·) is the elliptic operator. Since the flow is strongly characterized by flow discontinuities,
the strong stability-preserving Runge–Kutta (SSP–RK) schemes are adopted because they do not
introduce spurious oscillations. Referring to Gottlieb et al. [24], the optimal second-order, two-stage
and third-order three-stage SSP–RK schemes are expressed as

2nd-order, two-stage SSP–RK :

⎧⎪⎨⎪⎩
v(1) = wn

h + ΔtLh(w
n
h , tn),

wn+1
h = v(2) =

1
2

(
wn

h + v(1) + ΔtLh(v
(1), tn + Δt)

)
.

(21)

3rd-order, three-stage SSP–RK :

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
v(1) = wn

h + ΔtLh(w
n
h , tn),

v(2) =
1
4

(
3wn

h + v(1) + ΔtLh(v
(1), tn + Δt)

)
,

wn+1
h = v(3) =

1
3

(
wn

h + 2v(2) + 2ΔtLh(v
(2), tn +

1
2

Δt)
)

.

(22)

Gottlieb et al. [24] showed that it is not possible to design a fourth-order, four-stage SSP–RK
where all the coefficients are positive. The classical fourth-order four-stage explicit RK method (ERK4)
might be adopted, however the main disadvantage of this approach is its high computational effort
since for each time step, four arrays must be stored in the memory. A valid alternative to this method,
is given by the low storage explicit Runge–Kutta (LSERK) scheme, firstly introduced in 1994 in [25].

The fourth-order LSERK is defined by

4th-order LSERK :

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
p(0) = wn

h ,

for i ∈ [1, . . . , 5] :

{
ki = aik

(i−1) + ΔtLh(p
(i−1), tn + ciΔt),

p(i) = p(i−1) + bik
i,

wn+1
h = p(5).

(23)

The coefficients ai, bi and ci are listed in Table 1. As the formula above shows, different from the
classical ERK4, in this case, only one additional storage level is required. However, the LSERK requires
five stages instead of four.

Table 1. Coefficients ai, bi and ci used for the low storage five-stage fourth-order explicit
Runge–Kutta method.

i ai bi ci

1 0
1, 432, 997, 174, 477
9, 575, 080, 441, 755

0

2 − 567, 301, 805, 773
1, 357, 537, 059, 087

5, 161, 836, 677, 717
13, 612, 068, 292, 357

1, 432, 997, 174, 477
9, 575, 080, 441, 755

3 −2, 404, 267, 990, 393
2, 016, 746, 695, 238

1, 720, 146, 321, 549
2, 090, 206, 949, 498

2, 526, 269, 341, 429
6, 820, 363, 962, 896

4 −3, 550, 918, 686, 646
2, 091, 501, 179, 385

3, 134, 564, 353, 537
4, 481, 467, 310, 338

2, 006, 345, 519, 317
3, 224, 310, 063, 776

5 −1, 275, 806, 237, 668
842, 570, 457, 699

2, 277, 821, 191, 437
14, 882, 151, 754, 819

2, 802, 321, 613, 138
2, 924, 317, 926, 251
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The time step size Δt that ensures a stable solution is computed [22] as

Δt =
1
2

min

(
1

(N + 1)2 |u|+ |a|
ϑ

+ (N + 1)4 μ

ϑ2

)
, (24)

where a is the local speed of sound, which, using the ideal gas law, reads a =
√

γRT =
√

γ
p
ρ , while the

geometrical factor ϑ is computed as ϑ = 2
Fscale(i,k)

, where Fscale is a matrix having dimension Nf aces × K

and its entries are the ratio of surface to volume Jacobian of face i on element k. From Equation (24),
one can observe that, with very high order polynomials (N >> 1), this time step restriction becomes
impracticable; furthermore, the time step decreases as the dynamic viscosity μ increases, hence for
highly viscous fluids, this expression for the time step might be unfeasible.

2.4. Slope Limiting Procedure

Due to strong flow discontinuities, the solution might be affected by spurious unphysical
oscillations, hence, slope limiters are added to the existing code in order to properly model and
catch the large gradients in the flow field. In particular, van Albada type slope limiter suitable for
DG–FEM, throughly described by Tu and Aliabadi in [26], are adopted.

2.5. Benchmark Test Problem with Its Initial and Boundary Conditions

The viscous shock wave propagation is studied in a microchannel characterized by characteristic
length (hydraulic diameter) equal to H = 2.5 mm. The viscous shock channel problem of
Zeitoun et al. [21] is characterized by a driver and a driven chamber, quantities referred to these states
are denoted with subscripts 4 and 1 and summarized in Table 2. The driver chamber is characterized
by a higher pressure and density. The gas used in both chambers is Argon (Ar) and the main fluid
properties of this gas, considered in standard condition, are listed in Table 2c. A sketch of the
microchannel in the cartesian reference system (x, y) is given in Figure 2. Geometric information,
initial conditions and the main flow properties of the argon are given in Table 2.

Table 2. Zeitoun’s test case: geometric information and output time for the simulation (a); flow
properties in the driver and driven chambers (b); and Argon properties in standard condition (c).

(a)

characteristic length H (mm) 2.5
size of the domain (mm) 32H × 2H

diaphragm position xd (mm) 29.60
Output time Tf (μs) 80

(b)

Left Right
Driver Driven

state 4 1
Gas Ar Ar

ρ (kg/m3) 8.43 × 10−3 7.08 × 10−4

u (m/s) 0 0
v (m/s) 0 0
p (Pa) 525.98 44.2

(c)

specific gas constant R (J/(kg·K)) 208.0
specific heat ratio γ (–) 1.67

thermal conductivity κ (W/(m·K)) 0.0172
Sutherland’s reference viscosity μ0 (kg/(m·s)) 2.125 × 10−5

Sutherland’s reference temperature T0 (K) 273.15
Sutherland’s temperature C (K) 144.4
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xd x

y

Driver Drivendiaphragm

32H

2H

Figure 2. The sketch of the viscous shock-channel of Zeitoun et al. [21] for microfluidic applications.

Since the continuum approach is adopted, the rarefaction effects are usually taken into account
imposing at wall the following conditions:

• velocity slip boundary condition;
• temperature jump boundary condition.

The small area where thermodynamic disequilibria occur is called Knudsen layer, having thickness
of order of the mean free path λ. A generic form of the slip boundary condition is proposed by Maxwell.
Let uslip be the fictitious velocity required to predict the velocity profile out of the layer, the slip velocity
can be expressed as

uslip = u f − uwall =
2 − σu

σu
λ

∂u f

∂n

∣∣∣∣
wall

+
3
4

λ

k2

√
R
T

∂T
∂s

∣∣∣∣
wall

, (25)

being u f the fluid velocity, n and s the normal and parallel directions to the wall, and σu the tangential
momentum accommodation coefficient which denotes the fractions of molecules absorbed by the walls
due to the wall roughness, condensation and evaporation processes [27]. For microchannels, accurate
values of σu are in the range 0.8–1.0 [28]. For the temperature jump [21], a condition is imposed by

Ts − Twall =
2 − σT

σT

2γ

γ + 1
λ

Pr
∂T
∂n

∣∣∣∣
wall

, (26)

where Ts is the temperature that must be computed at wall that takes into account the gas rarefied
conditions, Twall is the reference wall temperature, Pr is the Prandtl number and σT is the thermal
accommodation coefficient. In the literature, different empirical and semi-analytical expressions are
available for λ and they are based on the way the force exerted among molecules is defined. In this
work, the inverse power law (IPL) model is used, firstly introduced in 1978 by Bird in [29]. The model
is based on a description of the mean free path based on the repulsive part of the force. It defines λ as

λ = k2
μ

ρ
√

RT
, (27)

where k2 is a coefficient which varies according to the model taken into account. According to the

Maxwell Molecules (MM) model, this constant is equal to k2 =
√

π
2 . Hence, if the temperature

variation at walls is neglected, the slip boundary conditions becomes

uslip = u f − uwall =
2 − σu

σu

√
π

2
μ

ρ
√

RT

∂u f

∂n

∣∣∣∣
wall

, (28)

and the temperature jump

Ts − Twall =
2 − σT

σT

2γ

γ + 1

√
π

2
μ

ρ
√

RT
1

Pr
∂T
∂n

∣∣∣∣
wall

. (29)

The slip boundary condition and temperature jump at wall are conditions desired for high
Knudsen number regimes, whereas rarefied condition of the gas becomes predominant. However,
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since the present work focuses on the investigation of low Knudsen number regimes, the no-slip
boundary condition case is used as initial approach.

The shock channel problem consists of two chambers at high (on the left, denoted with number 4)
and low (on the right, denoted with number 1) pressure separated by a diaphragm in a known position
xd. When the diaphragm is instantaneously removed, i.e., when t > 0, due to the initial pressure
difference, a combination of different wave patterns arises. The flow considered is originally at rest
(u = 0) and the initial conditions of the problem are given by

ρ(x, y, 0) =

{
ρ4 if x < xd,

ρ1 if x ≥ xd,
(30)

u(x, y, 0) = 0, (31)

v(x, y, 0) = 0, (32)

p(x, y, 0) =

{
p4 if x < xd,

p1 if x ≥ xd.
(33)

Numerical values of the quantities above are summarized in Table 2b.

3. Results and Discussion

To verify the MATLAB code and to validate the numerical results achieved, the benchmark test
problem of Zeitoun et al. [21] on the investigation of viscous shock waves are considered, because
this is one of the most frequently used benchmark problem for microscale applications. In their work,
the viscous shock channel problem is solved at micro scales adopting three different approaches:
compressible Navier–Stokes (CNS) equations with slip and temperature jump BCs using the CARBUR
solver, the statistical Direct Simulation Monte Carlo (DSMC) method for the Boltzmann equation and
the kinetic model Bhatnagar–Gross–Krook with the Shakhov equilibrium distribution function (BGKS).

3.1. Grid Convergence Study

The validation of the numerical results achieved with DG–FEM is performed through a grid
convergence study using four grid levels. The grid levels are indicated with the index i, respectively,
equal to 4, 3, 2 and 1. Let Δx and Δy be the mesh widths, respectively, in the x and y directions and Nx

and Ny the number of grid points. The mesh widths in both directions have same length. A constant
refinement ratio R =

Δxi+1
Δxi

=
Δyi+1

Δyi
among all grid levels equal to 2 is considered. The required data

for the mesh refinement study are listed in Table 3, whereas the quantity h is the dimensionless grid
spacing which is the ratio among the grid spacing of the i-th grid level considered and the grid spacing
of the finer mesh, defined as hi =

Δxi
Δx1

= Δyi
Δy1

, i = 1, . . . , 4.

Table 3. Grid levels adopted in the mesh refinement study.

Mesh Level i Nx Ny Δx (mm) Δy (mm) h (–) 1/h (–)

Coarse 4 97 7 8.33 × 10−1 8.33×10−1 8 0.125
Medium 3 193 13 4.17 × 10−1 4.17×10−1 4 0.25

Fine 2 385 25 2.08 × 10−1 2.08×10−1 2 0.5
Finer 1 769 49 1.04 × 10−1 1.04×10−1 1 1

The simulations are performed setting the Knudsen number equal to 0.05 and the order of
polynomials is kept equal to 1 for all the grid levels. The results are considered at the output time
Tf = 80 μs: before this time, the acoustic waves are propagating in the channel without considering
the reflection at lateral walls.
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Figure 3a,b shows, respectively, the dimensionless density ρ/ρ1 and temperature T/T1 extracted at
the centerline of the channel (y = H) plotted against the dimensionless x/H coordinate. Qualitatively
speaking, referring to the density profile in Figure 3a, one can see that the accuracy of the numerical
results achieved increases when the mesh used is finer; in particular, with the coarse and medium mesh,
the profile is very diffusive yielding to an incorrect and inaccurate representation of the discontinuities
in the flow field. In fact, the density in the rarefaction wave region is over predicted and, as a result,
the positions of the contact wave and of the shock wave are imprecise. The real flow physics is matched
when the fine and finer mesh are considered, since less numerical diffusion can be observed and,
as a result, the density jumps are properly caught. Analogous considerations can be done for the
dimensionless temperature profile shown in Figure 3b. Firstly, one can observe that the accuracy
quickly increases as the mesh is refined, in fact, for instance, the results achieved adopting the coarse
mesh do not match at all the jumps in the flow field observed by Zeitoun et al. [21]. Furthermore,
considering the finer grid level, it is observed that the position of the contact wave is properly achieved
using DG–FEM, however the whole jump in temperature is slightly bigger than the one observed in
the reference data (the relative error observed is approximately 10.6%). This produces a small under
prediction of the shock wave position (relative error equal to 3.8%).

The numerical results are validate also in terms of streamwise velocity u (Figure 3c) in x = 25H,
which represents the position immediately before the shock wave (pre-shock state). The velocity
is made dimensionless using the speed of sound in the driven chamber defined as a1 =

√
γRT1

and plotted against the dimensionless y/H coordinate (for the first half of the channel’s height).
The velocity profile obtained with the coarse and medium mesh under predicts the outcomes given
by Zeitoun et al. [21], while bigger values are achieved adopting the fine and finer mesh; however,
when y/H ≈ 0.3, the profiles obtained overcome the reference data. The numerical results obtained
for the stream wise velocity are quite accurate even if they are studied in the no slip fluid flow regime.
However, as the Knudsen number increases, the slip condition becomes mandatory [19].

(a) Density (–) (b) Temperature (–)

(c) Velocity component u (–)

Figure 3. Dimensionless density (a); temperature (b) profiles in the centerline of the microchannel; and
stream wise velocity u (c) in the cross section x = 25H using four grid levels at the final time Tf = 80
μs with Kn = 0.05 in comparison with reference data of Zeitoun et al. [21].
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To confirm that the numerical results achieved grid convergence, a simulation on an additional
grid level 5—which is the finest mesh—is performed to compare the results between the finer and
the finest mesh (see Figure 4). The refinement ratio is kept equal to 2, so the finest grid level is
characterized by Nx = 1536 and Ny = 96 grid points in the x and y directions, respectively, and mesh
widths Δx = Δy = 0.52× 10−1 mm. Figure 4 shows that the mesh further refinement does not improve
significantly the already obtained accuracy of the numerical simulation results, which means that the
further refinement of the mesh compared to the grid level 4 could increase the computational cost
without significant further improvement of the achieved accuracy.

(a) Density (–) (b) Temperature (–)

(c) Velocity component u (–)

Figure 4. Dimensionless density (a); temperature profiles (b) in the centerline of the microchannel; and
stream wise velocity u (c) in the cross section x = 25H on the finer and the finest grid levels at the final
time Tf = 80 μs with Kn = 0.05.

For the sake of a quantitative analysis, the L0, L1 and L2 norms of the absolute error between the
numerical results and the reference data given by Zeitoun et al. [21] are computed. Figure 5 shows
the logarithmic plots of the L0 (Figure 5a), L1 (Figure 5b) and L2 (Figure 5c) norms of the absolute
error between the results achieved with DG–FEM and reference data given by [21] against the inverse
of the dimensionless grid spacing h. Regarding the density and the temperature, the three plots
clearly show that as the mesh is refined, the error drops in terms of all the norms considered. The
same trend can be observed for the velocity profile, however, going from the fine to the finer grid
level, the error increases after log(1/h) = 0.5. The reason is that the present investigation focuses
on the low Knudsen number flow regime, where rarefaction effects start to become important but
still not dominant. Rarefaction effects are taken into account in a continuum approach—i.e., using
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compressible Navier–Stokes equations—imposing wall slip boundary conditions producing hence a
different velocity profile [19]. The slip boundary condition becomes a mandatory requirement as the
Knudsen number increases, which would yield to more physical and accurate results as confirmed
by other authors in [19,21] when other continuum based numerical approaches were employed as
well. This behavior is also met in the qualitative discussion above, since it is seen that the velocity
profile achieved through the finer mesh overcomes the reference data when y/H ≈ 0.3. Furthermore,
the lowest error norms are observed for the stream wise velocity profile extracted in x = 25H. For the
sake of a complete analysis, the error norms are also summarized in Table 4.

Table 4. L0, L1 and L2 norms of the absolute error between the results achieved with DG–FEM and
reference data in [21]. Results presented for density (a), temperature (b) in the centerline of the
microchannel, and stream wise velocity (c) in the cross section x = 25H. Results obtained at the final
time Tf = 80 μs with Kn = 0.05.

(a) Density

ρ(x, H)

Coarse Medium Fine Finer

||eabs||0 (–) 3.15963 2.72327 1.70752 0.81022
||eabs||1 (–) 0.94709 0.56817 0.26207 0.17318
||eabs||2 (–) 0.21601 0.15045 0.08903 0.04143

(b) Temperature

T(x, H)

Coarse Medium Fine Finer

||eabs||0 (–) 1.19697 1.08770 0.66427 0.44463
||eabs||1 (–) 0.34085 0.29573 0.21112 0.13444
||eabs||2 (–) 0.07237 0.06797 0.04617 0.02911

(c) Velocity Component u

u(25H, y)

Coarse Medium Fine Finer

||eabs||0 0.37619 0.10962 0.08258 0.10261
||eabs||1 0.28596 0.07559 0.04886 0.06401
||eabs||2 0.03477 0.00921 0.00615 0.00804

A convergence test is performed in order to understand if the formal order of accuracy matches
(or not) the observed order of accuracy. Hence, within this approach, one can understand if the
discretization error is reduced at the expected rate [30]. The formal order of accuracy can be achieved
from a truncation error analysis, and, in the FEM approach, it is equal to N. In particular, in this case,
N = 1 since first-order polynomials are considered. The observed order of accuracy P is computed
from the numerical outputs on systematically refined grids [30]. The observed order of accuracy is
based on the trend of the error. Consider two generic grid levels i and i + 1, being the i-th level the
finer among them, and let e(i)abs and e(i+1)

abs be the absolute errors for these grid levels. The observed
order of accuracy, based on the Lp norms of the errors is defined by

P =

ln
( ||e(i+1)

abs ||p
||e(i)abs||p

)
ln(R)

, with p = 0, 1, 2. (34)

In this work, different grid levels are taken into account along with different observed orders of
accuracy for each flow property and for each norms. Figure 6 shows three logarithmic plots of the
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observed order of accuracy adopting the L0, L1 and L2 norms of the absolute error between the results
achieved with DG–FEM and reference data given by [21] against the dimensionless grid spacing h.

(a) L0 norm (b) L1 norm

(c) L2 norm

Figure 5. L0, L1 and L2 norms of the absolute error between the results achieved with DG–FEM and
reference data in [21] against the inverse of the dimensionless grid spacing h. Results presented for
density and temperature in the centerline of the microchannel and stream wise velocity in the cross
section x = 25H. Results obtained at the final time Tf = 80 μs with Kn = 0.05.

The simulations are performed using the first-order polynomial representation N = 1 and, for a
sake of clarity, the observed order of accuracy for each quantity, for each norm, is also listed in Table 5.
Figure 6a shows that, regarding the density at the centerline of the microchannel, for the L0 and L2

norms, the observed order of accuracy increases as the mesh is refined, reaching the values 1.076 and
1.104, respectively, which are higher than the theoretical order N = 1. The same trend is not shared
by the L1 norm, which exhibits a maximum between the medium and fine grid level. Concerning the
temperature profile (Figure 6b), all the values are below the theoretical order N = 1 and the observed
order increases as the mesh is refined for the L1 and L2 norms, while the L0 norm shows a maximum
between the medium and fine mesh. The stream wise dimensionless velocity profile in Figure 6c shows
a different trend, which means that the observed order of accuracy P decreases as the mesh is refined,
as also confirmed by the previous discussions about Figures 3c and 5.
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(a) Density (b) Temperature

(c) Velocity component u

Figure 6. Logarithmic plots of the observed order of accuracy P using the L0, L1 and L2 norms of
the absolute error between the results achieved with DG–FEM and reference data in [21] against the
dimensionless grid spacing h. Results presented for: density (a); temperature (b) in the centerline of
the microchannel; and streamwise velocity (c) in the cross section x = 25H. Results obtained at the
final time Tf = 80 μs with Kn = 0.05.

Table 5. Observed order of accuracy P for density, temperature and u velocity based on L0, L1 and L2

norms of the absolute error between numerical solution obtained with DG–FEM and numerical data
in [21].

ρ(x, H) T(x, H) u(25H, y)

Grid Level (from → to) 1 → 2 2 → 3 3 → 4 1 → 2 2 → 3 3 → 4 1 → 2 2 → 3 3 → 4

P0 (–) 1.076 0.673 0.214 0.579 0.711 0.138 0.313 0.409 1.779

P1 (–) 0.598 1.116 0.737 0.651 0.486 0.205 0.390 0.629 1.920

P2 (–) 1.104 0.757 0.522 0.666 0.558 0.091 0.387 0.582 1.917

3.2. Effect of Different Time Integration Schemes

The effect of different time integration schemes is investigated. The following explicit
Runge–Kutta schemes are taken into account: second-order, two-stage SSP–RK, third-order, three-stage
SSP–RK and fourth-order LSERK. The limiting procedure is applied for each stage of the methods.
The investigation is performed adopting both the medium and fine mesh and Figure 7 shows the
results obtained for density and streamwise velocity. Referring to Figure 7a,b, where the density profile

36



Aerospace 2018, 5, 16

is plotted, respectively, adopting the medium and fine mesh with the three RK schemes presented, no
big differences are observed. On the right of the figures, some zooms are shown: a unique trend is
not observed, with the medium mesh the accuracy of the second-order, two-stage SSP–RK is always
between the other two schemes. When the fine mesh is used, the differences among the schemes
become even smaller and the third-order, three-stage SSP–RK seems to hold an average trend among
the other methods. Broadly speaking, the same trend can be observed for the stream wise velocity
profiles in Figure 7c,d , where the medium and fine grids are used, respectively. When the medium
mesh is used, the third-order, three-stage SSP–RK scheme gives the most accurate profile, while using
the fine mesh the results achieved are very similar. In particular, the second-order, two-stage SSP–RK
is more accurate in the first part of the profile and the fourth-order LSERK in the second.

Of course, one can see that, due to the small differences among the outputs obtained, a qualitative
analysis cannot determine correctly which scheme yields to the most accurate results. Hence, as
previously done, the L0, L1 and L2 norms of the absolute error are computed and listed in Table 6 for
the medium and fine mesh. On the one hand, regarding the medium mesh, it is possible to observe
that the third-order, three-stage SSP–RK scheme is the least accurate, since the lowest error norms are
gotten. This behavior is met for all norms, for all the physical quantities considered. On the other hand,
when the fine mesh is adopted, a unique trend is not observed: the fourth-order LSERK scheme is
more accurate for temperature and density (except for the L0 norm), while the second-order, two-stage
SSP–RK is the most accurate for the stream wise velocity.

(a) Density (–), medium mesh

(b) Density (–), fine mesh

Figure 7. Cont.
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(c) Velocity component u (–), medium mesh

(d) Velocity component u (–), fine mesh

Figure 7. Dimensionless density profile in the centerline of the microchannel (a,b); and streamwise
velocity u in the cross section x = 25H (c,d) using the: medium (a,c); and fine (b,d) mesh at the final
time Tf = 80 μs with Kn = 0.05 and N = 1. Comparison between different explicit Runge–Kutta
schemes: second-order, two-stage SSP–RK, third-order, three-stage SSP–RK, and fourth-order LSERK.
Validation with reference data of Zeitoun et al. [21].

To understand exactly how those time integration schemes perform, the relative difference among
the previous error norms is compared. In particular, the relative difference among different temporal
schemes using the Lp norms are defined by

ε3/2 = 100 ·
∣∣∣∣ ||eabs||I I I

p − ||eabs||I I
p

||eabs||I I
p

∣∣∣∣, for p = 0, 1, 2, (35)

ε4/3 = 100 ·
∣∣∣∣ ||eabs||IV

p − ||eabs||I I I
p

||eabs||I I I
p

∣∣∣∣, for p = 0, 1, 2, (36)

where the superscripts ′ I I′, ′ I I I′ and ′ IV′, respectively, indicate the error norms computed using the
second-order, two-stage SSP–RK, third-order, three-stage SSP–RK and fourth-order LSERK. These
quantities are collected, in percentage, in Table 7. From the table, one can see that the relative difference
is bigger when the medium mesh is adopted and this trend is emphasized when the stream wise
velocity is taken into account. However, generally speaking, when the fine mesh is considered, the
relative differences has as order of magnitude 1%, which can be considered a negligible outcome. For
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this reason, it is possible to conclude that when a fine (or even a finer) mesh is considered, the choice
of the temporal scheme do not really affect the accuracy of the numerical results.

Table 6. L0, L1 and L2 norms of the absolute error between the results achieved with DG–FEM and
reference data in [21]. Comparison between different explicit RK schemes using the medium and fine
mesh. Results presented for density (a); temperature (b) in the centerline of the microchannel; and
stream wise velocity (c) in the cross section x = 25H. Results obtained at the final time Tf = 80 μs with
Kn = 0.05 and N = 1.

(a) Density (–)

Medium Fine

||eabs||0 ||eabs||1 ||eabs||2 ||eabs||0 ||eabs||1 ||eabs||2
2nd–order, 2 stage SSP–RK 2.7233 0.5682 0.1505 1.7075 0.2621 0.0890
3rd–order, 3 stage SSP–RK 2.6024 0.5333 0.1442 1.6846 0.2566 0.0874

4th–order LSERK 2.6870 0.5563 0.1484 1.6689 0.2530 0.0862

(b) Temperature (–)

Medium Fine

||eabs||0 ||eabs||1 ||eabs||2 ||eabs||0 ||eabs||1 ||eabs||2
2nd–order, 2 stage SSP–RK 1.0877 0.2957 0.0680 0.6643 0.2111 0.0462
3rd–order, 3 stage SSP–RK 1.0480 0.2817 0.0658 0.6465 0.2086 0.0454

4th–order LSERK 1.0756 0.2912 0.0673 0.6348 0.2070 0.0448

(c) Velocity Component u (–)

Medium Fine

||eabs||0 ||eabs||1 ||eabs||2 ||eabs||0 ||eabs||1 ||eabs||2
2nd–order, 2 stage SSP–RK 0.1096 0.0756 0.0092 0.0826 0.0489 0.00615
3rd–order, 3 stage SSP–RK 0.0903 0.0585 0.0072 0.0833 0.0494 0.00622

4th–order LSERK 0.1019 0.0692 0.0084 0.0834 0.0496 0.00625

Table 7. Relative difference among L0, L1 and L2 norms of the absolute error achieved using
second-order, two-stage SSP–RK, third-order, three-stage SSP–RK and fourth-order LSERK scheme.
Results obtained using the medium and fine mesh density and temperature in the microchannel’s
centerline and stream wise velocity in the cross section x = 25H. Results obtained at the final time
Tf = 80 μs with Kn = 0.05 and N = 1.

Medium Mesh Fine Mesh

L0 L1 L2 L0 L1 L2

ρ(x, H)
ε3/2 (%) 4.43947 6.14220 4.18605 1.34233 2.07547 1.88136
ε4/3 (%) 3.25085 4.31277 2.91262 0.93030 1.39436 1.27821

T(x, H)
ε3/2 (%) 3.64473 4.73038 3.15965 2.67499 1.17253 1.76798
ε4/3 (%) 2.63372 3.35658 2.23801 1.81116 0.79209 1.17433

u(25H, y) ε3/2 (%) 17.66372 22.60352 21.77167 0.90700 1.09284 1.11081
ε4/3 (%) 12.92501 18.20015 17.17119 0.93030 1.39436 1.27821
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3.3. Effect of Different Time Step Sizes

The effect of different time step sizes Δt on the accuracy of the numerical results is investigated.
The time step size is computed using Equation (24) to get a stable solution according to [22].
The following time step sizes are considered: 4Δt, 2Δt, Δt, Δt/2 and Δt/4. The numerical simulations
are performed using the fine mesh with second-order, two-stage SSP–RK scheme. Changing the time
step size still gives stable and bounded solutions and relevant changes in terms of accuracy are not
observed. The L0, L1 and L2 norms of the absolute error among reference data and numerical solutions
are computed and it is observed that they share same precision up to the fourth digit. As for the
temporal integration schemes study, the relative difference among the error norms is computed as:

εj+1/j = 100 ·
∣∣∣∣ ||eabs||(j+1)

p − ||eabs||(j)
p

||eabs||(j)
p

∣∣∣∣, for j = 1, . . . , 4 and p = 0, 1, 2. (37)

The index j indicates a time step size level, in particular j = 1 corresponds to 4Δt and j = 5 to
Δt/4. Table 8 shows these relative differences and it can be observed that the order of magnitude,
in percentage, is between 10−7 and 10−3. For this reason, it is possible to conclude that time step sizes
do not affect the accuracy of the numerical solution.

Table 8. Relative difference among L0, L1 and L2 norms of the absolute error achieved using different
time step sizes. Results obtained with fine mesh and second-order, two-stage SSP–RK scheme and
shown for density and temperature in the centerline of the microchannel and stream wise velocity in
the cross section x = 25H. Results obtained at the final time Tf = 80 μs with Kn = 0.05 and N = 1.

ε5/4 (%) ε4/3 (%) ε3/2 (%) ε2/1 (%)

Δt
4 → Δt

2
Δt
2 → Δt Δt → 2Δt 2Δt → 4Δt

ρ(x, H)
L0 2.8756 × 10−4 1.6312 × 10−3 1.4415× 10−5 1.2184 × 10−4

L1 2.8834 × 10−5 1.6530 × 10−4 4.3485 × 10−7 6.1623 × 10−5

L2 1.4868 × 10−5 8.4653 × 10−5 6.8205 × 10−7 9.2102 × 10−6

T(x, H)
L0 3.0293 × 10−5 3.8387 × 10−4 1.9821 × 10−4 1.0443 × 10−5

L1 3.0859 × 10−6 3.9217× 10−5 6.3271 × 10−6 6.3682 × 10−6

L2 1.3106 × 10−6 1.6615 × 10−5 7.3049 × 10−6 1.0169 × 10−6

u(25H, y)
L0 1.2996×10−4 1.6198 × 10−3 1.2461 × 10−3 1.0256 × 10−4

L1 5.6303 × 10−5 7.0370 × 10−4 5.4373 × 10−4 4.4575 × 10−5

L2 7.6356 × 10−6 9.5516 × 10−5 7.3887 × 10−5 6.0460 ×10−6

4. Conclusions

The two-dimensional unsteady fully-compressible Navier–Stokes equations for microfluidic
problems are numerically solved adopting the nodal discontinuous Galerkin finite element method
(DG–FEM) in space and different explicit Runge–Kutta (RK) schemes for the temporal integrations.
The equations are solved at microscale level considering a miniaturized version of the shock-channel
problem as test case. Unstructured meshes are generated and a MATLAB code developed by Hesthaven
and Warburton [22] is adopted, modified and further improved. The numerical results are validated
with reference data provided by Zeitoun et al. [21] where CNS equations in a FVM context, DSMC
for the Boltzmann equation and the kinetic model BGKS (Bhatnagar–Gross–Krook with Shakhov
equilibrium distribution function) models are adopted. A mesh refinement study is performed using
four grid levels. The study showed that, as the mesh is refined, more accurate results are achieved.
This trend is always confirmed for the density and temperature profiles, while for the streamwise
velocity profile, the error slightly increases from the fine to the finer mesh. In fact, when the finer
grid is adopted, it is observed that the method overestimates the velocity profile. A slip boundary
condition implementation could improve this result. The observed order of accuracy based on
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different error norms for different flow properties is also computed and it is shown that, when the
first-order of polynomial N = 1 is adopted (theoretical order of one), the following results are achieved:
for the density and temperature, as the mesh is refined, the observed order of accuracy increases
reaching (and overcoming for the density) the theoretical order; a different trend is achieved for the
velocity profile, i.e., the order is higher as the mesh is coarser. The reason behind this behavior is the
same as the previous one for the error norms. An additional grid level is then considered, and it is
seen that the mesh further refinement does not improve significantly the already obtained accuracy.
In addition to this, the effect of different temporal schemes (explicit Runge–Kutta) is investigated
considering second-order, two-stage SSP–RK; third-order, three-stage SSP–RK; and fourth-order LSERK.
A qualitative and quantitative analysis is done computing error norms and their relative differences,
however no big differences among the schemes are observed as the mesh is refined and it is concluded
that the choice of the temporal scheme does not really affect the accuracy of the numerical results,
especially when fine meshes are used. Finally, different time step sizes have also been considered, and
the solution remains stable and the accuracy unaffected.
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CNS Compressible Navier–Stokes
DG–FEM Discontinuous Galerkin Finite Element Method
DSMC Direct Simulation Monte Carlo
ERK4 Fourth-Order Four-Stage Explicit Runge–Kutta
FEM Finite Element Method
FVM Finite Volume Method
LSERK Low Storage Explicit Runge–Kutta
MEMS Microelectromechanical Systems
ODE Ordinary Differential Equation
PDE Partial Differential Equation
RK Runge–Kutta
SSP–RK Strong Stability–Preserving Runge–Kutta
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Abstract: The present work investigates the bifurcation properties of the Navier–Stokes equations
using characteristics-based schemes and Riemann solvers to test their suitability to predict
non-linear flow phenomena encountered in aerospace applications. We make use of a single- and
multi-directional characteristics-based scheme and Rusanov’s Riemann solver to treat the convective
term through a Godunov-type method. We use the Artificial Compressibility (AC) method and a
unified Fractional-Step, Artificial Compressibility with Pressure-Projection (FSAC-PP) method for all
considered schemes in a channel with a sudden expansion which provides highly non-linear flow
features at low Reynolds numbers that produces a non-symmetrical flow field. Using the AC method,
our results show that the multi-directional characteristics-based scheme is capable of predicting
these phenomena while the single-directional counterpart does not predict the correct flow field.
Both schemes and also Riemann solver approaches produce accurate results when the FSAC-PP
method is used, showing that the incompressible method plays a dominant role in determining the
behaviour of the flow. This also means that it is not just the numerical interpolation scheme which is
responsible for the overall accuracy. Furthermore, we show that the FSAC-PP method provides faster
convergence and higher level of accuracy, making it a prime candidate for aerospace applications.

Keywords: characteristics-based scheme; multi-directional; Riemann solver; Godunov method;
bifurcation

1. Introduction

Despite the advances made in the field of computational fluid dynamics over the past decades,
predicting flow patterns around aerodynamic shapes remains a challenge for aerospace applications.
The flow around a wing can have a transonic behaviour which, at high angles of attack, may be
supplemented by flow separation, strong crossflow gradients as well as a hysteresis in the lift slope [1,2].
Traub [3] highlighted further that at low Reynolds number flows, laminar separation bubbles exist
which have an inherently unsteady behaviour. These separation bubbles may reattach to the wing or
transition into a fully turbulent flow, depending on the pressure gradient. Panaras [4] reviewed recent
published studies on Reynolds-averaged Navier–Stokes (RANS) and large-eddy simulation (LES)
results and pointed out that the turbulent kinetic energy in regions of reversed flow is low and can be
considered to be almost laminar. Thus, it is important to capture the transition between laminar and
turbulent flows as flow separation and reattachment ultimately have a strong influence on predicting
the lift slope, stall angle and hysteresis. Furthermore, since RANS models are commonly based on the
linear Boussinesq assumption, results may provide only a moderate accuracy while models based on
non-linear theories may be more efficient in predicting non-isotropic flow behaviour.

From the considerations given above, it is important to realize that the non-linear term in the
Navier–Stokes equations is the most sensitive part and an accurate numerical description is mandatory
to capture those flow features. The literature on numerical schemes is vast and this article does not
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intend to give a comprehensive overview—interested readers are referred to reference [5,6]—however
a brief overview is given. Initially the second-order central scheme was used and later augmented by
artificial dissipation. This was necessary to account for the lost dissipation on the small scales due to an
under-resolved computational grid, essentially mimicking the same approach RANS turbulence model
take in order to provide turbulent, or physical, dissipation. The central scheme lacks transportiveness
and so is not suitable to predict flows containing discontinuities. A range of high-resolution schemes
were developed to address this issue, of which the monotonic upwind scheme for conservation laws
(MUSCL), total variation diminishing (TVD), essential non-oscillatory (ENO) and weighted essential
non-oscillatory (WENO) schemes are the most widely used schemes nowadays. These schemes all
have the same goal; to capture the correct behaviour of the non-linear term. However, their closure is
based on numerical considerations. In order to enhance these scheme and to provide highly-accurate
physical values for the time integration procedure, two possible routes are available. The first one
is commonly employed in the compressible community where an approximate Riemann solver
(RS) is used. In-fact, by including the local Riemann problem, the values obtained through the
numerical scheme are modified based on the local eigenstructure of the system of equations, thus
presenting a hybrid approach to couple numerical and physical fluxes. The second approach is to
take a characteristics-based (CB) scheme which shares many similarities of the local Riemann problem,
although being rather different in the details. Here, the characteristics of the flow are found at each
computational node where the primitive variables are updated along the compatibility equations,
which are unique to each node. The CB scheme found widespread use in the 1960s and onwards for
the calculation of compressible flows [7].

With the introduction of the Artificial Compressibility (AC) method of Chorin [8], which was the
first hyperbolic method available in the framework on incompressible flows, it became possible to apply
both the local Riemann problem as well as CB schemes to incompressible flows. Drikakis et al. [9] were
among the first to introduce the CB scheme in conjunction with the AC method in the finite volume
method, which was followed by a development in the finite element framework by Zienkiewicz
and Codina [10] and Zienkiewicz et al. [11]. The CB scheme of Drikakis [9] was developed for
one-dimensional flows but can be extended to higher dimensions by applying the same equations to any
coordinate direction in space. Thus, the approach is termed the single-directional characteristics-based,
or SCB, scheme. The scheme was later revised by Neofytou [12] and tested by Su et al. [13], concluding
that, although the revised scheme being more mathematical rigorous, there was little difference in the
results using the original and revised SCB scheme.

A vastly different approach was taken by Razavi et al. [14] who proposed to use a multi-directional
characteristics-based, or MCB, scheme. It was extended to handle curve-linear coordinate systems [15]
as well as unstructured grids [16]. Improved boundary conditions in combination with the MCB
scheme was proposed by Hashemi and Zamzamian [17] for the far-field and Zamzamian and
Hashemi [18] for solid boundary conditions. Fathollahi and Zamzamian [19] investigated the influence
of the number of compatibility equations used at each node. They showed that increasing the number
of compatibility equation did not affect the accuracy of the solution while increasing the convergence
rate. The scheme has been tested for heat transfer and turbulent flows by Razavi and Adibi [20]
and Razavi and Hanifi [21], respectively. In the MCB scheme, instead of tracking characteristic lines
through each computational node as done in the SCB scheme, characteristic surfaces are multiplied
into the governing equations and their solution is found by means of the system’s eigenvalues and
geometrical considerations. This creates a characteristic cone along which the compatibility equations
are emanating. This allows the scheme to capture any anisotropic properties of the flow and therefore
lends itself to capture non-linear flow features.

In the present work, our aim is to show the applicability of the MCB scheme to predict non-linear
flow behaviours at low reynolds numbers. As a comparison, we also employ the SCB scheme and
apply Rusanov’s RS which provides a hybrid multi-directional, Godunov-type treatment for the
non-linear term of the Navier–Stokes equations. We apply the scheme to a channel with a sudden
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expansion. This geometry was found to be particularly suitable to predict the onset of bifurcation
and subsequently the reattachment point of the flow. Both phenomena are underlying features that
are important to calculate turbulent flows and thus highly relevant to the discussion in the context of
aerospace applications.

We use the AC method in order to apply the CB scheme and RS, which require a
hyperbolic system of equations. Furthermore, we also employ a recent method developed by
Könözsy [22], later introduced by Könözsy and Drikakis [23], which unifies Chorin’s AC method
with Chorin’s and Temam’s Fractional-Step, Pressure projection (FS-PP) method [24,25] which is
termed the Fractional-Step, Artificial Compressibility with Pressure-Projection, or FSAC-PP method
(see Section 2.2). It has been tested for classical benchmark cases for incompressible flows [22],
multi-species and variable density flows in micro-channels [26], trapping and positioning of cryogenic
propellants [27], forced separated flows over a backward facing step [28] and the vortex pairing
problem [29]. The FSAC-PP method was originally introduced using the SCB scheme and extended by
Teschner et al. [30] to the MCB scheme. Smith et al. [31] removed the CB approach and used different
Riemann solvers instead to obtain the inviscid fluxes. The FSAC-PP has shown to have superior
convergence properties over the AC and FS-PP method, especially in low Reynolds number flows,
while showing a similar level of accuracy.

The remaining structure of this article is as follows. In Section 2, we give numerical details on the
AC and FSAC-PP method. Section 3 summarises the SCB and MCB scheme used in this study while
the computational setup is presented in Section 4. We present the results for the sudden expansion
geometry in Section 5 and highlight final remarks in Section 6.

2. Methodology

In this section, we briefly review the concepts of the AC and FSAC-PP method, which are
employed throughout this study. Details can be found in [8] about the AC method and in [22,23] about
the FSAC-PP approach.

2.1. The Artificial Compressibility Method

The absence of a thermodynamic functional relationship between the pressure and density
has led to the notion of an Artificial Compressibility approach. Here, the density is replaced by
the pressure in the time derivative of the continuity equation. Since it could be difficult to give a
clear relationship between the two state variables, a numerical constant is introduced, β, which is a
user-defined convergence parameter [8]. Thus, the continuity equation loses any physical meaning,
however, it provides a mechanism to predict the pressure in the momentum equation. Once a steady
state is obtained, the time derivative vanishes to zero and so a divergence-free velocity field is obtained.
The governing equations with the extensions of the AC method thus become

1
β

∂p
∂τ

+∇ · U = 0, (1)

∂U

∂τ
+ (U · ∇)U = −1

ρ
∇p + ν∇2U, (2)

where ρ and ν are the density and viscosity, respectively. The equations are iterated in pseudo-time due
to the non-physical time derivative of pressure. In order to advance the system of Equations (1) and (2)
in real time, a dual-time stepping procedure needs to be employed for which a real time derivative is
added to the momentum equation. The time-step has to satisfy the following condition as

Δτ = min

[
CFL Δx

|U|+√
U2 + β

,
CFL Δx2

4ν

]
. (3)
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2.2. The Unified Fractional-Step, Artificial Compressibility and Pressure Projection Method

The FSAC-PP method unifies both the AC and FS-PP method into a single framework. In the
first Fractional-Step, the continuity equation of the AC method is used along with the momentum
equation of the FS-PP method, in which the pressure gradient is dropped. The governing equations of
the numerical method can be written in a semi-discretised form by

1
β

∂p
∂τ

+∇ · U = 0, (4)

U∗ − U(n)

Δτ
+ (U · ∇)U = ν∇2U. (5)

From Equations (4) and (5), we obtain an intermediate velocity field denoted by U∗ which is used
in the second Fractional-Step of the numerical procedure to recover the pressure field as

U(n+1) − U∗

Δt
= −1

ρ
∇p(n+1). (6)

The Helmholtz-Hodge decomposition requires the velocity field at time level (n + 1) to become
divergence-free. Thus, by taking the divergence of Equation (6), the following Poisson equation for the
pressure is obtained by

∇2 p(n+1) =
ρ

Δt
∇ · U∗. (7)

With an updated pressure value, we can recover the velocity at the next time level from
Equation (6) as

Un+1 = U∗ − Δt
ρ
∇p(n+1). (8)

Equations (5)–(8) are consistent with the FS-PP method of Chorin [24] and Temam [25] while
Equation (4) provides an initial pressure field for the Poisson equation through the perturbed continuity
equation of the AC method. Thus, the hyperbolic and elliptic features of the AC and FS-PP method are
coupled through the Fractional-Step procedure which allows for a characteristics-based treatment of
the convective fluxes while the pressure is stabilised through the elliptic Poisson equation.

3. Characteristic-Based Schemes for Incompressible Flows

While the FSAC-PP method was originally introduced using the SCB scheme [9],
Teschner et al. [30] showed the extension to a multi-directional characteristics-based (MCB) scheme,
which is based on the derivation given by Razavi et al. [14] for the AC method.

3.1. A Single-Directional Closure

The SCB scheme splits the governing equations into one-dimensional equations and assumes that
the SCB scheme is equally applicable for any direction. The primitive variables are recovered in the
context of the hyperbolic-type AC method as

ũn
i+ 1

2
= x̃R + ỹ(u0ỹ − v0 x̃), (9)

ṽn
i+ 1

2
= ỹR + x̃(u0ỹ − v0 x̃), (10)

p̃n
i+ 1

2
=

1

2
√

λ2
0 + β

(λ1k2 − λ2k1), (11)

where
R =

1

2
√

λ2
0 + β

[(p1 − p2) + x̃(λ1u1 − λ2u2) + ỹ(λ1v1 − λ2v2)], (12)
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k1 = p1 + λ1(u1 x̃ + v1ỹ), (13)

k2 = p2 + λ2(u2 x̃ + v2ỹ). (14)

The values of x̃ and ỹ are set to x̃ = 1, ỹ = 0 when considering the x-direction and x̃ = 0, ỹ = 1
for the y-direction, respectively. The eigenvalues are found as

λ0 = ux̃ + vỹ, (15)

λ1 = λ0 +
√

λ2
0 + β, (16)

λ2 = λ0 −
√

λ2
0 + β. (17)

The primitive variables with indices j = 0, 1, 2 are found through Godunov’s RS

Uj,i+ 1
2
=

1
2
[(1 + signλj)U

L
i+ 1

2
+ (1 − signλj)U

R
i+ 1

2
], (18)

where the intercell flux values UL
i+1/2 and UR

i+1/2 are found through a third-order interpolation
procedure, see Section 4. In the FSAC-PP method, the characteristic pressure is set to zero as it is
dropped in the momentum equation. From Equations (9) and (10) it can be seen, however, that the
pressure provided by the continuity equation enters the characteristic velocity field which enforces
a stronger coupling between velocity and pressure. More details on the SCB scheme can be found
in [9,22,23].

3.2. A Multi-Directional Closure

In contrast to the SCB scheme, the multi-directional approach applies a characteristic surface to
the governing equations. For a two-dimensional flow, the governing equations of the AC method are

1
β

dp
d f

∂ f
∂τ

+
du
d f

∂ f
∂x

+
dv
d f

∂ f
∂y

= 0, (19)

du
d f

∂ f
∂τ

+ u
du
d f

∂ f
∂x

+ v
du
d f

∂ f
∂y

+
1
ρ

dp
d f

∂ f
∂x

= 0, (20)

dv
d f

∂ f
∂τ

+ u
dv
d f

∂ f
∂x

+ v
dv
d f

∂ f
∂y

+
1
ρ

dp
d f

∂ f
∂y

= 0. (21)

Multiplying Equations (19)–(21) by d f and introducing the shorthand notation Ψ = fτ + u fx + v fy,
the equations reduce to

fτ

β
dp + fxdu + fydv = 0, (22)

Ψdu +
fx

ρ
dp = 0, (23)

Ψdv +
fy

ρ
dp = 0. (24)

The determinant of the coefficient matrix corresponding to Equations (22)–(24) yields to solution
in the form of Ψ1 = 0 and Ψ2 = β/(ρnτ), where nτ = fτ is the component of the unit normal
vector and use has been made of the fact that the normal direction corresponds to the derivative of
the characteristic surface in the form of n = ∇ f . In-fact, it can be shown that Ψ1,2 corresponds to
two independent characteristic surfaces [7,32–34] which are called the stream- (Ψ1) and wave- (Ψ2)
surface in accordance with the literature on the compressible MCB scheme. Thus, inserting Ψ1,2

into Equations (23) and (24) yields two sets of compatibility equations along with Equation (22).
Rusanov [7] showed that a mix of compatibility equations on Ψ1 and Ψ2 are necessarily needed to
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obtain the characteristic values on the cell interfaces. For the incompressible version of the MCB
scheme, however, it is sufficient to only use the compatibility equations corresponding to Ψ2. This can
be verified by computing the rank of the coefficient matrix of Equations (22)–(24) for Ψ2 which will
result in a non-rank deficient matrix. Thus, three compatibility equations are found over four wave
directions as

ũ(n)
i+ 1

2
=

1
β( fτ,1 + fτ,2)

[(p1 − p2) fτ,1 fτ,2 + (u1 fτ,2 + u2 fτ,1)β] , (25)

ṽ(n)
i+ 1

2
=

1
β( fτ,1 + fτ,2)

[(p3 − p4) fτ,3 fτ,4 + (v3 fτ,4 + v4 fτ,3)β] , (26)

p̃(n)
i+ 1

2
=

1
4

4

∑
j=1

(−1)j+1 pj + (−1)j β

fτ,j
(Ũ − Uj)

‖. (27)

The characteristic pressure is an average over all four wave directions and (Ũ − Uj)
‖ indicates

that the velocity components, which are aligned with the wave directions, are to be used. The normal
vector is

nτ,j = fτ,j =
−(uj cos φj + vj sin φj)±

√
(uj cos φj + vj sin φj)2 + 4β/ρ

2
, (28)

where j = 1, 2, 3, 4 indices correspond to the intersection of the characteristic surfaces with the time level
(n), which is illustrated in Figure 1, and the primitive variables at those locations (wave directions) are
found through interpolation. Razavi et al. [14] introduced two versions of the MCB scheme, a first- and
second-order scheme, where primitive variables at j = 1, 2, 3, 4 are set to the reconstructed intercell
variables at i + 1

2 for the first-order scheme and are interpolated along the characteristic surfaces in the
second-order scheme. Since the SCB scheme classifies as a first-order CB scheme under this definition,
the first-order MCB scheme is used in the remaining investigation to compare both methods.

� �� 1

j12

3

4

Figure 1. Intersection of the characteristic surfaces with time level (n).

The SCB scheme was introduced using Godunov’s RS, Equation (18), which provided the
transportiveness property of the SCB scheme. The MCB scheme, as introduced by Razavi et al. [14],
did not feature any RS treatment. Thus, in order to ensure the transportiveness of the MCB scheme,
a numerical interpolation scheme needs to be selected which provides this property. Alternatively,
the MCB scheme can be supplemented with a RS to remove the necessity to provide transportiveness
through the numerical interpolation scheme and make it a property of the MCB scheme itself. Another
benefit of RS-based approaches is that different RS provide different level of numerical dissipation
which may become important at high Reynolds number flows. This combination allows to use a
relative cheap but high-order interpolation scheme for increased accuracy at reduced computational
cost, where we make the properties traditionally linked to the numerical scheme now a property of
the CB framework. Furthermore, the inclusion of the RS promotes a multi-directional Godunov-type
characteristic framework for incompressible flows which has so far only been tested and introduced by
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Teschner et al. [30] for a simple channel geometry. Therefore, we make use of Rusanov’s approximate
RS [35] in the form of

F(Ũ)i+1/2 =
1
2

[
F(Ũ)R + F(Ũ)L

]
− S+

2

(
ŨR − ŨL

)
, (29)

where F(Ũ)i+1/2 is the inviscid flux at the cell interface from which the primitive variables are found
directly through flux differentiation. We follow the approach of Davis [36] to obtain the signal velocity
S+ as

S+ = max
{|A−

L |, |A−
R |, |A+

L |, |A+
R |
}

, (30)

with

A−
L = UL −

√
U2

L + β/ρ, (31)

A−
R = UR −

√
U2

R + β/ρ, (32)

A+
L = UL +

√
U2

L + β/ρ, (33)

A+
R = UR +

√
U2

R + β/ρ. (34)

Using this closure, we have extended the MCB scheme into the Godunov framework and will
demonstrate that even a simple approximate RS has favourable influence on the accuracy of the overall
procedure.

4. Computational Setup and Numerical Schemes

The intercell values of the inviscid fluxes are obtained through a third-order interpolation
polynomial as

UL
i+1/2 =

1
6
(5Un

i − Un
i−1 + 2Un

i+1), (35)

UR
i+1/2 =

1
6
(5Un

i+1 − Un
i+2 + 2Un

i ). (36)

The viscous fluxes, on the other hand, use a second-order reconstruction scheme which,
for Cartesian coordinates, defaults to a finite difference discretization in the form of

∂2φ

∂x2 =

[
φi−1 + 2φi − φi+1

(Δx)2

]
(37)

The time integration is carried out by a third-order Runge–Kutta TVD scheme in which each stage
is updated by the preceding one as

U∗ = U(n) + ΔτRHS(U(n)),

U∗∗ = 3
4

U(n) +
1
4

U∗ + 1
4

ΔτRHS(U∗),

U(n+1) =
1
3

U(n) +
2
3

U∗∗ + 2
3

ΔτRHS(U∗∗), (38)

where
RHS(U) = − (U · ∇)U − α

ρ
∇p + ν∇2U. (39)

Here, we set α = 1 for the AC method and α = 0 for the FSAC-PP method. The numerical
convergence parameter is set to β = 1.0, the CFL number for the explicit Runge–Kutta integration
scheme is kept at CFL = 0.8 while the SOR algorithm applied to the Poisson solver, Equation (7), uses an
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under-relaxation factor of ω = 0.7 with a total of ten Poisson iteration per time-step. Könözsy [22]
found that the Poisson equation can be over-relaxed to gain further computational speed-up and
suggested to use ω = 1.7 instead. Unlike the FS-PP method, in which the Poisson solver is the most
computational expensive part to obtain a correct pressure field, the FSAC-PP method benefits from
an initial prediction of the pressure field through the continuity equation of the AC method which
substantially reduces the number of iteration needed for the Poisson equation. It was found that of the
order of ten iterations is sufficient to speed up the convergence rate while keeping the same order of
accuracy as obtained with the FS-PP method. The residuals are calculated based on

RU = max
(
|∇ · U(n+1) −∇ · U(n)|

)
, (40)

where RU is normalised based on the residual at the first iteration and compared against the
convergence criterion of ε = 10−12 to ensure that the residuals have reduced by 12 orders of magnitude
based on the divergence free constrain.

5. Results and Discussion

To investigate the performance of the MCB scheme using the Rusanov RS against the classical,
SCB scheme, we simulate the flow inside a suddenly expanding channel with an expansion ratio of
3:1, see Figure 2. We have performed a grid convergence study and calculated the grid convergence
index (GCI) based on the reattachment length according to Roache [37]. Due to the Cartesian nature
of the solver, the mesh cannot be locally refined, especially near walls where a good resolution is
required. This, however, creates a challenging test case for both the AC and FSAC-PP method as
strong velocity gradients are present close to the wall which also amplifies any differences between the
two methods. Table 1 shows the results obtained for the grid dependency study where we give the
reattachment length at the upper and lower wall, as well as its corresponding GCI value and the time
and iteration it took to compute the results. The Cartesian mesh elements were divided by a factor of
two for subsequent mesh levels, ensuring a refinement ratio of four in all cases. We also provide the
expected value based on the Richardson extrapolation which can also be found in [37]. At a Reynolds
number of Re = 30, for which the GCI study has been carried out, the expected reattachment length as
given by Oliveira [38] is Xr1, Xr2 = 3.080. Looking at the results, we can see that the FSAC-PP method
converges towards that results for the finest level, while the AC method fails to predict the results
correctly. The FSAC-PP method also shows a lower level of GCI which is of the order of 10% while the
AC method produces GCI values which are close to double of that result. In terms of relative change,
the reattachment length changes less than 5% from the medium to the finest mesh level for both AC
and FSAC-PP method. Although the AC method overpredicts the reattachment, in this case using no
CB scheme and no RS, we will see later that the results are slightly better with other schemes. Hence,
focusing on the FSAC-PP method, it would be desired to use the finest mesh level for all subsequent
simulations. The computational time, however, becomes prohibitive in the case of the AC method if the
finest mesh level was to be used, where a single simulation would last for more than 32 h which would
cause excessive simulation times as several simulations at different Reynolds numbers are required.
Furthermore, for very low Reynolds numbers, the AC method requires even more computational
time [23,27]. Thus, we chose the medium mesh with 22,400 elements as the next closest mesh for which
results in a reasonable amount of time can be obtained.

To ensure that the convergence criterion of 10−12 is sufficient, we furthermore carried out a
convergence study where we have checked the influence of the convergence parameter from 10−6

to 10−12 for Equation (40). To judge convergence, we check by how much the reattachment length
changes on the upper and lower wall. The results are summarised in Table 2. We can see that the
chosen convergence threshold at 10−12 is a sufficient indicator for convergence. The results for the
FSAC-PP method do not change from 10−11 while the results for the AC method do only differ

50



Aerospace 2018, 5, 22

for the fourth significant figure. Thus, we haven chosen 10−12 as a convergence threshold for all
subsequent simulations.

∂p
∂n = 0

u = 1

v = 0

u = v = 0 ∂p
∂n = 0

u = v = 0 ∂p
∂n = 0

∂u
∂n = 0
∂v
∂n = 0

p = 0

S

S

S

20 · S10 · S

Figure 2. Geometry of the channel with a sudden expansion. Boundary conditions are given for the
inflow, outflow and solid (wall) boundary condition.

Table 1. Grid dependency study for the AC and FSAC-PP method at a Reynolds number of Re = 30.
The expected value of the reattachment length is Xr1, Xr2 = 3.080 as given by Oliveira [38].

Method Cells Xr1 Xr2 GCI (r1) GCI (r2) Time (h) Iterations

AC

1400 3.65448 3.65448 - - 0.006 40,051
5600 3.92843 3.92843 0.3269 0.3269 0.13 222,404

22,400 4.2131 4.2131 0.3167 0.3167 2.73 1,221,133
89,600 4.40196 4.40196 0.2011 0.2011 32.2 2,768,606

Richardson
Extrapolation 4.4146 4.4146 - - - -

FSAC-PP

1400 2.78324 2.83458 - - 0.003 11,534
5600 2.85779 2.87495 0.1223 0.0658 0.019 22,408

22,400 2.9544 2.96133 0.1533 0.1367 0.22 58,896
89,600 3.03597 3.03854 0.1259 0.1191 3.19 177,801

Richardson
Extrapolation 3.0414 3.0437 - - - -

Table 2. Convergence study for different level of convergence at a Reynolds number of Re = 30 based
on the reattachment length Xr1 and Xr2 at the upper and lower wall.

Method 10−6 10−7 10−8 10−9 10−10 10−11 10−12

AC Xr1 3.28289 3.89382 4.00063 4.16895 4.20950 4.21217 4.21310
Xr2 3.28289 3.89382 4.00063 4.16895 4.20950 4.21217 4.21310

FSAC-PP Xr1 3.05442 2.97130 2.96041 2.96123 2.96134 2.96133 2.96133
Xr2 3.04702 2.96438 2.95348 2.95430 2.95441 2.95440 2.95440

Figure 3 shows contours of the u-velocity component while Figure 4 presents the velocity profile
at x/S = 5, where S indicates the step height, see Figure 2. We show results here obtained with the AC
and FSAC-PP method for two Reynolds number. The first Reynolds number is Re = 34.6, based on the
average inlet velocity and a characteristic lengthscale of unity, which is below the critical Reynolds
number of Recrit ≈ 54 [38,39] and where a symmetrical flow pattern prevails. The second Reynolds
number of Re = 80 is above the critical one and exhibits a breaking in the symmetry. All velocity
profiles are compared against experimental data of Fearn et al. [39].

Figure 4a shows the AC method at a sub-critical Reynolds number. Not using any characteristics
or RS overpredicts the flow slightly which is similar to the MCB scheme by itself. Both the standard
non-linear treatment in conjunction with the Rusanov RS, as well as the hybrid Rusanov MCB scheme
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show an under-prediction of the peak velocity. A similar observation can be made for the SCB scheme.
Since the SCB scheme has been proposed together with Godunov’s RS, we can see that all RS-based
approaches are more dissipative than a non RS-based approach. Figure 4b shows the AC method with
the same schemes above the critical Reynolds number. Here, only the non-CB and MCB approach were
capable of predicting the bifurcation to a non-symmetric flow behaviour. All RS-based approaches
do not predict accurately the onset of bifurcation which may be explained by the inherent numerical
dissipation to the Riemann solvers themselves.

(a) AC Method, Re = 34.6

(b) FSAC-PP Method, Re = 34.6

(c) AC Method, Re = 80

(d) FSAC-PP Method, Re = 80

Figure 3. Contour plots of the axial velocity component using a non-CB treatment.

(a) AC Method, Re = 34.6 (b) AC Method, Re = 80

Figure 4. Cont.
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(c) FSAC-PP Method, Re = 34.6 (d) FSAC-PP Method, Re = 80

Figure 4. Velocity profiles at x/S = 5 for the AC (top) and FSAC-PP (bottom) method using different
combinations of CB schemes and the Rusanov Riemann solver at Re = 34.6 (left) and Re = 80 (right).

The picture is fundamentally different for the FSAC-PP method. At Re = 34.6, Figure 4c, the results
are independent of the method, except for the SCB scheme, which under-predicts the peak velocity
slightly more than the other schemes. In Figure 4d we see the bifurcated state and all schemes,
including the RS-based approaches, do predict the velocity profile correctly. We see here that not just
the numerical scheme, but also the incompressible method used to perform the calculations makes a
difference. This highlights that not just the numerical scheme that is used makes a difference, but also
the incompressible closure assumption of a given method can have a significant influence. It should
be kept in mind that the AC method is purely hyperbolic while the FSAC-PP method has a mixed
hyperbolic-elliptic behaviour and it is not surprising that both method perform differently. However,
it is surprising that the FSAC-PP method does predict the bifurcation correctly, regardless of the
numerical scheme, while the AC method is highly depending on the numerical scheme. This is against
the common believe that only the numerical scheme influences the accuracy of the solution while the
numerical methods may only differ in the number of iterations. We make a case here and show that
different mathematical behaviours (hyperbolic and elliptic) do have a significant effect on the final
result. Since the current study is investigating the non-linear term of the Navier–Stokes equations,
this is an important finding and it shows that for studies where the non-linear term is of importance,
such as stall prediction around wings, it is worth considering not just a suitable scheme for the
convective term but also a suitable incompressible method. The mixed hyperbolic-elliptic behaviour of
the FSAC-PP method means that any pressure disturbances in the flow will instantaneously propagate
through the domain using the elliptic Poisson solver. The purely hyperbolic nature of the AC method,
on the other hand, means that pressure disturbances travel at a fixed signal velocity, determined by
the local eigenstructure of the system. The onset of bifurcation does critically depend on the pressure
boundary value at the convex corners which, in turn, are influenced by the recirculation area upstream.
The FSAC-PP method allows that any change in the recirculation area will influence the upstream
convex corner points and vice versa. The AC method, on the other hand, lags behind due to the finite
information propagation speed and thus faces difficulties in predicting the onset of bifurcation. In-fact,
the same argumentation was used by Teschner et al. [40] where a novel incompressible method was
devised based on a parabolic pressure transport equation. It was argued that the pressure treatment
plays a crucial role for incompressible flows and that a parabolic behaviour of the pressure matches the
physical expected behaviour more closely. Thus, the elliptic part of the FSAC-PP method plays a crucial
part in the current discussion as the pressure disturbances are handled in a different way as in the AC
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method. The outcome has a rather drastic impact, as can be seen from the results, where the bifurcation
is predicted by the FSAC-PP method but not by the AC method. At the same time, however, we need
to point out that the bifurcation phenomena can be predicted using the AC method, see for example
Drikakis [41]. We do not claim that it is not capable of predicting the non-linear behaviour correctly,
however, the AC method may be more prone to different modelling approaches, for example, it may
become necessary to use stretched grids near the wall to capture the correct flow physics. The FSAC-PP
method does not show the same modelling issues which can be attributed, in parts, to the Poisson
solver. Not only does it provide an elliptic behaviour which advantages have been discussed above,
but also it provides a stabilisation and smoothing procedure for the pressure. A stabilised pressure field,
in turn, will provide a more realistic velocity field. Alternative approaches, using a fully hyperbolic
compressible (Euler/Navier–Stokes) or incompressible (AC) solver are, for example, to use artificial
dissipation, to stabilise the velocity field. The FSAC-PP method contains the stabilising feature by
default which is another indicator as to why the result show not such a drastic difference as the AC
method and furthermore predict the correct results regardless of the numerical scheme employed.
In essence this is what we aim to demonstrate in this study, that we can take classical properties of
numerical scheme, such as transportiveness and stability, and make them properties of the CB scheme
as well as the numerical method. In this way, we provide a robust framework which is capable of
treating non-linear and anisotropic flow behaviours correctly while modelling errors due to different
reconstruction schemes are removed.

The discussion above is also given quantitatively in Tables 3 and 4. Focusing on the L1 norm,
we can see the order of magnitude is similar for both methods and Reynolds numbers, where the correct
flow was predicted and is between 2% and 4%. The inability of the AC method under the current set
up to predict the bifurcation results in rather large errors while the FSAC-PP method shows similar
errors for the bifurcated and non-bifurcated state. We can also see that the application of the Rusanov
RS produces larger errors for the FSAC-PP methods and also fails to predict the bifurcation for the AC
method, while the non Rusanov RS-based approached predicted the bifurcation. This can be explained
by the numerical dissipation inherent to the Rusanov RS. It may seem as a disadvantage for the present
results, however, its advantages become only apparent at high Reynolds numbers, where the added
dissipation acts as physical dissipation where a non-dissipative interpolation scheme is used. For the
present study, where laminar flows are concerned, it is not expected to see a large difference in the
result. Rather, it is worth mentioning that the added dissipation does not contaminated the results
significantly for low Reynolds numbers in the case of the FSAC-PP method, while the effect is felt rather
strongly in the case of the AC method, where the bifurcation is no predicted. Thus, compared to the AC
method, we show that our hybrid Rusanov scheme in conjunction with the MCB scheme does predict
the bifurcation correctly and that the gains are significant. The numerical results could be improved by
using a less dissipative RS like the Harten, Lax, van Leer (HLL) or HLL-Contact (HLLC) RS, however,
Smith et al. [31] highlighted that the signal speed prediction becomes problematic. Thus, we accept the
numerical dissipation by the Rusanov RS but gain conservativeness through the RS which allows to use
a relative simple numerical interpolation scheme. At the same time, once real aerospace applications
are of interest, the numerical dissipation provided by the Rusanov RS is sufficient to produce stable
results. This, by itself, could be regarded as an alternative Implicit Large Eddy Simulation (ILES)
approach where we do not take the numerical dissipation from the interpolation scheme but rather
from the Riemann solver directly.

Figure 5 shows the bifurcation diagram for the AC (Figure 5a) and FSAC-PP (Figure 5b) method.
Here, we have defined DX as the difference between the upper and lower reattachment length and show
results obtained in the range of 10 ≤ Re ≤ 100. We further show numerical results by Oliveira et al. [38]
who used the SIMPLEC scheme to solve the incompressible Navier–Stokes equations and provided
tabulated data on the reattachment length. As has been already observed, the bifurcation was only
predicted by the non-CB and MCB scheme for the AC method while all schemes bifurcated for the
FSAC-PP method. Figure 5a shows that the AC method predicted the onset of bifurcation prematurely.
The FSAC-PP method in Figure 5b, on the other hand, shows that the bifurcation was predicted slightly
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after the critical Reynolds number. The FSAC-PP method, however, does follow the experimental and
numerical data more closely, especially for higher Reynolds numbers. The reattachment length in
the AC method becomes weakly invariant to the Reynolds numbers at Re = 80 while the numerical
data suggest that the difference between the upper and lower reattachment point should continue
to grow. The behaviour is the same for the MCB and non-CB scheme. The hyperbolic nature and
thus finite information propagation speed in the AC method could explain this phenomena where the
distance between the reattachment point and the upstream convex corner points becomes too large so
that disturbances are not propagated fast enough for them to have an effect. In the FSAC-PP method,
on the other hand, the disturbances are propagated instantaneously and so even at larger distances,
or higher values of DX, the disturbances are still felt upstream. It is interesting to note here that all
RS-based approaches in the FSAC-PP method do initially predict the onset of bifurcation later than the
non-CB or MCB scheme. It could be argued that the inherent numerical dissipation to the RS delays
bifurcation. At higher Reynolds number and sufficiently far away from the critical one, all schemes
eventually converge towards the same solution.

Table 3. L0 and L1 error norm of the velocity profiles for the AC method using different combinations
of CB schemes and the Rusanov Riemann solver at Re = 34.6 and Re = 80.

Re
No Rusanov RS Rusanov RS

No CB SCB MCB No CB MCB

34.6 L0(u) [%] 5.05 4.38 4.94 4.65 4.65
L1(u) [%] 2.97 2.18 2.89 2.36 2.36

80 L0(u) [%] 6.43 41.31 7.14 41.19 41.19
L1(u) [%] 3.75 25.10 4.19 24.87 24.87

Table 4. L0 and L1 error norm of the velocity profiles for the FSAC-PP method using different
combinations of CB schemes and the Rusanov Riemann solver at Re = 34.6 and Re = 80.

Re
No Rusanov RS Rusanov RS

No CB SCB MCB No CB MCB

34.6 L0(u) [%] 4.10 4.98 4.19 4.05 4.03
L1(u) [%] 1.96 2.57 2.03 1.93 1.91

80 L0(u) [%] 4.25 5.62 4.74 5.18 5.13
L1(u) [%] 1.99 3.15 2.33 2.51 2.47

(a) AC Method (b) FSAC-PP Method

Figure 5. Bifurcation diagram for the AC (a) and FSAC-PP (b) method using different combinations of
CB schemes and the Rusanov Riemann solver.
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The results in Figure 5 is summarised in Tables 5 and 6 for the AC and FSAC-PP method,
respectively. Here we give both the upper and lower reattachment point and compare against the
tabulated data of Oliveira [38]. We further give the number of iterations it took to get converged
results up to our convergence criterion of ε. We can confirm from the data given that the non-CB and
MCB scheme may indeed match the reference data more closely, especially at high Reynolds numbers.
The difference are, however, minute in the case of the FSAC-PP method.

The computational cost is shown in Figure 6, which shows an interesting trend. The AC method
is know to have slow convergence properties at low Reynolds numbers, see for example [22,23].
We see the same trend in Figure 6a, where the computational time required grows exponentially as the
Reynolds number approaches zero. The non-CB and MCB scheme require substantially more CPU
time than the SCB and RS-based approaches, however, the latter did not predict the bifurcation at all.
The reason here is that the flow will always develop as a symmetrical flow, even for Reynolds number
above Recrit. After the residuals have dropped to about ε = 10−10, the numerical fluctuations become
small enough so that the physical fluctuations can promote a different and more stable equilibrium
position. At this stage, the reattachment point at the upper and lower wall start to interact with the
upstream pressure at the convex corner points and slight physical fluctuations—which obtain their
energy through the non-linear term—promote the change to a non-symmetrical flow pattern, which is
also discussed by Oliveira [38]. Therefore, results obtained for the bifurcated state may in general
require more computational time. At the critical Reynolds number, both the AC and FSAC-PP method
peak in terms of the CPU time. It is here that the physical fluctuations become just important enough
for the flow to register the change to a non-symmetrical state. At higher reynolds numbers, their effects
may be felt stronger and earlier during the calculation which may force the bifurcation to occur earlier
and thus with increasing Reynolds numbers, the computational time decreases again. When only
considering the non-CB and MCB scheme of the AC method, which eventually bifurcate, it can be seen
that the same simulation using the FSAC-PP method requires 2–3 times less CPU time sufficiently far
away from the critical Reynolds number. This is consistent with findings of previous works in which
it was highlighted that the FSAC-PP method generally performs faster than the AC method while
retaining a high level of accuracy [22,23,28,30]. At Reynolds number close to zero, the computational
savings are even more significant. This was one of the reasons the FSAC-PP method was developed in
the first place, to overcome the stiff nature of the AC and Pressure Projection method for low Reynolds
number flows, for example in microfluidic applications, see [23] for a detailed discussion. At the onset
of bifurcation, however, the AC method seems to be slightly more cost efficient than the FSAC-PP
method. This can be explained by the elliptic behaviour of the Poisson solver, where any pressure
change is propagated through the domain instantaneously. These pressure waves require longer to be
damped while the hyperbolic behaviour of the AC method induces less pressure waves and hence a
converged solution is found quicker.
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Table 5. Prediction of the reattachment length Xr1 and Xr2 and number of iterations required for
convergence for different Reynolds numbers using the AC method for various combinations of CB
schemes and the Rusanov Riemann solver.

Re
No Rusanov RS Rusanov RS

Oliveira [38]
No CB SCB MCB No CB MCB

10
iteration 3,631,653 690,039 4,532,716 696,382 696,476 -

Xr1 2.655 1.130 2.634 1.117 1.117 1.211
Xr2 2.655 1.130 2.634 1.117 1.117 1.211

20
iteration 2,113,766 163,702 1,547,448 166,414 166,411 -

Xr1 3.387 1.968 3.364 1.936 1.936 2.111
Xr2 3.387 1.968 3.364 1.936 1.936 2.111

30
iteration 1,221,133 107,248 785,612 106,580 106,591 -

Xr1 4.213 2.879 4.194 2.828 2.828 3.080
Xr2 4.213 2.879 4.194 2.828 2.828 3.080

40
iteration 791,709 100,955 478,125 100,464 100,460 -

Xr1 5.085 3.824 5.070 3.753 3.753 4.075
Xr2 5.085 3.824 5.070 3.753 3.753 4.075

50
iteration 568,705 91,784 330,816 91,432 91,429 -

Xr1 5.990 4.785 5.985 4.697 4.697 5.080
Xr2 5.990 4.785 5.985 4.697 4.697 5.081

52
iteration 858,132 91,683 318,747 90,572 90,572 -

Xr1 4.330 4.978 6.169 4.886 4.886 5.279
Xr2 7.089 4.978 6.169 4.886 4.886 5.285

54
iteration 630,303 91,897 476,622 90,803 90,803 -

Xr1 4.088 5.172 3.838 5.076 5.076 5.445
Xr2 7.369 5.172 7.452 5.076 5.076 5.523

56
iteration 553,873 92,342 430,348 91,269 91,273 -

Xr1 3.939 5.366 3.749 5.266 5.266 4.440
Xr2 7.604 5.366 7.663 5.266 5.266 6.678

58
iteration 533,040 97,869 403,268 96,932 96,928 -

Xr1 3.839 5.561 3.683 5.457 5.457 4.107
Xr2 7.814 5.561 7.857 5.457 5.457 7.208

60
iteration 515,231 99,678 383,592 98,563 98,556 -

Xr1 3.770 5.755 3.635 5.648 5.648 3.935
Xr2 8.008 5.755 8.040 5.648 5.648 7.609

70
iteration 455,579 101,927 328,784 100,829 100,832 -

Xr1 3.629 6.732 3.550 6.605 6.605 3.669
Xr2 8.843 6.732 8.844 6.605 6.605 9.019

80
iteration 411,266 104,035 304,704 104,958 104,951 -

Xr1 3.626 7.713 3.562 7.566 7.566 3.658
Xr2 9.553 7.713 9.538 7.566 7.566 10.060

90
iteration 388,146 110,098 292,355 109,346 109,341 -

Xr1 3.668 8.697 3.610 8.529 8.529 3.708
Xr2 10.039 8.697 9.876 8.529 8.529 10.930

100
iteration 365,681 110,430 295,891 109,700 109,701 -

Xr1 3.730 9.683 3.676 9.493 9.493 3.781
Xr2 9.771 9.683 9.681 9.493 9.493 11.660
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Table 6. Prediction of the reattachment length Xr1 and Xr2 and number of iterations required for
convergence for different Reynolds numbers using the FSAC-PP method for various combinations of
CB schemes and the Rusanov Riemann solver.

Re
No Rusanov RS Rusanov RS

Oliveira [38]
No CB SCB MCB No CB MCB

10
iteration 68,164 88,652 77,805 85,234 76,780 -

Xr1 1.218 1.160 1.199 1.211 1.212 1.211
Xr2 1.217 1.161 1.198 1.211 1.211 1.211

20
iteration 63,567 77,596 71,278 76,451 70,299 -

Xr1 2.052 1.960 2.030 2.049 2.050 2.111
Xr2 2.049 1.958 2.028 2.047 2.048 2.111

30
iteration 58,896 68,241 64,767 67,870 63,793 -

Xr1 2.961 2.839 2.936 2.958 2.960 3.080
Xr2 2.954 2.834 2.930 2.953 2.955 3.080

40
iteration 54,291 61,483 58,382 61,441 58,369 -

Xr1 3.902 3.747 3.874 3.897 3.901 4.075
Xr2 3.888 3.758 3.862 3.887 3.891 4.075

50
iteration 72,955 57,272 62,362 66,594 64,421 -

Xr1 4.866 4.705 4.836 4.856 4.861 5.080
Xr2 4.829 4.682 4.807 4.830 4.836 5.081

52
iteration 103,038 68,241 887,76 94,788 91,491 -

Xr1 5.068 4.866 4.994 5.054 5.060 5.279
Xr2 5.013 4.898 5.035 5.017 5.023 5.285

54
iteration 160,834 98,874 134,456 143,614 139,714 -

Xr1 5.190 5.094 5.239 5.200 5.207 5.445
Xr2 5.279 5.048 5.176 5.257 5.262 5.523

56
iteration 323,916 158,368 243,044 260,922 257,718 -

Xr1 5.333 5.221 5.342 5.368 5.374 4.440
Xr2 5.522 5.299 5.461 5.475 5.480 6.678

58
iteration 878,294 334,541 768,416 865,548 901,939 -

Xr1 5.084 5.362 5.377 5.415 5.405 4.107
Xr2 6.095 5.534 5.802 5.805 5.825 7.208

60
iteration 355,946 888,435 481,042 514,272 486,624 -

Xr1 4.427 5.051 4.641 4.655 4.628 3.935
Xr2 6.861 6.149 6.688 6.700 6.726 7.609

70
iteration 114,816 126,413 119,971 127,121 125,149 -

Xr1 3.734 3.782 3.779 3.785 3.782 3.669
Xr2 8.531 8.278 8.499 8.475 8.485 9.019

80
iteration 91,835 94,097 92,946 99,882 98,683 -

Xr1 3.653 3.650 3.679 3.681 3.679 3.658
Xr2 9.622 9.416 9.618 9.572 9.579 10.060

90
iteration 96,853 95,949 97,232 114,014 105,340 -

Xr1 3.676 3.656 3.696 3.703 3.702 3.708
Xr2 10.525 10.346 10.539 10.480 10.486 10.930

100
iteration 106,408 109,105 119,534 108,770 102,731 -

Xr1 3.749 3.705 3.762 3.754 3.753 3.781
Xr2 11.308 11.147 11.336 11.263 11.269 11.660
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(a) AC Method (b) FSAC-PP Method

Figure 6. Total number of iterations required for the AC (a) and FSAC-PP (b) method for different
Reynolnds numbers.

6. Conclusions

In this work, we presented results to predict the highly non-linear behaviour produced by
the Navier–Stokes equations at low Reynolds numbers inside a channel with a sudden expansion.
In particular, we investigated the sub- and super-critical range of Reynolds numbers where the
flow bifurcates from a symmetric to a non-symmetric state. We investigated the performance of
a non-characteristic-based (CB) scheme, single- and multi-directional characteristics-based scheme
(SCB/MCB), as well as the Rusanov Riemann solver (RS) and combinations of these schemes and tested
all approaches with the Artificial Compressibility (AC) and Fractional-Step, Artificial Compressibility
with Pressure-Projection (FSAC-PP) method.

We found that only the non-CB and the MCB scheme were capable of predicting the bifurcation
using the AC method where the RS-based approaches showed too much numerical dissipation to
correctly predict the flow patterns. A significant difference between the SCB and MCB scheme could
be observed in the AC method, where we showed that the multi-directional nature of the MCB scheme
is required to predict the bifurcation at all. The added Rusanov RS showed too much numerical
dissipation for the current approach to predict the bifurcation and similar results were obtained
using the hybrid Rusanov and MCB scheme. In the FSAC-PP method, however, all schemes correctly
predicted the symmetry breaking and overall showed better agreement with reference data in terms
of the reattachment length. The incompressible flow method itself could overcome the inherent
numerical dissipation of the Rusanov RS, as well as the SCB scheme which uses Godunov’s RS by
default, showing that the mathematical classification of the method’s partial differential equations
play a dominant role. The fully hyperbolic behaviour of the AC method was not always capable of
capturing the bifurcation phenomena correctly while the mixed hyperbolic-elliptic equations of the
FSAC-PP method ensured always a physically correct solution. This comes at a slightly increased
computational cost near the bifurcation, however, sufficiently far away from the critical Reynolds
number, the FSAC-PP method required 2–3 times less CPU resources compared to the AC method.

Aerospace applications are presented with flow features that are highly non-linear, as discussed
in Section 1. The bifurcation shares many similarities to the onset to turbulence and predicting
both phenomena correctly is mandatory to gain highly accurate computations in which stall, strong
crossflow gradients and lift slope hysteresis are of interest. We have demonstrated here that the success
of predicting non-linear flow features is not just scheme dependent, but the incompressible method
used for the computation also plays a dominant role. The MCB scheme by itself showed that its
multi-directional nature was capable of predicting non-linear phenomena correctly, regardless of the
incompressible flow method used, while the SCB scheme was only capable of predicting correctly the
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flow phenomena when the FSAC-PP method was used. Although only laminar flows were investigated
in this study, at higher Reynolds numbers, as is characteristic of aerospace applications, the flow
becomes turbulent. In these flow regimes, the numerical dissipation produced by different schemes
and RS becomes important. The Rusanov RS provides a sufficient amount of inherent numerical
dissipation to tackle high Reynolds number turbulent flows. In future work, we will investigate the
proposed framework for high Reynolds number flows, however, the framework present in the current
study is directly applicable to such flows for aerospace applications.
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Abstract: This paper discusses multi-fidelity aircraft geometry modeling and meshing with the
common language schema CPACS. The CPACS interfaces are described, and examples of variable
fidelity aerodynamic analysis results applied to the reference aircraft are presented. Finally, we discuss
three control surface deflection models for Euler computation.
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1. Introduction

The design of aircraft is inherently a multi-disciplinary undertaking, during which data and
information must be exchanged between multiple teams of engineers, each with expertise in a specific
field. Managing the transmission, possibly translation and storage of data between collaborating
groups is complex and error-prone. The adoption of a standardized, data-centric scheme for storage of
all data improves consistency and reduces the risk of misconceptions and conflicts. In order to achieve
this effectively, an initial effort must be made to develop suitable interfaces between the analysis
modules and the data archive.

Furthermore, each phase of the design process poses different requirements on the fidelity and
resolution of the design and analysis tools. For stability and control analysis, as well as for flight
simulation, look-up tables for aerodynamic forces, moments and derivatives need to be generated.
Different flight analysis tools require different tables/input formats. For example, the flight analyzer
and simulator PHALANX [1–4] developed by Delft University of Technology requires a set of
three-dimensional tables of force and moment coefficients with the effect of each control channel
acting individually. Multi-fidelity aerodynamic modeling aims to cover the flight state parameter
space of the entire flight envelope with an optimal distribution of computational resources. This again
requires a standardized, data-centric scheme to host the data, which can be used for variable fidelities.

The label Li , where i = 0, 1, 2, 3, is used to classify the fidelity level of a computational model and
its software implementation:

L0: handbook methods, based on statistics and/or empirical design rules;
L1: based on simplified physics, can model and capture a limited amount of effects. For example,

the linearized-equation models, the Vortex-Lattice Method (VLM) or the panel method
in aerodynamics;

L2: based on accurate physics representations. For example, the non-linear analysis, Euler-based CFD;
L3: represents the highest end simulations, usually used to capture detailed local effects, but do

not allow wide exploration of the design space due to computational cost. Additionally,
the modeling may require extensive ad hoc manual intervention. For example, the highest
fidelity methods, RANS-based CFD.
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To construct a reasonable variable fidelity CFD analysis system, one should consider the variable
fidelity of the geometrical representations corresponding to the CFD tools. The level of detail in the
geometry gathered from a CAD system needs to match the CFD model fidelity. The chosen high
fidelity model must be as accurate as possible and can reflect all considered complex flow characteristic;
the chosen low-fidelity model must reflect the basic flow characteristics and be as effective as possible.
In the conceptual design stage, the usual practice, for example, in the RDS [5], the AAA [6] and
the VSP [7] software systems, is to use a purpose-specific CAD that is simpler than the commercial
systems, and fewer parameters need to be used for the configuration layout at this stage in the
design cycle [8]. However, for some innovative configurations, different ranges of flight conditions or
more detailed analyses, the simplified CAD is not sufficient for a higher fidelity CFD analysis; thus,
an enriched geometry definition with more parameters is needed. The Common Parametric Aircraft
Configuration Schema (CPACS) [9,10], defining the aircraft configuration parametric information in
a hierarchical way, gives the opportunity to incorporate different fidelity CFD tools with one single
CPACS file. For different fidelity tools to be used, the corresponding geometry information can be
imported/retrieved from the common CPACS file to match the model fidelity.

SUAVE, Standford University Aerospace Vehicle Environment [11–13], which is also a multi-fidelity
design framework developed at Stanford University, stores the aircraft geometry information using an
inherent defined data class, which can be easily modified. The aerodynamic solutions can be generated
from simple models within SUAVE or easily imported from external sources like CFD or wind tunnel
results. The aircraft analysis in SUAVE is calculated with a so-called “fidelity zero” VLM to predict
lift and drag, with a number of corrections such as the compressibility drag correction, parasite drag
correction, etc. [12], to adapt the VLM prediction to a wider range (transonic and supersonic flow
regions). It incorporates the “multi-fidelity” aerodynamics through the provided response surface by
combining the different fidelity data. However, currently, SUAVE is still working on connecting higher
fidelity models directly to it; the response surfaces are only available to incorporate higher fidelity lift
and drag data from the external sources [12]. At this point, one cannot guarantee that the geometry
information used for different fidelity tools is consistent during data exchanging, transferring and
translating. Moreover, the prediction is only limited to lift and drag, so that it might not be easy
for engineers to look into the physical details for a better design, for example, the pressure isobars
and distributions, the laminar flows, transitions and the shock forming, etc. Thus, a dataset that can
store complete and consistent information for different fidelity tools to solve the physical flows is
desired. The CPACS-based multi-fidelity aerodynamic tools show a great consistency due to the one
data-centric schema, and the automation of the progressive process can thus be implemented and
realized with minimum data loss.

With all the computed aerodynamic data at hand, an important task is to construct surrogate
models that integrate all analysis results computed by tools of different fidelity. Such data fusion
applications are enabled by standardization of the data—format, syntax and semantics—of the
aerodynamic simulation tools. The work in [14] describes the workflow of an automatic data fusion
process for CPACS [9,10]. The application was developed in the EU research project Aircraft 3rd
Generation MDO for Innovative Collaboration of Heterogeneous Teams of Experts (AGILE) [15],
where every module (the aerodynamic module, the sampling module, the surrogate modeling module)
communicates by CPACS files.

This paper will address other aspects of the work in [14], namely how the different fidelity tools
in the aerodynamic module communicate and how a look-up table of the aero-dataset can be obtained
automatically from the tools (L1 and L2 in this paper). Section 2 describes the CPACS file definition
in more detail, especially the geometry definitions, which are important for CFD mesh generators.
Section 3 details the CPACS interfaces for variable fidelity analysis. Section 4 gives an overview of the
CFD flow solvers used in the work. Section 5 presents the applications to the test case using variable
fidelity tools. Section 6 discusses different modeling approaches for control surfaces used for Euler
simulations, and finally, Section 7 summarizes the conclusions of the work.
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1.1. Background

AGILE is an EU-funded Horizon 2020 project coordinated by the Institute of Air Transportation
Systems of the German Aerospace Center (DLR). Its objective is to implement a third generation
multidisciplinary optimization process through efficient collaboration by international multi-site
design teams. The 19 partners bring different knowledge and competences regarding aircraft design
and optimization. As mentioned above, such a collaboration is enabled by the adoption of a common
data storage format. To this end, AGILE relies on the XML format CPACS (Common Parametric
Aircraft Configuration Schema) [9,10] in development at DLR since 2005.

The RCE (Remote Component Environment) integration environment and workflow manager [16]
controls and executes the sequence of analysis modules and manages the data transport and translation,
as well as logging the process. RCE makes it easy to set up an MDO workflow also with modules
running on remote hosts. That is handled by the BRICS (Building blocks for mastering network
Restrictions involved in Inter-organisational Collaborative engineering Solutions) [17] system, which
supports remote execution and data transport. The request can be with “engineer in the loop” for a
remote expert to run the calculation or for an automated workflow to be run without user intervention.
The input is generally a CPACS file containing all the information required. The new data generated
are added to the CPACS file and sent back to the requester. More details about the AGILE collaborative
approach can be found in [18,19].

The variable fidelity aerodynamic tools read a CPACS file, analyze the corresponding information
extracted from the file, run the calculation and store the new data (e.g., aero-data tables) back to
the CPACS file. CPACS supports a very flexible user-defined node feature (cpacs.toolspecific) to
handle parameters for the computational models, which are relevant only for a specific tool [20].

1.2. Aerodynamic Model Description

The test case is the reference aircraft used in AGILE, a regional jet-liner, which was analyzed and
simulated using the AGILE MDO system, without experimental data. This virtual aircraft is similar to
an Airbus 320 or a Boeing 737. The reference aircraft is defined in CPACS [9] format, shown in Figure 1.
Its aspect ratio is 9.5, and the detailed information of the airfoils along the aircraft span is shown in
Figure 2. Figure 2a shows the plots of the airfoil along the three stations of the semi-span (b/2), with the
root at 0%, the kink at 40% and the tip at 100%. Figure 2b shows the maximum thickness and cambers
per chord along the semi-span, as well as the corresponding locations of the local chords. It should be
noted that the design exercises are carried out as if in an early design stage, so for instance, no engine
is modeled. The configuration was also used in previous studies, to benchmark the conceptual design
software CEASIOM [20] and to validate the AGILE data fusion tool [14] for building multi-fidelity
aero-datasets. Some of the results shown in this paper are consistent with the previous simulations
in [14,20], that the configuration is unchanged and the same CPACS file for geometry definition is used
to assure a consistent and continuous investigation of the tools and methods.

Figure 1. The reference aircraft, rendered by the CPACS visualization tool TIGLViewer [21].
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(a) (b)

Figure 2. The airfoil details of the reference aircraft. (a) The airfoils of the reference aircraft; (b) the
thickness and camber information of the airfoils.

2. CPACS File Description

2.1. The CPACS Hierarchical Data Definition Structure

Thanks to its hierarchical structure, CPACS is capable of hosting the entire aircraft geometry,
as well as additional design information relating to flight missions, airports, propulsion systems and
aerodynamic datasets; see Figure 3.

Figure 3. The CPACS hierarchical structure (image from the CPACS website [9]).
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The hierarchical data structure is used to define the order of “construction” of each aircraft
component (fuselage, wing, etc.). Figure 4 shows, for example, the construction of a wing geometry
from the CPACS data. Other parts of the aircraft are treated similarly. For wings, the construction
begins with ordered lists of points, which define airfoils. A library of airfoils identified by profileUIDs
can be stored in the CPACS geometry definition and from these, a list of wing elements. An element is
defined by its profileUID and a transformation: the scaling along coordinate directions, a 3D rotation
and a translation. Two such elements define a section, the positioning of which is effected by a
length, sweep angle and a dihedral angle. The sections are assembled to form a wing, to which it
is possible once more to apply a transformation. Symmetries can be used to create instances of wings
already defined, A single CPACS file holds a set of named lifting surfaces defined in this way. It must
be noted that a given wing geometry allows multiple distinct CPACS definitions.

Figure 4. Adapted from CPACS documentation [9]; schema for the construction of an aircraft wing
from its XML file definition.

2.2. The CPACS Control Surface Definition

On each wing, several types of control surfaces may be defined: leading edge devices, spoilers
and Trailing Edge Devices (TEDs). A detailed explanation of their definition is given here only for
TEDs. It is analogous for the other devices. In order to define a TED, a componentSegment first needs
to be created. Each componentSegment is defined from two, not necessarily contiguous, wing elements.
Each wing must have at least one componentSegment to define the wing structure, fuel tanks, control
surfaces, etc. Each corner of the outer shape of the control surface is defined by its relative position in
the span- and chord-wise directions of the componentSegment, as shown in Figure 5, requiring eight
values to be specified. For TEDs, corner points that are not explicitly defined lie on the trailing edge of
the wing. In addition to these points, the hingeLine must also be defined, by the relative position of
its inner and outer points in the span- and chord-wise directions, as well as their “vertical” position
from 0 = lower wing surface to 1 = upper wing surface.
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Figure 5. CPACS trailing edge device definition for node outerShape [9,22].

A control surface movement, called a step, is defined by an angle of rotation around the hinge
line and a translation of the rotated surface, to allow the definition of flap movements. A deployment
is then defined by interpolation in the table of steps.

The deflected control surfaces are modeled without gaps in this work. Thus, the coordinates of
a control surface quadrilateral (see a TED example in Figure 5) are imported from the outerShape

node affiliated with each defined control surface. The information is then interpreted by the different
models in the CFD tools.

3. Geometry and CPACS Interfaces for Variable Fidelity Tools

Our focus is on multi-fidelity aerodynamic analysis, as a sub-task of MDO. The CPACS database
acts as a single source of information in our multi-site collaborative environment.

Aircraft geometry modeling and mesh generation tools for L1 and L2, respectively, Tornado [23]
and Sumo/TetGen [24,25], will be discussed next. Tornado is a VLM implementation for assessing
aero-forces and moments on rigid lifting surfaces. Sumo/TetGen is an automatic volume mesh generator
for CFD. It is fully automatic for the generation of isotropic tetrahedral grids for Euler solvers.
Its Pentagrow [8] module provides semi-automatic mesh generation for RANS.

3.1. CPACS-Tornado Interface

Tornado [23], originally written in MATLAB, computes the aerodynamic coefficients and their
first order derivatives for lifting surfaces at low speeds. The lifting surfaces are modeled as cambered
lamina. The horseshoe vortices can be defined with seven segments to model the geometry of trailing
edge movable surfaces. Leading edge movable surfaces can be similarly modeled, but seldom are, since
such devices are for high-lift, high-alpha, augmentation, which VLM cannot reliably predict. The steady
wake can be chosen fixed relative to the wing or to follow the free stream. Effects of compressibility at
high Mach numbers (<0.75) are included through the Prandtl–Glauert correction [26]. The induced
drag can be calculated by the Kutta–Joukowski law (default) or Trefftz-plane integration [27]. In the
latest version, some additional features are included:

• Aircraft configuration visualization including fuselage representation and control surface identifications;
• Fast MEX-compiled version of core-functions for matrix computations;
• All-moving surfaces and overlapped movable surfaces.

Tornado can import/export CPACS files via a separate wrapper also written in MATLAB.
The wrapper reads the geometric information, as well as the paneling and flight conditions from
CPACS, translates them into the Tornado native data structures and writes the computed results
back to CPACS. Figure 6 shows the visualization of the configuration and panel distributions for the
reference aircraft.

68



Aerospace 2018, 5, 47

Figure 6. Tornado partition layout with control surfaces for the reference aircraft, imported from CPACS.

3.1.1. PyTornado: A VLM Solver with Native CPACS Compatibility

The Tornado internal geometry definition differs from the hierarchical geometry definition of
CPACS. This is the leading motivation for the development of a VLM solver with native CPACS
compatibility. The outcome is the PyTornado implementation written in Python and C++.

It inherits the essential analysis capabilities of the mature MATLAB Tornado code. Nonetheless,
it can be considered as an independent program for VLM aerodynamics, with its own definition of
input and output systems.

PyTornado is structured as two parts:

• A Python wrapper, dedicated to high-level tasks such as communication with CPACS,
pre- and post-processing for VLM, as well as visualization of the model and generated results;
see Figure 7a,b,

• The actual VLM solver, re-structured and re-written in C++ from the MATLAB Tornado VLM
solver with performance in mind.

(a) (b)

Figure 7. Panel distributions and the Cp visualization in PyTornado for a box-wing aircraft, imported
from CPACS. (a) Panel layout; (b) the Cp simulation for U = 100 m/s, α = 5◦.
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The user or an external program can use PyTornado as a computational service through the
wrapper, which controls the execution steps.

PyTornado is a lightweight, fast and flexible VLM code. Its native compatibility with CPACS
and the choice of Python as a main programming language make it a promising candidate for
effective integration in larger analysis and optimization frameworks. Future development will be
aimed at extending the Python wrapper functionality and completing the C++ solver with further
analysis features. The core functions of the solver are exposed to the wrapper through the built-in
C++ API of Python and NumPy ( The fundamental package for scientific computing with Python,
http://www.numpy.org/). Thus, data transfer between the components occurs effectively in-memory.
This design leverages the performance of C++ where required and the flexibility of Python for its
high-level features and interface. Seamless integration of PyTornado with CPACS is enabled by its
internal geometry definition, which closely corresponds to the hierarchical structure of the file format.
Thus, operations on engineering/design parameters in CPACS can be translated to geometric data for
VLM analysis without additional user effort.

Figure 8 shows the computational workflows. PyTornado, in its present state of completeness,
is already an improvement over the MATLAB implementation both in performance and flexibility.
The seamless integration of CPACS is a significant merit, leaving it open for extension and coupling
with other tools, e.g., for structural analysis. PyTornado is currently still under development for further
validations, with more features to be imported from CPACS files.

Figure 8. Tornado program workflow: user interface in Python and the core functions in C++.
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3.2. CPACS-Sumo Interface

The Euler (L2) and RANS (L3) flow models need a computational mesh adapted to the solver
fidelity. This section introduces the mesh generation tool Sumo for L2 analysis and its interface with
CPACS. Sumo can also generate RANS (L3) meshes with Pentagrow [8]; note that the RANS simulations
are only used for validation in this paper (see Section 5.1).

3.2.1. Sumo: A Gateway from CPACS to Higher-Fidelity Aerodynamics

Sumo [24] is a graphic tool for rapid modeling of aircraft geometries and automatic unstructured
surface mesh generation. It is not a full-fledged CAD system, but rather an easy-to-use sketchpad,
highly specialized towards aircraft configurations in order to streamline the workflow. Isotropic
tetrahedral volume meshes for Euler computation can be generated from the surface mesh, by the
tetrahedral mesh generator TetGen [25].

Pentahedral boundary layer elements for RANS solvers can also be (semi-)automatically generated
by the Pentagrow [8] module in Sumo after the surface mesh is generated, before creation of the volume
mesh by TetGen. Pentagrow sets up the prismatic element layers on the configuration surface from a
configuration file with a list of user-defined parameters such as the first cell height, the total number of
layers, the growth rate, etc. The volume mesh can be exported in various formats including CGNS
(the CFD General Notation System), TetGen’s plain ASCII format and native formats for the CFD
solvers Edge [28] and SU2 [29–31]. Mesh examples are shown in Figure 9a,b.

(a) (b)

Figure 9. The surface and volume meshes of the reference aircraft generated by Sumo with TetGen and
Pentagrow. (a) Sumo surface mesh; (b) Sumo-Pentagrow RANS mesh.

3.2.2. The Interface CPACS2SUMO

The aircraft configuration defined in a CPACS XML file is converted into a Sumo [24] native
.smx file by the CPACS2SUMO Python converter without manual intervention. This conversion is
relatively straightforward since both formats define aircraft in a similar way. Fuselage and wings are
created from a gathering of sections placed in a certain order. Each section is defined by a 2D profile
written as a list of points. Then, these profiles can be scaled, rotated and translated to form the desired
shape. Figure 10 shows how Sumo represents a wing as a stack of airfoils. The 3D wing surface is lofted
from the sections by Bézier or B-spline surfaces.

The CPACS format allows quite a general definition of cross-sections. For instance, a CPACS
cross-section may be placed in the global coordinate system via reference to any other section
(see Figure 4), whereas Sumo uses the order of the sections as they appear in the file.
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Figure 10. Sumo creates a wing from a stack of airfoils.

In Sumo (Figure 11), transformation by scaling, rotation and translation of an entity is executed at
one level and with limitation. For example, a Sumo fuselage profile is assumed perpendicular to the
x-axis. Furthermore, CPACS and Sumo formats use different definitions of 3D rotation angles.

Figure 11. Schema to construct an aircraft from its Sumo XML file format.

4. Flow Solvers

The CFD (fidelity level L2–3) codes SU2 [29,31] and Edge [28] are used for Euler and RANS
flow modeling.

Edge is the Swedish national CFD code for external steady and unsteady compressible flows.
Developed by the Swedish Defense Research Agency (FOI), it uses unstructured grids with arbitrary
elements and an edge-based formulation with a node-centered finite-volume technique to solve
the governing equations. Edge supports a number of turbulence models, as well as LES and
DES simulations.

The SU2 [29] software suite from Stanford University is an open-source, integrated analysis
and design tool for complex, multi-disciplinary problems on unstructured computational grids.
The built-in optimizer is a Sequential Least Squares Programming (SLSQP) algorithm [32] from
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the SciPy Python scientific library. The gradient is calculated by continuous adjoint equations of the
flow equations [29,31]. SU2 is in continued development. Most examples pertain to inviscid flow, but
also, RANS flow models with the Spalart–Allmaras and the Menter’s Shear Stress Transport (SST)k −ω

turbulence models can be treated.
Figure 12 shows the comparison of the aerodynamic coefficients computed by Euler equations

in SU2 and Edge for two different meshes of the reference aircraft. “Mesh-4p” has 4.0 million cells,
and “mesh-2p” has 1.9 million cells. The meshes have the same meshing parameter settings as
described in [20]. Both have refined wing leading and trailing edges, and “mesh-4p” has settings for
even smaller minimum dimensions of the cells. According to the mesh study in [20], the predictions
from both solvers converge as the mesh resolution increases, and “mesh-4p” was selected in [20] for
all the simulations carried out by SU2 by considering both computational accuracy and efficiency.
In this paper, more simulations are made for both “mesh-2p” and “mesh-4p” using both Edge and
SU2 for different flight conditions. For “mesh-2p”, Edge and SU2 give fairly close predictions for
the aerodynamic coefficients CL, CD and Cm at Mach = 0.78 and 0.9. In the current study, we will
use “mesh-4p” for the Euler solutions by SU2 in Section 5 and “mesh-2p” for the calculations on
control surface modeling in Section 6, where SU2 and Edge are used to compare the geometry
modeling approaches.

(a) (b)

(c)

Figure 12. Euler simulations for the reference aircraft for CL, CD and Cm computed by Edge and
SU2 for meshes “mesh-2p” and “mesh-4p”, at a flight altitude of 10,000 m, Mach 0.78 and Mach 0.9
respectively. (a) Lift coefficient CL for Mach number of 0.78 and 0.9; (b) drag coefficient CD for Mach
numbers of 0.78 and 0.9; (c) pitching moment coefficient Cm for Mach numbers of 0.78 and 0.9.
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5. Applications

5.1. Aerodynamic Results Comparison

The aerodynamic coefficients obtained with L1 and L2 fidelity tools are compared in Figure 13.
A Mach number of 0.6 was used to avoid transonic effects (at low angles of attack) that are not well
predicted by L1 (Tornado). The flight condition used for this comparison is an altitude of 5000 m
and a side slip angle β = 0 deg. The L3 (RANS) simulations for a fully-turbulent flow [33] using the
Spalart–Allmaras turbulence model are also shown at the same flight condition, as the highest fidelity
data for verification. The RANS mesh is generated by Pentagrow using the same Sumo surface mesh for
the L2 Euler computations, which has 792,900 triangles on the surface. The RANS mesh has 8.2 million
cells. The first layer height is 3.8 × 10−6 (y+ = 1); the growth rate is 1.2; the number of layers is 40,
with the corresponding Reynolds number 32.4 million of the reference chord 3.7317 m. The airspeed is
192 m/s, which corresponds to Mach = 0.6 and altitude = 5000 m. Figure 14 shows the computed y+

diagram over the reference aircraft at α = 1◦ with airspeed 192 m/s and Reynolds number 32.4 million.

Figure 13. L1, L2 and L3 simulations for the test case aircraft, α sweep at Mach = 0.6, altitude = 5000 m
and β = 0◦.

Note that the L2 and L3 simulations agree quite well, so that we can safely assume that for
this configuration under the corresponding flight conditions, L2 simulations are “as best as” the L3
simulations. In this paper, we only discuss L1 and L2 tools and their simulations. The numerical flow
for α ≥ 10◦ is highly unsteady and is not entirely converged, the aerodynamic forces calculated by the
L2 and L3 tools are the mean values of the iterations in the search of a steady flow.

The lift coefficient CL is well predicted by both L1 and L2 tools between angles of attack of −5◦

and +5◦. Above this range, “computational” stall occurs at α of approximately 8◦, which is clearly
visible in the L2 results.

The drag polar shows that the minimum drag coefficient is obtained for an angle of attack of
about −2.5◦ where CL vanishes. The minimum CD is very small with both Tornado (L1) and SU2 Euler
(L2) because they do not include skin friction drag in their physical model and there is no wave drag.

74



Aerospace 2018, 5, 47

The L2 prediction of high CD for high angles of attack is due to wave drag. The pitching moment
coefficient Cm on the left corner shows that the aircraft is longitudinally stable (∂Cm/∂α < 0) for
angles of attack from −5◦ to +5◦. The breaks in the curves after +5◦ are different. For L2, it is due to
“computational” stall of the horizontal stabilizer. As a reminder, this aircraft is only in the first phase of
its design, so it has not been optimized in terms of stability.

The good agreement for some ranges obtained by different fidelity aerodynamic tools supports the
idea of building a surrogate model trained by an automatic sampling approach that takes advantage
of each method according to their fidelity levels and limitations. For example, it is useless to spend
computational time with Euler calculations in the linear aerodynamic region where Tornado can give
reliable results. This computational time is better spent on higher Mach number or angles of attack
where the cheapest tools fail. An application of the “variable fidelity” technique is to fuse the data
from different fidelity levels of tools by kriging and co-kriging [34]; see also [14].

Figure 14. The y+ diagram over the reference aircraft at α = 1◦ with airspeed 192 m/s and Reynolds
number 32.4 million.

5.2. Multi-Fidelity Aerodynamics for Data Fusion

A surrogate model with automatic sampling fuses the data obtained by the different aerodynamic
tools. This is useful for constructing a look-up aero-table for quality analysis and flight simulation.
This section shows which are the final surrogate models of the static aerodynamic coefficients for
horizontal flight, and more results are also shown in [14]. The aircraft handling qualities are also
predicted and analyzed; see the details in [14]. The multi-fidelity of the aerodynamic tools used to
generate the various data for constructing the surrogate models is executed via BRICS remotely at
different sites by importing/exporting the common CPACS file through the interfaces described in
this paper.

Figure 15 shows the fused CL, CD and Cm aero-coefficient results of the reference aircraft model
from the L1 Tornado) and L2 SU2 Euler tools with the elevator deflection δ = 0◦ over the flight
envelope. • represents the Tornado samples, and × represents the SU2 Euler samples. Figure 15a,c,e
shows the response surfaces from the surrogate models, as well as the sampled data over the flight
envelope in the three-dimensional space. Figure 15b,d,f represents the variation with α and δe for Mach
numbers 0.5 (black) and 0.78 (blue) from the response surfaces and their corresponding sampled data.

Figure 15a,b shows the surrogate models (response surfaces) for CL produced by co-kriging [34].
The non-linear behavior at higher angles of attack is captured as the L2 samples indicate.

Figure 15c,d shows the prediction for CD. The surrogate model predicts higher drag than the
L1 samples, since they do not predict wave drag. The surrogate model picks up the compressibility
phenomena from the L2 samples.
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(a) (b)

(c) (d)

(e) (f)

Figure 15. Surrogate model results of the reference aircraft for CL, CD and Cm, with no elevator
deflection. Notations: dot: Tornado (L1) samples; cross: SU2 (L2) Euler samples; line: the response
surfaces. (a,c,e) The response surfaces and sampled data over the flight envelope. (b,d,f) The cuts for
Mach number 0.5 (black) and 0.78 (blue) from the response surfaces and their corresponding sampled
data; the results are also shown in [14]. (a) Lift coefficient CL surface and the sampled data; (b) fused
lift coefficient CL for Mach numbers of 0.5 and 0.78; (c) drag coefficient CD surface and the sampled
data; (d) fused drag coefficient CD for Mach numbers of 0.5 and 0.78; (e) pitching moment coefficient
Cm surface and the sampled data; (f) fused pitching moment coefficient Cm for Mach 0.5 and 0.78.
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The surrogate model for Cm is shown in Figure 15e,f. Note again that the surrogate model
predicts the non-linear trends at high AoA, as expected. The coarse L2 samples correct the response
surfaces significantly.

The computation time of the surrogate model is ≈0.05 s on a desktop computer with four CPUs.
The reliability of the surrogate as indicated by the root mean square error max(RMSE) = 0.048 < 5%.

5.3. Aero-Data for Low Speed by the L1 Tool

Tornado computes all static and quasi-static aerodynamic coefficients, including the effects of
trailing edge device deflections. In the following paragraphs, the sizing of the rudder and horizontal
trim and handling qualities are discussed based on the Tornado calculations.

5.3.1. Sizing the Fin and Rudder for the One-Engine-Out Case

An aircraft must have an established minimum control speed VMC, legally defined in, e.g., [35],
as the lowest calibrated airspeed at which the aircraft is controllable. It may not be larger than
1.13-times the reference stall speed. Aircraft with engines set far from the centerline will experience
large yawing moments if an engine fails. The sizing of the vertical tail, and its rudder, is usually
determined by a one-engine-out case. Flying with side-slip and rudder deflection, at a certain airspeed,
the fin and rudder produce just enough yawing moment to counteract the asymmetric thrust. This
speed is essentially the minimum control speed, although certification requires a few more parameters.

In this section, an exercise of sizing the rudder of the aircraft is carried out by Tornado, using a
simplified method as described by Torenbeek [36]. Side-slip and roll response were neglected, and the
tail volume [37] was held constant.

As an initial estimate, the minimum control speed for different control surface sizes was computed
until the requirement of 1.13 of the stall speed was achieved. The selected rudder deflection was
25 degrees to allow five degrees of maneuver margin. Figure 16 shows the predicted minimum
control velocity.

Figure 16. Computed minimum control speed VMC, from Tornado solutions.

5.3.2. Handling Qualities

The horizontal sea level trim at low speed can be estimated from the aero-coefficients and the
mass distribution whose reference values are available from CPACS. The straight and level flight trim
results at sea level, calculated by Tornado in [20] are shown in Figure 17.
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Figure 17. Trimmed angle of attack and elevator deflection at sea level, from Tornado solutions.

The classical modes of motion indicate the linear stability of the aircraft, i.e., its responses to
(infinitesimally) small disturbances. Flight simulation allows the full range of stability of the aircraft to
be assessed. The time history in Figure 18 shows how the attitude angle θ, the angle of attack α and the
pitch rate q oscillate when excited by a step-function-type elevator movement. The PHALANX [1–4,38],
a flight simulation tool from Delft University of Technology, produced the time histories.

The time domain simulation starts as trimmed straight and level flight at sea level conditions
with True Air Speed 130 m/s. After 1 s, the pilot executes a 2-3-1-1 maneuver in pitch, namely, stick 2 s
nose down, 3 s nose up, 1 s nose down and 1 s nose up.

Figure 18. Flight time domain simulation from PHALANX, trimmed flight with True Air Speed (TAS)
= 130 m/s at sea level.
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6. Euler Computation for Various Control Surface Models

Analysis for control surface deflection is an important capability of L2-3 CFD tools. In this section,
elevator deflection by mesh deformation, morphing trailing edge shape and transpiration boundary
conditions are described. Euler results by different flow solvers are compared. The surfaces are
deflected by deforming the surfaces, and no gaps are modeled.

6.1. Modeling Movable Surfaces

SU2 uses a mesh deformation defined by a set of control points for a Free-Form Deformation
(FFD) box [39], thus only the clean configuration mesh is generated from scratch. The SU2_DEF built-in
mesh deformation function is then used to deform the mesh around the elevator locations on the
horizontal tail (see Figure 19a). An FFD box is defined at the elevator locations. The FFD box of control
points can be rotated around the hinge line. Owing to the affine invariance of the map from control
points to the mesh, the surface mesh follows. According to the authors’ experience, with a deflection of
less than eight degrees, the deformed mesh is still well formed enough to function for Euler simulation
isotropic grids.

(a) (b) (c)

Figure 19. The mesh generated by Sumo with different modeling technologies to be computed
for elevator deflection at 6◦. (a) Surface mesh with mesh deformed by FFD on the elevator for
δe = 6 degrees; (b) surface mesh with morphed elevator modeled by Sumo for δe = 6 degrees, which
includes a linear type 5% transition zone of the morphing elevator length; (c) tailplane and the elevators
marked in the surface mesh in Sumo.

It is also possible to morph the shape, represented by control point technology, and re-generate
the mesh for each deflection. Auto-morphing scripts (re-)generating the surface grids with deflected
control surface(s) in Sumo are described in [40].

The Trailing Edge (TE) morphing starts by extracting the camber curve and thickness distribution
from the airfoil data [40]. The auto-morphing scripts create new sections (as required) at control
surface edges. The new section camber curves are morphed according to the deflection angle, to which
the thickness is added. Figure 20a illustrates the camber controlled by quadratic Bézier curves for
morphed leading and trailing edges with the thickness distribution preserved. The quadratic Bézier
control points are chosen to give (at least) G1-continuity of the deformed camber curves. Issues related
to crossing of camber curve normals close to control surface edges must be addressed. The camber
curves for morphed leading and trailing edges are based on the Class–Shape function Transformation
(CST) approach [41]. It enables easy geometry manipulation by user-defined parameters such as the
hinge line, rotation angle and the transition zones; see Figure 20b.
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(a)

(b)

Figure 20. The demonstration of the automatically gapless movable surfaces morphing technology by
Sumo. (a) The geometric parameters describing the morphing airfoil [40], morphing leading edge and
trailing edge and a fixed central area using a variable camber; (b) illustration of the morphing trailing
edge with the morphing zone and transition zones modeled in Sumo.

Figure 19b shows the Sumo surface mesh for a deflection angle of six degrees. Both mesh
deformation by FFD (Figure 19a) and morphing of the camber lines produce gapless meshes according
to the control surface deflections. The morphing technology in addition supports a user-defined
transition zone (length and type) to obtain a smoother surface and avoid bad tetrahedral cells. The
smooth transition feature makes the trailing edge morphing technology possible for a RANS simulation;
however, the mesh deformation by FFD tends to produce high aspect ratio cells at the deformed
junctions, so the mesh may work well only for coarser Euler simulations.

Edge calculates the aerodynamics of control surface deflections by transpiration boundary
conditions. The grid does not move; only the normals used in the no-flow boundary condition
are deflected; see Figure 19c.

6.2. Results Comparison

This section shows the results of the control surface modeling approaches with different CFD
solvers. Figure 21 and Table 1 show the comparisons for CL, Cm and their derivatives for elevator
deflection ±6◦, at Mach 0.78, altitude 10,000 m, α = 0◦. We expect close agreement for morphing
elevators computed by SU2 and Edge, by mesh deformation, as well as morphing. The solutions for
mesh deformation by SU2 FFD and transpiration boundary condition by Edge are quite comparable.
The morphing control surface model predicts slightly higher slopes for both CL and Cm and a smoother
flow on the horizontal tail (see Figure 22), probably due to the transition part of the morphed shape.
Note that the transition zone as defined in this case gives a slightly larger deflected area.

Note that the abbreviations used in Table 1, Figures 21 and 22 are:

Mesh-Def(orm): Mesh deformation using FFD;
Morph. (cs): Morphing the control surfaces by Sumo;
Transp. b.c.: transpiration boundary conditions in Edge.
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Table 1. Result for different modeling of elevator deflections using different solvers, at Mach 0.78, flight
altitude 10,000 m, α = 0◦.

Model Type Solver CL,δ (deg) Cm,δ (deg)

Mesh-deform SU2 0.0092 −0.0399
Morph. cs SU2 0.0130 −0.0565
Morph. cs Edge 0.0117 −0.0557

Transp. b.c. Edge 0.0095 −0.0411

Figure 21. Euler solutions for elevator deflection δe = 6◦ at Mach 0.78, flight altitude 10,000 m, α = 0◦,
by three control surface modeling methods, for SU2 and Edge.

Figure 22. Cp contours of Euler solutions for the elevator deflection δe = 6◦ at Mach 0.78, flight altitude
10,000 m, α = 0◦, by three control surface modeling methods, SU2 and Edge.
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7. Conclusions

Seamless connection by the CPACS data schema enables integration and implementation of
variable fidelity tools into the aircraft design multi-disciplinary analysis and optimization workflow.
This paper presents L1 and L2 fidelity aerodynamic design tools using auto-meshing. Applications
to the defined test case aircraft includes aerodynamic analysis, data fusion of variable fidelity data
and handling quality analysis by flight simulation. A comprehensive discussion is given of different
models for control surface deflections for Euler computation.
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API Application Programming Interface
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CPACS The Common Parametric Aircraft Configuration Schema
CST Class-Shape function Transformation
DES Detached Eddy Simulation
FFD Free-Form Deformation
GUI Graphic User Interface
LES Large-Eddy Simulation
MAC Mean Aerodynamic Chord
MDA Multidisciplinary Analysis
MDO Multidisciplinary Design and Optimization
RANS Reynolds-Averaged Navier–Stokes equations
TAS True Air Speed
TE(D) Trailing Edge (Device)
UI User Interface
VLM Vortex Lattice Method
XML Extensible Markup Language
Symbols
α or AoA Angle of Attack (deg)
δe Elevator deflection angle (deg)
θ Attitude angle (deg)
q Pitch rate (deg/s)
Cp Pressure Coefficient (-)
CL Lift coefficient (-)
CD Drag coefficient (-)
Cm Pitching moment coefficient (-)
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Abstract: Flow over an aircraft at high angles of attack is characterized by a combination of separated
and vortical flows that interact with each other and with the airframe. As a result, there is a set of
phenomena negatively affecting the aircraft’s performance, stability and control, namely, degradation
of lifting force, nonlinear variation of pitching moment, positive damping, etc. Wind tunnel study of
aerodynamic characteristics of a prospective transonic aircraft, which is in a canard configuration,
is discussed in the paper. A three-stage experimental campaign was undertaken. In the first stage,
a steady aerodynamic experiment was conducted. The influence of a reduced oscillation frequency
and angle of attack on unsteady aerodynamic characteristics was studied in the second stage. In the
third stage, forced large-amplitude oscillation tests were carried out for the detailed investigation of
the unsteady aerodynamics in the extended flight envelope. The experimental results demonstrate
the strongly nonlinear behavior of the aerodynamic characteristics because of canard vortex effects
on the wing. The obtained data are used to design and test mathematical models of unsteady
aerodynamics via different popular approaches, namely the Neural Network (NN) technique and the
phenomenological state space modeling technique. Different NN architectures, namely feed-forward
and recurrent, are considered and compared. Thorough analysis of the performance of the models
revealed that the Recurrent Neural Network (RNN) is a universal approximation tool for modeling
of dynamic processes with high generalization abilities.

Keywords: wind tunnel; neural networks; modeling; unsteady aerodynamic characteristics; high
angles of attack

1. Introduction

Modern transport airplanes use angles of attack close to stall during take-off and landing.
Different trigger factors such as possible pilot mistakes, equipment faults and atmospheric turbulence
and their combinations can cause loss of control, stall and spin. Different statistical surveys reported
(see, for example, [1]) that loss of control in flight (LOC-I) was the major cause of fatal transport aviation
accidents. Thus, many intensive studies are aimed at modeling of aerodynamics in the extended flight
envelope in order to support investigations of aircraft dynamics, control system design [2] and to
provide realistic pilot training using ground-based simulators in upset conditions [3,4].

Flow over an aircraft at high angles of attack is complicated by the dynamics of flow
separation and reattachment, the development and breakdown of vortical flow, and their
interaction with dynamics of the aircraft. This causes significant nonlinearities of unsteady
aerodynamic characteristics—for example, non-uniqueness of stability derivatives and hysteresis of
aerodynamic characteristics.

Growth in computing capacity and the development of numerical techniques has recently led
to significant progress in finding solutions for Navier–Stokes equations coupled with the dynamics
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equations governing the aircraft motion, facilitating flight dynamics studies [3,5–10]. However, at
present the problems of fluid mechanics and flight dynamics cannot be solved simultaneously in
certain flight mechanical applications—for example, in semi-realistic simulation of the aircraft flight
using ground-based flight simulators or control system design [3,11]. Solving such flight dynamics
problems demands Reduced-Order Models (ROM) of unsteady aerodynamics describing nonlinear
phenomena observed in extended range of flight parameters. Experimental data obtained from wind
tunnel tests of Computational Fluid Dynamics (CFD) data are commonly used for the development of
such models.

In flight dynamics problems, the aerodynamic forces and moments are usually represented in
the form of look-up tables [12,13]. For example, for small disturbed motion about a trim incidence α0,
the longitudinal coefficients are represented in the following form:

CN = CN(α0) + CNα(α − α0) + CNq qc/2V + CN .
α

.
αc/2V,

Cm = Cm (α0) + Cmα(α − α0) + Cmq qc/2V + Cm .
α

.
αc/2V.

(1)

This representation can be successfully applied only for small angles of attack, namely in the
range where the aerodynamic derivatives exist and are unique, and can be represented as linear
dependences on the kinematic parameters. Application of this technique for high angles of attack can
lead to significant errors.

The general technique for modeling unsteady aerodynamic characteristics is based on a nonlinear
indicial function representation [14]. To develop an aerodynamic model based on the nonlinear indicial
functions, a large amount of unsteady aerodynamics data should be used. Nevertheless, it requires a
set of serious simplifications when applied to a real problem, so that a final mathematical model is
formulated in a simple form of first-order linear differential equations [15,16].

The state-space-based phenomenological approach [17] takes into account delays of flow structure
development. The authors of [17] proposed a first-order delay differential equation for an additional
internal state variable x, which accounts for the unsteady effects associated with separated and vortex
flow. The variable x may, for example, represent the location of flow separation or that of vortex
breakdown. The form of the differential equation governing x is:

τ1
dx
dt

+ x = x0(α − τ2
dα

dt
), (2)

where α is the angle of attack, x0 describes the steady dependency of x on α, and τ1 and τ2 are
characteristic times of the flow structure development. This approach was shown to be effective in
accurate prediction of the unsteady aerodynamic effects, including unsteady flow over an airfoil with
separation [18], a delta wing with vortex breakdown [19], and a maneuvering fighter aircraft [17].
Furthermore, this approach was improved in order to take into account more complicated flow effects.
Following this technique, aerodynamic loads can be divided into linear non-delaying and nonlinear
delaying components [20,21]. Ordinary differential equations are responsible for the internal dynamics
of the nonlinear components of aerodynamic characteristics. The characteristic time constants can be
identified using the dynamic wind tunnel [20,21] or CFD [22] test results. Such an approach enables
us to describe quite precisely the nonlinear behavior of unsteady aerodynamic characteristics at high
angles of attack, namely, the dependence of aerodynamic derivatives on frequency and amplitude
of oscillations and the aerodynamic hysteresis. Nevertheless, application of the state-space-based
phenomenological approach in an arbitrary case is complicated because of non-formalized and
expert-based procedure of the model structure design and identification of the nonlinear components
of unsteady aerodynamic characteristics.

Surrogate modeling approaches, which use mathematical approximations of the true responses of
the system, are a cost-effective tool for unsteady aerodynamics. The most popular surrogate modeling
techniques are artificial neural networks [23–27], Radial Basis Function (RBF) interpolation [9,10],

86



Aerospace 2018, 5, 26

and kriging [28]. Neural Networks (NN) have been recently shown to be a formal and effective tool for
modeling nonlinear unsteady aerodynamics regardless of the aircraft configurations. The main reason
for such a successful application of NN is the universal approximation properties [29], which enable
the NN to be used for an arbitrary aircraft without significant simplifying assumptions. NN was found
to be capable of reproducing histories of unsteady aerodynamic loads on the suction side of pitching
airfoils in real time [23,24]. Faller et al. [23] utilized experimental data to train a RNN for predicting
the pressure coefficient readings along three spanwise positions on the upper surface of the wing.
They concluded that RNNs could be applied for time-dependent problems. Reisenthel used a RNN to
generate the response function for a nonlinear indicial model in [25].

Several nonlinear models of unsteady aerodynamics are considered in this paper. The mathematical
models are developed and tested using the experimental data, obtained for the pitch moment coefficient
of the generic Transonic CRuiser (TCR), which was a canard configuration. TCR aircraft was studied
in the SimSAC project of 6th European Framework Program. Significant experimental and numerical
investigations aimed at understanding the flow over such complex configuration and aerodynamic loads
acting on the TCR model were carried out previously [5,6,21,26,27,30,31]. In the present paper, results of
the intensive experimental campaign, which was undertaken in order to investigate the main static and
dynamic properties of the pitch moment coefficient for TCR, are considered. The campaign included
steady and dynamic experiments. The behavior of the steady aerodynamic characteristics versus angle
of attack is obtained during the steady tests. The influence of the reduced oscillation frequency and
the angle of attack on the unsteady aerodynamic characteristics was studied using small-amplitude
forced oscillations. Finally, the forced large-amplitude oscillation tests were carried out for detailed
investigation of the unsteady aerodynamics at high-angle-of-attack departures. The details of the
conducted experiments are also given in the paper. The experimental data presented in the current
paper extend the previously published results [27,30].

Present study is also focused on comparison of ROM for unsteady aerodynamics. Two NN
architectures suitable for the reduced-order modeling of unsteady aerodynamic characteristics in the
extended angle-of-attack range are considered, namely, a Feed-Forward Neural Network (FFNN) and
a Recurrent Neural Network. One of the paper contributions is application of the phenomenological
approach used in [17,20,21,27] in order to take into account nonlinear effects due to the complex
canard-wing vortex flow in the nonlinear pitch moment coefficient model. This model is used
as a benchmark model and compared with the results obtained for the NNs. As concerns the
phenomenological state-space model of unsteady aerodynamics, an ordinary differential equation is
utilized to describe the effects associated with delay of the vortical flow formation. The paper also deals
with comparison of two regularization techniques for NN training that improve the NN performance.
Both techniques use the Bayesian rule but one of the techniques implies that the experimental data are
heteroscedastic. The results of the experimental data simulation using both the state-space and NN
models are presented and compared.

2. Experiments

The prospective civil transport aircraft called TransCruiser (TCR) was designed to operate at
transonic speeds. The conceptual design of TCR was implemented by SAAB (Sweden) within the
SimSAC project of The Sixth European Framework Program. The aircraft is a configuration with a
high-sweep wing with leading edge extension (LEX) and a high-sweep canard surface. The canard
is an all moving surface and a close-coupled type. The main geometrical parameters of the tested
TCR model were as follows: reference area S = 0.3056 m2, wing span ba = 1.12 m, mean aerodynamic
chord c = 0.2943 m. The general view of the TCR model is given in Figure 1a, and a scheme is shown in
Figure 1b, where the model conventional center of gravity is marked. The experiments were conducted
in the TsAGI T-103 wind tunnel with the flow velocity V = 40 m/s with corresponding Reynolds
number Re = 0.78 × 106.
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(a)

(b)

Figure 1. TCR aircraft model (a) 3D view of the model mounted on the supporting device; (b) 3 views
of the model: side (up-left), front (up-right) and top (bottom).

The wind tunnel experimental campaign was carried out in three stages. The tests were performed
with the model installed on the tail sting, with the bank angle being equal to 90◦ (Figure 2). At the
first stage, the static aerodynamic characteristics in a wide range of angles of attack were studied.
The incidence angle was varied from −10◦ to 40◦ with the step of 2◦. The static experiments were
performed for various configurations of the model, namely, with and without canard. For the full
configuration the canard deflection angle ϕc varied from −30◦ to +10◦ with a step of 5◦. Rotation of
the wind tunnel turn table provided variation of the angle of attack. In steady experiments for each
angle of attack data sampling time was 2 s and the sampling rate was 100 Hz.

A five-component internal strain gauge balance was used for measurements of forces and moment
acting on the aircraft model (a drag force was not measured). Reference point of the balance coincided
with the model conventional center of gravity.
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In the second stage, the stability derivatives were determined through the small-amplitude
forced oscillations. During this experiment a harmonic motion in pitch with a fixed center of gravity
is implemented:

α = α0 + Aα sin(2π f t + ϑ0),
.
α = q = 2π f Aα cos(2π f t + ϑ0).

(3)

The oscillation amplitude was Aα = 3◦, frequencies f were 0.5, 1.0, and 1.5 Hz (corresponding
reduced frequencies k = 2π f c/2V were 0.012, 0.023, and 0.035) with the mean angles of attack α0

varying from −10◦ to 40◦. For small amplitude forced oscillation experiments the data were sampled
128 times per period of oscillation, each oscillation was repeated 8 times. No special adjustments of
the sampling rates depending on the oscillation frequency were carried. These experiments were
performed on the forced angular oscillations dynamic rig used in the TsAGI T-103 wind tunnel. The rig
is shown in Figure 2. The rig kinematical scheme is shown on the left side, and the TCR model installed
on the rig during the wind tunnel tests is shown on the right side. The mean angle of attack α0 was
specified with rotation of the wind tunnel turn table, and variation of the angle of attack α was obtained
via oscillation of the supporting sting.

 

Figure 2. Small-amplitude angular oscillations dynamic rig used in the TsAGI T-103 wind tunnel.
The rig configuration is shown on the left, the TCR model inside the test section of the wind tunnel is
shown on the right.

In the third stage, nonlinear unsteady aerodynamic coefficients at high angles of attack were
investigated through the large-amplitude forced oscillations in pitch. A view of the TCR model inside
the wind tunnel during this stage is shown in Figure 3. These experiments were intended to obtain the
additional experimental data for the more comprehensive models in the extended flight envelope.

89



Aerospace 2018, 5, 26

 

Figure 3. TCR model at the large amplitude oscillation rig at wind tunnel test section.

The scheme of the rig is demonstrated in Figure 4. Kinematics is also given with the Equation (3).
One can see from the figure that during these experiments the model bank angle was 0◦. The mean
angle of attack (3) was specified with an inclination of the sting support, and variation of the
angle of attack was provided with oscillation of the sting with respect to its mean position.
Oscillation amplitudes were 10◦ and 20◦, frequencies were 0.5, 1, and 1.5 Hz (corresponding reduced
frequencies k = 0.012, 0.023, and 0.035), and the mean angles of attack were 8◦ and 18◦.

 

Figure 4. Large-amplitude angular oscillations dynamic rig used in the TsAGI T-103 wind tunnel.

Data sampling rate was similar to the small-amplitude test rate, namely, 128 times per period,
which is sufficient enough to capture abrupt variations of the measured aerodynamic characteristics
during both types of the experiments. Each oscillation was repeated 16 times.

2.1. Static Aerodynamics Characteristics

The influence of the canard and canard deflection angle ϕc on the coefficients of normal force and
pitching moment in steady conditions is shown in Figure 5. The analysis of the experiments shows
that influence of the canard on the normal force coefficient CN is not so significant up to angle of
attack α = 10◦. At the angles of attack α > 10◦ the normal force is higher for the canard configurations.
The detailed analysis in [23] reveals that, at small angles of attack, the wing in the presence of the
canard has less slightly lift than a wing-only configurations; this is mainly due to canard downwash
effects on the wing. However, the total lift remains the same because of the additional lift generated on
the canard. At higher angles of attack, the wing behind the canard produces more lift than a wing-only
geometry [23].
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Figure 5. Influence of the canard and canard deflection angle ϕc on the TCR
aerodynamic characteristics.

The canard significantly contributes to the total pitching moment coefficient of the TCR model
bringing a destabilizing effect. For the case of zero canard deflection, the pitching moment evolution
with the angle of attack presents a negative slope (nose down when α increases) up to α = 6◦, then a
first break, after which the slope sign changes, due to the continuously increasing lift of the canard,
upstream the reference point (nose up). Then a second break takes place, with a loss of efficiency at
about α = 20◦. The locations of these two breaks depend on the canard deflection angle.

Ghoreyshi et al. [23] reported some flow features of TCR at different angles of attack and at low
subsonic speeds. Both the LEX, wing, and canard have rounded leading edges and are swept back at
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and more than 50◦, that causes a complex vortex formation over these surfaces at moderate to high
angles of attack. At about α = 12◦ a canard vortex and an inboard (LEX) and outboard wing vortex are
present. The wing in the presence of the canard shows smaller inboard vortices than the canardless
configuration; this is due to canard downwash effects that reduce the local angle of attack behind the
canard span. On the other hand, the wing outboard vortex is slightly bigger in the presence of the
canard. The canard vortex becomes larger with increasing angle of attack. At about α = 18◦ the wing
vortices merge. At about α = 20◦, the inboard and outboard vortices interact and merge. At α = 24◦

angle of attack, the canard vortex lifts up from the surface as well. At higher angles, the canard in the
TCR aircraft has favorable effects on the wing aerodynamic performance.

2.2. Small-Amplitude Forced Oscillation Characteristics

The small amplitude oscillations are dedicated to determine the aerodynamic derivatives in
Equation (1). The experimentally measured aerodynamic derivatives CNq + CN .

α
and Cmq + Cm .

α
are

shown in Figure 6.
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Figure 6. Influence of the oscillation frequency on the unsteady derivatives CNq + CN .
α

and Cmq + Cm .
α
.

These dependencies were obtained at various frequencies of the aircraft model oscillations inside
the wind tunnel. It is seen that the influence of the oscillation frequency on the aerodynamic derivatives
is small, excluding the incidence region in the vicinity of α = 20◦. In this region, a dependency of
dynamic derivatives values versus the frequency of oscillations is observed. A comparison of the
unsteady derivatives obtained for the canard and canardless configurations is given in Figure 7.
The influence of the canard on the normal force derivative is significant for angles of attack larger than
α = 32◦; for pitch damping derivative it is also relatively small, except for the region of incidences near
α = 20◦ (Figure 7), where a positive damping for the TCR model is observed.
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Figure 7. Influence of canard on unsteady aerodynamic derivatives (k = 0.023).

The influence of the canard deflection angle ϕc was also investigated: the positive canard
deflection moved the positive damping region to lower incidences, with the amplification of the
phenomenon as compared to the case of ϕc = 0◦ (Figure 8). The negative canard deflection moved this
region to higher angles of attack, with the positive damping being weakened. For the canard deflection
angle ϕc = −30◦, the positive damping moved to α ≈ −5◦. For the normal force derivative, such a
considerable effect is not observed.
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Figure 8. Influence of canard deflection angle on pitch damping derivative (k = 0.023).
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2.3. Large Amplitude Oscillations Characteristics

In order to investigate the vortex dynamics effect on unsteady aerodynamic characteristics at high
angles of attack under high oscillation rates the large amplitude oscillations were carried out. As far as
pitch oscillations were concerned, the canard-off TCR configuration revealed the classical linear dynamic
effects without any strong nonlinearities. The addition of the canard leaded to severe unsteady effects,
not only for angles of attack in the region of α = 20◦ but also for lower angles of attack (Figure 9).
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Figure 9. Pitching moment and normal force coefficients evolutions for two sets of large amplitude
pitch oscillations—TCR with canard, ϕc = 0◦, k = 0.035.

3. Models of Unsteady Aerodynamic Characteristics

3.1. Aerodynamic Derivative Modeling

In order to quantify whether the linear model based on the look-up tables of aerodynamic
derivatives is applicable the large amplitude oscillations results are simulated. Since the linear
mathematical model in Form of Equation (1) is not valid for the large deviations from the trim
incidence α0 the mathematical model is written in the following form:

CN(t) = Cst
N(α(t)) + (CNq + CN .

α
)

.
α(t)c/2V

Cm(t) = Cst
m(α(t)) + (Cmq + Cm .

α
)

.
α(t)c/2V

, (4)

where Cst
N(α(t)), Cst

m(α(t)), CNq + CN .
α

and Cmq + Cm .
α

are derived from the look-up tables of
characteristics through the linear approximation. While modeling large-amplitude oscillations,
the complexes CNq + CN .

α
and Cmq + Cm .

α
determined for the same oscillation frequency are used.

The results of simulation large amplitude pitch oscillations are shown in Figure 10. One can see that
the large amplitude oscillation results for the normal force coefficient can be described with a good
precision using the look-up table approach. However, while the simulation of the pitching moment
coefficient evolutions fits sufficiently well with the experimental data practically in the overall range
of angle-of-attack range, there is a region of the incidences in the vicinity of α = 20◦, for which this
approach is failed to predict the experimental results. These modeling results are in good agreement
with the small-amplitude test data given in Figure 6. Particularly, one can see that canard introduce
the nonlinear behavior mostly for the pitching moment derivative Cmq + Cm .

α
, while it effect on the

normal force derivative CNq + CN .
α

is not so vivid. The canard influence is observed in the vicinity of
α = 20◦, where the nonlinear dependency of the pitch moment derivatives on pitch rate is observed in
the experiment (Figure 6), and the linear model failed to describe the experimental results.
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Figure 10. Linear simulations based on the measured aerodynamic derivatives compared to large
amplitude oscillation measurements.

Thus, nonlinear approaches should be applied in order to design comprehensive models of the
pitch moment coefficient. Below, the NN approach will be used for modeling of unsteady aerodynamics
under such conditions. In order to evaluate performance of the NN models they are compared with
the state-space modeling approach [17].

3.2. State-Space Model

The state-space model of the pitch moment coefficient was developed through an analysis of the
obtained experimental data. The pitch moment coefficient of the TCR model Cm(α) is considered as a
sum of the pitching moment of the canardless configuration Cm0(α) and the corresponding contribution
from the canard ΔCm(α) as

Cm(α) = Cm0(α) + ΔCm(α). (5)

The canard contribution under the static condition is divided into a term ΔCm1, which is linear in
angle of attack, and a nonlinear term ΔCm2 which is caused by the canard influence as follows:

ΔCm(α) = ΔCm1(α) + ΔCm2(α) = ΔCmα α + ΔCnonlin
m (α). (6)

This representation of the pitch moment coefficient is demonstrated in Figure 11. In the present
study an unknown constant of the mathematical model ΔCmα and nonlinear function ΔCnonlin

m (α) were
determined using the static test results.

In order to describe the internal dynamics due to the vortex structure development the following
dynamic equation is applied:

τ1
dΔCdyn

m
dt

+ ΔCdyn
m = ΔCnonlin

m (α − τ2q
c

2V
), (7)

where ΔCdyn
m is the dynamic value of the canard influence due to development of vortex structure,

and Cnonlin
m is its steady-state value.

This equation is a first-order filter with the time constant τ1, which is in the left side of this equation.
Additionally, incidence delay τ2q c

2V is introduced in the function argument in the right-hand side of

the equation. For small values of time delays it follows from Equation (7) that ΔCdyn
m (t) = ΔCnonlin

m (α),
which enables the steady dependences to be satisfied identically.
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Figure 11. The pitch moment coefficient representation.

The resulting pitch moment coefficient model is the following:

Cm = Cm0(α) +
(

Cmq + Cm .
α

)
0
· q

c
2V

+ ΔCmα α + ΔCdyn
m . (8)

The equation combines the linear terms derived from the look-up tables for the canardless and
canard TCR configurations (the first, the second and the third terms) and the nonlinear term responsible
for the canard influence (the forth terms). Thus, the complete model for the pitch moment coefficient
contains Equations (7) and (8) with unknown constants τ1 and τ2. The constants Cm0, ΔCmα and the
nonlinear function ΔCnonlin

m were determined by means of steady tests of the canardless and the canard
configurations. The damping derivative (Cmq + Cm .

α
)

0
is a function of the angle of attack and can be

determined using the experimental results of the small-amplitude forced oscillations of the canardless
TCR configuration.

For identification of the unknown parameters τ1 and τ2 the experimental results of
small-amplitude pitch oscillations of the canard configuration of TCR model at various frequencies
were used. The solution of Equation (7) for the small-amplitude harmonic oscillations in pitch
α(t) = α0 + Aα sin kt can be linearized. After the substitution of the results into relationship (8) it leads
to the following expressions for the aerodynamic derivatives:

Cmα = Cm0α + ΔCmα +
dΔCnonlin

m
dα

1−τ1τ2k2

1+τ2
1 k2

Cmq + Cm .
α
= (Cmq + Cm .

α
)

0
− dΔCnonlin

m
dα

τ1+τ2
1+τ2

1 k2 .
(9)

It is seen that the aerodynamic derivatives depend on the oscillation frequency in the range of

the angles of attack where the nonzero derivative dCnonlin
m
dα exists. The dependencies of aerodynamic

derivatives Cmα and Cmq + Cm .
α

versus oscillation frequency are determined by the characteristic times
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τ1 and τ2. These values are supposed to be functions of the angle of attack and determined as the
smooth cubic spline interpolations in the range of α = 10 ÷ 30◦ with the spline maximum in the center
of the range (see Figure 9). It is considered that τ2 (α) = 0 beyond this range. The same assumption
for τ1 leads to the degeneracy of differential Equation (4); therefore, Δτ1 = 2 is added to the spline
function τ1. This small addition does not influence significantly the filter characteristics in the left side
of Equation (4), but enables the coefficient in front of derivative to be positive. For identification of
these constants the following penalty function is introduced:

Φ(τ1, τ2) =
n

∑
i=1

m

∑
j=1

[Cmα test(αi, ω j)− Cmα sim(αi, kj)]
2 +

n

∑
i=1

m

∑
j=1

[C∗
mq test(αi, kj)− C∗

mq sim(αi, kj)]
2. (10)

This function represents the sum of squared differences between the simulation results and
the experimental results for the dynamic derivatives, determined in the entire investigated range of
angles of attack αi for three values of the reduced oscillation frequency kj. For short, the designation
C∗

mq = Cmq + Cm .
α

is introduced in the expression. To determine the values of τ1 and τ2 the function
Φ(τ1, τ2) should be minimized. It is seen in Figure 12 that this function has a flat minimum, which can
be found using the conventional minimization techniques. The resulting functions τ1(α) (τ1max ≈ 32.7)
and τ2(α) (τ2max ≈ 3.9) are shown in Figure 12.

 (deg)

Figure 12. The results of identification of τ1(α) and τ2(α). Penalty function Φ(τ1, τ2) is shown in the
upper left part of the figure.

The aerodynamic derivatives Cmα and Cmq + Cm .
α

versus angles of attack, simulated with the
proposed mathematical model, are shown in Figure 13 with lines. The simulation results for various
oscillation frequencies are demonstrated by lines of different types. The corresponding experimental
results are shown with different markers. The developed state-space model describes adequately the
results observed in the dynamic experiment in the entire ranges of the angles of attack and oscillation
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frequencies. It is important that the model describes the positive damping zone within the range of the
angles of attack of α = 15–25◦ and the dependencies of the derivatives versus oscillation frequency,
which are observed in the experiment.

 

k=0.012
k=0.023
k=0.035

(deg)

C
m

�
C

+
C

m
q

m
�.

Figure 13. Aerodynamic derivatives obtained for different oscillation frequencies: experiments
(markers) and state-space model simulation (lines).

The state-space model (Equations (7) and (8)) developed only with the data from the forced
small-amplitude oscillation tests was also applied to simulate the forced large-amplitude oscillations.
The results obtained for three test cases are shown in Figure 14. The results of simulation (solid lines)
and the unsteady experiment data (markers) for the dynamic values of Cm(t) are compared in the
upper plots. The measured static values of Cm(α) are shown with dashed lines. The evaluations of
dynamic components caused by the canard vortex flow formation ΔCnonlin

m (t) (solid lines) are shown
in the bottom plots. The static components of the vortex flow influence ΔCnonlin

m (α) are shown with
dashed lines in the same plots. The bottom graphs demonstrate the contribution of the differential
equation with delay (Equation (7)) to the general mathematical model (Equation (8)).

The modeling results of the dynamic effects at the mean angle of attack α0 = 18◦ of the pitch
oscillations with large amplitude Aα = 10◦ and small reduced frequency k = 0.012 are shown in
Figure 14a. The positive damping in the sense of the linear mathematical model (1) is observed at
angles of attack in the vicinity of α0 = 18◦. The additional kink in the dynamic loop demonstrates this
fact. While the oscillation amplitude increasing, the positive damping practically vanishes in both
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the experiment and the simulation (see Figure 14b). Further oscillation frequency growth leads to a
significant expansion of the hysteresis loop. This effect in the experimental and simulation results is
shown in Figure 14c.

 

Figure 14. Simulation results for the forced pitch oscillations with large amplitude:
(a) α0 = 18◦, Aα = 10◦, k = 0.012; (b) α0 = 18◦, Aα = 20◦, k = 0.012; (c) α0 = 18◦, Aα = 20◦, k = 0.012.

The NN techniques described and applied below are compared with the state-space approach.

4. Neural Network Modeling

FFNN and RNN are considered in the paper. The NN model of unsteady pitch moment coefficient
of TCR using RNN was developed in this paper and compared with the model obtained using
FFNN [19].

4.1. NN Architectures

The FFNN, which scheme is given in Figure 15a, can be considered as a directed graph with
neurons placed in it nodes. The neurons of the first layer do not implement nonlinear mapping but
distribute input signals between neurons of the first hidden layer. Neuron of the hidden layer is an
elementary calculating unit. A set of signals Sj, j = 1 . . . n from the input layer are fed into the neuron
of the hidden layer. Coefficients wik correspond to the signal transmit connections and are the weight
factor while summing the input signals. Neuron bias bk is added to the weighted sum of the input
signals, and the resulting sum is mapped through nonlinear activation function fk. Mapped signal φk
goes forward to the next-layer neurons, which implement the same operations and transmit the signal
further. The signal from the last layer is output from the NN.

RNN can be represented as FFNN with feedback connections. NARX (Nonlinear AutoRegressive
model with eXogenous variables) architecture [32], which is given in Figure 15b, is used in the
present study. For modeling variable y at time t, the state vector x(t) and a series of its former values
x(t − 1), x(t − 2) . . . x(t − Din) are fed into the NN. The values of the modeling variable y(t − 1), y(t −
2) . . . y(t − Dout) calculated by the NN earlier are also added to input signal. The resulting NN model
can be presented in the following form:

y(t) = M(x(t), x(t − 1), . . . , x(t − Din), y(t − 1), . . . , y(t − Dout)), (11)

where M is the function of NN mapping.
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(a)

(b)

Figure 15. NN architectures: (a) FFNN architecture; (b) NARX architecture.

4.2. Regularization Techniques during NN Training

The problem considered in the present study is to develop a NN model using a restricted set
of experimental data and to apply the model for flight dynamics applications, implying arbitrarily
aircraft maneuvers; thus, generalization ability of the model is crucial. Regularization is one of the
popular techniques preventing overfitting of a regression model and improving its generalization
ability [33]. A short introduction to regularization techniques is given below.

Connection weights wik and biases bk are adjusted during NN training when the examples of
training set are presented through minimization of the difference between NN operation results yi and
target value ai for each example (i = 1 . . . N) from the training set

ED =
1
2

N

∑
i=1

(yi − ai)
2. (12)

One of the important problems of NN training is called overfitting. The error in the training
set is driven to a very small value, but when new data are presented to the network the error is
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large. The network has memorized the training examples, but it has not learned to generalize to new
situations. A part of the whole initial data can be used for model testing. The test set error should be
made as small as possible and must not be significantly higher than the training set error. When this
condition is valid, the NN is considered to have good generalization performance.

Regularization is one of the techniques for improving generalization. According to this technique,
a term penalizing the NN for weight increase is added in the objective function besides the error
measure ED (12). The sum of squares of the weights can be used for this purpose:

EW =
1
2

K

∑
j=1

w2
j , (13)

where K is a number of neural network weights; the objective function takes the form

F = ηED + ρEW , (14)

where η and ρ are objective function parameters. To develop the mathematical model with high
generalization ability, Bayes’ rule was proposed to define the objective function parameters [34].
Algorithm of Gauss–Newton approximation to Bayesian regularization (GNBR) for training NN was
further implemented in [33].

GNBR algorithm is the effective tool to improve NN generalization, but it supposes the model
error to be the same on different subsets of initial data. The unsteady aerodynamic models for flight
dynamics problems are developed using different dynamic experiments, in the various ranges of
kinematic parameters, and with different accuracies. To obtain more precise models the data could
be considered as heteroscedastic. The GNBR algorithm was modified for the case of heteroscedastic
data and Bayesian Regularization to NN training on Heteroscedastic Data (BRHD) was proposed [35].
Below the proposed algorithm is briefly discussed.

4.3. Bayesian Regularization to NN Training on Heteroscedastic Data (BRHD)

Let us suppose that experimental data to be approximated are obtained in n types of different
experiments (x1,a1),(x2,a2),. . . ,(xn,an), where xi =

(
xi1 . . . xiNi

)
is the vector of values of the controlled

phenomenon parameter, obtained in i-th type of experiment, ai =
(

ai1 . . . aiNi

)
is the vector of values

of the observed variable obtained in i-th type of experiment, Di =
{

ximi
aimi

}
, mi = 1 . . . Ni is the

dataset obtained at the same type of experiment.
The problem is to identify the NN function y that describes the obtained experimental data

Di =
{

ximi
aimi

}
, mi = 1 . . . Ni:

a1m1
= y

(
x1m1

)
+ ν1m1

, m1 = 1 . . . N1,

a2m2
= y

(
x2m2

)
+ ν2m2

, m2 = 1 . . . N2,

. . .

anmn−1
= y

(
xnmn−1

)
+ νnmn−1

, mn−1 = 1 . . . Nn−1

anmn = y
(

xnmn

)
+ νnmn , mn = 1 . . . Nn

. (15)

The errors in each experiment νimi
, mi = 1 . . . Ni are supposed to be independent and normal with

zero statistical expectation but with different standard deviations σi. Using Bayes’ rule, the following
objective function can be obtained:

F =
1
2

ηwTw+
1
2

eTRe, (16)
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where w = (w1 w2 . . . wK)
T is the vector of weights, e = (e1 . . . eN)

T is the vector of errors,
ej = y(xj)− aj is the error of approximation of j-th data pair, R is the matrix N × N; the objective
function parameters ρi are placed on the main diagonal of matrix R, the other elements of this matrix
are equal to zero:

R =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ1 0 . . . 0
0 ρ1 0 . . . 0

. . .
0 . . . 0 ρi 0 . . . 0
0 . . . 0 ρi 0 . . . 0

. . .
0 0 ρn 0
0 0 ρn

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (17)

Note that the objective function in form (16), which is used instead of (14), contains the weighted
sum of errors on each subset eTRe, with weights ρi, corresponding to each subset. Following Bayes’
rule, the expressions for the objective function parameter η (16) is obtained [35]:

η ≈ K − η Sp(H−1)

wTw
, (18)

where K is the total number of parameters in the network, H = ∇2F is the Hessian matrix of the
objective function, and Sp is the matrix trace.

The following expressions can be obtained for ρi:

ρi =
Ni

eT dR
dρi

e + Sp
(

dH
dρi

H−1
) , (19)

where Ni is the number of patterns of the i-th training subset.
Within this approach, the parameters of the objective function corresponding to the data subset

are adjusted subject to their approximation errors.
The algorithm for implementation of the described training technique was developed [35].

To obtain values of the objective function parameters it is required to calculate Hessian matrix
in the minimum point of objective function F. The Gauss–Newton method is applied to approximate
Hessian matrix with modified Levenberg–Marquardt optimization algorithm used to locate the
minimum point:

wi=wi−1 −
(

JTRJ+(α + μ)E
)−1(

JTRe+αwi−1

)
. (20)

Let us consider the Levenberg–Marquardt algorithm in more detail. When the scalar μ is zero,
this is just Newton’s method, using the approximate Hessian matrix. When μ is large, this becomes
gradient descent with a small step size. Newton’s method is faster and more accurate near an error
minimum, so the aim is to shift toward Newton’s method as quickly as possible. Thus, μ is decreased
after each successful step (reduction in performance function) and is increased only when a tentative
step would increase the performance function. In this way, the performance function is always reduced
at each iteration of the algorithm [36].

The modification proposed in the present paper improves the Levenberg–Marquardt algorithm
convergence in the case of heteroscedastic data in the vicinity of the minimum point.

4.4. Modeling

The RNN model of unsteady pitch moment coefficient, which has a NARX configuration, is
compared with the FFNN model presented in [26]. The RNN has one hidden layer. RNN containing
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from five to 20 neurons in the hidden layer were tested and 12 neurons were selected because this
number provides better generalization. Hidden layer neurons have a sigmoid activation function:

fk(x) =
1

1 + e−x . (21)

Experimental data, which are used to train the NN, consisted of the oscillation cases corresponding
to different amplitudes and frequencies of oscillation. Evolutions of the pitch moment coefficient
and kinematic parameters during each oscillating case are discretized in time into 128 steps both for
small- and large-amplitude tests. Small-amplitude oscillation cases total 78; large-amplitude oscillation
cases total 12. The training patterns are composed of the target data, which are the records of pitch
moment coefficient Cm(i), Cm(i − 1) at steps i, i − 1, together with the input vector. In the present
study the input vector included the angle of attack α(i) and pitch rate q(i) at the i-th step, and the
motion parameters α(i − 1), α(i − 2), q(i − 1), q(i − 2) at previous steps i − 1, i − 2. Usage of angle
of attack and pitch rate as the main input parameters is motivated by the statement of the problem.
Namely, the developed NN model should be used for flight dynamics problems, and, hence, we should
use only parameters available during a real flight. Influence of the Mach and Reynolds numbers are
not considered in the present experimental study and, hence, are not included in the NN model as the
input parameters.

To compare only the NN configurations, the regularization technique (GNBR) is selected to be the
same as for FFNN in [26].

To train the RNN, a special configuration can be used. Because the true output is available during
the training of the network, it is possible to create a feed-forward architecture, in which the true output
is used instead of feeding back the estimated output. This has two advantages. The first is that the input
to the feed-forward network is more accurate. The second is that the resulting network has a purely
feed-forward architecture, and static back propagation can be used for training [32]. The stopping
criterion for training was exceeding a threshold value (1020) by the Levenberg–Marquardt algorithm
parameter μ, which corresponded to reaching a minimum of the objective function (16).

Thirty-six out of 78 small amplitude test cases and eight out of 12 large amplitude test cases were
randomly selected for training; the rest of the data were used for testing.

At the modeling stage, predicting the pitch moment coefficient Cm(i) RNN uses results computed
at the previous time step Cm(i − 1), along with the current and two previous steps of input signal.
Hereby, the model is a nonlinear regression on seven parameters. As is shown in [26], a six-dimensional
state vector is enough to specify the harmonic oscillation process.

In the first step, we simulated the aerodynamic derivatives of pitch moment coefficient (1).
They were obtained with RNN as follows. First, the forced small-amplitude oscillations of the aircraft
model were simulated. Then, the coefficients of the model (1) Cmα, Cmq + Cm

.
α were identified from the

simulated data using the linear regression method. RNN simulation of the pitch moment derivatives,
compared with the small-amplitude experiment, is given in Figure 16. It can be seen from the figure
that the RNN model captures the dependency of the derivatives on oscillation frequency, which is
observed in the angle-of-attack range 16◦ < α < 24◦ and corresponds to the development of the
vortical flow above the wing surface. Here the results from both the training and testing subsets
are demonstrated together in order to illustrate that the developed model describes all available
small-amplitude test results and can be used for prediction of the unsteady aerodynamics phenomena
in the overall studied angle-of-attack range. Nevertheless, a detailed study of the model performance
on both training and test subsets is given in Section 4.

103



Aerospace 2018, 5, 26

C
m
α

α, (deg)

C
m
q
+

C
m
α̇

Figure 16. Unsteady aerodynamic derivatives of the pitch moment coefficient, simulated with RNN
(lines) and obtained in the experiment (markers).

Hysteresises of the pitch moment coefficient obtained by the RNN simulation of the forced
large-amplitude oscillations are given in Figure 17. The experimental results are also plotted in the
same figure. These cases are from the testing subset. One can see that there is a good correlation
between the experiment and the simulation, and a good generalization is exhibited by RNN.

Figure 17. Forced large-amplitude oscillation results for the pitch moment coefficient.
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It can be concluded from Figures 16 and 17 that RNN describes the nonlinear behavior of the pitch
moment coefficient in the extended range of the angles of attack, which are observed in the experiments.

FFNN, developed in [26], had two hidden layers, with 12 neurons in the first layer and seven in the
second. The neuron activation function of the both layers was also chosen sigmoid function. Patterns
for the training of the FFNN were composed of the records of pitch moment coefficient Cm, together
with the state input x = (α(t), q(t), t, α0, Aα, k) determined for the oscillation case. Each oscillating
case was discretized in time into 128 steps (similar to the experiment data) and readings from a
strain-gauge balance were used for each step. Two thirds of the experimental data were used to train
the neural network, and one third of the experimental data were used to test the generalization ability.
To simulate the pitch moment coefficient at the time t of an experiment case the whole input vector at
this time step should be fed in the NN.

Backpropagation was used to train the NN. Levenberg–Marcquardt algorithm, combined with
Bayesian regularization (GNBR), was utilized to minimize the error [26]. The following section gives a
comparison of the performance of the discussed NN models.

5. Comparison of the Models

First, let us compare the NN models. The performances of the NN models were tested
quantitatively by calculating the errors obtained for the models of pitch moment coefficient Cm

and the complex of aerodynamic derivatives Cm q + Cm
.
α

separately for the train and test subsets.
The error measure is the mean square error divided by the entire range Δy of the measured value ytest:

erri =

√
1

Ni−1

Ni
∑

j=1
(ytest

j − ysim
j )

2

Δy
. (22)

The results are given in Table 1.

Table 1. Errors of unsteady aerodynamics models.

Model Regularization Variable
erri

Training Subset, % Test Subset, %

FFNN GNBR
Cm q + Cm

.
α

(small amplitudes) 3.88 3.96
Cm (large amplitudes) 15.25 27.42

RNN GNBR
Cm q + Cm

.
α

(small amplitudes) 7.09 8.58
Cm (large amplitudes) 5.59 8.3

RNN BRHD
Cm q + Cm

.
α

(small amplitudes) 5.65 5.77
Cm (large amplitudes) 4.53 6.34

State-space model - Cm q + Cm
.
α

(small amplitudes) 9.11
Cm (large amplitudes) 6.87

Considering the table, one can conclude that the FFNN error for the small amplitude test is
approximately the same as for the training and testing subsets. The error for the large amplitude
test is very high, approximately four times higher for the training subset and seven times higher
for the test subset as compared with the small-amplitude results. Thus, the FFNN provides worse
performance for the large amplitude subset. The reason is that the small-amplitude training examples
are dominant in the overall training set, namely, 36 out of 44 cases. The FFNN trained better to model
the small-amplitude behavior shows poor performance for the large-amplitude subset. This is not
satisfactory from the point of view of flight dynamics because a model should guarantee an equal level
of model precision in the overall simulation domain.
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On the contrary, errors of the RNN determined for small- and large-amplitude subsets are not as
high as the FFNN large-amplitude errors and are very close to each other, especially for the testing
subsets. This indicates that the RNN is trained to model both small- and large-amplitude results almost
equivalently and the shortcomings of the FFNN have been overcome.

Another important remark should be given while comparing the FFNN and RNN architectures.
In addition to the aforementioned advantage of RNN, there is another one. It is possible to simulate
any consequence of time-dependent states using the RNN thanks to the feedback connection. On the
contrary, while using FFNN one should input all parameters of the oscillation cycle, including
amplitude and frequency of oscillation, which is not suitable for flight dynamics applications.
This comparison reveals that the recurrent configuration is a favorable technique for the simulations
of time-dependent unsteady aerodynamic characteristics in flight dynamics problems.

Unsteady aerodynamic characteristics obtained in different types of the experiments are obtained
with different errors. Performances of the mathematical models are improved using the BRHD
technique that considers the model developed using the experiment data from different types of
experiments as heteroskedastic [27].

While comparing the regularization techniques, the recurrent architecture was used because in
the previous section this NN configuration was shown to be better for the problem of modeling of
aerodynamics in flight dynamics than the feed-forward architecture. The NN was trained using both
the GNBR and the BRHD algorithms on the same data. For the BRHD, 8 neurons in the hidden layer
were selected, i.e., it is less than for GNBR (12 neurons). The model performances were compared
in several ways. First, the testing was done graphically by coplotting Cm values measured in the
experiment and predicted by the models. The results of large-amplitude modeling are shown in
Figure 17, where it can be concluded that the NN model, trained with the BRHD algorithm, has better
coincidence with the experiments.

More thorough analysis of the obtained results was implemented to determine whether the BRHD
algorithm helped to improve accuracy of models derived from the different-type experiment data.
For this purpose, the NN models of TCR pitch moment coefficient, obtained using the BRHD and
GNBR training algorithms were compared. A quantitative comparison of the training techniques was
done in the same way as for the configuration comparison through the error calculation (22). The results
are also given in Table 1. The comparison reveals the accuracy improvement of the model developed
with BRHD. The errors for Cm decreased by 23% and 31% for the train and test subsets, respectively.
The errors for Cm q + Cm

.
α

decreased by 25% and 49% for the train and test subsets, respectively.
In addition, the scatterograms plotted for the test subsets of Cm q + Cm

.
α

and Cm are shown in
Figure 18a,b. The BRHD technique yields less scattering.

The analysis presented above shows that the regularization technique (BRHD) improves the
model accuracy if two or more subsets obtained in different experiments are used to train the NN.

The error of the state-space model, which is calculated according to Equation (22) in order to
evaluate the performance of the NN modeling approach, is given in Table 1. The RNN trained with
the conventional GNBR algorithm shows better accuracy as compared to the state-space model for
small amplitudes, and for the large-amplitude tests the performance of the RNN (GNBR) is better in
the training test and worse in the testing subset. The RNN (BRHD) has better precision for both small-
and large-amplitude oscillation data.
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Figure 18. Scattering diagrams: test subsets: (a) Small amplitude subtest; (b) large amplitude subtest.

6. Conclusions

An experimental investigation of the aerodynamic characteristics of the prospective civil transport
aircraft TCR has been carried out in the TsAGI T-103 wind tunnel. The aircraft was a configuration with
a high-sweep wing with LEX and the high-sweep canard surface. A three-stage experimental campaign
was undertaken. In the first stage, the steady aerodynamic characteristics were under consideration.
The influence of the reduced oscillation frequency and the angle of attack on unsteady aerodynamic
derivatives was studied in the second stage. In the third stage, forced large-amplitude oscillation tests
were carried out for the detailed investigation of the unsteady aerodynamics at high-angle-of-attack
departures. The analysis of the experiments revealed that canard had a great impact on the overall
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aircraft performance. Static experimental results showed that the influence of the canard on the normal
force coefficient CN was not so significant up to the angle of attack α = 10◦. At angles of attack α > 10◦

the normal force was higher for the canard configurations. Such behavior at high angles of attack was
due to the fact that the wing behind the canard produced more lift than a wing-only geometry because
of the canard–wing vortex interaction.

The canard also significantly contributed to the total pitching moment coefficient of the TCR
model, making it less stable. In addition, canard-wing vortex interaction phenomena caused the
positive damping peak in the stability derivative Cm q + Cm

.
α

obtained in a small-amplitude forced
oscillation experiment, which was not observed for the wing-only configuration. Changing the canard
deflection angle ϕc, one could change the position and amplification of the positive damping peak.

Concerning large-amplitude forced oscillations, the wing-only configuration revealed the classical
linear dynamic effects without strong nonlinearities. The addition of the canard led to severe
unsteadiness in the form of hysteresises. The delay of complex vortical flow development caused the
dependence of the aerodynamic derivatives on the oscillation frequency and the complicated hysteresis
loops of the total pitch moment coefficient, observed in the large-amplitude oscillation.

While modeling large-amplitude oscillation results using the look-up tables approach, the large
amplitude oscillation results for the normal force coefficient were described with good precision.
However, for the pitch moment coefficient the technique failed and several more sophisticated
mathematical models obtained via different popular approaches, namely, neural network and the
phenomenological state-space modeling technique, were developed.

We compared several approaches for reduced-order modeling that are capable of capturing the
observed nonlinear phenomena. In particular, NN of the feed-forward and recurrent architectures
were compared with each other and with the state-space model. RNN trained with the BRHD
algorithm showed better results in terms of prediction ability. Comparison of the NN models
revealed that the recurrent architectures were favorable for modeling of unsteady aerodynamic
characteristics in flight dynamics problems. The advantage of the RNN was the feedback connection,
which provided prehistory of motion and brought the information required for modeling dynamic
processes. In addition, RNN demonstrated better generalization ability, which was an important
advantage because the ROM of aerodynamics were designed with a restricted set of kinematic
parameters, which could be obtained in the wind tunnel or CFD tests. However, solving of flight
dynamic problems, including ground-based simulator studies, supposes simulation of arbitrary
aircraft maneuvers.
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Nomenclature

Aα amplitude of oscillation
yi neural network operation results
ai target value
ba wing span
bk neuron bias
Sm pitch moment coefficient
c mean aerodynamic chord
ED sum of squared neural network errors
EW sum of squared neural network weights
ej neural network error
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erri error measure
F objective function
fk neuron activation function
H Hessian matrix
J Jacoby matrix
k reduced oscillation frequency
M function of neural network operations
Sj input signals fed into neuron
t time
V airspeed
wik weights of the neural network connections
α angle of attack
α0 mean angle of attack at the oscillations
η, ρi objective function parameters
ϕc canard deflection angle
τ1, τ2 characteristic times
φk signal mapped by the neuron
Subscripts
dyn dynamic
sep separated
sim simulation
st static
test testing
T transpose
Aerodynamic derivatives
Ciα

∂Ci
∂α

Ciq
∂Ci

∂(qc/2V)

Ci
.
α

∂Ci
∂(

.
αc/2V)

, where i = N, m.
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Abstract: The origins, development, implementation, and application of AEROM, NASA’s patented
reduced-order modeling (ROM) software, are presented. Using the NASA FUN3D computational
fluid dynamic (CFD) code, full and ROM aeroelastic solutions are computed at several Mach numbers
and presented in the form of root locus plots. The use of root locus plots will help reveal the aeroelastic
root migrations with increasing dynamic pressure. The method and software have been applied
successfully to several configurations including the Lockheed-Martin N+2 supersonic configuration
and the Royal Institute of Technology (KTH, Sweden) generic wind-tunnel model, among others.
The software has been released to various organizations with applications that include CFD-based
aeroelastic analyses and the rapid modeling of high-fidelity dynamic stability derivatives. We present
recent results obtained from the application of the method to the AGARD 445.6 wing that reveal
several interesting insights.

Keywords: aeroelasticity; reduced-order model; flutter

1. Introduction

In the early days, aeroelasticians typically used linear methods to compute unsteady aerodynamic
responses and subsequent aeroelastic analyses [1]. These aeroelastic analyses were usually presented
in the form of aeroelastic root locus plots as a function of either dynamic pressure or velocity,
or velocity-damping-frequency (V-g-f) plots. These plots were generated rapidly and provided
significant amount of insight regarding the aeroelastic mechanisms involved.

With the subsequent development of CFD methods, the analysis of complex, nonlinear flows,
and their effect on the aeroelastic response, became a reality. While CFD tools are quite powerful and
provide significant insight regarding flow physics, the significant increase in computational cost (time
and CPU dollars) has had an effect on how aeroelastic analyses are performed. One side-effect of the
increase in computational cost is the desire to keep the number of compute iterations, and the total
number of solutions generated, at a minimum. Results are, therefore, computed for a small number
of dynamic pressures (per Mach number) with only a few cycles computed per dynamic pressure.
A second side-effect is that the resultant time histories of each generalized coordinate cannot be directly
used to identify the governing aeroelastic mechanisms at work, as was the case for the classical linear
methods. The recent development of reduced-order modeling (ROM) methods [2–4], provides a tool
for the rapid generation of traditional aeroelastic tools such as the root-locus plots.

The origin of this method started with the author’s PhD dissertation [5] and related
publications [6,7]. An important conceptual development first presented in these references consists of
the realization that unsteady aerodynamic impulse responses do, in fact, exist and can be computed
using CFD methods. This concept is an important point that is claimed to be not realizable in some of
the classic aeroelastic references. The reason for this discrepancy is actually quite simple as it relates to
the difference between a continuous-time and a discrete-time impulse function.

For a continuous-time system, it is well known that the impulse input function is the Dirac delta
function. This function serves the continuous domain well, in particular in the solution of ordinary and
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partial differential equations. However, its application to a discrete-time system such as a CFD-based
solution, is not clear, thus the belief that an impulse input cannot be applied to a CFD code. Therefore,
if an impulse input cannot be applied to a CFD code, then an unsteady aerodynamic response cannot
be identified or realized.

An important contribution by the author [5] is the realization that in order to properly identify the
unsteady aerodynamic impulse response using a CFD code, a discrete-time impulse input, also known
as the unit sample input in discrete-time theory, is the proper function to use and not the Dirac delta
function. The theory of Digital Signal Processing (DSP) demonstrates that a unit sample input is much
simpler to apply and less complex to interpret than the Dirac delta function. These results proved the
existence and realizability of a unit unsteady aerodynamic impulse (sample) response via a CFD code.

In the world of structural dynamics and modal identification, the concept of a structural dynamic
impulse response is clear and well understood. As a result, various modal identification techniques
consist of the identification of these responses and a subsequent realization of a system that captures
the structural dynamic system of interest. Having familiarity with one of these methods by the name
of Eigensystem Realization Algorithm (ERA) [8]/System Observer Controller Identification Toolbox
(SOCIT) [9], the author applied the modal identification technique, previously limited to structural
dynamic systems, to that of identifying an unsteady aerodynamic system via the identification
of the unsteady aerodynamic impulse responses. Once the concept of a discrete-time unsteady
aerodynamic impulse response was mathematically validated, the application of ERA/SOCIT became
quite logical [10]. These results [10] represent the first time that the ERA/SOCIT algorithms were used
for the identification of unsteady aerodynamic systems. It is valuable to point out that this method
is now being applied at several organizations around the world [11–16]. In the area of fluid modal
decompositions using, primarily, the Proper Orthogonal Decomposition (POD), the application of
the ERA algorithm has become standard, with an initial appearence in the literature by Ma, Ahuja,
and Rowley [17].

Following these fundamental advances, linearized, unsteady aerodynamic state-space models
using the CFL3Dv6 [18] code were introduced [19]. The unsteady aerodynamic state-space models were
coupled with a structural model within a MATLAB/SIMULINKTM environment for rapid calculation
of aeroelastic responses, including the prediction of flutter. A comparison of the aeroelastic responses
computed using the aeroelastic simulation ROM with the aeroelastic responses computed using the
CFL3Dv6 code showed excellent correlation.

Initially, the excitation of one structural mode at a time was used to generate the unsteady
aerodynamic state-space model [19]. However, the one-mode-at-a-time method becomes prohibitively
expensive for more realistic cases where there exist a large number of modes. Methods based on the
simultaneous application of structural modes as CFD input [20] have been proposed, greatly reducing
the computational cost for a large number of structural modes. The method developed by Silva [2]
enables the simultaneous excitation of the structural modes using orthogonal functions. These methods
require only a single CFD solution and are, therefore, independent of the number of structural modes.

Static and matched-point aeroelastic solutions, using a ROM, have also been developed [2,21] and
implemented in the FUN3D [22–25] CFD code. Methods for generating root locus plots of the ROM
aeroelastic system have also been developed [3]. Applications of these methods include fixed-wing
and launch vehicle configurations [4]. This paper will discuss the application of these methods to three
configurations: a low-boom configuration, a full-span wind-tunnel model, and the AGARD 445.6 wing.

The AEROM software was granted a patent (November, 2011), Patent No. 8,060,350. The software
has been distributed to the Air Force Research Laboratory, the Boeing Corporation, and the CFD
Research Corporation.
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2. Computational Methods

2.1. FUN3D Code

The FUN3D CFD code is the NASA-developed, RANS unstructured mesh solver used for this
study. The code solves the Euler or Navier-Stokes equations with various turbulence models. Due to
the differences between structural and CFD meshes, an interpolation between the two domains is
required. Mode shape displacements are used to compute physical deformations that are then used to
deform the mesh within FUN3D. Pressures are computed at each time step and then projected onto
each mode shape to provide generalized aerodynamic forces (GAFs). These GAFs are then used by the
linear state-space structural model (within FUN3D) to compute the next set of modal deformations for
the next iteration.

2.2. System Identification Method

The development of algorithms such as the ERA [8] and the Observer Kalman Identification
(OKID) [26] Algorithm have enabled the realization of discrete-time state-space models, used up to
this point, primarily for structural dynamic modal identification. These algorithms use the Markov
parameters (discrete-time impulse responses) of the systems of interest to perform the required
state-space realization. The SOCIT contains these algorithms and others related to this methodology.

The PULSE algorithm is used to extract individual input/output impulse responses from
simultaneous input/output responses. For a four-input/four-output system, for example, the PULSE
algorithm is used to extract the individual sixteen (all combinations of four inputs and four outputs)
impulse responses that define this input/output system. The individual sixteen impulse responses are
then processed via the ERA in order to generate a four-input/four-output, discrete-time, state-space
model. A brief summary of the basis of this algorithm follows.

A finite dimensional, discrete-time, linear, time-invariant dynamical system can be defined as

x(k + 1) = Ax(k) + Bu(k) (1)

y(k) = Cx(k) + Du(k) (2)

where x is an n-dimensional state vector, u an m-dimensional control input, and y a p-dimensional
output or measurement vector with k being the discrete time index. The transition matrix, A,
characterizes the dynamics of the system. The goal of system realization is to generate constant
matrices (A, B, C, D) such that the output responses of a given system due to a particular set of inputs
is reproduced by the discrete-time state-space system described above.

The time-domain values of the discrete-time impulse responses of the system are also known as
the Markov parameters and are defined as

Y(k) = CAk−1B + D (3)

with A an (n × n) matrix, B an (n × m) matrix, C a (p × n) matrix, and D an (p × m) matrix. The ERA
algorithm generates the generalized Hankel matrix, consisting of the discrete-time impulse responses
and then uses the singular value decomposition (SVD) to compute the (A, B, C, D) matrices. This is
the method by which the ERA is applied to unsteady aerodynamic impulse responses to construct
unsteady aerodynamic state-space models.

2.3. Simultaneous Excitation Input Functions

Clearly, the nonlinear unsteady aerodynamic responses of a flexible vehicle comprise a
multi-input/multi-output (MIMO) system with respect to the modal inputs and generalized
aerodynamic outputs. In the situation where the goal is the simultaneous excitation of such a MIMO
system, system identification techniques [27–29] indicate that the input excitations must be properly

114



Aerospace 2018, 5, 41

defined in order to generate stable and accurate input/output models of the system. A critical
requirement is that these input excitations be different, mathematically, from each other. If identical
excitation inputs are applied simultaneously, the task of separating the various contributions of each
input becomes nearly impossible. This effect makes it practically impossible for a system identification
algorithm to extract the individual impulse responses for each input/output pair. It is essential that
the individual impulse responses for each input/output pair be properly identified so that an accurate
model can be generated.

These unsteady aerodynamic impulse responses are the time-domain generalized aerodynamic
forces (GAFs), critical to understanding unsteady aerodynamic behavior. The Fourier-transformed
version of these GAFs are the frequency-domain GAFs, that provide an important link to more
traditional frequency-domain-based unsteady aerodynamic analyses.

The question is how different should these excitation inputs be from each other and how can we
quantify a level of difference between them? Orthogonality (linear independence) is the most precise
mathematical method for guaranteeing the difference between signals. Using orthogonal functions as
the excitation inputs provides a mathematical guarantee of the desired difference between inputs.

In a previous paper [2], four families of functions were investigated to efficiently identify a
CFD-based unsteady aerodynamic state-space model. For the present paper, the Walsh family of
orthogonal functions [30] are used, shown in Figure 1 for four modes. These functions are orthogonal
and therefore provide a benefit in the system identification process as discussed above. Also, this family
of functions consists of a combination of step functions, which have been shown to be well-suited for
the identification of CFD-based unsteady aerodynamic ROMs.

Figure 1. Walsh functions.
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3. ROM Development Processes

The ROM development process consists of two parts: the creation of the unsteady aerodynamic
ROM and the creation of the structural dynamic ROM. The combination of the unsteady aerodynamic
ROM with the structural dynamic ROM yields what is referred to as the aeroelastic simulation ROM.

The original unsteady aerodynamic ROM development process consisted of the excitation of one
structural mode at a time per CFD solution. That approach is not practical for realistic configurations
with a large number of modes. As mentioned above, an improved method has been developed and is
described below.

3.1. Improved ROM Development Process

The improved simultaneous modal excitation ROM development process:

1. Create as many orthogonal functions as the number of structural modes of interest;
2. Starting from the restart of a steady rigid CFD solution, execute a single CFD solution using the

orthogonal excitation inputs simultaneously, resulting in GAF responses due to these inputs;
3. Identify the individual impulse responses from the responses computed in Step 2 using the

PULSE algorithm;
4. Using the ERA, convert the impulse responses from Step 3 into an unsteady aerodynamic

state-space model;
5. Using full-solution CFD results, compare with solutions generated using the model generated

in Step 4;

Steps 1–4 of the improved process are presented in Figure 2.
Using generalized mass, modal frequencies, and modal dampings from the finite element model

(FEM), a state-space model of the structure is generated, referred to as the structural dynamic ROM
(Figure 3). The unsteady aerodynamic and structural dynamic ROMs are combined to form an
aeroelastic simulation ROM (see Figure 4). Root locus plots are then extracted from the aeroelastic
simulation ROM.

Figure 2. Improved process for generation of an unsteady aerodynamic reduced-order modeling
(ROM) (Steps 1–4).

Figure 3. Process for generation of a structural dynamic state-space ROM.
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Figure 4. Process for generation of an aeroelastic simulation ROM consisting of an unsteady
aerodynamic ROM and a structural dynamic state-space ROM.

For the original ROM process, the unsteady aerodynamic ROM was typically generated about a
pre-selected static aeroelastic condition. Once the CFD-based converged static aeroelastic solution was
obtained, the development of the unsteady aerodynamic ROM process was performed about that static
aeroelastic condition. This approach would tend to limit the applicability of the unsteady aerodynamic
ROM to the local neighborhood of that static aeroelastic condition.

In the early days, no method had been defined to enable the computation of a static aeroelastic
solution using a ROM. These ROMs, based on a particular static aeroelastic condition were, therefore,
limited to the prediction of dynamic responses about that condition. This included the methods by
Raveh [31] and by Kim et al. [20]. The improved ROM method described above, however, consists of a
ROM generated directly from a steady, rigid solution. Therefore, these improved ROMs can be used to
predict static and dynamic aeroelastic solutions at any dynamic pressure [21]. All responses for the
present results were computed from the restart of a steady, rigid FUN3D solution, bypassing the need
(and the additional computational expense) of a static aeroelastic solution using FUN3D.

3.2. Error Minimization

Error minimization consists of error quantification and error reduction. Error quantification is
defined as the difference (error) between the full FUN3D solution due to the orthogonal input functions
used (Walsh) and the unsteady aerodynamic ROM solution due to the same orthogonal input functions.
This was identified in Step 5 in the previous subsection and is shown schematically in Figure 5.
The outputs shown are GAF responses per mode. Within the system identification algorithms, there are
parameters that can then be used to reduce the error (error reduction). These parameters include
number of states and the record length of the identified pulse responses, for example. The maximum
error is the largest error encountered per mode. Using the maximum error as the figure of merit,
the parameters are varied until an acceptable ROM has been obtained.
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Figure 5. Error defined as difference between the FUN3D solution and the unsteady aerodynamic
ROM solution due to input of orthogonal functions.

4. Sample Results

A brief summary of results for three configurations is presented in this section. These configurations
are the Lockheed-Martin N+2 low-boom supersonic configuration, the Royal Institute of Technology
(KTH) generic fighter wind-tunnel model, and the AGARD 445.6 wing.

4.1. Low-Boom N+2 Configuration

An artist’s rendering of the Lockheed-Martin N+2 low-boom supersonic configuration is presented
in Figure 6. This configuration has been used extensively as part of a NASA research effort to address
the technologies required for a low-boom aircraft, including aeroelastic effects. Presented in Figure 7 is
a comparison of the dynamic aeroelastic responses of the time histories of the first mode generalized
displacements from a full FUN3D aeroelastic solution and the ROM aeroelastic solution at a Mach
number of 1.7 and a dynamic pressure of 2.149 psi. Presented in Figure 8 is a comparison of the
dynamic aeroelastic responses of the time histories of the second mode generalized displacements
from a full FUN3D aeroelastic solution and the ROM aeroelastic solution at the same condition. As can
be seen, the results indicate an excellent level of correlation between the full FUN3D solutions and the
ROM solutions. Similar results are obtained for all the other modes, indicating good confidence in
the ROM.

Figure 6. Artist’s concept of the Lockheed-Martin N+2 configuration.

118



Aerospace 2018, 5, 41

Figure 7. Comparison of full FUN3D aeroelastic response and ROM aeroelastic response for the first
mode of the N+2 configuration at M = 1.7 and a dynamic pressure of 2.149 psi.

Figure 8. Comparison of full FUN3D aeroelastic response and ROM aeroelastic response for the second
mode of the N+2 configuration at M = 1.7 and a dynamic pressure of 2.149 psi.
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This ROM technology has the ability to rapidly generate an aeroelastic root locus plot that can
reveal the aeroelastic mechanisms occurring at that flight condition. The aeroelastic root locus plot
for the low-boom N+2 configuration at M = 1.7 is presented in Figure 9, revealing the aeroelastic
mechanisms that affect this configuration. Each symbol represents the aeroelastic roots at a specific
dynamic pressure, corresponding to a 2 psi increment in dynamic pressure.

In lieu of a ROM and its root locus solutions, multiple, expensive, and time consuming full FUN3D
solutions would be required for each dynamic pressure of interest, with each solution requiring about
two days. A full FUN3D analysis, at each dynamic pressure, requires two full FUN3D solutions:
a static aeroelastic (∼10 h) and a dynamic aeroelastic (∼18 h) solution. Full FUN3D solutions for
20 dynamic pressures would require ∼560 h of compute time.

The ROM solutions, on the other hand, consist of one full FUN3D solution that is used to generate
the ROM at that Mach number. For this particular example, a full FUN3D solution of 2400 time steps
ran for three hours. This ROM solution is then used to rapidly generate a ROM that can then be used to
generate all the aeroelastic responses at all dynamic pressures and the corresponding root locus plots.

Figure 9. Aeroelastic root locus plot for the low-boom N+2 configuration at M = 1.7 with each colored
marker indicating an increment of 2 psi in dynamic pressure for a given mode.

4.2. KTH Generic Fighter

Two wind-tunnel models of the Saab JAS 39 Gripen were designed, built, and tested in the
NASA Transonic Dynamics Tunnel (TDT) for flutter clearance in 1985 and 1986. A stability model
was designed to be stiff, while incorporating proper scaling of both the mass and geometry. The other
model, the flutter model, was also designed for proper scaling of structural dynamics, and was used
for flutter testing with various external stores attached.
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A generic fighter flutter-model version of these earlier models was selected for the collaborative
wind-tunnel testing campaign between the KTH and NASA. Shown in Figure 10 is the new model,
with a similar outer mold line (OML) to the Gripen, but modified into a more generic fighter
configuration. Details regarding the design, fabrication, and instrumentation of the wind-tunnel
model can be found in the reference paper [32]. Figure 11 shows the wind-tunnel model installed in
the TDT.

Figure 10. The generic fighter aeroelastic wind-tunnel model tested in summer of 2016.

Figure 11. The generic fighter aeroelastic wind-tunnel model installed in the Transonic Dynamics
Tunnel (TDT).

Using the AEROM software, aeroelastic root locus plots were generated for the KTH wind-tunnel
model in air test medium for a free-air case and a solution accounting for the effects of the TDT
test section via CFD modeling [33,34], as can be seen in Figure 12. There were three configurations
tested: wing with tip stores (configuration 1), wing with tip and under-wing stores (configuration 2),
and wing with tip and under-wing stores with added masses at tip stores (configuration 3). The third
configuration exhibited flutter while configurations 1 and 2 did not. Presented in Figure 13 is the
aeroelastic ROM root locus plot for the free-air configuration at M = 0.90. For this case, the roots clearly
indicate a flutter mechanism at about 8100 N/m2 (or 169 psf) via a coalescence of modes 5 and 6.
Using the ROM, any dynamic pressure can be quickly evaluated to determine the aeroelastic response,
consistent with the root locus plots. At this dynamic pressure, the ROM-based flutter prediction
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is above the experimental flutter dynamic pressure at M = 0.9. Typically, a conservative flutter
result occurs when the analysis predicts a flutter condition below the experimental flutter result.
This result, therefore, implies a non-conservative result, indicative of potentially significantly non-linear
phenomena. All results presented are for zero structural damping. Using the ROM, the effect of
structural damping can be quickly evaluated as well but is not pursued in the present discussion.

Figure 12. Pressure distributions at M = 0.7, AoA = 0 degrees on the KTH wind-tunnel model, as
simulated inside the TDT using FUN3D code.

Figure 13. Root locus plot generated from ROM model indicating an aeroelastic instability at M = 0.90
in air test medium for the third configuration with each colored marker indicating an increment of
450 N/m2 in dynamic pressure for a given mode.
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Presented in Figures 14 and 15 are comparisons of the aeroelastic responses for modes 3, 4, 5,
and 6 at M = 0.9 and Q = 7344 Pa for the FUN3D solution that includes the effect of the TDT and the
ROM solution for the same configuration. As can be seen, the comparison is quite good with some
variation in mode 6. Additional studies are currently underway to minimize these variations in order
to reduce the error associated with the ROM.

Figure 14. Aeroelastic response in mode 3 for the FUN3D (blue) and ROM (orange) solutions for the
configuration including the Transonic Dynamics Tunnel (TDT).

Figure 15. Aeroelastic response in mode 4 for the FUN3D (blue) and ROM (orange) solutions for the
configuration including the TDT.
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For the CFD model that included the TDT, the ROM solution required two days whereas the
full solution (for only one dynamic pressure) required five days. The ROM solution could, of course,
then be used to rapidly compute the aeroelastic response due to any dynamic pressure.

4.3. AGARD 445.6 Wing

Aeroelastic transients for the AGARD 445.6 aeroelastic wing [35] from the FUN3D full solution and
from the aeroelastic ROM, for inviscid and viscous solutions, are presented in this section. The FUN3D
full solution aeroelastic transients are presented for two Mach numbers (M = 0.96, M = 1.141) at various
dynamic pressures. FUN3D full and ROM aeroelastic solutions are compared at specific dynamic
pressures, including root locus plots.

4.3.1. Inviscid Results

Inviscid FUN3D full and ROM solutions are presented in this section. The aeroelastic root locus
plot for M = 0.96 generated using the ROM method is presented in Figure 16. In these root locus
plots, dynamic pressures vary from zero to 114 psf in twenty increments. These root locus plots can be
generated for any number, and any increment, of dynamic pressures rapidly. A flutter mechanism
dominated by the first mode with some coupling with the second mode is indicated at this Mach
number, while the third and fourth modes are stable.

Figure 16. ROM aeroelastic root locus plot for M = 0.96, inviscid solution.

Figure 17 presents a close-up version of the root locus plot. The dynamic pressure for this
root locus plot starts at 0 psf with an increment of 6 psf, resulting in a flutter dynamic pressure
of approximately 30 psf, consistent with the full FUN3D solution flutter dynamic pressure [35].
The inviscid result does not compare well with the experimental flutter dynamic pressure at this Mach
number. Inviscid solutions tend to have stronger shocks that are farther aft and, therefore, induce a
stronger and earlier onset of flutter, so this discrepancy is not surprising. Including viscosity, the shock
strength is reduced and the shock moves forward, yielding a higher flutter dynamic pressure.
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Figure 17. Detailed view of ROM aeroelastic root locus plot for M = 0.96, inviscid solution.

Figure 18 presents the ROM aeroelastic root locus plot for M = 1.141. There are two flutter
mechanisms at this condition. The first flutter mechanism consists of a first-mode instability at a
dynamic pressure of about 300 psf. The second flutter mechanism involves a third-mode instability that
is always unstable. In order to validate the accuracy of this aeroelastic root locus plot, the generalized
coordinates from a full FUN3D solution are analyzed.

A visual examination of the aeroelastic transients for the four modes at M = 1.141 and a dynamic
pressure of 30 psf, presented in Figure 19, indicate that the first mode, with the largest amplitude,
is clearly stable. The stability of the other three modes is harder to discern due to smaller and similar
amplitudes. Figure 20 presents the generalized coordinate response of the third mode, clearly showing
that this mode becomes unstable.

Figure 18. ROM aeroelastic root locus plot for M = 1.141, inviscid solution.
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Figure 19. FUN3D full solution generalized coordinates at M = 1.141, Q = 30 psf, inviscid solution.
Mode 1 = blue, Mode 2 = green, Mode 3 = red, Mode 4 = cyan.

Figure 20. FUN3D full solution third generalized coordinate at M = 1.141, Q = 30 psf, inviscid solution.

Other publications on the flutter boundary of the AGARD 445.6 wing do not mention this third
mode instability. It is not clear if this instability is present in all inviscid (Euler) solutions of the
AGARD 445.6 wing. It is possible that the first mode instability dominated all inviscid analyses at
supersonic conditions to date. If evaluation of stability was based on a visual examination of the
generalized coordinates, it is understandable how the third mode instability might have been missed.
Analyses performed in the early days of computational aeroelasticity would have consisted of fewer
time steps (due to computational cost at the time), thereby making it difficult to visually notice the
third mode instability presented in Figure 19. The authors have confirmed the existence of this third
mode instability in previous solutions obtained using the NASA Langley CFL3D code as well.
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4.3.2. Viscous Results

Viscous FUN3D full and ROM solutions are presented at M = 1.141 in this section. The results for
FUN3D full and ROM viscous solutions at subsonic Mach numbers agree well with each other and
with experiment and are not presented here.

The root locus plot generated using the FUN3D ROM viscous solution at M = 1.141, in dynamic
pressure increments of 6 psf to 114 psf, is presented as Figure 21. It is clear that the inclusion of viscous
effects has stabilized the third mode instability noticed in the inviscid solution.

Figure 21. Viscous ROM root locus plot at M = 1.141.

A fundamental difference exists between a root locus plot and the post-processed analysis of
generalized coordinates over a short period of time. By definition, a root locus plot reveals the roots of
a system as time approaches infinity. The analysis of the initial transient response of a generalized
coordinate over a short period of time, on the other hand, can be deceiving as the response can change
if the response was viewed (or analyzed) over a longer period of time. This property of root locus plots
is critical for the accurate evaluation of aeroelastic stability.

5. Conclusions

The origin, implementation, and applications of AEROM, the patented NASA reduced-order
modeling software, have been presented. Recent applications of the software to analyze complex
configurations, including computation of the aeroelastic responses of the Lockheed-Martin low-boom
N+2 configuration, the KTH (Royal Institute of Technology, Stockholm, Sweden) generic fighter
wind-tunnel model, and the AGARD 445.6 wing were presented. The results presented here
demonstrate the computational efficiency and analytical capability of the AEROM software.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: A hybrid reduced-order model for the aeroelastic analysis of flexible subsonic wings with
arbitrary planform is presented within a generalised quasi-analytical formulation, where a slender
beam is considered as the linear structural dynamics model. A modified strip theory is proposed
for modelling the unsteady aerodynamics of the wing in incompressible flow, where thin aerofoil
theory is corrected by a higher-fidelity model in order to account for three-dimensional effects on
both distribution and deficiency of the sectional air load. Given a unit angle of attack, approximate
expressions for the lift decay and build-up are then adopted within a linear framework, where the
two effects are separately calculated and later combined. Finally, a modal approach is employed to
write the generalised equations of motion in state-space form. Numerical results were obtained and
critically discussed for the aeroelastic stability analysis of a uniform rectangular wing, with respect to
the relevant aerodynamic and structural parameters. The proposed hybrid model provides sound
theoretical insights and is well suited as an efficient parametric reduced-order aeroelastic tool for the
preliminary multidisciplinary design and optimisation of flexible wings in the subsonic regime.

Keywords: hybrid reduced-order model; quasi-analytical; aeroelasticity; flexible wings; subsonic

1. Introduction

Efficient aeroelastic methods and tools [1] based on reduced complexity are increasingly sought
for the preliminary multidisciplinary design and optimisation (MDO) [2,3] of flexible aircraft and
unmanned air vehicles (UAV). Smart optimisation strategies and algorithms [4] still rely on effective
and robust simulations, where the relevant aeroelastic issues and behaviours [5,6] are parametrically
analysed in a large design variables space [7]. Fluid-structure interaction (FSI) [8] models coupling
finite element methods (FEM) [9] and computational fluid dynamics (CFD) [10] have increasingly
been proposed to enhance accuracy [11,12]. However, these high-fidelity tools are computationally
expensive [13,14] and require special care [15,16] to ensure that the correct physics are reproduced in
their coupling [17,18], especially at all boundaries and interfaces [19,20]. A large amount of time and
efforts is then typically necessary for pre-processing the simulations and post-processing the results,
which are key features for a reliable implementation of automated MDO routines [21].

A hybrid reduced-order model (ROM) [22–26] for the aeroelastic analysis of subsonic wings in
unsteady incompressible flow is presented here within a generalised quasi-analytical formulation.
A modified strip theory (MST) is adopted for the aerodynamic load [27,28], tuned (TST) and standard
(SST) strip theories being readily resumed for comparison [29]. Thin aerofoil theory is employed for
calculating the unsteady air load around each flexible wing section [30–35], where the lift deficiency
function is corrected by a high-fidelity model in order to account for downwash effects [36]. First,
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the spanwise decay [37,38] and time-wise build-up [39–43] of the load are separately calculated
for the rigid wing by means of a steady and unsteady simulation using the doublet lattice method
(DLM) [44,45], as available in the commercial software Nastran [46]. They are then approximated
via nonlinear curve-fitting [47] and re-combined a posteriori for use in the linear framework [48] of
the proposed quasi-analytical model. A beam-like linear model is considered for the wing structural
dynamics [49] and the principle of virtual work (PVW) [50] is used to derive the equilibrium equations.
Ritz’s method [51] is finally employed for solving the latter within a modal approach [52], where shape
functions are assumed for the displacement [53]. The resulting hybrid ROM allows for arbitrary
distributions of the wing properties, providing continuous deformations and loads [54]. Goland’s wing
is analysed first for the sake of a thorough validation [55]. The numerical results for both the divergence
speeds and flutter frequency of a uniform rectangular flat wing are then shown and critically discussed
with respect to the relevant aero-structural parameters, such as aspect and thickness ratios. Finally,
Appendix A presents both steady [56–58] and unsteady [59,60] lifting line models which can serve as
effective and inherently parametric semi-analytical tools [61].

2. Aeroelastic Problem Formulation

According to the closely-spaced rigid diaphragm assumption [62], a slender wing is considered
flexible spanwise only and a beam-like model is then suitably employed [63]. Since the latter can be
derived from a plate-like model [64], it may represent a physical ROM in itself where the chordwise
dependency of the structural properties is dropped [65], and only the pitch and plunge rigid modes of
the aerofoil section are retained to allow wing bending and torsion [66], respectively.

The wing has a chord c(y), semi-span l and aspect ratio AR. The elastic axis (EA, where all loads
are acting [67]) is modelled as a Rayleigh beam [68] and drawn by the locus of the shear centre of each
chordwise section, with xEA(y) ≡ 0 fixed for convenience [51,52], whereas the inertial axis xCG(y) is
drawn by the locus of the sectional centre of gravity (CG, where the inertial load is applied [67]). Thus,
there results a mass m(y) as well as bending and torsion moments of inertia μζ(y) and μϑ(y) per unit
length, an area moment of inertia I(y) and a torsion factor J(y), Young’s and shear elastic modules
E(y) and G(y) are distributed along the span −l ≤ y ≤ +l.

With ζ(y, t) and ϑ(y, t) being the vertical displacement and rotation of the EA, respectively,
the wing deformation is given as w = ζ − xϑ directly. Neglecting gravity and concentrated loads,
the PVW for the arbitrary virtual displacements δζ(y, t) and δϑ(y, t) then reads:

l�
0

EIζ ′′ δζ ′′ dy +
l�

0

GJϑ′δϑ′dy =
l�

0

ΔLδζdy +
l�

0

ΔMδϑdy

−
l�

0

m
..
wCGδwCGdy −

l�
0

μζ
..
w′

CGδw′
CGdy −

l�
0

μϑ

..
ϑδϑdy

(1)

where wCG = ζ − xCGϑ is the vertical displacement of the inertial axis, whereas ΔL(y, t) and
ΔM(y, t) are the sectional unsteady aerodynamic force (positive upwards) and pitching moment
(positive clockwise), respectively. The virtual displacement being arbitrary, the bending and torsion
virtual work separate and are integrated by parts twice in order to give the linear system of coupled
PDEs for the dynamic aeroelastic equilibrium of wing bending and torsion as:

(EIζ ′′ )′′ + m
( ..

ζ − xCG
..
ϑ
)
− μζ

( ..
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..
ϑ
)′

= ΔL(
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..
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[
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( ..
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..
ϑ
)
− μζ

( ..
ζ − xCG

..
ϑ
)′ ]

= −ΔM
(2)
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which are consistently completed by both geometrical and natural boundary conditions as:

ϑ(0, t) = 0, ζ(0, t) = 0, ζ ′(0, t) = 0

GJϑ′∣∣
l = 0, EIζ ′′ |l = 0, (EIζ ′′ )′

∣∣∣
l
− μζ

..
ζ
′∣∣∣

l
= 0

(3)

Note that this standard problem formulation assumes an isotropic material and holds for swept
wings too when a chordwise approach is employed [52,69]; if necessary, lumped masses, dampers or
springs may easily be included using Dirac’s delta function centred at their applicable location [27,63].
For a slender composite wing, the anisotropic material exhibits different mechanical characteristics
in different directions and the resulting elastic coupling between bending and torsion may then be
included using the applicable constitutive law, with a more complex calculation of the structural
stiffness but no conceptual changes in the overall aeroelastic problem formulation [51].

Modal Solution Approach

Ritz’s method [51] is employed and the beam displacement is then modally expressed as:

ζ =
nζ

∑
i=1

φiεi, ϑ =
nϑ

∑
i=1

ϕiηi, δζ =
nζ

∑
i=1

φiδεi, δϑ =
nϑ

∑
i=1

ϕiδηi (4)

where the nζ functions, εi(t) and nϑ functions ηi(t) are the unknown generalised coordinates relative to
the nζ mode shapes φi(y) for bending deformation and nϑ mode shapes ϕi(y) for torsion deformation,
respectively. All mode shapes shall satisfy the geometrical boundary condition for clamped-free
beams [63] and may be either assumed [53] or obtained from FEM eigen-analysis or vibrations
tests [70,71]. Unlike plate-like models (which require the clamping of the wing root along its entire
chord [64]), beam-like models allow a linear torsion mode.

3. Generalised Aerodynamic Load

Within the modal formulation, the generalised unsteady sectional air load is implicitly given as:

Fζ
i =

l�
0

ΔLφidy, Fϑ
i =

l�
0

ΔMϕidy (5)

whereas the unsteady lift, pitching moment and rolling moment of the wing are given by:

L =
l�

0

ΔLdy, Mp =
l�

0

ΔMdy, Mr =
l�

0

yΔLdy (6)

Provided that the effect of the unsteady downwash is included in the indicial function for the
wing load development [72], it can be reasonably assumed that steady effects on the spanwise lift
distribution due to the wing-tip vortices and unsteady effects on the chordwise lift build-up due to the
travelling wake may be considered separately and eventually assembled in a quasi-steady sense [28];
of course, the slower the wing motion (with respect to the aircraft speed) and the higher the aspect
ratio, the more accurate the assumption [73]. MST is hence proposed as a physical ROM [27] for
calculating the generalised unsteady aerodynamic load, where the lift distribution and evolution
are independently combined a posteriori. Note that MTS holds also for compressible flows around
arbitrary wings, as long as the coupling between both three-dimensional and compressible effects
remains weak and the appropriate indicial functions are employed for the different types of wing
motion [5,48,52,74].
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Unsteady Modified Strip Theory

According to thin aerofoil theory for incompressible flow [75], the non-circulatory aerodynamic
force and moment of each wing section act at its mid-chord (MC), whereas the circulatory ones act at
both its aerodynamic centre (AC, where the pitching moment is independent of the angle of attack [76])
and its control point (CP, where the non-penetration boundary condition for the inviscid flow is
imposed and the fluid-structure interaction hence enforced [33]). The AC and CP positions xAC(y)
and xCP(y) falling at the first and last quarters of the chord [5], respectively, the sectional unsteady
aerodynamic force and pitching moment due to the wing motion read as [30,54]:
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)] (7)

where all terms involving the lift derivative CL/α are of a circulatory nature, whereas all others are
of a non-circulatory nature and include apparent inertia effects. Here, U and ρ are the speed and
density of the reference airflow, wAC = ζ − xACϑ, then wMC = ζ − xMCϑ and wCP = ζ − xCPϑ are the
instantaneous vertical displacements of AC, MC and CP, respectively, while W(t) is the equivalent of
Wagner’s indicial-admittance function for the circulatory lift build-up due to a unit step in the angle of
attack [30]; additional terms appear in the presence of sweep [69] or ailerons [33] (included by means
of Heaviside’s step function [52,77] centered at the applicable location). Due to its own motion, each
wing section experiences an effective instantaneous angle of attack αe(y, t) induced by the net vertical
flow velocity V(y, t), namely [30,54],

αe =

(
V0

U

)
W +

t�
0

dV(ι)

Udι
W(t − ι)dι, V = Uϑ − .

wCP, V0 = V(y, 0) (8)

starting from an initial (rest) condition. Adopting the lift-curve slope CL/α = 2π for a flat aerofoil [78],
note that Wagner’s and Theodorsen’s formulations [30,33] represent a physical ROM in itself, where the
load contribution from small chordwise deformations is neglected and only the pitch and plunge rigid
modes are retained from Peters’ general formulation for a morphing aerofoil [65,79].

Within MST [27], the scaling function κ(y) is introduced in order to account for the span-wise
influence of the wing-tip vortices on the sectional air load [37,38,80] and it is consistently derived from
Kutta-Joukowsky’s theorem [81,82] based on the steady lift distribution as:

κMST =
2Γ

UcCL
, κTST =

πAR
πAR + CL/α(1+)

, κSST = 1 (9)

where Γ(y) is the steady circulation distribution and is Oswald’s efficiency factor [83], which embeds
the downwash effect. In fact, MST considers the airflow around each wing section as
quasi-independent, whereas TST treats it as fully independent and a global scaling factor is then
applied to the wing lift; SST disregards all three-dimensional effects and is obtained for the limit of
infinitely slender wings, with Wagner’s function giving the lift-deficiency [30].

When the scaling function is based on lifting line theory (LLT, of which SST is the forcing term [27];
see Appendix A), MST may be regarded as a quasi-unsteady ROM for the unsteady LLT [84–86];
yet, the overall tuning concept is completely general [87,88] and such a function may then be derived
based on the steady lift distribution obtained from any appropriate source [89–98], such as the vortex
lattice method (VLM) [36], DLM [99], CFD [100] or experiments. In all cases, the proposed correction
applies only to the circulatory load development of each wing section, whereas the non-circulatory
load has an impulsive nature and remains uncorrected for three-dimensional effects [42,52]. From a
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theoretical point of view [80], the scaling function depends on both flow conditions and actual wing
geometry, which in turn, depends on the total applied load and is not known a priori for flexible aircraft.
In the presence of small deformations, the scaling function may be calculated for the undeformed wing
only and then consistently used for the deformed wing [27]; furthermore, a unit angle of attack may be
assumed without loss of generality when linear aerodynamic methods are used [5]. In the presence
of large deformations [101] or in the case of non-planar wings [102], the scaling function would also
include the geometrically nonlinear effects of the wing curvature on the local load; thus, the flying
wing shape and actual angle of attack shall be considered, especially when nonlinear aerodynamic
methods are used. However, note that a database of steady lift distributions may be available from
previous aerodynamic design studies and also parametrically approximated in order to boost the
overall design process efficiency via multi-fidelity surrogate models [103,104].

The calculated scaling function may then be approximated with Prandtl’s expansion [56] as:

κ =
nκ

∑
j=1

κj sin(jψ) (10)

where the nκ coefficients can be obtained via either Fourier integrals or curve-fitting directly [105];
this scaling function would also apply to wind gust loading, regardless of the penetration effect [31].
Contrary to LLT, note that the proposed MST inherently prevents projection of all the structural modes
on each of the assumed aerodynamic mode, thus reducing the problem size nκ times [27].

4. Added Aerodynamic States

For two-dimensional unsteady incompressible potential flow, Wagner’s lift-deficiency function
accounts for the inflow generated by the travelling wake of a flat aerofoil [30,61]; it may be obtained
from Theodorsen’s function [33] and vice versa, due to reciprocal relations [106,107] and analytical
continuation in the Laplace domain. For three-dimensional flow, the lift-deficiency function includes
the unsteady downwash of the trailed wing-tip vortices [39] and is approximated for computational
convenience with a series of exponential terms in the reduced time τ domain [108] (i.e., a series of
rational terms in the reduced frequency k domain [109]), namely,
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Aie−Biτ ,
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Ai = 1 − W0, τ = 2
(

U
�
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)
t (11)

where all coefficients are obtained by best-fitting the reference curve for the specific wing shape with
the exact constraint W0 = lim

τ→0
W [105], whereas

�
c is a reference chord (e.g., the wing root chord).

In the case of SST, A1 = 0.165 with B1 = 0.0455 and A2 = 0.335 with B2 = 0.3 are commonly used [39];
two approximation terms are also typically sufficient for wings of industrial interest [110] and an
added aerodynamic state υ(y, t) is hence introduced which evolves according to the linear ODE:
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Note that the concept of indicial-admittance function is completely general [5,48,111] and the
reference curve may be obtained from any appropriate analytical or numerical source, such as DLM [99],
CFD [112,113] or experiments; still, when the lift-deficiency function is based on unsteady LLT
(see Appendix A), MST may indeed be regarded as a quasi-unsteady ROM. From a theoretical point
of view, the indicial aerodynamic function also depends on both flow conditions and actual wing
geometry; therefore, the very same comments and assumptions as for the scaling function of the lift
distribution apply. The lift-deficiency function may be calculated for the undeformed wing and then
consistently be used for the deformed wing; a unit angle of attack step may be assumed without loss
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of generality whenever linear aerodynamic methods are used [5]. In fact, a database of lift-deficiency
functions may be available from previous flight dynamics studies and parametrically approximated in
order to significantly accelerate the overall design process [103,104]. Accounting for the penetration
effect [31,35], the very same methodology and considerations would also apply to wind gust loading,
due to linearity.

Unsteady Air Load

The generalised unsteady aerodynamic load per unit span now reads in the state space as:
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and can also be expanded in terms of the assumed modal base as ΔL =
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superposition, the modal unsteady air load ΔLε
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i (t), ΔLη
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i (t) and the added states υε
i (t),

υ
η
i (t) are also eventually found in terms of the generalised coordinates, with each resulting term of

strip theory projected onto the mode shapes φi and ϕi, respectively.

5. Analytical Aeroelastic Analysis

By substituting the modal expansions in the PVW, the aeroelastic equilibrium PDEs eventually
become a linear system of ODEs for the generalised coordinates, namely [114]:

Ms ..
χ + Cs .

χ + Ksχ = Fa, Fa = Ma ..
χ + Ca .

χ + Kaχ (15)

with generalised structural mass Ms, damping Cs and stiffness Ks matrices, aerodynamic load vector
Fa(t), aerodynamic mass Ma, damping Ca and stiffness Ka matrices, all depending on the wing shape
and properties; χ(t) is the unknown vector of generalised coordinates (including added aerodynamic
states), which drives the aeroelastic dynamic response. It is worth noting that a change of variables is
always possible, as long as a rigorous transformation matrix can be defined and all aero-structural
matrices are then consistently projected onto the new modal base [51,79].

The aeroelastic response and stability analysis of the subsonic wing are then governed by:

M
..
χ + C

.
χ + Kχ = 0, det

(
Mλ2 + Cλ + K

)
= 0 (16)

respectively, or their equivalent first-order forms [114]:{ ..
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where M = Ms − Ma, C = Cs − Ca and K = Ks − Ka are the generalised aeroelastic mass,
damping and stiffness matrices, which depend parametrically on the aircraft speed. In particular,
flutter occurs at the lowest flow speed UF, hence the real part of at least one of the complex
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eigenvalues λi becomes positive (i.e., the aeroelastic dynamic behaviour becomes unstable through a
Hopf bifurcation [55,66], where a couple of conjugate eigenvalues cross the imaginary axis and leave
the response undamped for unsteady flow), two or more generalised aeroelastic modes coupling at
the flutter frequency fF. Note that real and imaginary parts of the complex eigenvalue are related to
the effective modal damping and vibration frequency of the wing [115], respectively, with its natural
vibration modes being correctly recovered in the absence of air [51,68]. Finally, the static divergence
speed is the lowest flow speed UD making at least one of the eigenvalues cross the imaginary axis
on the real axis, and then, the aeroelastic stiffness matrix and static response become singular [55,66]
(i.e., structural and aerodynamic forces do not find a stable equilibrium for steady flow).

6. Numerical Aeroelastic Analysis

The commercial aeroelastic solver Nastran [46] was here used as the full-order model (FOM),
following the good practice shown in the chapter, “Dynamic Aeroelastic Response Analysis” of the
Aeroelastic Analysis User’s Guide [116]. A beam-like FEM and a lifting-surface DLM were built and
coupled via splines interface [117] for transferring both loads and displacements, resulting in the
numerical aeroelastic model. Note that the latter needed to be re-generated for each and every case to
be parametrically investigated, including pre-processing and post-processing.

The beam was modelled using CBEAM elements and RBE2 rigid elements were added to each
finite element node in order to support splining; the node lying at the wing root was then clamped.
The aerodynamic lifting surface was aligned with the freestream and modelled as a flat plate divided
into an appropriate number of CAERO panels placed along the wing span and chord. The RB2
elements were designed to match the leading and trailing edge of the aerodynamic surface and provide
a natural support for splining; in particular, surface splines SPLINE1 were used and the infinite plate
spline (IPS) [118] was selected among the available options.

For the natural vibration analysis, shear deformation was neglected and Rayleigh beam theory [68]
was used, with PBEAM defining the properties (i.e., inertia and stiffness) of the beam element and SPC1
defining the single-point constraint for the clamped root. The vibration analysis was then performed
using Lanczos’ method [119], which was among those available in EIGRL, normalising the modes to
unit values of the generalized mass.

For the aerodynamic analysis, the matrix of complex aerodynamic influence coefficients
(AIC) [44] was generated (in the physical space) at several reduced frequencies specified in
MKAERO1; which includes coupling terms between unsteady wake inflow, vortices downwash,
fluid compressibility and apparent inertia, as the DLM is formulated for subsonic potential
flow [114]. Load symmetry with respect to the vertical plane was always imposed at the wing root.
Well-established guidelines on results accuracy and robustness relate the highest reduced frequency to
the number of panels placed along the chord [120]; no additional correction [121] was implemented.

For the steady aerodynamic load analysis and scaling function derivation, a unit angle of attack
was specified for the clamped rigid wing in TRIM. Taking advantage of SPLINE2, the strip-wise normal
force and pitching moment coefficients (at the strip leading edge) distribution was finally obtained
along the wing span using the straightforward MONCNCM.

For the unsteady aerodynamic load analysis and lift-deficiency function derivation, the plunge
motion was released to impose a unit step change in the angle of attack. The latter was prescribed as
a time-dependent dynamic excitation in TLOAD1, in terms of an enforced velocity motion in SPCD,
within the framework of a transient response analysis; the full-time history of the dynamic excitation
(i.e., a positive square wave followed by an equal and opposite one) was specified in TABLED1. A very
stiff scalar spring element was then defined at the EA root in CELAS2, in order to avoid any significant
vertical displacement of the rigid wing resulting from the imposed dynamic excitation; a rigid-body
spline SPLINRB was used for interpolating the spring motion and forces. The dynamic excitation
is automatically Fourier-transformed and the transient response problem is solved in the frequency
domain, based on the frequency range and resolution specified in FREQ1. Fourier inverse transform
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is then used to obtain the solution back in the time domain, using the time-step interval specified in
TSTEP. The wing lift was monitored at the EA root, where the stiff spring was located.

For the static aeroelastic divergence analysis, two different yet still equivalent approaches were
adopted: a complex eigenvalue analysis using Lanczos’ block method [119] as defined in EIGC with
Mach numbers specified in DIVERG, a dynamic aeroelastic divergence analysis at zero frequency.

For the dynamic aeroelastic divergence analysis, the p-k method [122] as available in FLUTTER
was used with a non-iterative frequency-sweeping technique, where the unsteady AIC matrix is first
projected onto the modal space and mode-tracking is then performed via the eigenvectors correlation
matrix. Note that the p-k method uses only real matrix terms for computing the flutter solution [114],
meaning that any imaginary terms in any of the matrices are ignored and the imaginary part of the
AIC matrix is added as a real matrix to the viscous damping matrix. Finally, flutter analyses were also
performed with two-dimensional aerodynamics (PAERO4 and CAERO4) for direct validation.

7. Results and Discussion

Goland’s wing [123,124] was considered first, since it is widely used as a fundamental reference
for validation as well as an ideal prototype for investigating new methods and concepts. It is a
flat thin uniform rectangular cantilevered wing with c = 1.829 m and l = 6.096 m; the wing root
is clamped at its elastic axis with stiffness EI = 9,772,200 Pa·m4 and GJ = 987,600 Pa·m4 at 33% of
the wing chord, while the inertial axis with mass m = 35.72 kg/m and μϑ = 7.452 kg·m lays at
43% of the latter. The wing is aligned with the horizontal reference airflow, which is assumed to
be incompressible [123]; then the aerodynamic center and control point are consistently at 25% and
75% of the wing chord, respectively. Goland’s wing exhibits the prototypical flutter mechanism
coupling its fundamental bending and torsion modes, the uncoupled natural vibration frequencies of
which were found at fζ = 7.9 Hz and fϑ = 13.9 Hz, respectively, as expected [125]. Figure 1 shows
the evolution with the airspeed of the real and imaginary parts of the relative complex eigenvalues
calculated by the hybrid ROM, using unsteady SST with Wagner’s function approximation [39]
for the aeroelastic stability analysis in a standard atmosphere at sea level (ρ = 1.225 kg/m3 [126]).
Due to the torsion mode becoming unstable and extracting energy from the coupled bending mode,
flutter is found at UF = 137.4 m/s and fF = 11.1 Hz, which is in excellent agreement with previous
results [123–128]; then, the flutter Mach number MF = 0.40 confirms that the incompressible flow was
correctly assumed [129]. When using unsteady MST for the aeroelastic stability analysis at about 6100 ft
altitude (ρ = 1.02 kg/m3 [126]), flutter is found at UF = 163.7 m/s and fF = 11.3 Hz, which is still in
remarkable agreement with the existing results [130]. In this case, five sinusoidal and two exponential
terms were respectively employed to approximate the lit distribution and build-up as obtained by
Nastran’s DLM [45] with a grid of 48 spanwise and 12 chordwise panels and 14 reduced frequencies
in the range 0 < k < 0.8, which largely covers the reduced flutter frequency. In all cases, employing
the first two bending and torsion modes (correctly found at f1 = 7.7 Hz, f2 = 15.2 Hz, f3 = 38.8 Hz,
f4 = 55.3 Hz, also when using Nastran’s FEM [46]) granted convergence of the aeroelastic stability
analysis [130].
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Figure 1. Real (a) and imaginary (b) parts of the first two eigenvalues for Goland’s wing flutter.

Following Goland’s concept, a flat rectangular cantilevered wing of uniform material and chord
c = 1 m is now considered; the wing root is still clamped at the elastic axis. Flexural and torsional
stiffness of the wing are respectively given by [67]:

EI =
Ech3

12(1 − ν2)
, GJ =

Ech3

6(1 + ν)

(
1 − 3h

5c

)
(18)

for the rectangular cross-section of the beam-like model, where h(y) is the section thickness, while the
mass and second moments of inertia per unit area read [67]:

m = ρshc, μζ =
mh2

12
, μϑ =

m
12

(
h2 + c2

)
(19)

where ρs(y) is the material density. Both elastic and inertial axes coincide with the symmetry ŷ axis,
namely xCG = xMC = 0 m; xAC = −0.25 m and xCP = 0.25 m for incompressible flow [33].

Neglecting structural damping without loss of generality, divergence speed, flutter speed and
flutter frequency are parametrically investigated with respect to both aspect and thickness ratios for a
uniform wing, considering ρs = 2700 kg/m3, E = 709 Pa and ν = 0.35 as in previous studies [131].
Nine aeroelastic configurations resulted from combining three aspect and thickness ratios, namely:

AR ≡ 2l
c
=
[

4 6 8
]
, TR ≡ h

c
=
[

0.006 0.008 0.010
]

(20)

ranging from relatively low to relatively high values in order to investigate their physical role and
influence on structural dynamic, aerodynamic and aeroelastic behaviours of the flat wing. This is
particularly useful in multidisciplinary optimisation studies for preliminary design [7].

7.1. Structural FEM and Aerodynamic DLM for Numerical Simulations

A discrete aeroelastic model was built and used in Nastran for every configuration, based on
rigorous convergence studies (not shown) on the aeroelastic results. Table 1 presents the selected
number of nodes and elements of the structural FEM along with the number of spanwise and chordwise
panels of the aerodynamic DLM. Figure 2 shows structural FEM and aerodynamic DLM arrangements
for all wings with AR = 6, as an example: the wing EA is clamped at the root mid chord, while the
RBE2 elements realise the wing torsion and transfer the chordwise pressure loads.
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(a) 

 
(b) 

Figure 2. FEM (a) and DLM (b) numerical arrangement, for the wings with AR = 6.

Table 1. FEM and DLM numerical discretisation, for all considered wings.

AR FEM: Nodes, Elements DLM: Spanwise, Chordwise

4 75, 24 24, 12
6 108, 36 36, 12
8 144, 48 48, 12

Following the generation of the panels, the unsteady AIC matrix was calculated at 14 reduced
frequencies [0.001, 0.005, 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.08, 0.1, 0.2, 0.4, 0.6, 0.8] and automatically
interpolated elsewhere using cubic splines [46,116].

7.2. Natural Vibration Modes

In the case of uniform beams, the exact natural vibration mode shapes and frequencies are well
known for both bending and torsion as [51,52]:

φi = cosh
(

γi
y
l

)
− cos

(
γi

y
l

)
−
(

cosh γi + cos γi
sinhγi + sin γi

)[
sinh

(
γi

y
l

)
− sin

(
γi

y
l

)]
fφi =

γ2
i

2πl2

√
EI
m

, γ1 = 0.597π, γi ≈
(

i − 1
2

)
π

(21)

ϕi = sin
(

θi
y
l

)
, fϕi =

θi
2πl

√
GJ
μϑ

, θi =

(
i − 1

2

)
π (22)

and form the modal base for the analytical model and generalised solutions. Figure 3 shows the
first four FEM modes for the wings with AR = 6, whereas Figure 4 shows the first two bending and
torsion exact modes (which hold for all aero-structural configurations). Table 2 shows the typology
of both FEM and the exact natural vibration modes, independent of the thickness ratio. The relative
natural frequencies do depend on the latter and are shown in Figure 5, where exact agreement is found
between numerical and analytical results: this cross-validates both and demonstrates that FOM and
ROM are equivalent as far as structural dynamics are concerned.

139



Aerospace 2018, 5, 76

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3. First (a), second (b), third (c) and fourth (d) FEM vibration modes, for the wings with AR = 6.

 
(a) (b) 

Figure 4. First two bending (a) and torsion (b) exact natural vibration modes.

 
(a) (b) 

Figure 5. Cont.
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(c) (d) 

Figure 5. First (a), second (b), third (c) and fourth (d) vibration frequencies for all considered wings.

Table 2. FEM and analytical natural vibration modes, for all considered wings.

AR 1st Mode 2nd Mode 3rd Mode 4th Mode

4 1st Bending 1st Torsion 2nd Bending 2nd Torsion
6 1st Bending 1st Torsion 2nd Bending 2nd Torsion
8 1st Bending 2nd Bending 1st Torsion 3rd Bending

Note the switch between bending and torsion in the second, third and fourth modes for wings
with AR = 8, since the natural frequency of the bending modes decreases more rapidly than that of
the torsion modes with an increase in the wing span.

7.3. Steady and Unsteady Air Load

The air load steady distribution and unsteady evolution were calculated by the DLM with a unit
angle of attack for the undeformed wings and then approximated to derive the analytical ROM. As the
subsonic DLM formulation inherently tends to infinity at the start of the indicial response for the case
of incompressible flow [5] (where the exact solution exhibits a Dirac delta), the initial value was then
set as the theoretical one for the circulatory contribution (see Appendix A). As shown in Figure 6,
the first 5 (odd) sinusoidal terms granted excellent approximation of the (symmetric) normalised
lift distribution, whereas 2 exponential terms gave an excellent approximation of the lift-deficiency
function due to a unit step in angle of attack; still, the three-dimensional coupling between unsteady
wing-tip downwash and wing-wake inflow is only enforced a posteriori in the MST-based ROM.

 
(a) (b) 

Figure 6. Lift decay (a) and build-up (b) for flat rectangular wings with different aspect ratio:
symbols = numerical solution, lines = analytical approximation.
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Note that a parametric database of steady lift distributions and unsteady lift evolutions results
from the DLM simulations, which may then analytically be approximated and form an aerodynamic
ROM where all curve-fitting coefficients are generally expressed as function of the wing AR [132].

7.4. Divergence and Flutter Analysis

The dependence of the divergence speed, the flutter speed and frequency on aspect and thickness
ratios were then investigated. Figure 7 shows both divergence and flutter speeds as calculated by
the aeroelastic models when SST is employed for the unsteady aerodynamics and exact agreement is
found between the numerical and analytical results. The same is true for the related flutter frequency
and reduced frequency shown in Figure 8, which cross-validate both numerical and analytical results.
As further proof of the rigorous validation, note that the results for the divergence speed exactly
reproduce the theoretical solutions derived in previous studies [27].

Figure 9 shows both divergence and flutter speeds as calculated by the aeroelastic FOM and
ROM when MST and DLM are employed for the unsteady aerodynamics, respectively; excellent
agreement is found between numerical and analytical results, with no appreciable difference in the
divergence speed. In spite of the DLM compressible formulation, very good agreement is also found
for the related flutter frequency and reduced frequency shown in Figure 10, where the discrepancy
decreases with increasing the wing aspect ratio as the flow becomes progressively two-dimensional
and quasi-steady; thus, coupling between apparent fluid inertia, tip-vortices downwash and wake
inflow becomes gradually weaker and differences between FOM and ROM reduce accordingly.

 
(a) (b) 

Figure 7. Divergence (a) and flutter (b) speeds according to SST.

 
(a) (b) 

Figure 8. Flutter frequency (a) and reduced frequency (b) speeds according to SST.
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(a) (b) 

Figure 9. Divergence (a) and flutter (b) speeds according to MST and DLM.

 
(a) (b) 

Figure 10. Flutter frequency (a) and reduced frequency (b) speeds according to MST and DLM.

As expected, the SST-based results are more conservative than the MST-based ones, as in the latter
case the aerodynamic load builds up but also decays more rapidly towards the wing tip, which is
the softer area. Indeed, the resulting bending moment at the wing root is lower in the MST-based
cases. Note that both divergence speeds and flutter frequency consistently decrease with decreasing
the thickness ratio and increasing the wing aspect ratio; yet, the reduced flutter frequency increases
with a decrease in the thickness ratio, as the decrement in the flutter speed is higher than that in the
flutter frequency along this dimension of the design variables space. It is also notable that all reduced
flutter frequencies fall in the frequency range chosen for the numerical simulations.

The first 5 bending and torsion natural vibration modes granted ROM convergence in all cases.
As the flutter phenomenon couples first bending and torsion, the switch between bending and torsion
in the third and fourth modes for AR = 8 did not create discontinuity in the results; however,
additional simulations showed that hump modes start to develop at higher aspect ratios and lower
thickness ratios (i.e., when decreasing the stiffness), as also found in previous works [131].

8. Conclusions

A computationally efficient hybrid ROM for the aeroelastic stability analysis of flexible wings in
subsonic flow has been presented. A new modified strip theory was formulated where the unsteady
aerodynamic load provided by thin aerofoil theory is corrected by a higher-fidelity model to account for
three-dimensional downwash effects on both distribution and build-up of the sectional pressure forces.
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A slender beam model being coupled for the structural dynamics, the generalised aeroelastic equations
were derived by means of the principle of virtual works and then solved using a modal approach
that takes full advantage of the implicit projection concept embedded in the aerodynamic scaling
function. The proposed FSI ROM allows an arbitrary distribution of the wing’s physical properties and
calculates a continuous solution for displacements and loads, which is ideal for parametric optimisation
studies over a large design space within aircraft preliminary MDO. Numerical results were obtained
using MSC NASTRAN and then compared for both divergence speeds and flutter frequency of a flat
rectangular homogeneous wing, given different aspect and thickness ratios. The presented results offer
sound insight into the aeroelastic stability of flexible subsonic wings and thus, may be used to assess
high-fidelity FOMs. The proposed hybrid modified strip theory demonstrated excellent accuracy at
low computational costs with respect to the classic DLM and it is therefore suggested as a general
and efficient aerodynamic ROM for the MDO of flexible wings in subsonic flow, especially at the
preliminary stage where fast and robust semi-analytical aero-structural tools are highly sought for best
computing performance.
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simulations; the authors then wrote the respective parts of the manuscript.
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Nomenclature

A aerodynamic gain coefficient
AR wing aspect ratio
B aerodynamic pole coefficient
c section chord
CL section lift
CL/α section lift derivative
C3D

L/α wing lift derivative
C generalised damping matrix
e elliptic integral of the second kind
E section Young’s elastic modulus
f angular frequency
F generalised aerodynamic load vector
G section shear elastic modulus
h section thickness
I section flexural area moments of inertia
J section torsional mass moments of inertia
k reduced frequency
K generalised stiffness matrix
l wing semi-span
ΔL section aerodynamic force
m section mass
ΔM section aerodynamic moment
M generalised mass matrix
n number of expansion terms
t time
U horizontal air speed
V vertical air speed
w section vertical displacement
W aerodynamic indicial-admittance function
x chordwise coordinate
y spanwise coordinate
α angle of attack
Γ section circulation
Γ section circulation
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ε flexural generalised coordinate
ζ section flexural displacement
η torsional generalised coordinate
ϑ section torsional displacement
κ aerodynamic load-scaling function
λ eigenvalue
μζ section flexural mass moments of inertia
μϑ section torsional mass moments of inertia
ν Poisson ratio
o Oswald’s efficiency factor
ρ reference air density
τ reduced time
υ added aerodynamic state
φ flexural assumed mode shape
ϕ torsional assumed mode shapes
χ generalised coordinates vector
ψ spanwise Glauert angle

Appendix A. Lifting Line Models for Rectangular Straight Wings

Lifting line theory [56] accounts for the downwash angle induced by the tip vortex and is
very powerful for slender straight wings. However, it is generally conservative as the distance
between aerodynamic centre lines (where the bound circulation lays) and control points line (where
the non-penetration boundary condition for the potential flow is enforced) is neglected when applying
Helmholtz’s theorem and Biot-Savart law [36]. Therefore, a correction [57] should be considered in the
presence of a small aspect ratio.

The first three (odd) sinusoidal terms granted convergence of the (symmetric) normalised lift
distribution shown in Figure A1, where the lift-deficiency function due to a unit step in angle of attack
is also shown. These analytical results show good agreement with the numerical ones and provide
sound comparisons.

 
(a) 

 
(b) 

Figure A1. Lift-scaling (a) and lift-deficiency (b) functions for flat rectangular wings of different
aspect ratios.
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Appendix A.1. Steady Lift Distribution

Prandtl’s equations for the sectional flow circulation Γ(y) and downwash angle αi(y) are
generalised as [57,58]:

Γ

√
1 +

(
2

AR

)2
+

c
4

l�
−l

(
dΓ
dζ

)
dζ

y − ζ
=

c
2

UCL, αi =
1

4πU

l�
−l

(
dΓ
dζ

)
dζ

y − ζ
(A1)

respectively, where ζ is a dummy integration variable running along the wing span, whereas AR
represents the ratio between the latter and mean chord for trapezoidal and elliptical planforms. This
refined lifting-line model then gives a correct estimate of the downwash towards the wing root but
underestimates the lift decay towards the wing tips, where VLM and DLM prescribe a stronger vortex
effect. Inthis respect, note that tapering the wing increases the aspect ratio while decreasing the wing
downwash and hence reduces the challenges to the MST [27].

Due to Glauert’s integral (in principal value) [76] and being Γ(±l) = 0, adopting Prandtl’s
expansion for the circulation gives [56]:

Γ = lU
nΓ

∑
j=1

Γj sin(jψ), αi =
nΓ

∑
j=1

jΓj
sin(jψ)
4 sin ψ

(A2)

and results in a modified system of linear algebraic equations for the lifting-line model [57,58]:

nΓ

∑
j=1

⎛⎝sin(jψ)

√
1 +

(
2

AR

)2
+ j

cCL/α

8l
sin(jψ)

sin ψ

⎞⎠Γj =
cCL
2l

(A3)

where Prandtl’s original equations [56] are asymptotically resumed for slender wings. Odd and even
Fourier terms still give symmetric and antisymmetric circulation distributions, respectively; the nΓ

coefficients Γj are then found by solving such linear system in a least-squares sense [133], on N wing
sections at various spanwise stations y = l cos(ψ), with 0 ≤ ψ ≤ π running from tip to tip along the
span. Note that Γ = 0 for c = 0, while the singularities at ψ = jπ can be lifted by multiplying both
sides of the equation by sin ψ. Thus, the scaling function coefficients are derived from:

nκ

∑
j=1

⎛⎝sin(jψ)

√
1 +

(
2

AR

)2
+ j

cCL/α

8l
sin(jψ)

sin ψ

⎞⎠κj = 1 (A4)

Oswald’s efficiency factor [83] is finally used to write the lift coefficient derivative for the entire
wing; the unified LLT [86] shall be employed for slender wings with significant sweep angle. Within a
proper orthogonal decomposition (POD) perspective [26], scaling function and aerofoil differential
pressure coefficient distribution may be interpreted as the dominant (normalised) modes of the load in
the spanwise and chordwise directions, respectively, with the angle of attack driving their amplitude.

Appendix A.2. Unsteady Lift Development

For finite wings, the influence of the tip vortices on the unsteady lift distribution along the wing
span may be calculated based on lifting line model as a function of the wing aspect ratio [29] (which
introduces the dependency of the air load on the finite spanwise dimension) and the aerodynamic
derivatives of the wing may be obtained from the ones of its airfoil section [39].

As an effective, simplified approach, a single vortex-ring is considered for modeling the total
(lumped) wing circulation [59]. The bound vortex is placed at the AC line, as per thin airfoil theory,
while the wing-tip vortices are trailed parallel to the free-stream; a single CP for the total downwash
is then consistently placed at the wing’s root, where the flow’s non-penetration boundary condition
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is satisfied. All vortex lines have the same (lumped) intensity and the shed vorticity travels towards
infinity with half the reference speed from half the wing’s root chord behind the control point, hence
stretching the vortex-ring and increasing the wake length; when the wake eventually approaches
infinity, its influence fades away and the steady condition is asymptotically obtained. The influence
of both tip vortices and unsteady wake on the wing lift is therefore calculated using the simplest
implementation of unsteady lifting line theory [84–86] and the load build-up is obtained as a function
of the aspect ratio.

Considering all contributions due to bound, trailed and shed vortices of the vortex-ring, the
wing lift-deficiency coefficient Ĉ3D

L/α(τ) from a unit step in the angle of attack is calculated based on
Kutta-Joukowsky theorem and Biot-Savart law as [59]:

Ĉ3D
L/α =

ARCL/α√
1 + AR2 + 2

2+τ

√(
1 + τ

2
)2

+ AR2
(A5)

with the initial (step-like) and asymptotic (steady) behaviours respectively given by:

lim
τ→0

Ĉ3D
L/α =

ARCL/α

2
√

1 + AR2
, lim

τ→∞
Ĉ3D

L/α =
ARCL/α

1 +
√

1 + AR2
(A6)

Garrick’s approximation [106] of Wagner’s function for thin aerofoil is correctly resumed in the
limit of infinitely slender wing [30]. Nevertheless, due to the inherent limitations of the vortex-system
employed, the initial and final values of the lift coefficient are not very accurate and shall rather be
provided by other higher-fidelity sources, with a suitable general expression being [39,83]:

C3D
L0 =

π

e
, C3D

L∞ =
ARCL/α

AR + 2(1 + o)
(A7)

where e is the elliptic integral giving the ratio of the semi-perimeter to the span for an elliptical
planform with the same aspect ratio, whereas o = 0 only when Prandtl’s original equations [56] are
considered. Using linear mapping [77], the lift-deficiency coefficient C3D

L/α(τ) from a unit step in the
angle of attack may finally be approximated as:

C3D
L/α = C3D

L0 +

(
C3D

L∞ − C3D
L0

Ĉ3D
L∞ − Ĉ3D

L0

)(
Ĉ3D

L/α − Ĉ3D
L0

)
, W ≡ C3D

L/α

C3D
L∞

(A8)

where both asymptotic and initial conditions are automatically satisfied. It is worth stressing that this
unsteady aerodynamic model was originally derived for slender wings with significant sweep angle
and taper ratio [59].

Finally, in order to estimate the lift-deficiency function from a unit sharp-edge gust within the
standard “frozen” approach [134], that from a unit step in the angle of attack shall be multiplied by
the ratio between Kussner’s [31] and Wagner’s functions (introducing the two-dimensional effect of
the gust penetration); all wing sections encountering the gust at the same time, Kussner’s function
for thin airfoils is then automatically resumed in the limit of infinite wings. Note that this is roughly
equivalent to convolving the lift-deficiency coefficient from a unit step in the angle of attack with a
fictitious angle of attack derived from the Laplace transform of the ratio between Sears’ [34,35] and
Theodorsen’s functions (representing a delay function for the two-dimensional flow). Of course, the
wind gust penetration delays the circulation growth and hence reaches the asymptotic (steady) lift.
In the general case of swept wings [59], the gust-entry delay relative to each section is geometrically
known and shall also be considered in order to obtain the lift build-up due to a unit a sharp-edge gust
normal to the reference airflow, which is purely circulatory and acts at the AC.
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Abstract: This paper introduces a multi-fidelity computational framework for the analysis of aerodynamic
performance of flight formation. The Vortex Lattice and Reynolds Averaged Navier–Stokes methods
form the basis of the framework, as low- and high-fidelity, respectively. Initially, the computational
framework is validated for an isolated wing, and then two rectangular NACA23012 wings are considered
for assessing the aerodynamic performance of this formation; the optimal relative position is through
the multi-fidelity framework based on the total drag reduction. The performance estimates are in good
agreement with experimental measurements of the same configuration. Total aerodynamic performance
of formation flight is also assessed with respect to attitude variations of the lifting bodies involved.
The framework is also employed to determine the optimal position of blended-wing-body unmanned
aerial vehicles in tandem formation flight.

Keywords: multi-fidelity; aerodynamic performance; formation; VLM; RANS

1. Introduction

It is widely known that aeroplanes flying in formation yield fuel savings. Fuel savings are achieved
due to the reduced induced drag on the following aeroplane, when it is positioned within the upwash
created by the leader’s wingtip vortices. It has been established experimentally and computationally
that birds flying in formation results in energy savings [1,2]. Lissaman and Shollenberg [3] showed
that at the optimal distance between the leader and the followers in a flock of twenty-five birds could
increase the flight range by 70% compared to their isolated flights. Hainsberg [4] used fifty-five
geese against the model of Lissaman and Schollenberger which reflected the power savings of 36%.
Hummel [5] devised a theory to predict the optimal wing tip spacing (WTSOPT = 0.5b(1 − 0.89)) for
the maximum drag reduction and concluded that it is a negative value which is only possible in the
V-shaped formation configurations. Use of lifting line theory to study formation and control has also
been of keen interest for researchers [6].

Unmanned Aerial Vehicles (UAVs) have been incorporated in civilian and military fields for
surveillance, reconnaissance, search and rescue missions and UAV swarms have been proved to be
more performance efficient in formations [7,8].

Many in-flight tests, wind tunnel experiments and computational analyses were performed in
recent decades to study formation flight. Hummel and Beukenberg [5] conducted an experiment using
two Dornier Do-28 aircraft and established that the maximum obtainable power savings are of about
15%. Pahle and Berger [9] tested several flights for large transport class vehicle C-17 aircraft with
maximum fuel savings of 7–8%. Inasawa et al. [10] used two rectangular wings of aspect ratio (AR) 5 in
a wind tunnel while Blake and Gingras [11] tested two delta wings and compared against the analysis
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obtained from Vortex Lattice Method (VLM). Recently, Slotnick et al. [12] performed aerodynamic
analysis using a multi-fidelity approach. The analysis performed used low-fidelity VLM along with
high-fidelity hybrid RANS solver and established the total drag benefits of around 25%, which was
validated against flight test data with good agreement.

Formation flights involving more than just one follower have also been the prime focus of
research to quantify individual savings and the resulting overall drag reduction of the aerodynamic
system [13]. Blake and Multhopp [14] showed that 10% wing span overlap between the leader and
the follower could result in 60% increase in the flight range for a cluster of five aircraft in V formation
while Maskew et al. [15] found the flight range augmentation of 46–67% for three to five aircraft.
It was further noted that power savings were more in the case of second follower than the first.
Wagner et al. [16] confirmed increased savings of 17.5% for the second wingman compared to first
which yielded 15% savings [17]. Recently, Ivan and Roberts [18] conducted wing tunnel tests using
multiple wings configurations with each wing having low aspect ratio of two; a total power savings
of 14% and 24% in two and three wings configurations was obtained. In correspondence to finding
an optimum spacing between the various units in formation, numerous studies also shed light on
effect of leader’s shape and size on the follower [19,20].

The present study involves the development of flexible and robust multi-fidelity numerical
framework for studying formation flight. The numerical framework accuracy is assessed with
grid/panel sensitivity analysis and comparison with experimental data. A computational analysis of
two identical NACA 23012 rectangular wings in formation using the multi-fidelity approach of RANS
and VLM methodologies is compared against Inasawa et al. [10] experimental data. Furthermore,
to demonstrate the flexibility of the numerical framework, two blended-wing aircraft in formation
flight are modelled. Section 2 introduces the governing equations for VLM and RANS along with
mesh generation strategy and solver attributes. Section 3 expands on the aerodynamic performance
analysis of an isolated NACA23012 wing and also in two wings of the same configuration in tandem
formation, the local angle of incident and the relative position is in order to maximise performance
gains. The computational analysis is further augmented by altering the angle of attack of the lead
wing and its effect on the trail wing is assessed. Furthermore, two blended-wing-body aircraft in
formation are introduced and the aerodynamic performance is assessed within the multi-fidelity
approach. Finally, the conclusions are presented in Section 4 comprising of the inferences obtained for
both computational techniques and their applicability to analysis.

2. Computational Methodology

Multi-fidelity strategies incorporating different levels of uncertainty for aerodynamic performance
estimations are becoming a standard tool for design, parameterisation and optimisation tasks for
aircraft systems. Inexpensive methods based on panels, lifting line theory and vortex lattice methods
can generate large data sets for design of experiment phases and multi-objective optimisation analysis.
The limitations of these methods with respect to the inherited physical assumptions must be considered,
as their applicability range has to be tailored to produce realistic aerodynamic performance indicators
particularly in terms of drag estimation. Higher fidelity approaches such as Navier–Stokes solvers can
be used to complement the predictions of the lower fidelity approaches.

The computational approach adopted for this study is based on the Vortex Lattice Method solving
the Laplace’s equation, where each discrete element corresponds to the vortex line solution of the
incompressible potential flow equation. The open-source VLM code Tornado [21] is employed as the
foundation of the low-fidelity framework. Additional modules are developed enabling individual
trim conditions and Cartesian coordinates to be set for multiple surfaces representing additional
lift-generating bodies. High-fidelity aerodynamic estimations are obtained with a second-order RANS
solver that accounts for three-dimensionality of the flow, turbulence, viscous drag and boundary layer
effects. The developed low-fidelity framework enables the construction of extensive simulation data
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sets for large flight formation configurations to run in a fraction of the computational cost compared
with the RANS approach.

2.1. Low-Fidelity: Vortex Lattice Method

Vortex Lattice Method assumes that the flow is incompressible, inviscid and irrotational.
The resulting velocity field is assumed to be a conservative vector field which essentially means
that a scalar velocity potential φ whose gradient will produce a velocity vector field combined with the
free stream velocity as given in Equation (1).

V = V∞ +∇φ (1)

The velocity field has to satisfy the incompressible continuity equation written as

∇ · V = 0 (2)

the assumed conservative vector field is the velocity field expressed in terms of scalar potential φ that
results in it being satisfied, given by

∇2φ = 0 (3)

The scalar potential φ satisfies the Laplace’s equation which further implies that if φ1 and φ2 are
two potential solutions then their linear combination such as c1φ1 + c2φ2 is also a solution for any
values of c1 and c2. This forms the potential flow theory in which such solutions are combined together
to represent a lifting surface. VLM uses one such elementary potential solution to form a vortex sheet
and represent a lifting surface.

The thickness of the lifting surface is ignored and the planform of a cambered surface is divided
into a number of quadrilateral panels as shown in Figure 1. The number of panels to be incorporated
for a particular analysis is subjected to the required accuracy. The lifting surface is replaced with
a vortex sling on each panel such that the bound vortex part of the sling is placed at 1/4 chord line.
Solution of the velocity field at each panel is computed, based on the attributed vortex sheet of the
unknown strength Γj on the corresponding panel. A normal vector n at every panel is calculated
respective collocation points accounting for camber of the lifting surface. For a problem consisting of
N number of panels, the perturbation velocity at ith collocation point is given in Equation (4).

∇φi = +∑N
j=i wijΓj (4)

(a) Top View (b) Side View

Figure 1. Panel distribution on rectangular wings.

155



Aerospace 2018, 5, 66

The free-stream velocity components are given in terms of angle of attack (α) and angle of side
slip (β), as given in Equation (5), and are depicted in Figure 2a,b.

V∞ = V∞

⎡⎢⎣cos(α)cos(β)

−sin(β)

sin(α)cos(β)

⎤⎥⎦ (5)

Note that for the present study the angle of side slip (β) is zero. For a problem with N panels,
the perturbation velocity at collocation point i is given by summing the contributions of all the
horseshoe vortices in terms of an Aerodynamic Influence Coefficient (AIC) matrix wij. A physical
boundary condition of no normal flow component to each panel of the lifting surface is applied and is
expressed by Equation (6) at the collocation points.

Vi · ni =
(

V∞ +∑N
j=i wijΓj

)
(6)
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Figure 2. (a) Normal vectors (in red) and collocation points on wing surface (green); (b) free-stream
wake of the lifting surface; (c) schematic of angle of attack (α) with arrow showing the direction of
free-stream velocity (isometric view); and (d) schematic of angle of side-slip (β) with arrow showing
the direction of free-stream velocity (plan-view).
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This is demonstrated in Figure 2c,d. This is also known as flow tangency condition. After evaluating
the dot products, a new normal-wash aerodynamic influence coefficient (AIC) matrix is formed given
by aij = wij · ni, as given in Equation (7)⎡⎢⎢⎢⎢⎢⎣

a11 a12 . . . a1n
a21 . . . . .
. . . . . .
. . . . . .

an1 an2 . . . ann

⎤⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎣
Γ1

Γ2

.

.
Γn

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎣
b1

b2

.

.
bn

⎤⎥⎥⎥⎥⎥⎦ , (7)

the right hand side of the equation is formed by a free-stream velocity and the two aerodynamic angles
given below (8).

bi = V∞

[
cos(α)cos(β),−sin(β), sin(α)cos(β)

]
· ni (8)

A horseshoe vortex is imparted to the panel which starts from several lengths downstream and
moves forward to the panel and crosses it at the quarter chord line and then again runs to the far down
stream. All the vortices create downwash on each panel on the lifting surface. Vind is the induced
velocity at the centre of the panel which is calculated once the vortex strength is evaluated using
Biot–Savarts Law given by Equation (9).

dVind =
Γ

4π

dl × r

|r|3 (9)

The induced flow is used to get the force acting on the panel by using Kutta–Jukovski theorem
given by Equation (10)

Fi = ρΓi(V∞ + Vind)× li (10)

where Fi is the force contribution from the ith panel, ρ is the air density, li is the vortex transverse
segment vector (bound vortex) of that panel and ri is the position vector of the segment’s centre.
The wake is assumed to be flat and in the position in the free-stream direction, as shown in Figure 2b.

The VLM code is based on the Tornado solver. Several modules are created that provide the
control of the non-dimensionalised lateral (l/s), vertical (h/c) and longitudinal (x/c) coordinates for
n number of wings, as shown in Figure 3 for a rectangular wing of the NACA23012 configuration.
The modules include the development of the connectivity of multiple wings based upon the number
of panels associated with the respective wing. The right hand side term of the boundary condition
given in Equation (7) is split. The value of α in the term −V∞sin(α) is the angle of attack. Splitting
the right hand side of the boundary condition is achieved by assigning a different value of α for the
lead and trail wing depending upon the number of panels associated with that wing. The resulting
vector can then be obtained using the same procedure discussed within this section; the method first
solves for the aerodynamic forces on the nth wing in locally altered coordinates. Their effect on the
other members of the formation is analysed by comparing the aerodynamic coefficients attributed for
each wing. Simulations are run to find an optimized solution by constructing a matrix for longitudinal
and lateral overlapping positions of the wings. The resulting matrix of the aerodynamic coefficients
is plotted for all the lateral and longitudinal positions of the trail wing at a particular stream-wise
distance and is discussed in detail in Section 3.3. The developed VLM framework also enables flight
dynamics of attitude parameters including pitch, yaw and roll angles to be set for each individual
aircraft or wing.
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Figure 3. Schematic of isolated wing NACA23012 and spatial domain within the VLM solver.

2.2. High-Fidelity: Reynolds Averaged Navier-Stokes

The high-fidelity approach considered is the RANS method in three spatial dimension. The RANS
equations describe time-averaged motion of fluid flow through a control volume. The instantaneous
physical quantities are decomposed into their time-averaged and fluctuating parts. The flow considered
in the present computations involves the NACA23012 configuration at a Reynolds number of
Re = 0.24× 106 based on the wing’s chord length, corresponding to a fully turbulent regime. As the flow
test cases considered for this work are below the compressibility limit, steady state solutions are obtained
by solving the incompressible RANS equations; the system of equations expressing mass and momentum
conservation within a finite controlled volume are written as in Equation (11).

∂ui
∂xi

= 0

∂(ρuiuj)

∂xj
= − ∂p

∂xi
+

∂τij

∂xj

(11)

where ui, τij and p are the velocity vector, the shear stress tensor and the pressure, respectively. The SST
κ − ω turbulence model is considered for modelling the viscous turbulent stresses. The model is based
on the shear–stress–transport (SST) formulation which blends the κ − ω [22] and κ − ε [23] turbulence
models. The κ − ω model is well suited to model the flows inside the viscous sub-layer and and κ − ε

model is understood to be good at predicting flows in the regions away from the wall [24].
The CFD model is completed with the generation of three-dimensional grids with frontal radius

and downstream length of 200 and 500 chord lengths, respectively, as shown in Figure 4. Hybrid meshes
are generated comprising of a quadrilateral dominant surface grid for both wings. A hexahedral
inflation layer is wrapped around each wing to capture the boundary layer up to the sub-viscous region
maintaining a y+ ≈ 1. Figure 5 demonstrates the different focus angles of the cut-section volume grid
close to the wing as well as the refinement region in the wake. The far-field fluid domain is filled with
unstructured tetrahedral cells with varying spatial resolution to capture the flow exhibiting strong
gradients near and around the surfaces of wings.
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Figure 4. Topology and dimensions of spatial domain for RANS computations of NACA23012 case.

(a)

(b)

Figure 5. Cut-section of the 3D grids: (a) close-up of both wings; and (b) overview of both wings and
grid refinement in the wake region.

3. Application of the Multi-Fidelity Framework

This section is divided in four subsections. Sections 3.1 and 3.2 contain the verification procedure
of the multi-fidelity framework, where RANS and VLM calculations are carried out for an isolated
NACA23012 wing and for the same wing in double tandem configuration at 8◦ angle of attack.
The computed solutions are compared against wind-tunnel data. An analysis is carry-out where we
investigate the effect of the leading wing’s angle of attack on the overall formation flight aerodynamic
performance within Section 3.3. Finally, we demonstrate the flexibility aspects of the developed
framework for blended wing formation configurations in Section 3.4.

3.1. Isolated Wing

Initially, an isolated wing configuration is considered which consists of a single NACA23012 wing
at angle of attack of AOA = 8◦, which is shown in Figure 3 at corresponding Reynolds number of
Re = 0.24 × 106 and a free-stream velocity of 20 m/s. The main objective of this analysis is to assess
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the accuracy and uncertainty levels of each of the computational fidelity approaches, i.e., VLM and
RANS, and compare with experiment.

A numerical simulation is considered to be consistent when the numerical solution approaches the
exact solution as the grid spacing tends to zero [25]. To study the effect of grid refinement for the RANS
simulation on the solution accuracy, four meshes with increasing element count are generated with 3, 5, 8
and 10 million cells, for the isolated wing case. Similarly, the spatial resolution is also assessed for the
VLM method, by computing the solution from 20 to 100 panels; for 100 panels, 5 in chordwise and 20 in
spanwise direction are set. Lift (CLO) and drag (CDO) coefficients are plotted against the number of cells
and number of panels for RANS and VLM in Figure 6. In the case of RANS, the change in CLO and CDO
obtained from the 8 and 10 millions element meshes is less than 0.1%.
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Figure 6. Spatial resolution study for the isolated NACA23012 wing at 8◦ angle of attack, in terms of
lift (CLO) and drag (CDO) coefficients for RANS and VLM methods.

The lift coefficient (CLO) and drag coefficient (CDO) for an isolated NACA23012 wing are plotted
against angle of attacks AOA ranging from −4◦ to 14◦ and compared against the experimental data from
Inasawa et al. [10] in Figure 7. The CLO values obtained from VLM maintain a linear trend throughout the
polar and superimpose the experimental data up to around 8◦ incident. This demonstrates that the VLM
method performs adequately well for small angles. Slight over-predictions become apparent with respect
to the lift for angles greater than 8◦ by the VLM estimations. With respect to the drag, VLM solutions
are under-predicted throughout the polar; this is expected to some extent as the method is based on the
inviscid, irrotational potential flow theory and accounts just for the lift-induced drag. RANS solutions
are clearly more accurate and with smaller deviations from the experiment in terms of both drag and lift.
The experimental lift to drag ratio (L/D) at 5◦ angle of attack is 16.5, whereas, for the RANS, the L/D
value turns out to be 14.93 with an error of 9.5%. When compared against the VLM, RANS is conclusively
more accurate at predicting the drag coefficient.

Both approaches demonstrated to be effective and reliable techniques for performing aerodynamic
analysis with an error of under 5% for CLO and of 11% in the case of CDO up to 11◦ angle incident.
The computational effort required to run one VLM simulation with 200 panels is 30 s, as compared to
2.5 h for the RANS computation using open-foam, on a Intel Core i5-7600K processor, 4 CPUs, 12 GB
of RAM, with the 8 million grid.
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Figure 7. Polar analysis of isolated NACA23012 wing plotting for coefficient of lift (CLO) and drag
(CDO); results include VLM, RANS and experiment from Inasawa et al. [10].

3.2. Two Wings in Tandem Configuration

An additional rectangular NACA23012 wing is introduced to the isolated wing configuration
discussed in the previous section. For this section, the isolated wing is now referred to as trail
wing in the two wing configuration, as depicted in Figure 8. This is done to directly compare the
aerodynamic performance of the isolated wing to the same isolated wing in the wake region of the
lead wing. By incorporating a second wing, the relative positioning and flight dynamics parameters
(yaw, pitch and roll) are varied of each body to obtain the best aerodynamic performance in terms of
total quantities, e.g., total drag reduction and lift over drag ratio. The position of the lead wing is held
constant while the trail wing is allowed to move in the y-z plane at different stream-wise positions.
Both the lead and the trail wings are set at incident angle of AOA = 8◦; the freestream velocity is set to
20 m/s and a Reynolds number of Re = 0.24 × 106.

1.5
0

0.1

1

0.2

 z
-c

oo
rd

in
at

e

0.5

 x-coordinate

1

 y-coordinate

0

0.5
-0.5

0 -1

Direction of Flow

Lead wing

Trail wing
(Isolated wing in the
presence of lead wing)

Figure 8. Schematic of two NACA23012 wings in tandem configuration.

The displacement of the trail wing behind the lead wing is monitored by the given transformed
coordinates as depicted in Figure 8 where the lateral displacement corresponds to (l/s), the vertical
to (h/c) and the stream-wise direction at (x/c). Note that the l/s is positive when the lead and the
trail wing are in overlapping position. The aerodynamic performance gains are assessed by calculating
the percentage change in the lift and drag coefficient of the trail wing (CL and CD) in the presence
of the lead wing compared against the lift and drag coefficient of an isolated configuration (CLO and
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CDO). The aerodynamic performance is evaluated at the trail wing by VLM and RANS, and compared
with experiment, it is appropriate to evaluate the percentage’s variation than the absolute values;
thus the percentage change in lift and drag coefficients are calculated as %ΔCL = (CL − CLO)/CLO
and %ΔCD = (CDO − CD)/CDO. Note that the change between the isolated and trail wings is monitored
in percentages. This implies that at the optimum position, the trail wing is expected to have maximum
increase in lift and maximum decrease in drag. Moreover, it is further to be noted that, in the expressions
for %ΔCL and %ΔCD, the terms representing the respective quantities for the isolated and the trail wings
are switched. This is to keep consistency with the expressions detailed in the experimental analysis.

Figure 9 demonstrates the performance of the percentage variations of lift and drag, %ΔCL
and %ΔCD, at five lateral overlapping positions l/s = −0.05, 0, 0.05, 0.01 and 0.15, solutions from
VLM and RANS are compared with experiment. RANS and VLM over-predict the %ΔCL values for
l/s = 0.05 with an error of 13% and 18%, respectively, compared with reference data.

The RANS computations suggest a negative overlapping position (l/s = −0.05) where the ΔCD
attains the minimum value of 5% as shown in Figure 9b. As the wing overlap becomes positive
(l/s = 0 to 0.05), the ΔCD value increases from 9% to maximum value of 11% with an error of 17%.
By plugging in a span value of 0.9 units in the formula given by Hummel [5] discussed in Section 1,
the optimum wing tip overlap value (l/s) turns out to be 0.0495 units which translates to around
l/s = 0.05. This overlapping position in fact marks the position for maximum decrease in ΔCD values
for both the experiment (8%) and the RANS (9.3%) with an error of 16.25%. Same degree of error
is observed in deeper overlapping positions i.e., at l/s = 0.1 and 0.15 where both the ΔCL and ΔCD
values start to decrease as compared to the optimum lateral overlapping position of l/s = 0.05. This is
attributed to the fact that, along with the upwash, the downwash from the lead wing vortex also acts
on the trail wing thereby offsetting the upwash, resulting in decreased aerodynamic performance.
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Figure 9. Percentage variations of drag (%ΔCD) and lift (%ΔCL) at five different displacements;
solutions are shown for RANS and VLM and compared with the experimental data [10].

For the VLM solutions, drag over-predictions are observed at all the discrete locations by almost
20–25% when compared against experimental values. Maximum value of ΔCL is also observed at
l/s = 0.05 position, as shown in Figure 10a,b, where the absolute values of lift and drag of trailwing
are plotted as a response surface of the h/c and l/s displacement variables. It is also noted that the
maximum drag reduction predicted by the VLM occurs at the same location and is as large as 27% in
magnitude as compared to 10% in the case of experiment. Such high values of drag reductions are
often cited by the various researchers undertaking computational analysis based on potential flow
theory. Iglesis and Mason [26] used the discrete vortex method and concluded that the drag reductions
of 30% for formation of three aircraft is achievable with central aircraft as the leader.
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(a) (b)

Figure 10. Three-dimensional response surfaces of absolute quantities against relative positions:
(a) drag coefficient; and (b) lift coefficient, for VLM solutions.

3.3. Effect of the Lead Wing’s AOA

Increasing the angle of attack can be favourable as the induced lift is increased, stronger pressure
gradient would be present in the vicinity of wingtip vortices. This is attributed to the higher pressure
difference between the upper and lower surfaces of the wing, which provides a more energetic upwash
for the trailing wing. Therefore, this section is devoted to the assessment of the effect of the leading
wing’s angle of incident to the overall aerodynamic performance of the system. The angle of the lead
wing is varied from 6◦ to 10◦ keeping the trail wing angle constant at 8◦. When both wings are set at 8◦

angle, the configuration is referred to as baseline configuration (BSL). The setup for these computations
is identical as described in the previous Section 3.2 with the exception that lead wing’s AOA is varied.
Results obtained from RANS and VLM are compared against the baseline configuration prediction of the
previous section. The analysis is restricted within the linear range as higher angles might lead to larger
discrepancies particularly for the low-fidelity solver as boundary layer separation might be present [27].

It is observed in Figure 11 that for both techniques at the trail wing’s ΔCL values share a linear
relationship with the lead wing’s angle of attack when compared against the results obtained from the
baseline configuration. In the case of the RANS predictions, there is an increase in ΔCL value of 10%
for the trail wing compared to 6% in the case of the experiment. The ΔCL of the trail wing drops to 8%
when lead wing’s angle is at 6◦, whereas it increases to 12% at 10◦, as shown in Figure 11a. Figure 11c
shows similar trend in the case of the VLM but with slight increase in the magnitude of ΔCL values for
all the incidence angles. The ΔCD values are over predicted by almost twice, as observed in the case of
RANS. It can been noted that the low-fidelity prediction for all angles, predict the expected increase in
lift and also the increase in absolute values of ΔCD are in comparable range as seen in Figure 11d.

The aerodynamic performance predictions obtained from the VLM solver are plotted in terms of
ΔCL and ΔCD with colour contours at different lead wing’s angles at 7, 8 and 9 in Figure 12. It can be
noted that, for all three lead wing’s angles, there is no substantial benefit from the upwash created by
lead wing’s vortices beyond 13% lateral overlap marked by contours in the blue colour region. As the
lateral overlap (l/s) is further increased, ΔCL values become negative indicating that an isolated wing
has greater lift coefficient than the trail wing in the presence of the lead wing, as the trail wing is in the
pronounced downwash region created by the lead wing. It is also noted that the maximum increase in
ΔCL and maximum decrease in ΔCD values are observed between the overlapping positions l/s = 0 to
l/s = 0.05. Furthermore, as shown in Figure 12a,c,e, the regions pronouncing the best aerodynamic
performance “sweet spot” of the trail wing shift upwards as the angle is increased to 9◦ and drops
down when is reduced to 7◦ when compared against the baseline configuration. This is mainly because
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the wake in the VLM is parallel to the free-stream direction, whereas, in the real flows, the self induced
velocities cause the longitudinal position of the vortex to drop in longitudinal direction.
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Figure 11. Effect of lead wing’s AOA on aerodynamic coefficients of trail wing with red line
corresponding to Baseline Configuration (Both wings AOA = 8): (a) percentage lift coefficient (%ΔCL)
for RANS; (b) percentage drag coefficient (%ΔCD) for RANS; (c) percentage lift coefficient (%ΔCL) for
VLM; and (d) percentage drag coefficient (%ΔCD) for VLM.

The qualitative analysis of ΔCD contours shown in Figure 12b,d,f reflect somewhat the same position
for the maximum drag reduction. As can be seen in Figure 11, VLM predicts as much as 30% increase in
induced drag component at higher AOA. Even though the quantification of drag reduction does not yield
reliable replication of the experimental values yet, it proves to be of immense importance when used in
conjunction with the ΔCL contours to study various variables in formation flights for relatively lower
computational expense method. The multi-fidelity approach i.e employing VLM approach at early stages
of analysis clearly proves prudent in deciphering the main flow features and general quantification of
the aerodynamic coefficients at early stages of the analysis provide good insight of the design changes
required for a particular requirement. This inexpensive approach helps in downsizing the simulation
space for high-fidelity computation in the final stages of a computational analysis.
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Figure 12. Contours of lift (ΔCL) and drag coefficient (ΔCD) percentage change for three lead wing
incidence angles at streamwise distance of x = 0.45.

3.4. Blended-Wing-Body Aircraft in Formation

We extend the application of multi-fidelity approach to a realistic aircraft formation of a blended-
wing-body aircraft configuration in formation. The main objective is to assess the flexibility of the
developed framework. The flight conditions are set as steady level flight at a free-stream Mach number
of 0.3, at an angle of attack of 3◦ with a corresponding Reynolds number of (Re) = 40 × 106 based on
the mean aerodynamic chord of mac = 6.6 m.

Initially, an isolated blended-wing-body configuration is modelled to determine the panel and
grid sensitivity on the solutions. Figure 13 shows the lift and drag coefficient estimates for panel and
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RANS approaches; it can be noted that monotone behaviours are observed and an obvious trend for
grid/panel independence for both methods, at approximately 800 panels and 6 million elements for
VLM and RANS, respectively. The setup of the RANS computations is similar to in the previous section
including the meshing strategy, numerical scheme and turbulence model, whereas the incompressible
steady state RANS equations are solved and discretised by a second-order upwind method and
turbulence effects are accounted with the κ − ω SST model.
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Figure 13. Grid/Panel dependence analysis for the isolated blended-wing-body aircraft configuration.

A two aircraft configuration is considered. The distribution of the quadrilateral panels and
triangular surface elements for the configuration in depicted in Figure 14. Note, for the low-fidelity
VLM approach, thin surfaces are considered.

(a) VLM (b) RANS

Figure 14. Panel distribution and surface gird distribution on the blended-wing-body two-aircraft
configuration.

The procedure for determining the optimum position of the second aircraft to maximise the
overall aerodynamic performance is set by fixing the lead aircraft and displacing the trailing aircraft in
the Cartesian reference frame. With respect to y-z plane, a increment of δy/c = 0.15 and δz/c = 0.075
and three free-stream locations at x/c = 1, 3 and 4.5 are set, as shown in Figure 15.
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(a) x/c = 1.5 (b) x/c = 3 (c) x/c = 4.5

Figure 15. Lift coefficient contours of blended-wing-body configuration in double tandem formation
flight of the trailing aircraft on y-z plane at three different stream-wise positions.

Figure 15 shows the lift of the second aircraft obtained by the VLM solver, with the second aircraft
at three stream-wise (x/c) locations. The plots suggest that the highest lift is achieved at 11% wing-tip
overlap of the aircraft and at lower x/c distance. Figure 16 shows the drag coefficient, in which it
can be seen that the point of the highest drag coefficient drop, optimal position for aerodynamic
improvement, is at the coordinates x/c = 1.5, y/c = 2.5 and z/c = 0.15. The drag coefficient is
0.0016 which suggests 30% reduction in drag as compared to an isolated aircraft. The overlap distance
between the two wing-tips is about 10.2% of the aircraft span. When the overlapping positioning of
the two aircraft increases, the drag also increases and the lift starts to drop. This is mainly because,
in this region, the trail aircraft is under a direct influence of just the downwash created by the lead
wing and hence no aerodynamic performance improvements are encountered.

(a) x/c = 1.5 (b) x/c = 3

Figure 16. Drag coefficient contours of blended-wing-body configuration in double tandem formation
flight of the trailing aircraft on y-z plane at two different stream-wise positions.

High-fidelity computations are performed at the optimum solution suggested by the VLM with
the second aircraft positioned at x/c = 1.5, y/c = 2.5 and z/c = 0.15. The high-fidelity solutions
predict a drag coefficient of 10% higher than the VLM estimation, as shown in Table 1. Note also that
a 5% reduction in drag is obtained compared to the isolated aircraft at the same coordinate position.
The “sweet spot”, which marks the location for the maximum drag reduction for the trail wing behind
the lead wing, is found to be around 10% wing-tip overlap for both VLM and the RANS.
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Table 1. Drag and lift coefficients for isolated and trail aircraft in formation for the blended-wing-
configuration at optimal position.

Configuration Aerodynamic Coefficients VLM RANS

Isolated aircraft CD 0.0022 0.0028
CL 0.1758 0.1290

Trail aircraft in formation CD 0.0016 0.0019
CL 0.1935 0.1450

4. Conclusions

A novel computational framework is proposed to determine flight formation and analyse the
aerodynamic performance benefits using a multi-fidelity approach. The multi-fidelity approach for
this study is based on a low-fidelity, Vortex Lattice Method and a high-fidelity, Reynolds Averaged
Navier–Stokes solver. The developed modules for the low-fidelity solver are validated against the
high-fidelity and experimental measurements on two distinct flow cases.

Initially, a rectangular wing NACA23012 is considered to validate the numerical framework; the
main aim is to determine and to quantify the accuracy of each method. Two NACA23012 are considered
in tandem configuration; the relative position of the second wing is altered at various longitudinal,
horizontal and vertical positions. Computations are performed with both fidelity approaches and
compared with wind-tunnel measurements [10]. The low-fidelity solver over-predicts lift and drag
value compared with the available experiment, however the experiment and both fidelity solvers
predict the same location of minimum drag and maximum lift. Moreover, the effect of lead’s wing angle
of attack on the two wing aerodynamic performance is studied by considering three angles within the
linear range. It was found that no considerable variation of the lateral and vertical position occurs for
maximum aerodynamic performance for these three angles. The last test case considered is the flow
over a blended-wing-aircraft configuration; the multi-fidelity framework is employed to determine
the best aerodynamic position of the trail aircraft, and a drag reduction of 30% is achieved, which
agrees with similar studies. The developed multi-fidelity framework forms the basis for aerodynamic
performance estimation of larger formation flights (<3 bodies) and the robust data generation tool for
future multi-objective optimisation analyses.
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Abstract: The stresses resulting from wind gusts can exceed the limit value and may cause large-scale
structural deformation or even failure. All certified airplanes should therefore withstand the increased
loads from gusts of considerable intensity. A large factor of safety will make the structure heavy and
less economical. Thus, the need for accurate prediction of aerodynamic gust responses is motivated
by both safety and economic concerns. This article presents the efforts to simulate and model air
vehicle aerodynamic responses to various gust profiles. The computational methods developed and
the research outcome will play an important role in the airplane’s structural design and certification.
COBALT is used as the flow solver to simulate aerodynamic responses to wind gusts. The code
has a user-defined boundary condition capability that was tested for the first time in the present
study to model any gust profile (intensity, direction, and duration) on any arbitrary configuration.
Gust profiles considered include sharp edge, one minus cosine, a ramp, and a 1-cosine using
tabulated data consisting of gust intensity values at discrete time instants. Test cases considered are
a flat plate, a two-dimensional NACA0012 airfoil, and the high Reynolds number aero-structural
dynamics (HIRENASD) configuration, which resembles a typical large passenger transport aircraft.
Test cases are assumed to be rigid, and only longitudinal gust profiles are considered, though the
developed codes can model any gust angle. Time-accurate simulation results show the aerodynamic
responses to different gust profiles including transient solutions. Simulation results show that sharp
edge responses of the flat plate agree well with the Küssner approximate function, but trends of
other test cases do not match because of the thin airfoil assumptions made to derive the analytical
function. Reduced order aerodynamic models are then created from the convolution integral of gust
amplitude and the time-accurate responses to sharp-edge gusts. Convolution models are next used to
predict aerodynamic responses to arbitrary gust profiles without the need of running time-accurate
simulations for every gust shape. The results show very good agreement between developed models
and simulation data.

Keywords: wind gust responses; computational fluid dynamics; convolution integral; sharp-edge gust;
reduced order aerodynamic model

1. Introduction

Currently, the use of computational fluid dynamic (CFD) solutions is considered the state of the
art in modeling unsteady nonlinear flow physics and offers an early and improved understanding
of vehicle aerodynamics. In addition, these predictions can improve the accuracy of the structural
analysis, performance predictions, and flight control design. This translates into reduced project
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risk and enhanced analysis of system performance prior to prototyping and first flight. The use of
high fidelity aerodynamic simulations reduces the number of physical models and wind tunnel tests
required until the design process converges to a design that optimizes an objective function, satisfies
all mission requirements, and meets airworthiness standards. Specifically, the aircraft design should
ensure the structural integrity in the presence of wind gusts of considerable intensity.

Calm atmospheric conditions rarely exist because of the continuous presence of random
fluctuations in wind speed and direction. Wind gusts, in general, have continuous and random
distributions and can occur in different directions. These gust profiles are described with the power
spectral density technique. Sometimes, gust distributions can be represented as a discrete single
function such as “one minus cosine”. The impacts of these gusts (continuous and discrete) on the
aerodynamics and structure of airplanes should be understood in order to improve the safety and
functionality of designs economically. In particular, the aerodynamic responses to wind gusts are
important for low-altitude and high-speed flight conditions or for large-size flexible aircraft with small
natural frequencies [1]. FAR 25 (Federal Aviation Regulations, Part 25) requires that transport airplane
structures should withstand the presence of static loads due to discrete gusts of 1-cosine with a length
of 12.5 wing chord and a prescribed velocity at different flight envelope conditions [2]. In addition,
the airplane should be certified when dynamic gust loads described by the power spectral density
technique are encountered. A large factor of safety will make the structure heavy and less economical.
Thus, the need for accurate prediction of aerodynamic gust responses is motivated by both safety and
economic concerns.

Limited analytical solutions are available for gust predictions of two-dimensional test cases.
Küssner [3] was the first to calculate the indicial lift response of a flat plate to a vertical sharp-edge
gust in incompressible flow; his solution is known as the Küssner function. The Küssner function
can be approximated by an exponential series as reported by Jones [4] for incompressible flow or
by Mazelsky and Drischle [5] for compressible flow. As another example, Von Karman & Sears [6]
derived the frequency response to a sinusoidal gust. Note that these theories are limited only to
potential flow and a thin airfoil traversing gusts of low intensity. Techniques for gust generation in
wind tunnels are complicated; initial efforts were made to generate an oscillating gust in the wind
tunnel using a two-dimensional plunging airfoil mounted upstream of the test section [7]. Bennett and
Gilman [1] described a gust generation method tested in the NASA Langley Transonic Dynamics
Tunnel that used deflecting vanes. Compte-Bellot and Corrsin [8] used a hot wire technique to generate
isotropic homogeneous turbulence in a wind tunnel. All these techniques are limited on the length
scale of generated turbulence [9]. In addition, wind tunnel and flight testing are quite expensive and
typically available late in the aircraft design stage. An alternative is the simulation of wind gust using
computational methods with even further cost savings noticed by using a reduced order model.

The common industrial practice in computing the impacts of wind gusts on the aircraft structure
is to use the double lattice method or strip theory [10]. However, these methods are not accurate
in modeling nonlinear aerodynamics, e.g., the transonic regime, or when the viscosity effects are
important. There are limited studies of wind gusts using solutions of the unsteady Reynolds-averaged
Navier–Stokes (URANS) equations. This is because wind gust modeling is not typically available in
most commercial CFD codes. A few methods of time-accurate simulations of wind gust are described
in [11–18]. One approach is to add an artificial local gust velocity to each cell flow velocity [18,19].
The method can model any gust shape and the gust simulations can begin from the time that gust hits
the most forward point of the vehicle. However, the technique is not available in commercial codes.
Similar to analytical solutions, the method does not consider any effect of the vehicle on the gust
profile. Another common approach to model gust in CFD is to impose the gust velocities at the inflow
boundary of the computational domain. The main drawbacks include (1) the simulation time and cost
needed to transport the gust from the inflow boundary to the vehicle and (2) the need of fine grid cells
between the body and the upstream boundary. The second drawback can be mitigated by lowering
the numerical dissipation in the code. Another method of modeling gust in CFD has been reported
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by Jirásek [13], who tried to mimic the experimental gust generators by using a source-based method
in CFD to simulate a gust function of 1-cosine. The imposed gust velocity at the inflow boundary is
the method used in this article. This method is simple to apply and capable of modeling body and
gust interactions.

In more detail, the unstructured flow solver of COBALT is tested for simulating and modeling
wind gusts. This code has been used at the U.S. Air Force Academy (USAFA) for flow field simulation
of a variety of aerospace vehicles and for modeling nonlinear unsteady aerodynamics of maneuvering
aircraft [20–25]. The code development began in February 1990 and has proven to be very robust
and accurate since then. COBALT uses an arbitrary Lagrangian–Eulerian formulation and hence
allows all translational and rotational degrees of freedom. This feature has been used to simulate
aerodynamic behavior of a maneuvering aircraft [26] and to calculate the vehicle responses to a step
change in the angle of attack and pitch rate for creating indicial response aerodynamic models [27–29].
Additionally, COBALT uses an overset grid method that allows the independent translation and rotation
of each grid around a fixed or moving hinge line. This feature allows simulation of control surface
deflections and calculation of aerodynamic indicial responses to a step change in the control surface
deflection angle [30]. Once these indicial responses are calculated, a linear reduced order model (ROM)
can be created to predict aerodynamic responses to arbitrary changes in the angle of attack, pitch rate,
and control surface deflections through the superposition of indicial responses using Duhamel’s
integral. The model predictions are on the order of a few seconds and eliminate the need to run CFD
for each new maneuver. Likewise, ROMs can be created using the vehicle responses to a sharp-edge
gust in order to predict the aerodynamic responses to new gust profiles. This work is the first effort to
demonstrate the COBALT capability in simulating and modeling aerodynamic responses of arbitrary
configurations encountered wind gusts.

Test cases considered include a flat plate, a two-dimensional NACA0012 airfoil, and the high
Reynolds number aero-structural dynamics (HIRENASD) [31,32] configuration, which resembles
a typical large passenger transport aircraft. Test cases are assumed to be rigid and only longitudinal
(upward) gust profiles are considered, though the developed codes can model any flow field and gust
angled to a body. Gust profiles considered include a sharp edge, 1-cosine, a ramp up, and a 1-cosine
using tabulated data consisting of gust intensity values at discrete time instants. Gust responses of
two-dimensional test cases are calculated at Mach numbers in the range of 0.1–0.7. The lift responses
to sharp-edge gusts are then compared with an analytical solution of Küssner. The effects of the
Mach number on the gust responses are investigated for the two-dimensional cases as well. For the
HIRENASD configuration, flow-field simulations are first validated with measurements corresponding
to Mach 0.7 and Reynolds per length of 7 million. The sharp edge and 1-cosine gust responses of this
vehicle are then calculated at Mach numbers of 0.1 and 0.7.

Reduced order aerodynamic models are created using the convolution integral and simulated
vehicle indicial responses to a step change in the gust velocity (sharp-edge gust). These models are
then used to predict responses to arbitrary gust distributions, e.g., 1-cosine. The ROM predictions
are compared with time-accurate simulations of gust response (full-order models) to assess the
accuracy of models. Finally, the computational costs of creating models are compared with the costs of
time-accurate CFD solutions of gust responses. This article is organized as follows: First, gust modeling
techniques are presented. Test cases and the flow solver are described next. The simulation and
modeling results of gusts are then given followed by a discussion of the computational cost and
concluding remarks.

2. Gust Modeling Methods

A wind gust is formed by “random fluctuations in the wind speed and direction caused by
a swirling or eddy motion of the air” [33]. The random character of gust loads causes passenger
inconvenience and discomfort. Gust-induced loads can significantly impact the aircraft stability and
control (e.g., uncontrollable rolling moment) and structural integrity as well. Accurate predictions of
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gust loads is needed to assess the structural integrity and to estimate the aircraft stability and control
characteristics. Additionally, the development of a gust alleviation system will benefit from accurate
prediction of wind gusts [34].

Wind gusts can be characterized as vertical and horizontal. The horizontal gust can be divided
into lateral and head-on gust types. Vertical gusts increases stress on the wing, fuselage, and horizontal
tail structure. Horizontal lateral gusts change the loads acting on the fuselage, vertical tail, and pylon
structure; finally, the horizontal head-on gust impacts the loads acting on the flap structure. For a transport
aircraft, gusts are one of the largest source of structure fatigue. For a fighter aircraft, structure parts such
as thin-outer wing or pylons should take into account gust loads in their designs.

Jones [35] have reviewed the history of gust modeling approaches. Typically, wind gust
distributions have two trends: those which can be singled out as discrete gust profiles and those
that occur in random pattern (turbulence). The random behaving gusts are described using Fourier’s
transform and power spectral density method. Earlier gust studies were limited to fixed and simple
discrete gust distributions such as ramp and 1-cosine; these gust profiles are shown in Figure 1.
These gusts are characterized by the gust gradient distance (H) and the gust maximum intensity
(wg,max). According to Jones [35], gust gradient distance is generally assumed to be 100 feet (in the
United Kingdom) or 12.5 wing chords (in the United States). A 1-cosine gust profile is described with
the following equation:

wg =
wg,max

2
(1 − cos(

πX
H

)) (1)

where wg,max is the maximum gust velocity, x is the gust penetration distance, and H denotes the gust
gradient distance. The gust penetration distance is time-dependent and depends on the gust-front
speed (which equals aircraft speed in this work). For the purposes of this study, πX/H is assumed to
have a frequency of 1 Hz multiplied by the simulation time.

Figure 1. A continuous gust being singled out with a ramp and a one-minus-cosine gust profile.
This figure was adapted from [36].

Though a step gust (sharp edge) is not a realistic gust and is very difficult (if not impossible) to
being generated in a wind tunnel, the simulation of this gust gives valuable insight into the general
characteristics of the aircraft response to arbitrary gust distributions. Assuming an airplane with
quasi-steady aerodynamics and zero vertical motion encounters a sharp edge gust of intensity wg,
the incremental lift coefficient due to the gust is given by Fuller [37] as

ΔCL = CLα

(
wg/V

)
(2)

where CLα is the lift curve slope, and wg/V is the angle of attack in radians due to gust. The vertical
acceleration increment, in units of g, due to this gust is

Δn = ρCLαVwg/ (2W/S) (3)

where W/S is the wing loading. According to this equation, the gust loads become important for
aircraft with small wing loading and high flying speeds. This led to the first gust load regulations in
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1934, which reduced the maneuver load factors in all passenger aircraft to the range of 2.5–4.0 g in order
to take into account the incremental load factor when the airplane encounters a gust. Later, a factor
of K was added to the sharp-edge gust equation to model the unsteady aerodynamic effects due to
gust [37].

The exact unsteady lift response of a flat plate in incompressible flow to a unit step gust was
calculated by Hans Georg Küssner [3]. His solution is named Küssner function. The Küssner function
can be approximated by an exponential series in the form of [4]:

Ψ(s) = 1 − 0.5exp (−0.15s)− 0.5exp (−s) (4)

where Ψ(s) is the lift response of the flat plate encountering a step gust, and s = 2Vt/c is the
normalized time. The sharp-edge gust hits the plate leading edge at time zero. The lift-gust-curve
slope is defined as follows:

CLwg =
2π

V
Ψ(s). (5)

In this work, a convolution model is considered to predict linear aerodynamic responses to
an arbitrary gust distribution. The model for predicting incremental lift coefficient responses to a gust
takes the form of

ΔCL =
∫ s

0
CLwg(s − σ)ω̇g(σ)dσ (6)

where ωg is the forcing gust function (i.e., the 1-cosine) as a function of non-dimensionalized time and
CLwg(s) is the time-dependent lift-gust curve slope due to a sharp-edged gust excitation; CLwg(s) can
either being replaced with the Küssner approximation function or CFD data from the sharp edge wind
gust simulation.

The following steps are to be taken to calculate sharp edge gust response in COBALT. Steady-state
CFD data are first calculated for the calm case (zero gust velocities) at the desired Mach and Reynolds
numbers. The gust response is then calculated by imposing a step change in the upward gust
velocity at the inflow boundary. The gust will then travel with user-specified gust-front speed from
a user-specified initial position outside the gridded domain. The gust travels over the airfoil/aircraft
until a solution converges to its new steady conditions. The response function, Ψ(s), is then computed
by taking the differences between time-varying responses occurring after encountering the gust and
the steady-state solution at calm conditions, and dividing it by the step magnitude of the gust velocity.

3. Flow Solver

The flow solver used for this study is the COBALT code [38] that solves the unsteady,
three-dimensional, and compressible Navier–Stokes equations in an inertial reference frame.
In COBALT, the Navier–Stokes equations are discretized on arbitrary grid topologies using a
cell-centered finite volume method. Second-order accuracy in space is achieved using the exact
Riemann solver of Gottlieb and Groth [39], and least squares gradient calculations are achieved using
QR factorization. To accelerate the solution of the discretized system, a point-implicit method using
analytic first-order inviscid and viscous Jacobians is used. A Newtonian sub-iteration method is used
to improve the time accuracy of the point-implicit method. Tomaro et al. [40] converted the code
from explicit to implicit, enabling Courant–Friedrichs–Lewy (CFL) numbers as high as 106. Some
available turbulence models are the Spalart–Allmaras (SA) model [41], the Spalart–Allmaras with
rotation/curvature correction (SARC) [41], Wilcox’s k-ω model [42], and Mentor’s SST (Shear Stress
Transport) model [43].

To model an arbitrary wind gust, the “user-defined” boundary condition capability of COBALT

is used. Note that this capability allows gust simulation for any configuration of interest (two-
or three-dimensional cases). The user should then provide a subroutine (written in Fortran 90) to
treat any boundary condition of the computational grid with customized functions. As an example,
in normal (no gust) simulation of the flow around an airfoil, boundary conditions of far-field and
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no-slip wall available in COBALT are selected. The far-field conditions of COBALT use Riemann
invariants which enforce the specified flow values at an inflow boundary, but no flow value is enforced
at the outflow boundary. For the gust simulation purposes, the far-field boundary condition is replaced
with a user-defined one. A subroutine should therefore be provided that defines inflow conditions.
The subroutine should have free-stream conditions (Mach, pressure, temperature, etc.) for both the
calm and gust conditions. In the calm case, the flow velocity components, pressure, and temperature are
specified and are invariant in time. The gust velocities are set to zero as well. These data correspond to
the desired Mach and Reynolds numbers. In order to verify the accuracy of scripts, the calm conditions
can be compared with normal COBALT simulations using Riemann invariants at the free-stream. For the
similar Mach and Reynolds numbers and flow angles, the user-defined solutions (e.g., integrated forces
and moments) should exactly match those calculated using far-field boundary condition.

In the case of a gust, the gust conditions are specified in a time-varying manner appropriate for the
type of gust to be modeled, i.e., step-function, cosine, or any arbitrary form. For a step-function gust
simulation, the vertical gust component is specified that corresponds to the magnitude of the gust of
interest. The gust will travel with user-specified gust-front speed from a user-specified initial position
outside the gridded domain. Currently, the gust must start outside of the flow domain to ensure proper
gust front formulation. The gust script was originally written by William Strang of Cobalt Solutions,
LLC., Springfield, OH, USA, but has been built upon to simulate various gust profiles. Arbitrary
gust profiles can be modeled using tabulated data in which gust intensity at different time/positions
are listed. In order to assess the scripts, 1-cosine gust profile is considered and is modeled using
Equation (1) and tables. The cosine gust is defined by using the number of gust cycles, the frequency
of the gust, and the phase. All values in the script are non-dimensionalized using the speed of sound
before applying Salas’ farfield boundary condition [44] as well. The position of the gust front during
the simulation depends on time and velocity, both of which depend upon where the gust begins and
propagates to. Finally, the gust responses using Equation (1) and tabulated data are then compared.

4. Test Cases

4.1. Two-Dimensional NACA0012 Airfoil

This airfoil is selected because of the available static and dynamic experimental data. The solution
of a sharp-edge gust traveling over this airfoil is compared with the Küssner approximation function
and might also be compared with a flat plate response. The computational grid of this airfoil was
generated using POINTWISE. The grid has 72,852 cells with a circular free-stream region with a radius
of 50c. The grid cells around the airfoil surface can be seen in Figure 2. Boundary conditions are
user-defined for the free-stream, and no-slip wall for the airfoil. The chord length of the NACA0012
airfoil is 1 m. The pitch axis and moment reference point is 0.25 m past the leading edge.

Figure 2. NACA0012 grid. Grid consists of 72,852 cells. Grid has pismatic sublayers around airfoil and
tetrahedral cells in the outer region.
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The computational grid had been previously validated with static and dynamic experimental
data in [27]. The Spalart–Allamaras turbulence model is used for all two-dimensional simulations.

4.2. The HIRENASD Model

After the two-dimensional testing were completed, a three-dimensional test case was chosen to be
accomplished using the HIRENASD configuration, a configuration funded by the German Aerospace
Center (DLR) [32]. The HIRENASD configuration resembles a typical large passenger transport aircraft
wing with a leading sweep angle of 34◦ with a supercritical wing profile of BAC 3-11. The wind tunnel
model has a half span of 1.28571 m, a mean aerodynamic chord of 0.3445 m, and a wing reference area
of 0.3925 m2. The computational grid used can be seen in Figure 3 and has approximately 4 million
cells. The Spalart–Allmaras with the rotational correction (SARC) turbulence model was selected for
the three-dimensional computational case tested.

Figure 3. HIRENASD surface grid. Symmetry plane is shown in green.

Experimental data of the HIRENASD configuration is available from the European Transonic
Wind tunnel (ETW), which is a cryogenic facility with a closed circuit with nitrogen gas as a fluid.
The measurements include a pressure coefficient data at different span wise positions given in [32].
These measurements correspond to Mach 0.7 and a Reynolds per length of 7 million and is considered
in this work as validation for the computational results.

A viscous grid is generated around this configuration. The grid has three boundary conditions:
far-field, symmetry, and no-slip wall. The grid is shown in Figure 3 has prism layers around the walls
and tetrahedra cells elsewhere. This grid has around 4 million cells. Figure 4 shows the grid calculated
y+ values at the upper and lower surfaces at Mach 0.7. Figure 5 compares COBALT predictions of
pressure coefficient data with experimental data measured at tap positions. The simulations use the
SARC turbulence model and run for Mach 0.7, a Reynolds per length of 7 million, and an angle of
attack of 1.5◦. Figure 5 shows that the CFD data agree well with the experimental data at most locations,
in particular at the lower surfaces. The biggest discrepancy is seen at the upper surface, at positions
near the wing tip, and at the wing’s leading edge, where CFD predictions over-estimate experimental
pressure data. Note that, in simulations, the body is rigid, while this is considered a flexible model in
the wind tunnel. Overall, these results confirm the validity and accuracy of computational methods
used in this work for the HIRENASD configuration and any further results using this configuration.

177



Aerospace 2018, 5, 43

(a) Top surface. (b) Bottom surface.

Figure 4. HIRENASD y+ distribution at Mach 0.7.

Figure 5. Validation of HIRENASD CFD models with experimental data. For section position, refer
to [32]. In the figures, solid lines show COBALT predictions using SARC turbulence models. The upper
surfaces are shown with yellow-filled markers. The black-filled markers show the bottom surface.
Simulations and experimental data correspond to Mach 0.7, a Reynolds per length of 7 millions, and an
angle of attack of 1.5◦.

5. Results and Discussions

Computational resources were provided by the DoD’s High Performance Computing
Modernization Program. All airfoil simulations are run on the U.S. Air Force Research Laboratory
(AFRL) ‘Lightning’ Cray XC30 system (2370 computing nodes with 24 cores per node running two
Intel Xeon E5-2697v2 processors at a base core speed of 2.7 GHz with 63 GBytes of RAM available
per node). HIRENASD simulations were run on the Engineering Research Development Center’s
(ERDC’s) ‘Topaz’ SGI ICE X System (3456 computing nodes with 36 cores per node running two Intel
Xeon E5-2699v3 processors at a base core speed of 2.3 GHz with 117 GBytes of RAM available per
node). All gust simulations resumed from a calm condition solved with 2500 time steps to allow
the flow around the vehicle to become steady. Second-order accuracy in time and three Newton
sub-iterations are used as well. NACA0012 airfoil simulations used SA turbulence model and a time
step of 1 ×10−4 s, while the HIRENASD configuration used the SARC turbulence model and a time
step of 1 ×10−4 s.
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5.1. Validation and Verification of User-Defined Codes

The first set of results presents the verification plots for the codes developed by the authors.
In COBALT, the free-stream region is modeled with Riemann invariants that are integrated into the
solver. In this work, however, the free-stream boundary of the computational grid is represented
by a user-defined code. This code was scripted for modeling calm and gust simulations over any
arbitrary configuration. In order to verify the scripts, Figure 6a shows the lift coefficient of NACA0012
airfoil calculated from (1) the far-field boundary condition (2) and the user-defined codes run for calm
conditions. In the first method, the free-stream angle of attack, Mach number, pressure, and temperature
are defined in the COBALT main input file. Simulations shown in Figure 6a correspond to Mach number
of 0.1 and the static pressure and temperature values in order to have a Reynolds number of 5.93 × 106.
The angle of attack changes from zero to 20◦. In the second method, the free-stream data of the
main input file are discarded; instead, they are given in the user-developed script. Flow velocity
components are specified to have a Mach number of 0.1 and an angle of attack in the range of zero
to 20◦. Static pressure and temperature are defined to have a Reynolds number of 5.93 × 106. For the
calm conditions, gust velocities are set to zero as well. Figure 6a shows that the calculated lift coefficient
values from the used-defined code perfectly match with those obtained from simulations using the
far-field boundary condition.

(a) Verification of user-defined codes. (b) Verification of tabulated data.

Figure 6. Verification of user-defined codes. In (a), lift coefficient values are plotted vs. the angle of
attack using the far-field boundary condition of COBALT and the user-defined scripts of calm conditions.
In (b), a 1-cosine vertical gust profile is simulated using the analytical function and tabulated data.
The 1-cosine function has an amplitude of 1 m/s, one cycle, and a gust gradient distance of about 17c.

For modeling an arbitrary gust distribution, the script written by the authors defines the gust data
in tabular format. The table consists of gust velocity values at specific time instants. Figure 6b shows
NACA0012 airfoil lift coefficient responses against a 1-cosine gust profile. The responses are from (1)
an analytical function scripted and (2) tabulated data of the 1-cosine function. The gust profile has one
cycle, amplitude of 1 m/s, and a gradient distance (H) of about 17c. Figure 6b shows that solutions
from both methods of defining the gust perfectly match, confirming the capability of the code to model
any gust profile. Notice that, in Figure 6b, gust should travel 60 m with a speed of about 34 m/s before
it hits the airfoil leading edge. One cost associated with modeling wind gusts with imposing the gust
velocities at the inflow boundary is the computational costs needed to propagate the wind across the
flow domain until it has interacted with the object.

Finally, the sharp-edge predictions from COBALT at inflow Mach numbers of 0.1 and 0.5 are
compared with analytical solutions of a thin airfoil at zero Mach number and Mach 0.5 in Figure 7.
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In both runs, the gust velocity is 1 m/s, and the gust travels from x = −30m. Analytical approximation
data correspond to Jones [4] for zero Mach number and Mazelsky and Drischle [5] for M = 0.5. In order
to have a fair comparison, a flat plate of 1 m long was modeled in the solver. The computational
domain has a circular free-stream around the plate with a radius of 25 m as shown in Figure 7a.

Overall, the calculated CFD trends and values (normalized by gust intensity and free-stream
velocity) match very well with analytical solutions. However, CFD simulations at Mach 0.1 show
oscillating behavior as the gust approaches the plate and crosses over it. This is possibly due to the
strong interactions between the plate and the gust at small Mach numbers or the large ratios of gust
to free-stream velocity. Another interesting observation is that the analytical solutions show zero
lift increment until the time that gust hits the most forward point of the plate. In contrast, CFD lift
data begin to rise before the gust hits the plate. Figure 7 shows that the sharp edge responses reach
different steady-state values depending on the Mach number; this value increases by increasing the
Mach number due to compressibility effects. In addition, the M = 0.5 response trend shows a longer
transient behavior to reach its steady-state value than M = 0.1.

(a) Sharp-edge gust modeling. (b) Validation with analytical data.

Figure 7. CFD and analytical data of the lift-gust curve slope due to a unit sharp-edge gust at
M = 0.1 and 0.5. The test case is a flat plate 1 m long. CLwg, the lift-gust curve slope, is defined as

2π

V.wg
[CL(wg �= 0, t)− CL(wg = 0, t = 0)] and has units of per radian. M = 0 analytical data are from

Jones approximation function [4]; analytical data at M = 0.5 are from Mazelsky and Drischle [5].

5.2. Simulation Results of NACA0012 Airfoil

Firstly, the NACA0012 airfoil was used to simulate unit sharp edge gust responses across the flow
domain for Mach numbers 0.1, 0.3, and 0.5. The calculated CLwg (lift-gust curve slope) values at these
Mach numbers can be seen in Figure 8 and are shown with the analytical approximation function at
a zero Mach number. Figure 8 shows that the airfoil response at M = 0.1 does not match with the
analytical solution as it is valid only for thin airfoils. The responses reach larger steady-state values,
as the Mach number increases due to compressibility effects. In addition, Figure 8 shows that the gust
effects on airfoil could be seen even before the gust hits the airfoil leading edge. Oscillating behavior
could be seen for the airfoil response at M = 0.1 as well.

Figure 8b–e show the flow solutions of a unit sharp edge gust traveling over the airfoil at a Mach
number of 0.1 and 0.5. In these figures, gust travels from left to right. Inspecting velocity data shows
that the sharp edge gust is not a very exact representative of the mathematical model because there is
no visible gust front where, at its right side, vertical velocity is zero and then becomes 1 m/s. Instead,
the vertical velocity changes from zero to 1 m/s over a small distance. Note that modeling an exact
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sharp edge in CFD is not possible because of discontinuity in the flow field. This might explain why
airfoil responds sooner to gusts than do analytical solutions. Additionally, Figure 8b–e show that the
gust profile will be affected as it approaches and crosses over the airfoil. However, the interaction
time between airfoil and gust is much shorter for larger Mach numbers. These interactions cause the
oscillation behavior seen at small Mach number plots.

(a) NACA0012 airfoil sharp-edge gust responses.

(b) M = 0.1 and s = 105. (c) M = 0.1 and s = 119.

(d) M = 0.5 and s = 105. (e) M = 0.5 and s = 119.

Figure 8. NACA0012 airfoil responses to a unit sharp-edge gust at Mach numbers of 0.1, 0.3, and 0.5.
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Figure 9 shows 1-cosine gust responses using an analytical equation. Figure 9a presents lift coefficient
increments from calm conditions, ΔCL, for Mach numbers 0.1, 0.3, and 0.5 at wind gust speeds of 1 m/s,
3 m/s, and 5 m/s, respectively. In all simulations, the gust front travels from x = −60m, which is
outside the inflow boundary towards the airfoil with free-stream velocity, V, at a zero angle of attack.
Though wg/V is similar in these runs, but the increments are bigger for larger Mach number again
due to compressibility effects. Notice that gust hits the airfoil at different times because of different
gust front speeds, such that the larger the Mach number is, the sooner the gust impacts the airfoil.
Figure 9b–c show the wind gust as it propagates over the flow domain until it reaches the airfoil.
The vertical velocity data show the 1-cosine gust profile with a centered maximum velocity. Figure 9c
shows that gust profile changes due to its interaction with the airfoil flow field.

(a) NACA0012 airfoil 1-cosine gust responses.

(b) M = 0.1 and s = 105. (c) M = 0.1 and s = 146.

Figure 9. NACA0012 airfoil responses to a 1-cosine gust at Mach numbers of 0.1, 0.3, and 0.5. ΔCL is
defined as CL(wg �= 0, t)− CL(wg = 0, t = 0).

The ramp gusts can be seen in Figure 10, with Figure 10a displaying the ΔCL (lift coefficient
increments from calm conditions) for Mach numbers 0.1, 0.3, and 0.5 at wind gust speeds of 1 m/s,
3 m/s, and 5 m/s, respectively. In Figure 10b–c, the ramp wind gust is seen to propagate nicely over
the flow domain until it reaches the airfoil.

Plotted in Figure 11 is the CFD simulation data, the quasi-steady model using Equation (2),
and the convolution model (6) for both cosine and ramp gust shapes. The convolution model is able
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to use the sharp edge gust simulation results, and its predictions perfectly match with the CFD data
obtained from COBALT, matching the peak magnitude, shape, phase (with respect to the wind gust),
and transient effects towards the end. The quasi-steady model is able to approximate everything but is
not nearly as accurate. It lacks phase correction, accurate magnitudes, and transient effects such that
the smaller the Mach number, the more poorly ΔCL matches the CFD or convolution model data.

(a) NACA0012 airfoil ramp gust responses.

(b) M = 0.1 and s = 105. (c) M = 0.1 and s = 146.

Figure 10. NACA0012 airfoil responses to a ramp gust at Mach numbers of 0.1, 0.3, and 0.5. ΔCL is
defined as CL(wg �= 0, t)− CL(wg = 0, t = 0).

(a)

Figure 11. Cont.
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(b) 1-cosine, M = 0.1 and wgmax = 1 m/s. (c) 1-cosine, M = 0.5 and wgmax = 5 m/s.

(d) Ramp, M = 0.1 and wgmax = 1 m/s. (e) Ramp, M = 0.5 and wgmax = 5 m/s.

Figure 11. NACA0012 airfoil gust response modeling.

5.3. Simulation Results of HIRENASD Configuration

The HIRENASD configuration underwent test environments similar to those that of the
NACA0012 simulations. At Mach numbers of 0.1 and 0.7 and a wind gust of 1 m/s, a unit sharp
edge gust was tested, and the CLwg (lift-gust curve slope) can be seen in Figure 12, where the result is
shown with those of the NACA0012 simulations. The HIRENASD gust begins from x = −40m and the
geometry has a mean aerodynamic chord different from that of the airfoil. The HIRENASD plots in
Figure 12 are therefore translated to match the starting point of the NACA0012 airfoil. Figure 12 shows
that the HIRENASD indicial response trends are very different from those of the NACA0012 airfoil.
Interestingly, it has a shorter build-up time to a steady-state solution. Note that the steady-state values
are lower than those found for the airfoil due to wing tip losses and other effects. The only method to
estimate 3D aircraft responses is CFD, since analytical solutions are not applicable and it is not feasible
to test a sharp edge gust in a wind tunnel.

In more detail, Figure 13 depicts a sharp edge gust flowing across the flow domain on the
HIRENASD configuration. The vertical velocity is depicted on the symmetry plane, and the pressure
coefficient is presented on the HIRENASD geometry. In each successive subplot, the gust is seen
propagating from right to left until it has almost made complete contact in Figure 13c,d and reaches a
steady-state value by Figure 13f. The gust shape again changes as it interacts with the vehicle. The wing
upper surface shows pressure changes as the gust crosses over it.

Additionally, 1-cosine and ramp wind gusts are tested at Mach 0.7 with upward wind gusts of
1 m/s and 7 m/s coming from the inflow boundary at x = −40m . The results of the CFD predictions
are shown in Figure 14, where the trends of ΔCL caused by the cosine and ramp simulations appear
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to reacting similarly to how the NACA0012 simulations did. The convolution model is also applied
by using the data from the sharp edge gusts to predict the cosine and ramp gusts at Mach 0.7 with
wind gust speeds of 1 m/s and 7 m/s. The results show that the model is able to accurately predict
time-accurate simulation data, as seen in Figure 14b–e.

(a) M = 0.1 (b) M = 0.7

Figure 12. HIRENASD and NACA0012 airfoil responses to a unit sharp-edge gust at Mach numbers of
0.1 and 0.7.

(a) s = 107. (b) s = 119.

(c) s = 131. (d) s = 143.

Figure 13. Cont.
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(e) s = 156. (f) s = 166.

Figure 13. HIRENASD responses to a unit sharp-edge gust at Mach number of 0.1. Symmetry plane is
colored by vertical velocity. Wing is colored by pressure coefficient.

(a)

(b) 1-cosine, M = 0.7 and wgmax = 1 m/s. (c) Ramp, M = 0.7 and wgmax = 1 m/s.

(d) 1-cosine, M = 0.7 and wgmax = 7 m/s. (e) Ramp, M = 0.7 and wgmax = 7 m/s.

Figure 14. HIRENASD gust response modeling.
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5.4. Computational Costs

Running a simulation where the wind gust has to start outside of the flow domain and propagate
across until it reaches the vehicle can become computationally costly. For the flat plate example,
the sharp edge gust propagates from outside its domain with x = −30m at zero time. The gust front
speed was set to free-stream speed. Figure 7 shows that CFD prediction matches with the analytical
approximation data. There is a “time-to-hit-gust” in the CFD data; the data obtained during this time
are not of any significant importance in this work.

For the NACA0012 airfoil at M = 0.1, a starting gust position x = −60m, and a time step of
1× 10−4 s, it takes approximately 17,632 time steps in COBALT for the gust front to reach x = 0, which is

the location of the leading edge of the airfoil. The computational cost is inversely proportional to both
the size of the domain and the Mach number of the flow field being investigated. The computational
cost increases as the size of the object increases and the size of the gust increases in order to obtain
a complete representation of flow features that develop after the gust has passed and reached
steady-state values.

However, in order to remain consistent in making scripts and handling data, 2500 startup
(zero gust speed) iterations followed by 47,500 simulation time steps were chosen for the
two-dimensional NACA0012 cases. This design choice led to simulations using approximately 1.5 CPU
hours (a few minutes on 24 cores) for the startup iterations and 50–72 CPU hours ( 2.5 h of real
time on 24 cores) for the wind gust simulations. The total CPU hour usage for the 2D portion of this
study to obtain sharp edge gust and cosine simulation data was approximately 2952 CPU hours on
the “Lightning” system, but this did not include the CPU time used in diagnosing errors or ramp
simulations. The cost of creating ROM was only 246 CPU hours.

The 3D HIRENASD simulation took significantly more processing power to run a single
simulation due to the increased number of elements. In obtaining the results, 2500 startup iterations
used approximately 1500 CPU hours, and the remaining 15,000 iterations to obtain the wind gust
simulation data used approximately 8300 CPU hours (4 hours of wall clock time on 2016 cores) for
a total of 19,600 CPU hours used on the ’Topaz’ system to calculate the sharp edge and cosine gust
simulations, and this does not include the CPU time used in diagnosing errors. This particular case
could net a total of 50% savings or more, i.e., 9800+ CPU hours, if the sharp edge gust only were
calculated and if the convolution model were applied to obtain the cosine gust.

6. Conclusions

A user-defined script written for COBALT was developed and used to model wind gusts by
forming them at the far-field boundary and allowing them to propagate across the flow domain.
The script was proven to offer no difference in answers calculated by traditional methods of running
COBALT simulations. Sharp edge, ramp, and cosine gusts can now be modeled using COBALT, offering
enough precision to match calculations from other works and analytical solutions.

By using a sharp edge gust and the convolution model, the coefficient of lift was estimated and
matched to a cosine gust simulated in COBALT. The convolution model was found to be as accurate as
the simulations themselves and would finish calculations on the order of a minute or two compared to
the many CPU hours needed in finding a solution with COBALT.
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Nomenclature

a acoustic speed, m s−1

c chord length
CFD computational fluid dynamics
CPU central processing unit
CL lift coefficient
CLα lift curve slope
CLwg lift-gust curve slope
Cp pressure coefficient, (p − p∞)/q∞

CREATE Computational Research and Engineering Acquisition Tools and Environments
DDES Delayed Detached Eddy Simulation
DoD Department of Defense
ETW European Transonic Windtunnel
H gust gradient distance, m
HIRENASD high Reynolds number aero-structural dynamics
HPC High Performance Computing
ΔL incremental lift
M Mach number, V/a
Δn vertical acceleration increment
p static pressure, N/m2

p∞ free-stream pressure, N/m2

Ψ(s) Küssner exponential series approximation or sharp edge gust data
q∞ free-stream dynamic pressure, N/m2

s normalized time
S wing area
SA Spalart–Allmaras
SARC Spalart–Allmaras with rotational and curvature correction
RANS Reynolds Averaged Navier Stokes
t time, s
USAFA United States Air Force Academy
V∞ free-stream velocity, m s−1

u,v,w velocity components, m s−1

wg gust vertical velocity, m s−1

wg,max maximum gust vertical velocity, m s−1

X gust penetration distance, m
x,y,z grid coordinates, m
y+ non-dimensional wall normal distance
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Abstract: The effect of thermal and chemical boundary conditions on the structure and chemical
composition of the wake behind a 3D Mach 7 sphere-cone at an angle of attack of 5 degrees and
an altitude of roughly 30,000 m is explored. A special emphasis is placed on determining the
number density of chemical species which might lead to detection via the electromagnetic spectrum.
The use of non-ablating cold-wall, adiabatic, and radiative equilibrium wall boundary conditions
are used to simulate extremes in potential thermal protection system designs. Non-ablating, as well
as an ablating boundary condition using the “steady-state ablation” assumption to compute a
surface energy balance on the wall are used in order to determine the impacts of ablation on wake
composition. On-body thermal boundary conditions downstream of an ablating nose are found to
significantly affect wake temperature and composition, while the role of catalysis is found to change
the composition only marginally except at very high temperatures on the cone’s surface for the
flow regime considered. Ablation is found to drive the extensive production of detectable species
otherwise unrelated to ablation, whereas if ablation is not present at all, air-species which would
otherwise produce detectable spectra are minimal. Studies of afterbody cooling techniques, as well as
shape, are recommended for further analysis.

Keywords: hypersonic; wake; chemistry; slender-body; angle of attack; detection; after-body

1. Introduction

1.1. Introduction and Theory

As hypersonic vehicles grow in number and capability, a keen interest is growing in the
observability and detection of these vehicles by states seeking to defend against threats made possible
by rapid advances in hypersonic technology. Gradual evolutions in the maneuverability of reentry
vehicles and the development of scramjet powered vehicles are now yielding unprecedented range and
speed of strike for hypersonic weapons while potentially enabling evasion of detection [1]. Figure 1
shows the trajectory of a traditional ballistic missile and also that of a suppressed “boost-glide”
trajectory, wherein the flight vehicle separates from its boost stage and burns back towards the earth
before turning into a glide at significantly lower altitude than a traditional original ballistic trajectory.
This study will focus on a single point within the glide trajectory.
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Owing to their unconventional trajectory, hypersonic weapons may decrease the odds of detection,
and so methods of detection are of increasing interest to nations hoping to defend against such threats.
Since many forms of detection rely upon active and passive use of the electromagnetic spectrum,
the emissions of hypersonic vehicles from across the EM spectrum are of interest. Analysis of the
emissions from a given system across the entire spectrum being quite a far reaching task, this paper
will focus on assessment of the thermal and chemical environment, which can then be extrapolated for
a particular case of interest in order to determine the emissions characteristics.

Hypersonic flow differs from regular supersonic flow primarily in that temperatures regularly
reach sufficient levels to change the chemical nature of the gas. As shock layer and stagnation
temperatures reach upwards of 800 K, vibrational modes are excited in the air molecules, leading to a
change in the specific heats as a function of temperature [2]. As the temperature increases to 2000 K,
the vibrations become sufficiently violent as to lead to the dissociation of the molecular O2, and by
4000 K most of the oxygen has been dissociated into atomic oxygen [2]. The dissociated oxygen is
free to chemically react with the other species, resulting in formation of various combinations of
nitrogen and oxygen, to be discussed later in this section. As temperatures increase, ionization begins
to occur in significant quantities, pumping free electrons into the flow and eventually forming a plasma.
As temperature continues to increase, the shock and boundary layers can begin to radiate energy into
the body and surrounding flowfield, cooling the shock and boundary layers but heating the body.
Between these and other nonlinearities in the shift of flow properties in air at high temperatures,
actual gas temperature is dramatically different than that which predictions for an ideal gas would
yield [2].

The flow in the vicinity of leading edges, or the nose in the case of a cone, tends to be in chemical
nonequilibrium downstream of the subsonic stagnation region [2]. Nonequilibrium occurs when the
relaxation time for a given chemical reaction is on the same order as the local speed of the flow [2].
However, as molecules collide, relax and recombine in irreversible processes, they form species
different from those in the original freestream composition of the air and indeed different from those
species formed by a gas in purely chemical equilibrium [2]. As the hot gases generated in the stagnation
region then travel downstream through the boundary layer, they tend towards an equilibrium state [2].
Because of high entropy introduced by the severe gradients and chemical reactions around the nose,
the downstream boundary layer is thickened considerably as compared to a non-reacting flow. Finally,
in many circumstances, the proximity of the shock to the body near the leading edges causes the
viscous boundary layer to interact with the shock layer, further complicating the physics and chemistry
of the flow [2].

The current effort is focused on a 3.5 m long, 7 degree half-angle cone traveling at Mach 7 at 30 km
altitude (yielding a Reynolds number of 4.1 M), with an angle of attack of 5 degrees, summarized in
Table 1.

Table 1. Summary of Flight Conditions.

Flight Condition Value

Mach 7
Altitude (Km) 30
Velocity (m/s) 2115

Angle of Attack (deg) 5
Density (kg/m3) 0.01841
Temperature (K) 226.5

Reynolds Number 9,237,700
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Figure 1. A ballistic and a suppressed flight trajectory.

The goals of this investigation are:

1. Determine a bounding series of predictions into which the subject vehicle’s wake compositions
should fall

2. Determine the role of body chemistry on wake composition
3. Determine role of body’s thermal history in the wake
4. Explore the role of chemical reactions in wake composition

At Mach 7, temperatures behind the shock are not sufficiently high as to merit concern for strong
ionization or radiation of the flowfield [2,3]. Temperatures for a Mach 7 vehicle at 30 km can be
estimated to be just over 2000 K behind the shock for a chemically reacting flow [2]. Indeed the
temperatures at the Mach number and altitude of interest only surpass the 2000 K threshold for oxygen
dissociation near the nose for most thermal boundary conditions, as “in general, the surface of a
hypervelocity entry vehicle is much cooler than the flow temperature directly behind the shock” [4].
Additionally, substantial nonequilibrium effects tend to persist along the body on the order of unity in
millimeters for the more extreme case of a wedge at 6638 m/s, or roughly three times the speed in
this study at similar altitude conditions [2]. Thus, for a slender vehicle where much of the body is far
from the shock, the majority of flow around the vehicle will be in chemical equilibrium at the present
flight conditions, with the composition of the flow remaining roughly constant until the end of the
body is reached [2]. Because this study is interested in the chemical composition of the wake, which is
significantly influenced by the chemical reactions occurring at the nose, accurate assessment of the
chemistry at the nose and subsequent relaxation must be performed.

A number of chemistry models are available to the numerical investigator of hypersonic flows.
Figure 2 demonstrates the various chemistry models that are most commonly used for a given flight
regime. Depending upon the flight altitude, velocity and thermal protection system (TPS), a broad
array of potential combinations of atomic and molecular species may be present in the flow. For flight
speeds ranging up to around 5 km/s, a 5-species model consisting only of O, O2, N, N2, and NO
is generally sufficient to accurately capture the effects of chemistry within a flow [3]. Above these
speeds, a higher number of species must be used in order to capture the effects of ion formation via
the formation of NO+ and the associated free electrons, and still more species must be considered at
even higher speeds. Figure 2 also shows the limits of the ranges for chemical and thermal equilibrium
as well as non-equilibrium conditions. It is clear that this study falls squarely within the chemical
equilibrium, 5-species flight regime. However, as shall be discussed later, the 7-species model must be
used in order to adequately capture the effects in the wake.

Of particular significance to the present effort are the electron density and that of nitric oxide
(NO). Elevated electron densities are detectable via microwave reflection from the wake, while NO
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eventually recombines into the formation of NO2, which itself produces optically detectable spectral
emissions [5]. Additionally, the nitrosonium ion NO+ forms by the collision of N and O molecules,
releasing an electron to form NO+ and thereby introducing electrons into a flow incapable of producing
ionization by virtue of temperature alone [5]. NO+ can also be formed by the collision of NO with
either N2 or O2 [3]. The free electrons may then be observed via microwave beam reflection by a
casual observer and so NO+ is also tracked in order to determine the degree to which electrons are
produced by this reaction [5]. Carbon dioxide, which is formed by a carbon ablator, is also investigated.
High temperature CO2 is known to produce emissions in the infrared spectrum [6]. The cyanogen
molecule, CN, is also produced from an ablating carbon surface in air, and is a strong emitter at high
temperatures. Finally, the density of molecular carbon in the wake is also investigated, as ablated
carbon molecules in the flowfield may emit as black-bodies which remain at elevated temperatures far
into the wake, thus providing still further fodder for detection.

Figure 2. Review of chemical makeup vs flight regime for a 30.5 cm radius sphere. Reproduced from
NASA RP1232 [3].

A further consideration is how chemical species are resolved at the wall. The catalysis model,
which determines the gradient of chemical compositions at the wall, can significantly influence the
chemical composition in the boundary layer, the heat transfer to the body and ultimately the wake [4].
Species which have dissociated or chemically reacted through the shock and outer portions of the
boundary layer tend to relax towards their equilibrium values as they approach the wall through the
boundary layer as they collide with other atoms or molecules to redistribute their elevated energy
states [2,4]. However, in the case of a nonequilibrium flow at the surface wherein not all species have
fully relaxed before hitting the wall, when the molecules collide with the generally cooler wall they are
able to impart some of their energy into the wall and are thereby catalyzed to relax substantially [7].
This chemical reaction on the wall can also significantly heat the body, and strongly depends upon
the composition and behavior of the TPS [7]. For example, Gnoffo et al., 2010 states that “metallic
surfaces are generally considered to be strongly catalytic but the potential formation of an oxide
coating introduces uncertainty in the proper formulation of this boundary condition” [7]. Furthermore,
according to Barnhardt et al. 2009. “It has been conjectured that surface catalysis may be enhanced
by the presence of larger concentration gradients” [8]. Thus the setting of any given catalysis model
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for the wall is assuming behaviors not just for the body’s response to the flow, but for the flow itself,
presenting a challenging conundrum in understanding the chemical composition of the boundary
layer for an unspecified object.

For the purposes of bounding the problem, Gnoffo et al., 2010 used a super-catalytic and also a
non-catalytic wall condition [7] in order to predict conditions on the FIRE II capsule. The super-catalytic
condition sets species values at the wall equal to freestream values, while the non-catalytic condition
sets species gradients equal to zero at the wall. Another species boundary condition is the fully-catalytic
wall, which assumes that all dissociated or ionized species catalyze to molecular species. A final general
catalysis model is the equilibrium-catalytic model, which assumes that all species are catalyzed to
equilibrium values for the temperature and pressure at the wall, and specifies a mass-fraction gradient
for each species equal to zero at the wall [9]. In some CFD codes, material responses have been
characterized in such a way as to provide material-specific catalysis models for some common ablators,
adding to the arsenal of available material response options [9].

Figure 3, which highlights RMS of density gradients from a simulation in the present effort,
closely matches in its features the structures reported by theoretical, CFD and DSMC computational
efforts found in the literature[1,10–13]. Sharpness or bluntness of the body merely adjusts the length
scales and strength of each structure in terms of chemical and gas property gradients [12,13].

Figure 3. Density gradients within a hypersonic wake (A) and Streamlines of a hypersonic wake (B).

Figure 3 shows several key features of a hypersonic wake, which were thoroughly explored in the
1960’s [10] and the extents and variations of which have since been greatly studied [13–15]. First are
the boundary layer streamlines which are pulled in towards the vacuum of the passing body and
compressed by their meeting at the neck stagnation point, at which location the wake temperature
is the greatest and tends to closely mirror the temperatures reached on the body at the nose [1,16].
The size of this region is quite sensitive to the freestream number density, growing in length with
decreased density as the molecules gain more freedom to move [12]. It is additionally sensitive to
wall temperatures, and so may vary substantially in size based on thermal boundary conditions,
and sensitive also to angle of attack and Reynolds number [13–15]. A recompression shockwave
is formed by the converging boundary flows, leaving a central core of expanding flow filled with
the products of the boundary layer. Flow outside the recompression shock is characterized by an
expanding region as the flow turns over the shoulder, which is in turn surrounded by a free shear layer
as the remainder of the boundary layer mixes with the expanding flow below and the near-freestream
conditions above it.

The effects of angle of attack on the flow both over the body and the wake are significant [14,17].
The flowfield becomes asymmetric, with the windward side shock sitting quite close to the body,

195



Aerospace 2018, 5, 30

while the leeward side shock is drawn away from the body according to the angle of attack.
Combined with a vortical cross-flow formed by the strong acceleration of the fluid around the nose
from the windward side to the leeward side, the windward side and leeward side of the flow differ
dramatically both in terms of chemical composition and boundary layer properties. Additionally,
the boundary layer on the leeward side is much thicker than the windward side [17]. These very
different layers then pour into the vacuum behind the vehicle, causing an asymmetric wake to form,
in which the hotter gases from the windward side produce a higher concentration of chemically active
species on the windward side of the wake and the stronger recombination shock located there [16].
Overall, the effect of non-zero angle of attack on the properties of the flowfield around and behind
a cone is well-documented by authors from the 1960’s to present [14,17], but little data has been
published, numerically or experimentally, to explore the composition of the wake of a slender vehicle
under the present flight conditions. This study will endeavor to examine the thermochemical properties
of the flow as driven by these various features.

2. Methods

The Langley Aerothermodynamic Upwind Relaxation Algorithm (LAURA) v5.5-74986 was used
for all simulations. Reviews of the numerics and physics models are provided, amongst other places,
in [1,7,18,19] and will not be covered in detail here. LAURA is a multiblock, structured solver which
has both a point-implicit and a line-implicit solution method available. For the purposes of this
study the point-implicit method was utilized on all wake computations due to the three-dimensional,
cross-block nature of the wake flow [8,14].

2.1. Grid Generation and Alignment

An unaligned 3D grid of 24 blocks 33 × 33 × 72 in dimension arrayed in a butterfly topology
around a 25th nose block of 32 × 32 × 72 was developed using Pointwise, with the x-direction
oriented along the body’s centerline, y-direction facing the symmetry, and z completing the
right-handed coordinate system pointing across the body’s diameter. The grid modeled half the
body, an axisymmetric case being impossible because of angle of attack effects, and a 2D case likewise
not being able to capture the important 3D phenomenon associated with a cone at angle of attack.
A butterfly topology for a structured mesh sets the block boundaries such that a singularity at the
stagnation region on the nose and along the wake core in the rear is avoided, which has been shown to
produce non-physical results in some regions [1]. The topology is shown in Figure 4. The 25 block
grid was then coarsened to 8 × 8 × 16 and the flowfield initialized to Mach 7 at 5 degrees angle of
attack with laminar flow with a line-implicit relaxation method. After 1000 iterations, the turbulence
model, to be discussed in detail later, was switched on. The very coarse grid was run until an L2 Norm
of 10−6 was achieved. L2 Norm is given as:

L2 = ΣN
i=1

{‖ Ri ‖
ρi

}2

(1)

Equation (1) shows that the L2 Norm is a measure of global convergence of the continuity,
momentum and energy equations, summing the residuals Ri at each point from all equations and
scaling by the local density.
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LAURA’s adaptive mesh refinement routine, align_shock was run every 5000 iterations.
align_shock shifted cells in the body-normal k-direction such that tight clustering was achieved
in the shock and boundary layers, with a variable growth rate at the wall which was set to achieve a
non-dimensional distance y+ no greater than 1 at the wall and retain 75% of cells in the boundary layer,
with tight clustering around the shock. Grid resolution studies conducted in the past with the LAURA
code have been performed across many conditions, ultimately resulting in some general guidelines for
the appropriate wall-normal grid spacing for flows with nonequilibrium regions. Of particular interest
in the literature is the concept of Cell Reynolds Number, which is given by the equation:

Recell =
ρaTΔz

μ
(2)

Figure 4. Butterfly topology on the nose of the vehicle.

Here, aT is a local speed of sound to account for thermal velocity, and Δz is the height of the first
cell off the wall. Values of Recell on the order of unity are able to reliably simulate non-equilibrium
chemical reactions and heat transfer to the wall [18–22]. This ultimately places the height of the cells on
the wall significantly lower than the height required to adequately capture turbulent flow structures
with most Reynolds Averaged Navier-Stokes (RANS) solvers, which mandate a y+ value of less than
one [23]. y+ is given by Equation (3):

y+ =
yρu∗

μ
(3)

In Equation (3), u∗ is the friction velocity, μ is viscosity and ρ is the density. Growth rates were
4% close to the wall, and ranged up to 100% in the inviscid region between the boundary layer and
the shock. The end result was a maximum y+ = 1 near the rear of the vehicle, with a minimum of
y+ = 0.0061 at the nose as seen in Figure 5a. The y+ did change with the various boundary conditions
utilized in this study, but remained on the same order for all studies. Recell was 0.3 at the nose and
reaching a maximum of 10 near the rear of the vehicle, well within established bounds for accurate
surface heading prediction [18,20]. Clustering near the shock was set by Equation (4). In Equation (4),
ε was set to 5 to ensure high resolution around the shock, and fsh was set to 0.8 to hold the shock at
80% of the wall-normal distance from the wall, the results of which can be seen in Figure 5b.

ki = ε0k2
2(1 − Ki)(Ki + fsh) + ki (4)
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(a) (b)

Figure 5. (a) Mesh at the stagnation region and (a) y+ on the wall of the vehicle along the symmetry.

The coarse grid was then refined to its original resolution using LAURA’s prolongate routine,
which refines the mesh back to the original mesh dimensions, but leaves in place the body-normal
refinements made in the coarse grid. Finally, the solution was run to an L2 Norm of 10−6, with surface
temperature and heat flux monitored to confirm a steady solution. During this computation,
body-normal refinements were again run every 5000 iterations initially and then every 10,000 as
sensitivity in the L2 Norm diminished, with the temperature and heat flux eventually showing no
change with further refinement. The resulting grid is seen in Figures 5 and 6.

Figure 6. Body flowfield mesh.

The flow-aligned grid was then modified using Pointwise with an additional 70 blocks in the
wake, each of dimensions 32 × 32 × 72. Body-normal spacing on the rear surface of the cone leading
into the wake was set to 0.001 m, with a growth rate of 1%. This value was selected as a “safe value”
based on findings in Barnhardt et al., 2009 and 2012, which found for a much higher speed flow that a
spacing of 0.0025 m off the base wall was sufficient to capture wake structures as accurately as possible
with the Spalart-Allmaras (SA) turbulence model used in a DES formulation [8,14]. Given the heavy
computational demands required to obtain a converged mesh of the body for a given spacing in the
cross-body and flow-wise directions, and the subsequently time-consuming and expensive process
of developing and running the wake mesh to match the flow-aligned grid, a grid-resolution study of
the wake was deemed not to be feasible. However, given the discussion above, some confidence may
be nevertheless be placed in the grid resolution required for the flow phenomenon at hand. The full
95-block grid is pictured in Figure 7. Figure 7 also has inlays showing increasing zoom towards the
rear of the vehicle in order to show resolution at the corner.
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Figure 7. Full Volume Grid along the symmetry.

2.2. Numerics and Models

A LAURA flow solution was resolved using the two-temperature model for both 7-species and
13-species cases which were each tracked according to its own set of conservation equations in the
chemically reacting flows. The 7-species model was used for the non-ablating cases, and consists
of the molecular nitrogen and oxygen, their respective atomic counterparts, NO, NO+ and electron
density. The 13-species model used the same species along with elements from a pure carbon ablator,
allowing for the formation of CN in addition to the most common molecular carbon combinations.
Each set of species is reviewed in Table 2.

Table 2. The 7-Species Model (a) and 13-Species Model (b).

7-Species Model (a)

Species Concentration

N 6.22× 10−20

O 7.76× 10−09

N2 0.737795
O2 0.262205
NO 1.00× 10−09

NO+ 4.57× 10−24

e− 8.35× 10−29

13-Species Model (b)

Species Concentration

N 6.22× 10−20

O 7.76× 10−09

N2 0.737795
O2 0.262205
NO 1.00× 10−09

NO+ 4.57× 10−24

e− 8.35× 10−29

C 1.00× 10−25

C2 1.00× 10−25

C3 1.00× 10−25

CO 1.00× 10−25

CO2 1.00× 10−25

CN 1.00× 10−25

Mach 7 is sufficiently low in the spectrum of hypersonic flows that many of the chemical kinetics
that affect heat transfer to the body in higher speed flows are relatively insignificant to the heating of
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the subject body. As such a 5-species solution is traditionally used in this flow regime. In particular,
at Mach 7, ionization does not occur at rates high enough to significantly affect the flow structure or heat
transfer [2]. However, a small degree of ionization is present even at Mach 7 owing to the formation of
nitrosonium, which does form at the present flight conditions, and so the 7-species model was required
for the non-ablating cases, and the 13-species model for the ablating cases. LAURA computes variable
Prandtl and Schmidt numbers, computing conductivities and diffusivities directly from collision
cross-sections [9].

In addition to the chemical composition of the wake flowfield, this study endeavors to determine
some reasonable bounds within which the significant variation of possible TPS materials can affect
the subject species concentrations. As the body encounters the extreme energies of a hypersonic flow,
the TPS can be designed to respond in a number of possible ways. Furthermore, different portions of the
TPS and body structure can be produced with different thermal management systems, thus producing
further variation in surface thermal conditions. The following is a brief discussion of some of the
design options available and their associated models in the present effort.

The TPS may act as a “hot structure”, wherein the structure absorbs enormous quantities of
heat, eventually leading in the extreme case to a condition of zero heat transfer to the body at the
surface. Such a case yields a state similar to the adiabatic thermal boundary condition. Although a
system design which yielded an adiabatic wall condition would certainly be destroyed by the resultant
temperatures in the hypersonic environment, this condition provides a helpful upper bound to the
temperatures and therefore chemical compositions that might be encountered in the wake.

The opposite of the adiabatic condition is the cold-wall condition, wherein some active cooling
mechanism in the flight vehicle keeps the wall cooled to a specified temperature, or when the flight
time is relatively short. For example, the HIFIRE-1 flight vehicle was shown to maintain a cold-wall
condition even towards the end of its trajectory [24]. This condition is also commonly used to simulate
wind-tunnel experiments wherein the body is not exposed to the flow for sufficient timescales as to
heat up significantly. Two extremes are examined herein; that in which the entire body is kept at a
constant temperature of 500 K, and also the case where the nose is allowed to heat significantly and also
ablate, but the rest of the body is kept to the temperature of 500 K. While the former case is unlikely,
it provides a lower bound within which the chemical composition of the wake might be estimated.

A third alternative is also explored, wherein the wall is treated as adiabatic except for the degree
to which the wall is able to radiate away heat imparted by the flow; the so-called ‘radiative equilibrium’
condition. The flow of radiation away from the wall is not coupled with the flow solver in this study,
although the wall is allowed to benefit from the radiative cooling. Previous studies have shown
that under many circumstances this condition can provide a reasonable approximation for surface
temperature as compared to flight data [7]. The radiative equilibrium condition states that heat transfer
into the wall is equal to:

qwall = εσT4
wall (5)

This boundary condition effectively states that the wall will reject all heat from the flow except
that which it is able to radiate away. Taken together, these thermal boundary conditions were selected
to give a high, low, and reasonable mid-spectrum estimation of thermal conditions on the surface of
the flight vehicle. Ultimately, the surface conditions on the flight vehicle determine the temperature
and chemical composition of the wake, and so determining these bounds in turn establishes reasonable
bounds for the thermal environment within the wake.

LAURA uses two relaxation factors, which are respectively multiplied against the viscous and
inviscid Jacobian computations in the point-implicit matrix with each iteration. These factors help
to stabilize the code, and may be set to quite high values in order to ease the code through tough
transients [18,19] without affecting the solution, so long as they are ultimately returned to a value
on the order of 1 and 3, respectively [1]. In this study, the factors were both set initially to 40 for
initialization of the case. The inviscid and viscous relaxation factors were gradually lowered to 3
and 1.5, respectively as the solution converged. Setting the relaxation factors to their final values
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did significantly impact the solution as compared to a converged solution arrived at with the factors
set to 10 and 6, respectively. A steady simulation was selected based on previous findings that
indicated variational frequencies for flow properties at the specified conditions are sufficiently high
as to allow a time-averaged solution to produce the observable wake phenomenon of interest [1].
A Courant-Friedrichs-Lewy number (CFL) of 5 was initially selected and was allowed to grow as high
as 50 as convergence was reached on the fine grid.

The Spalart-Allmaras one-equation turbulence model with the Catris compressibility correction
was selected to model all turbulence. Barnhardt et al. (2009) found that “RANS greatly overpredicts
heating near the base center and the distribution does not correlate well to the experiment. Detached
Eddy Simulation (DES) captures the essential distribution within measurement uncertainty” as
compared to the NASA Reentry-F test flight in 1968, which studied a reentering 5-degree half-angle
cone [8,14]. Because DES was able to predict the base temperature within acceptable error as compared
with flight test data, these results suggest that the error lay in the RANS modeling of the wake
structures. Thus, given the large degrees of uncertainty in the RANS models’ predictions for the
recirculation zone [14], the unavailability of DES in LAURA, and the parametric nature of this study,
the choice of SA-Catris as the turbulence model was driven by a desire for stability and simplicity.
Furthermore, the SA model was shown in Barnhardt et al., 2009 to produce reasonable estimations
of heat flux on the surface of a cone at much higher speeds [14]. Transition was not modeled in
this study, with the entire domain initialized as turbulent in keeping with the original study by
Kania et al., 2015 [1], and for additional reasons discussed next. This likely produced slightly higher
surface temperatures over the front portions of the vehicle as compared to the potentially laminar flow
which some studies have shown is likely to exist there [14,25]. For comparison, two laminar cases were
also run for a non-ablating case, the results of which are discussed later.

With the assumption of turbulent flow throughout the flowfield comes the assumption of a
turbulent wake. Many studies have focused on laminar flow at either much lower freestream Reynolds
numbers, zero angle of attack, blunt bodies with or without sharp corners on the rear surfaces such as
those encountered on a traditional cone, or been in two dimensions [13–15,26,27]. Thorough reviews of
the many wake studies to date can be found in the works just cited, which together support the presence
of laminar near-wakes for many flow conditions, but indicate that turbulence may be also be present in
a broad variety of flows. These studies together conclude that: transition to turbulence in a near-wake
is poorly understood [15], transition in the near-wake is highly sensitive to angle of attack, geometry,
freestream Mach number and Reynolds number [14,27], and very little current experimental data
exists to validate numerical predictions of near-wake flows for the cases of interest to this study [14,26].
All told, the authors could find no basis upon which to conclusively determine whether the flow could
be adequately captured by a laminar simulation or must necessarily be turbulent, in which case the
wake flow could be studied only qualitatively regardless of the accuracy of any preceding assumptions
owing to the poor reliability of RANS simulation for base flows [14]. Based on the findings that
boundary layer transition is highly dependent upon Mach number, angle of attack, and Reynolds
number [14,17,24], the observation that the boundary layer on the leeward side is almost certainly
separated quite early on [24,28] and the emphasis of this study on the poorly characterized near-wake
as opposed to the body, a turbulent scheme was selected for the entirety of the geometry for most
cases. However, for completeness, a laminar simulation was also run on the non-ablating and ablating
radiative equilibrium cases with no catalysis.

In light of the above discussion on handling of turbulence in this study, and the potential impacts
upon surface temperature of a fully turbulent flow, some further analysis of the validity of the results
is warranted. Referring again to Figure 2, we see that this study should necessarily bound on the lower
edge of chemically reacting flow. Furthermore, the Counter-Rocket, Artillery and Mortar (RAM-C)
flight test, which featured a considerably blunted 10◦ cone which traversed a Mach number and
altitude quite close to that of the present study, showed the significant presence of free electrons owing
to mechanisms discussed previously for the present effort under those flight conditions [5,29]. In the
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present study, the peak temperature for the ablating cases was 2411 K on the surface, a temperature only
just sufficient to produce non-equilibrium effects at the stagnation point which would subsequently
produce potentially observable phenomenon in the wake. It can thus be concluded that, if the above
handling of turbulence overpredicted temperature, it was not to such great extent as to push the results
beyond the realm of reasonable limitations. Furthermore, the non-ablating cases run in this study
provide a lower bound in the case of a substantially weaker set of chemical reactions.

The present study is concerned with trying to bound the ranges within which anticipated
chemistry of an unknown incoming hypersonic object might be found. Thus no assumption is
made respecting the nature of the TPS except that it be made purely of a carbon ablator subject to
the steady-state ablation assumption, which “specifies that the pyrolysis ablation rate is proportional
to the char ablation rate and the in-depth conduction is proportional to the enthalpy at the
surface” [9]. The steady-state ablation model solves the surface energy balance by according to
the following equation:

− qc − αqrad + σεT4
w + (ṁc + ṁg)hw = 0 (6)

In Equation (6), αrad is the heat radiated into the surface from the flowfield (assumed to be zero in
this study), σεT4

w is heat radiated away from the wall with σ as the Stefan-Boltzmann constant and
ε the emissivity of the surface, and (ṁc + ṁg)hw is the heat transfer caused by the massflow yielded
pyrolysis ṁg and charring ṁc, and hw is the enthalpy at the wall. qc is the heat convective heat transfer
at the wall, which is assumed proportional to the enthalpy at the wall. The steady-state ablation
assumption then relates the ablation massflows as:

ṁg = (
ρv

ρc
− 1)ṁc (7)

In Equation (7), ρv and ρc are the virgin and charred material densities, respectively. The char
material density is assumed to be 256.29536 kg/m3, which is that of the heritage AVCOAT material,
and the virgin density is also that of the virgin AVCOAT, ρv = 544.627742 kg/m3. These are the default
values in the LAURA code, which were selected in keeping with the recommended best practices for
an unspecified ablative procedure in the LAURA manual [9]. The parametric nature of this study is
again emphasized here; the subject geometry, TPS, and flight conditions do not lend themselves well
to reproducing a specific flight test and are not intended to attempt to do so. However, the role of
ablation in the production of observable species at the subject conditions is explored, and so the above
set of simple and reliably stable representations of the TPS were selected with that aim in mind. A full
treatment of the ablation in LAURA is given in the literature [7,30].

These assumptions were applied to the first four blocks, extending to x = 0.00259 m along the
nose for cases where radiative-equilibrium or a cold-wall was assumed for non-ablating sections
downstream of the nose, and the first seven blocks extending to 0.021 m for those cases assuming
an adiabatic body downstream of the nose. The temperature downstream of the ablating portions
substantially impacts the conditions within the ablating zones. The subsonic flow within the boundary
layer allows heating or cooling from the non-ablating portions of the flow to propagate upstream
to the ablating portions of the flow via molecular diffusion, changing ablation rates and chemical
composition of the boundary layer in both ablating and non-ablating zones. Thus the behavior of
the TPS downstream of the ablating nose becomes even more significant in accurate prediction of the
composition of the wake.

From the above discussion of the ablation assumptions utilized in this effort, several key
implications upon the results thus produced can be drawn:

1. Note that conduction into the wall is treated by the ablation model available in LAURA as
proportional to the enthalpy at the surface. Depending on the actual properties of the TPS and
thermal history of the vehicle, the actual surface temperature, and thus chemistry both along the
body and in the wake may vary significantly.
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2. Addition of further elements such as Hydrogen, Silicon and Nitrogen, and also changes in
the response of the TPS material to high temperatures would certainly impact the chemistry
and heating conditions on the wall, driving changes to both the wake temperature and
wake chemistry. However, the effect on wake properties of any particular additional species,
nonetheless combination thereof, would be quite difficult to qualitatively ascertain without
performing additional simulations owing to the complexity and quantity of endothermic
and exothermic reactions which would arise at differing levels depending upon temperature,
pressure and quantity of the added species. Thus, although this study aims to produce qualitative
discussion of the variation of detectable species with changes in the TPS under the given flight
conditions, effects caused by the addition of further chemical species beyond carbon are entirely
unexplored herein.

3. Use of different materials is unlikely to produce a hotter wall than the adiabatic case, or a cooler
wall than the cold-wall case. The extent to which these temperatures bound the chemical reactions
in the wake is explored in the results and discussion.

2.3. The Cases

The cases studied in this investigation are reviewed in Table 3. The radiative equilibrium
case has been shown to produce results with reasonable agreement to experiment [1,7,19], and so
is the most extensively explored because of its potential to most closely match an actual system.
However, the adiabatic and cold-wall cases are also explored in order to assess the degree to which
the structure and composition of the wake vary with thermal conditions on the body. Ablating and
non-ablating cases for each condition are run in order to ascertain the extent to which ablation impacts
thermochemistry in the wake. Finally, catalysis is varied for each condition in order to understand the
role of surface catalysis in wake properties. All cases are performed for the same 3.5 m long, 7 degree
sphere-cone with a 0.25 m sphere radius at 30,000 m altitude and Mach 7.

Table 3. The various cases run for this study. All were performed at M = 7, 30 km altitude, 5◦ angle of
attack. ‘*’ denotes that these cases were run but are not explored in detail.

Case Wall Boundary Condition Wall Catalycity Ablation

1 Radiative Equilibrium * Non-Catalytic Off
2 Radiative Equilibrium Fully-Catalytic Off
3 Radiative Equilibrium Non-Catalytic On
4 Radiative Equilibrium Fully-Catalytic On
5 Radiative Equilibrium Equilibrium Catalytic On
6 Adiabatic * Non-Catalytic Off
7 Adiabatic Non-Catalytic On
8 Adiabatic Fully-Catalytic On
9 Cold Non-Catalytic Off

10 Cold Non-Catalytic On

2.4. Detection

A final note regarding the detection of the species studied herein is warranted before proceeding
to discussion of the results of the simulations described above. Detection of radiative emissions is a
complex task which depends upon a multitude of case-specific factors such as viewer optical path,
emission absorption by the intermediate medium in the particular spectra of interest, and background
radiation as viewed by the observer, amongst many others [5,6]. Furthermore, the intensity of emissions
from a given species depends upon the temperature and density of that species as integrated across
a particular viewing angle, with the prior considerations then applied [5,6]. For these reasons,
discussion of actual radiative emissions and the detectability of them is entirely foregone in the
present effort. However, for several points of reference are here discussed.

The Earth emits essentially as a blackbody as seen from space at a temperature of 255 K [31],
producing a substantial background radiance against which an object must stand out. This radiance
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has a peak energy occurring at a wavelength of 500/cm−1 at � (10−7)w/cm3-ster [31], where CO2

has been shown for a Mach 6 sphere at 24.4 km to produce an intensity nearly an order of magnitude
greater than the background level at 2400/cm−1 [6]. Thus CO2 can play a significant role in detection.
CN emits strongly around 390/cm−1, which is much closer to the peak energy spectrum emitted
by the Earth, but may nevertheless emit sufficiently strongly as to be easily detected. For example,
at 8000 K, CN emits at � (10−4)w/cm3-ster at this wavelength, thus overpowering the background
noise by several orders of magnitude. Also for reference, NO emits at this same order of magnitude at
the given temperature, making it likewise a strong potential candidate for detection, depending on
optical depth, receiver sensitivity and nominal wavelength, and many other factors. These numbers
are provided more to motivate the results to follow than to provide helpful bounds within the results
of this study might reasonably vary; given the number of potential complicating factors, such bounds
are beyond the scope of this effort.

3. Results

3.1. Validation of Results

Quantification of error is notoriously difficult for hypersonic simulations owing to a general lack
of comparable experimental data and also to the complexity of the phenomenon of interest. Although a
massive collection of data is available for near-surface hypersonic phenomena, particularly in
application to blunt-body or spherical geometries at zero angle of attack, little emphasis has been placed
upon flow features away from the body, in particular the wake. The problem of validation is further
complicated by the tendency for studies to be performed at zero angle of attack. Since flow structures,
and thus viscous and thermochemical phenomenon vary substantially with small changes in flight
condition [32]. Furthermore, data for chemistry within the wake is particularly scarce, given that most
wake studies identified in the literature have focused on afterbody heating and pressure distributions
as opposed to the thermochemistry away from the body.

In light of the absence of applicable validation data for chemistry within the wake, which is the
focus of this study, a first-glance sanity check of the flow around the body using some experimental
results found in the literature for the flow around the body is now explored. Some theoretical prediction
methods are also available to give a first-order approximation for a check of the results. The difficulty
of matching flight velocities and densities in ground-based test systems, and measuring the wake at all
in an actual flight vehicle, makes it difficult to find relevant data against which temperature-driven
phenomenon and chemical kinetics may be checked. As a result, the most common data available is
for pressure and Mach distributions in various forms. The flowfield solutions are thus checked against
such data, but no attempt is made to validate the chemical species except to observe trends within the
bounds of the parametric analysis.

The first mechanism of validation will be a comparison of stagnation region chemical makeup
against theory and experiment. Huber (1963) extensively cataloged the properties of air behind a
normal shockwave at various altitudes and velocities with accuracies estimated to be within 0.2% for
a given set of input properties [33]. Huber predicts a post-shock temperature of 2200 K for a Mach
number of 7.18 and altitude of 100,000 feet, with the stagnation temperature estimated—with a high
degree of uncertainty—to be 2439 K. The temperature behind the shock is found to be 2390 K with a
stagnation temperature of 2410 K. Given the 10% higher ambient pressure in the present study, the use
of a sea-level gas composition in the Huber study, the close agreement of the present study with the
predicted stagnation temperature, and the general uncertainty surrounding the chemical rates used
herein, this agreement is found to be sufficient.

Since the bulk of chemical reactions occur in the stagnation region, the chemical makeup of
the flow outside a region immediately off the wall should remain roughly constant along the body
for the [2]. Hence if the bulk flow behaviors are demonstrated to be accurate, those portions of the
flow whose chemistry is determined entirely by stagnation region phenomenon should remain as
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accurate as the stagnation region calculations allow, with the species merely being transported by
convective phenomenon and mixed by any turbulent phenomenon prior to reaching the wake. Also,
surface pressures downstream of the stagnation region do not change significantly with temperature
or catalysis, which is also consistent with theory [2], lending further weight to the importance of
demonstrating accurate bulk flow behavior. Finally, as shall be demonstrated later, the chemical effects
of catalysis trapped captured within the boundary layer (or beneath it, on the leeward side) and largely
limited to the base and core regions of the wake.

The accuracy of the pressure distribution downstream of the stagnation region is a helpful test
against which the volumetric flow properties may be assessed. Classical Newtonian flow prediction
for a cone of half-angle θ at zero angle of attack gives a rapid first estimate. Newtonian flow predicts a
roughly constant coefficient of pressure across a hypersonic body, and does not consider the stagnation
pressure or its downstream propagation. A full derivation of the pressure coefficient approximation is
provided in Anderson’s text, “Hypersonics” [2], and it ultimately yields:

Cp = 2 sin2(θ) = 0.0297 (8)

Figure 8a shows the coefficient of pressure for the subject cone, which is at an angle of attack.
As expected, the coefficients of pressure for the top and bottom surfaces are higher and lower,
respectively, than the Newtonian flow prediction, but fall within good agreement of the theory.
Thus the plots in Figure 8 are for the non-ablating radiative equilibrium case only. Figure 9 shows the
3D pressure distribution along the body.

Figure 8. Coefficient of pressure (a) and Pressure (b) along the windward and leeward rays.

Figure 9. Coefficient of pressure for the non-ablating radiative equilibrium case.
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Until relatively recently, thermochemistry in hypersonic wakes has not enjoyed a great deal of
examination and indeed no experimental studies were identified which focused on chemical species
within the wake near the relevant Mach number Reynolds number. Several studies of flow structures
in laminar wakes behind blunt bodies were performed in the 1960’s and backed by experimental
data, and an excellent review of such literature until 1966 is provided by P.S. Lykoudis of the RAND
Corporation [10]. Those studies were unfortunately limited by the diagnostic capabilities and also the
detection technology of the time, which did not allow for substantial examination of the wake species
or their utilization for tracking purposes. However, the studies gathered and summarized by Lykoudis
did determine with confidence the behavior of the wake structure. Efforts at the time, and also the
majority of available efforts since then have focused on the wakes behind blunt bodies in an effort
to ascertain the environment encountered by interplanetary probes and manned spacecraft entering
planetary atmospheres. Fewer studies have focused on the wakes behind sharp vehicles, and an
accompanying void of published experimental data also exists for sharp flight vehicles, particularly
at an angle of attack [13]. However, several recent studies do provide some basis for comparison of
results from the present effort with an eye towards reproduction of general trends.

Examining data from the HIFiRE-1 test results [24], which flew a 7◦ half-angle cone with a
0.025 m spherical nosetip, at 481 s into its trajectory, the angle of attack was roughly 13◦, with a
freestream unit Reynolds number of roughly 2.5 × 106 per meter and an altitude in the vicinity of
30 km. These estimations are rough, as the uncertainty on any freestream value was approximately
25% [24]. Although the significantly higher angle of attack at this time would increase the windward
surface pressure and temperature and decrease those of the leeward regions, this data provides a
helpful glimpse into actual surface conditions around the cone in the flight regime of interest.

Figure 10 shows the pressure at four points along the surface of the HIFiRE-1 cone. The cone
was determined to be rotating beneath flow-fixed features such that the transducers stationed
radially around the vehicle were able to each obtain a read on the windward and leeward sides,
yielding the oscillatory behavior seen above. From Kimmel, 2014: “Surface pressure traces from four
different stations located at body-fixed coordinates (0.7013 m, 55◦), (0.7013 m, 325◦), (0.9263 m, 10◦),
and (1.0513 m, 10◦) are shown in Figure 10. These coordinates correspond to the transducers PLBW10,
PLBW14, PLBW4, and PLBW5” [24]. Given the significant differences in pressure readings from each
transducer, the actual pressures can only be estimated, but range on the leeward side between 1 kPa
and 3 kPa, reaching between 9 and 12 kPa on the windward side. Recalling that the angle of attack
is close to 8 degrees higher than the present study, pressures on the two sides can be assumed to be
significantly closer to one another and between the bounds seen above. Referring back to Figure 8b,
the surface pressures fall squarely within such a range, between 1.5 kPa and 4.5 kPa.

Figure 10. Pressure readings along the HIFiRE surface, adapted from the HIFiRE-1 and HIFiRE-5 Test
Results report in 2014 [24].

A final note on HIFiRE-1 regarding its surface temperature is warranted here. HIFiRE-1 had
thermocouples along its length and distributed radially in order to help locate the boundary layer
transition front. The vehicle was designed to be non-ablating, and followed a ballistic trajectory. As a
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result, the total flight time was around 10 min, leading to essentially a cold-wall condition over the
cone surface. Thus the surface thermocouples detected a temperature at the wall of 430 K at the end of
the cone at 482 s. Thus the wall conditions for the cold-wall case here could be expected to produce
similar results as the HIFiRE-1 flight [24]. Other flight vehicles with longer range and a lifting body
intended for hypersonic glide would spend substantially more time in an environment of extreme
heating, and would thereby be better represented by the hotter wall boundary conditions.

Several other experimental studies were identified that were conducted under varying
circumstances which taken together provide some insight into the accuracy of the flowfields presented
here. The first is the study conducted by Lin et al., 2006, “Hypersonic Reentry Vehicle Wake Flow
Fields at Angle of Attack” [16]. Lin et al., 2006 compiled much data regarding the base pressure from
multiple wind tunnels and methods of experimentation with Mach numbers ranging between 6 and
10, with Reynolds numbers ranging from 0.5 million to 4 million per foot. The experiments were
conducted on cones with base ratios ranging from 0 (sharp) to 15%, with a 7 to 10 degree half-angle.
Conic surface pressure, or the pressure on the surface of the cone at zero angle of attack, was used to
non-dimensionalize the data, forming the pressure ratio P

Pcone
. Ultimately, the experiments ranged in

base pressure ratios from 0.03–0.1 depending on the method and conditions used. The cone of interest
to this study has a bluntness ratio of 6% at a per meter Reynolds number of 2,900,000 or 883,920 per
foot, and so it again falls nicely between the experiments’ ranges. In this study, the conic pressure at
zero angle of attack was estimated from Newtonian flow theory as:

Pcone = Cpq∞ + P∞ = 2443 Pa (9)

Here, Cp = 0.0297 as estimated previously, and q∞ = 41,200 and P∞ = 1220 Pa are the freestream
dynamic and static pressures, respectively. Examining Figure 11, the base pressure for this study
ranges roughly from 0.03 to 0.05 depending on the surface conditions. This data matches very well
with the tunnel data summarized in Lin et al., 2006, lending confidence to the present study’s analysis
of the near-wake region.

(a) Density gradient along the nose (b) Density gradient along the body

Figure 11. Non-dimensional pressure ratio (a) along the wake centerline and (b) also those in the base
region of the wake along the centerline. Normalized by Pcone = 2443 Pa.
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Furthermore, Lin et al., 2006 plots the centerline Mach number from a number of wind-tunnel
experiments, as well their own CFD for a Mach 6, 10◦ half-angle cone against a non-dimensional
X
D . The trends from experiment and CFD in that study are very closely matched. Using several
representative locations for example [16], Figure 12 shows excellent agreement between the present
CFD and experiment. Although some variation from the experimental data is expected due to Mach
and geometric differences, one of the key findings of Lin et al. was that variations in the profile seen in
Figure 11 are slow with Mach and geometry changes.

Figure 12. Wake Centerline Mach number. Bars on experiment show range of experimental results [16].

3.2. Flowfield Structure

Confident that the bulk qualitative behaviors of the flow have been accurately produced according
to several methods of analysis, we can now examine the flow structure more closely. Figure 13 shows
the total density gradients throughout the flowfield, calculated as the RMS of density gradient in
each direction:

dρ =

√(
∂ρ

∂x

)2

+

(
∂ρ

∂y

)2

+

(
∂ρ

∂z

)2

(10)

(a) (b)

Figure 13. Cone flow features at Mach 7, 30 km altitude, and 5 degrees angle of attack. (a) Density
gradients along the cone; (b) Densities along the cone.

The structure of the flow is strongly influenced by angle of attack, producing vastly different
results on the windward and leeward rays. The windward side boundary layer remains attached along
the length of the body, despite a powerful cross-flow as hot, pressurized flow from the windward
side is pulled into the vacuum of the leeward side. Although its effect on the flow is most dramatic
near the front of the body, the cross-flow continues along the length of the body, leading to complex
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3-dimensional features in the wake base. Additionally, this cross-flow has been shown to cause
significant boundary layer instability, further exacerbating the problem of identifying the location
of transition to turbulence [24]. The curvature seen in the windward shock is also caused by this
cross-flow, although the grid alignment routine pulled the outer boundary of the domain closer to the
shock than the surrounding flow in that area, exaggerating via optical illusion the actual curvature of
the shock. The flow over the leeward body can be divided into five distinct regions moving in from
the outside:

1. Freestream
2. Shock layer
3. Inviscid zone
4. Separated Boundary Layer
5. Viscous Mixing Zone

Each of the latter three contribute significantly to the structure and composition of the wake,
and their composition and behavior depend greatly on the surface conditions encountered. In the
stagnation zone, a thin boundary layer forms immediately as the flow works its way around the
spherical nose of the cone, separating as it goes due to the angle of attack. Powerful gradients in
temperature and pressure through the boundary layer drive rapid thermochemical changes, which then
interact with the viscous mixing region beneath the separated boundary layer. This mixing region
draws species from the surface catalysis and is a primary source of observable species in the wake.

The boundary layer and mixing zone draw from generally different pools of chemical species,
the former drawing greatly from the stagnation region while the latter is fed by catalysis along the
length of the body. Downstream of the nose, because of mixing caused by shear forces between the
layers, the species from the outer layer are able to diffuse to the surface, and vice-versa. Above these
two layers, the inviscid region does not experience substantial gradients except at its boundary with
the shock layer. This layer does not contain substantial quantities of chemically reactive products,
as most of the products generated either by chemistry near the surface have been caught up in the
viscous interaction close to the nose and remain close to the body. The oblique shock is not sufficiently
strong in this study to produce significant chemical reactions. However, some species do diffuse out of
the lower two layers. In particular, carbon-species ablated near the nose, which are chemically quite
stable, slowly diffuse out of the separated boundary layer.

As the layers travel downstream along the body, each experiences relaxation and recombination
of its species at rates unique to each zone. When the end of the body is reached, several distinct
phenomenon can be observed as the zones are forced to meet by the wake structures.
Showing x-oriented density gradients ∂ρ

∂x , and pairing it with a chart of streamlines, Figure 14 shows
that much of the mixing zone beneath the boundary layer is pulled directly into the recirculation zone,
heating up through a shock bounding the subsonic recirculation zone and expanding supersonic zone
just outside of it. The rest of the viscous zone is pulled along by the boundary layer, expanding in
all directions and mixing in the complex three-dimensional flow between the neck and the viscous
mixing layer. The viscous mixing layer itself is turned upwards first by the expansion fan at the corner,
and still further by the recompression shocks formed at the neck. Importantly, the 3D cross-flow
swirling flow from bottom to top adds to the complexity of the base flow, bringing from out of plane
the same phenomenon described above with the addition of a strong vortex.
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(a) Density gradients of the entire flowfield (b) Streamlines in the near wake

Figure 14. (a) Plots of density gradients ∂ρ
∂x in the near-wake and (b) Streamlines to match it for the

ablating adiabatic, non-catalytic case.

The complex interactions of these various layers in the wake, combined with the chemical
reactions which took place in each layer as flow traveled along the body, create the conditions for
still more complex chemistry. Even for flows which were considered to be in chemical equilibrium
along the body, the wake is frequently not in chemical equilibrium but is rather chemically frozen [5],
making accurate characterization of the chemistry along the body, which forms the boundary condition
for the chemically reacting wake, even more critical.

The chemical composition of the wake is seen to vary dramatically depending on body
temperature, which is a function of and strongly affects the two innermost layers. Since the nose of
a slender vehicle is frequently of a different internal structural material and TPS than the body (see
HIFiRE [24] or the RAM-C experiments [29] for examples), the various thermal boundary conditions
discussed previously come into play as we try to predict the chemical behaviors exhibited by the flow.
Figure 15 shows the powerful role that surface temperature plays within the wake. Figure 15a shows
the surface and wake temperatures with each thermal boundary condition at the non-catalytic setting.
Each condition has two lines, one representing the top surface and one representing the bottom. At no
point in any simulation is the top surface the hotter, so the top line consistently represents the bottom
surface, and the bottom line represents the top surface.

(a) Surface Temperatures (b) Wake Temperatures

Figure 15. (a) Temperatures along the top and bottom surfaces of the body for each thermal boundary
condition (b) and along the wake centerline.
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Clearly, the boundary conditions downstream of the ablating nose play a significant role in
conditions in the wake. Interestingly, however, each ablating case was run with the same surface
energy balance on the nose; the temperature profile for the ablating portion of the body is identical
over the first 0.45 m for the ablating cases. After x = 0.45 m the various surface temperature conditions
being applied downstream of that section. The surface temperature at the stagnation region reached
2050 K for all ablating cases. However, as Figure 15b shows, the response of the body downstream
of the nose ultimately determined the temperature within the wake independent of conditions at
the nose. Figure 15a shows the surface thermal boundary conditions which led to the observed
wake temperatures.

3.3. Cone Flow Chemical Composition

3.3.1. Stagnation Region

Although the wake temperature was found to be primarily a function of conditions downstream
of the nose, the species generated in the stagnation region, especially ablating species, are found to
play a very strong role in determining wake species. The next series of figures shows the chemical
composition of the flow based on surface temperature in the form of either a number density, N of each
species or a number density divided by a normalized local density according to the following equation:

n∗
S = nS

ρ∞

ρ
(11)

Here, S is a given species, the “∗” denoting a normalized number density. This normalization
shows production or depletion of a given species independent of flow density, an increase in which
would otherwise show an increase in number density regardless of whether a species was being
chemically produced or not. However, for an observer attempting to detect the flight vehicle as it
passes by, actual number density is more helpful. Thus for discussion of wake species directly related
to detection—carbon dioxide, nitrosonium, nitric oxide and free electrons—number densities are
used, n[S], but for discussion of species production or depletion along the body, number density is
normalized by the local flow density. Figure 16 compares the trends for number density vs. normalized
number density for nitric oxide in the stagnation streamline; although the number density of NO
increases nearly an order of magnitude across the shock in (a), when normalized by density the
actual production of NO, which one would not expect to observe in significant levels until higher
temperatures, is seen to be negligible through the shock.

(a) Number Density NO (b) Normalized Number Density NO

Figure 16. (a) Nitric oxide NO number density and (b) Normalized number density of NO along the
stagnation streamline.
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Again referring to Figure 16, the first species of interest is nitric oxide NO, because of its
chemiluminescent properties in the far wake as it recombines with an atomic oxygen molecule into an
electrically excited NO2, which in turn emits a photon to relax [5]. Of note, NO exists in trace levels in
the atmosphere owing to pollution and, to a lesser extent, its production by lightning. The higher the
density of NO, the more chemiluminescence that will be observed in the far wake [5]. NO is formed by
the reaction N2+O==>NO+N. Since oxygen is the first species to dissociate, nitric oxide can occur in
significant quantities under conditions in which it neither recombines into NO2 nor reacts with free
oxygen atoms in the reaction NO+O==>O2+N [5]. Thus the levels of NO may remain high if atomic
oxygen is being consumed at high rates via some other reaction (from, say, reactions with ablative
materials). Here, neither the cold nor the non-ablating radiative equilibrium case at first appear to
produce significant levels of NO. However, examining the production of N in Figure 17, we find that at
the temperature of interest the rate of NO breakdown into O2 and N outpaces that of production of NO
[5], and so no sign of NO appears until closer to the nose, whereas levels of N increase substantially.

It is emphasized here that atomic nitrogen is not being produced via dissociation, given that the
temperature is far too low for that reaction. Rather, the mild dissociation of oxygen produces a chain
of chemical reactions which ultimately results in the production of atomic nitrogen, while leaving
molecular oxygen unchanged. Low level production of atomic nitrogen at Mach 7 is supported by
Bussing et al., 1989 [34].

In the ablating cases, the presence of nitric oxide increases by 3 and 4 orders of magnitude,
respectively. The reason for this is that the ablating cases introduce carbon species to the mixture,
which consume large quantities of O2 and O, thereby preventing the reaction NO+O==>O2+N. The
higher rates of NO then lead to increased levels of NO+ due to the collision NO+M==>NO+ + e− +
M, where M can be either O2 or N2. The increased production of nitrosonium due to increased NO
levels is seen in Figure 18a for the ablating cases. The turbulent case introduces more carbon species
into the fluid because of its higher mixing rate, which in turn consumes more atomic oxygen. Figure 19
shows the plummeting levels of oxygen species close to the surface where carbon species including C,
CN and CO2 appear at substantial levels. C2 and C3 are not present at significant levels, but at higher
temperatures can be present in substantial quantities. Although the turbulent case produces more pure
carbon species, the laminar case produces higher levels of CO2 owing to its higher levels of atomic
oxygen through the reaction O+O+C==>CO2.

Figure 17. Stagnation region atomic Nitrogen production due to NO+O==>O2+N.
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(a) (b)

Figure 18. Normalized number densities of nitrosonium and carbon dioxide in the stagnation region.
(a) Nitrosonium due to NO+M==>NO+ + e− + M; (b) Carbon Dioxide.

(a) (b)

Figure 19. Stagnation region oxygen species by normalized number density. (a) Normalized number
Density O; (b) Normalized number Density O2.

3.3.2. Characterization of the Wake

With observable species in the stagnation region identified and their origins understood,
the significance of thermal boundary conditions downstream of the ablating nose can now be
investigated. Although only the cold-wall case is represented for the non-ablating possibilities,
a radiative-equilibrium, non-ablating case was also solved. All comments applying to the cold-wall
case similarly apply to the radiative equilibrium case, with insignificantly small deviations in observed
species values. Figure 20 shows kinetic and vibrational temperatures of the flowfield for the ablating
radiative equilibrium case. While the values shift significantly between the various surface boundary
conditions, the overall structure is generally consistent across cases. The largest structural change
is a small shift in neck location depending on the temperature at the back of the body, and also a
substantially different density distribution within the core. A plot of density through the wake core is
provided in Figure 21 for reference.
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(a) (b)

Figure 20. Temperature profiles for the ablating radiative equilibrium case. Values shift significantly
for other surface temperature cases, but the structure remains quite similar. (a) Kinetic Temperature;
(b) Vibrational Temperature.

Figure 21. Wake Centerline density for the ablating cases normalized by its freestream value.

Another interesting perspective on the thermal environment of the recirculation zone and the
formation of the neck is provided by examining the gradients of temperature in that zone. Figure 22
examines the temperature gradient with respect to x for the adiabatic non-catalytic abalting case, ∂T

∂X .
This data is presented in greyscale in order to clearly show zones of cooling (black) vs. heating (white).

As the flow expands around the corner, it cools down, but the area of cooling is visibly
separated by the shock which contains the subsonic recirculation zone, which heats the flow again.
Within the recirculation zone, the flow continues to cool as it continues expanding around the corner.
However, as the flow is compressed towards the center with its rearward motion, it heats up again.
The recompression shocks from this meeting of top and bottom flows are clearly visible, although the
bottom recompression shock is significantly weakened and moved upwards by the bottom expansion
fan. The dark spot of cooling moving from the top cone corner into the neck is formed by a powerful
swirl that encompasses the recirculation zone pulling the cooling, expanding flow from the cooler edge
of the cone in the third dimension into the neck. Although not shown here, substantial heating in the y
and z directions is visible in that area.
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Figure 22. Gradients of temperature in the near-wake for the adiabatic non-catalytic ablating case.

With the above discussion of conditions which feed the wake in mind, this section will examine
wake species. Figure 23 shows the distribution of cyanogen and electron number density for the
turbulent ablating radiative equilibrium case. For all cases, whether ablating or not, the distribution
of any observable species is nearly identical. Although some ablative materials such as CO2 and CO,
surround the core in a broad halo, having diffused from the edges of the stagnation zone and separated
boundary layer, the temperatures outside the core and viscous mixing zone are sufficiently cool as to
merit these products’ contribution to radiation insignificant.

(a) Cyanogen Number Density (b) Free Electron Number Density

Figure 23. CN (a) and e− (b) number densities in the turbulent ablating radiative equilibrium case.

The wake is seen to be non-symmetric because of the angle of attack. Thus species are concentrated
more highly above the core centerline than below it, and indeed the upper recompression shock forces
much of the flow from the viscous mixing zone to remain above the wake core, and seen by the
divergence of the mixing and boundary layers’ streamlines in Figure 14 downstream of the neck.
Note also that the number density of electrons is identical to that of the nitrosonium density since
nitrosonium is the only source of free elctrons. Thus, the two shall be considered synonymous for
much of the rest of this investigation.
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Species will now be discussed in terms of a cross-sectional slice seen in Figure 24, which is placed
just upstream of the neck region. Because of the varying thermochemical conditions which feed the
recirculation zone, the location of the neck shifts slightly with each case, allowing a consistent analysis
to be performed across the cases. The placement of this slice allows a clear observation of the various
wake structures as produced by the flow structures over the body. Figure 24b shows the temperatures
in the cross-sectional wake.

(a) (b)

Figure 24. Location of and temperatures in the wake cross-section. (a) Adiabatic wall condition with
wake cross-sectional slice; (b) Wake cross-sectional temperatures.

The locations highlighted in Figure 24 are created as the flow rounds the corner behind the cone.
These locations are:

(a) Lower oblique shock
(b) Base zone bounding lower shock
(c) Base zone bounding upper shock
(d) Upper Expansion zone
(e) Expanding mixing and boundary layers

In the following figures, these features are evident in many of the plots, in particular the laminar
ablating case. The dependence of the observable species upon conditions at the nose shall now
be investigated using the same density-normalized notation as was used in the stagnation region.
Figure 25 shows the distribution of NO and NO+ in the wake cross section. The NO levels at the
nose were of the order 1 × 1011/cm3 in the stagnation region for the turbulent cases. In the wake,
they remain close to that order for the hotter-walled cases, at 8 × 1010/cm3. However, for the ablating
cold-wall case, the order has dropped to 5 × 109/cm3. For the non-ablating cold-wall case, where very
little NO was created in the first place, no NO remains above free-stream levels. Importantly, none
was created in the recirculation zone, which remained at the relatively low temperature of 1100 K
due to the cold wall. Also, the level of NO increases dramatically for the warmer-walled cases just
above the upper bounding shock, point A in Figure 25a, indicating that the bulk of NO in the wake is
dumped in from the separated boundary layer and viscous mixing zone. In light of these observations,
it is concluded that NO produced at the nose is the primary source of that species, but its level is
dramatically effected by the degree of ablation and wall temperature downstream of the nose.
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(a) (b)

Figure 25. Normalized NO and NO+ distribution in the wake cross section normalized by
non-dimensional local density. (a) n∗ Nitric Oxide; (b) n∗ Nitrosonium.

Nitrosonium, following similar trends but with a depletion from 1 × 104/cm3 in the stagnation
region to the order of 1 × 101/cm3 in the wake. The cold-wall ablating case fared better here, reaching
the order of unity but still remaining quite low. Carbon dioxide and cyanogen, pictured in Figure 26,
follow very similar trends. CO2 levels peak at 1 × 1015/cm3 as in the stagnation region, and CN
peak at 1 × 105/cm3 for all cases, a good deal lower than the 1 × 107/cm3 levels reached in the
stagnation region.

(a) (b)

Figure 26. Normalized CO2 and CN distribution in the wake cross section, normalized by
non-dimensional local density. (a) N∗ Carbon Dioxide; (b) N∗ Cyanogen.

With the sources of observable species accounted for, discussion shall hereafter focuses less on the
chemistry and more on the products of the chemistry; the non-normalized number densities of those
chemical species which lead to the possibility of detection. Figures 27 and 28 show the non-normalized
number densities of the observable species in the wake cross-sectional slice. With the normalization
removed, most species show a decrease in number density. CO2 is seen to reach 1 × 1015/cm3 in
the wake, while CN reaches 1 × 104/cm3. Levels of NO actually drop below freestream values in
the recirculation zone, but otherwise reach one order of magnitude higher than freestream levels.
NO+ reaches 5 orders of magnitude higher than the freestream values. The non-ablating cold-wall
case failed to produce any detectable species, emphasizing the critical role that the ablative species
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play in production of an electromagnetically active wake. Given the substantially lower levels of
air-species NO and NO+ in the cold-walled case than its warmer-walled counterparts, it is concluded
that, carbon-based species from ablation aside, cooler walls—regardless of nose conditions—produce
significantly less visible wakes.

(a) (b)

Figure 27. NO and NO+ number density in the wake cross section. (a) N Nitric Oxide; (b) N Nitrosonium.

(a) (b)

Figure 28. CO2 and CN number density in the wake cross section. (a) N Carbon Dioxide; (b) N Cyanogen.

Given the results discussed above, the non-ablating cases are not explored further. The laminar
case is also explored no further, because downstream of the neck, to the extent that laminar flow may
exist at the present angle of attack over the body of the vehicle, it is the opinion of the authors that flow
downstream of the neck is certainly turbulent. As a result, the laminar case produces non-physical
results downstream of the neck which, regardless of relaxation settings, CFL or other numerical settings
the authors could not remove. Given the highly supersonic nature of the wake flow downstream and
outside the neck, the downstream instabilities are not anticipated to have influenced the upstream
results significantly.

Visible species in the wake core will now be investigated. Figure 29 repeats Figure 15 for
convenience, including now the number density of CO2 in the wake core, revealing several interesting
features. First is that, as the wake rapidly cools beyond the neck, CO2 and other species from the
impinging boundary layer and mixing region pour into the core, increasing the number densities of
a every species significantly. All species increase the number density by a factor of 4 owing to the
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recovery to freestream densities from vacuum of the base. Despite this increase, given the very cool
temperatures downstream of the neck, it is unlikely that the carbon-based species will be radiating at
levels above the ambient noise. Furthermore, the species then begin to dissipate as they mix with the
outer layers of the wake and the freestream beyond.

(a) Temperature in the Wake Core normalized by
freestream value

(b) Carbon Dioxide number density in wake core,
no normalization

Figure 29. (a) Temperature and (b) carbon dioxide number density in the wake core.

A second observation is that the recirculation zone produces a very hot environment rivaling
the nose stagnation temperature for the adiabatic case but is otherwise significantly cooler than the
recompression zone. Number densities of the species of interest climb for all cases as they approach
the throat, and diminish from there. This may seem counterintuitive; if the recirculation zone is quite
hot and is furthermore fed by the boundary layer products, one may intuit that it should in fact have a
higher chemical composition. In fact, the chemical concentrations of the chemically reactive species
are quite high in the recirculation zone as seen previously, but because the density is so low in that
zone, the neck and wake actually contain higher number densities.

3.4. Catalysis

The cases discussed thus far have been uniformly non-catalytic. However, catalysis can also
produce substantial differences in heat transfer to the body and the resultant chemistry around the
body and in the wake [4]. As flow temperatures increase, the influence of surface catalysis also
increases. The reason for this is that with higher temperatures, increased levels of atomic species are
recombined on the surface, and the increased energy required to hold the atomic state, released by the
catalysis, is dispatched into the wall with the result of higher heat transfer at the wall [4]. The preceding
discussion is not repeated in full to include the effects of catalysis, but the results are shown at the
wake cross section in Figure 30 for the ablating radiative equilibrium case. Catalysis was set to “Fully
Catalytic”, meaning that all atomic species are catalyzed into molecular species, making the ratio of
specific heats of each species, γS = 1 on the surface where γS is the ratio of specific heats of each
species. This is in contrast to the setting by the non-catalytic condition of γS = 0.

Figures 30–32 reveal that, although the wake temperature is not necessarily strongly affected
by the catalysis, the chemistry is substantially shifted by its presence. Catalysis results in a roughly
two-thirds reduction in observable species across the board, with the exception of CN. The reason
for this reduction is the lower levels of atomic species which are generally responsible for production
of observable species. In the catalytic condition, these species become more scarce near the surface,
which is the only zone where they were generally to be found, as seen in Figure 32b.
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(a) (b)

Figure 30. Effects of catalysis on the radiative equilibrium ablating case. (a) Temperature; (b) Nitric Oxide.

(a) (b)

Figure 31. Effects of catalysis on the radiative equilibrium ablating case, continued. (a) Nitrosonium;
(b) Carbon Dioxide.

(a) (b)

Figure 32. Effects of catalysis on the radiative equilibrium ablating case, continued. (a) Cyanogen;
(b) Atomic Nitrogen.

3.5. Reduction in Ablative Surfaces

The final area of analysis is the effect of increasing or decreasing the amount of ablating material
in the flowfield. While from the above discussion it may seem reasonable to conclude that less
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ablation might lead to a smaller degree of observable species, the following demonstrates that the
relationship between ablating products and visible products in the wake is non-linear. Figure 33 shows
the comparative sizes of the regions of ablation. The cases discussed previously were run with the
“Big” ablation scenario, wherein a portion of length 0.45 m was allowed to ablate, although the blowing
rates show that the amount of ablation downstream of immediate nosetip was only 20% that of the
stagnation zone. However, despite the small rate, the extra length added an order of magnitude more
CO2 into the flow, as seen in Figure 34b. Figure 34 is taken at the wake cross-sectional slice and also
shows the temperature distribution through the wake, which is unaffected by the temperatures at the
nose. The decrease in CO2 allowed more atomic oxygen produced in the stagnation zone to persist,
producing counterintuitive results depending on wall temperature downstream of the ablating portion.

(a) (b)

Figure 33. Size of ablating portions of cone for the non-catalytic adiabatic case. (a) Zones of ablation;
(b) Ablation Blowing Rates.

(a) (b)

Figure 34. Wake slice temperature and carbon dioxide distribution for the large and small ablating
cases. (a) Normalized Temperature; (b) Number Density of CO2.

Figure 35 shows the NO and electron number densities. NO is seen to increase by a factor of
two for the smaller radiative equilibrium case, whereas it decreases by two thirds for the adiabatic
case. The reason for this becomes apparent in Figure 36, where the adiabatic case produces twice as
much CN due to its very high temperatures, consuming the freed atomic nitrogen. In the radiative
equilibrium case, the atomic nitrogen is instead consumed by the formation of N2 and NO, as is the
freed atomic oxygen. Finally, referring again to Figure 35, electron density for NO jumps an order of
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magnitude for the smaller radiative equilibrium case as the extra NO collides with molecular oxygen
and nitrogen to form nitrosonium. Electron density also jumps by a factor of five for the smaller
adiabatic case by the collision of the freed atomic nitrogen and oxygen to form nitrosonium and its
associated ions.

(a) (b)

Figure 35. Wake slice nitric oxide and electron distribution for the large and small ablating cases.
(a) Number Density of NO; (b) Electron Number Density.

(a) (b)

Figure 36. Wake slice cyanogen and atomic nitrogen for the large and small ablating cases. (a) Number
Density of CN; (b) Number Density of N.

4. Conclusions and Recommendations

The purpose of this study was to understand the fundamental flow phenomenon which affect
the structures and chemistry within the wake of a generic sphere-cone traveling at moderate angle
of attack. A special emphasis was placed upon the chemistry which leads to possible avenues of
detection through the electromagnetic spectrum. The carbon dioxide, nitric oxide, cyanogen and
electron density were used to assess the overall visibility of a vehicle. Because of the parametric
nature of this study, little information was assumed about the structural materials used or the thermal
protection system implemented to protect the internal structure except that ablating material was made
purely of carbon. Given the broad range of potential designs of hypersonic reentry systems, in addition
to the possibility for a broad range of changes to the form factor which would keep the geometry
close to that of the present shape while allowing some degree of maneuverability, those features of
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the vehicle which might significantly affect the structure and chemistry of the wake were examined.
In particular, the effects of ablation, catalysis and heat transfer into the body were analyzed in order to
provide some reasonable bounds within which such a system might be expected to operate. The impact
on wake behavior of using a nose of a different material from the rear surfaces was also assessed.

Heat transfer to the body was modeled in the form of various boundary conditions. A cold-wall
boundary condition was used to simulate a maximally efficient, actively-cooled wall. A wall which
was able to radiate heat away, or otherwise absorb into the internal structures energy at a rate which
was commensurate to that rate at which a carbon black body would emit the same energy, was also
studied. Finally, a system which was able to absorb the enormous heat fluxes of hypersonic flight
and survive while operating at extremely high temperatures was also studied. The effects of surface
catalysis on each type of system were investigated. Key findings related to detectability:

1. For the flight regime explored herein, temperature downstream of the ablating nose plays a
dominant role in determining the levels of detectable species present in the wake.

2. The production of NO and NO+ depends in very large part upon the presence of ablating species
to catalyze production of the nitric species.

3. Reducing surface temperature and catalysis behind an ablating nose reduces the carbon dioxide
produced by as much as an order of magnitude. A very cold wall further reduces CO2 and all
other emissions. The opposite is also true.

4. Minimizing the size of the ablating portion of the nose is not helpful to reduction of detectable
species if the body heats up as a result. However, having no ablation at all is enormously helpful
in reduction of all detectable species.

5. Neither catalysis, ablation, nor nose conditions had any affect on temperature on the cone
base. The cone base flow temperature was found to be a strong function of main body
surface temperature.

6. Based on the above, a study of cooling methodologies on the rear portion of the main body
surface for (a) minimization of communications interference due to free electrons, (b) radiative
species and (c) for protection of the base is recommended.

The structures on the body which affect the wake were also investigated. Key findings
here include:

1. Flow structures formed at the nose and shoulder were found to survive and persist until the
end of the body, leading directly to distinct structures and associated layers of species within
the wake.

2. Gradients caused by nose bluntness and acceleration around the shoulder were found to
meaningfully affect the components of the wake, and so an analysis of wake composition changes
based on nose geometry is recommended.

3. The recompression shock formed by the neck causes the highest gradients within the wake,
and its effects could be diminished by disruption of the boundary layer which feeds it. A study
of afterbody shape factor is therefore recommended.

4. The location of the neck was seen to shift only minutely with wake and body temperature.
5. Neither temperature, ablation nor catalysis were found to significantly affect surface

pressure distribution.
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Abstract: Kestrel simulation tools are used to investigate the mutual interference between the
propeller and wing of C130J aircraft. Only the wing, nacelles, and propeller geometries are
considered. The propulsion system modelled is a Dowty six-bladed R391 propeller mounted at
inboard or outboard wing sections in single and dual propeller configurations. The results show
that installed propeller configurations have asymmetric blade loadings such that downward-moving
blades produce more thrust force than those moving upward. In addition, the influence of installed
propeller flow-fields on the wing aerodynamic (pressure coefficient and local lift distribution) are
investigated. The installed propeller configuration data are compared with the non-installed case,
and the results show that propeller effects will improve the wing’s lift distribution. The increase in lift
behind the propeller is different at the left and right sides of the propeller. In addition, the propeller
helps to delay the wing flow separation behind it for tested conditions of this work. Finally, the results
show the capability of Kestrel simulation tools for modeling and design of propellers and investigates
their effects over aircraft during conceptual design in which no experimental or flight test data are
available yet. This will lead to reducing the number of tests required later.

Keywords: wing–propeller aerodynamic interaction; p-factor; installed propeller; overset grid approach

1. Introduction

For low speed operations, propeller-driven aircraft are more effective than jet engines. The propellers
of large size aircraft are usually placed on and in the front of the wing which can drastically alter the
aerodynamics of the wing and other parts of the aircraft that are immersed in the propeller slipstream.
Propellers of these aircraft typically operate at a constant (desired) rotational speed. The propeller
blade angle is then adjusted according to the flight speed in order to achieve the maximum efficiency.
The propellers can rotate in the same or opposite directions as well. Understanding the effects of these
propellers on the aerodynamic performance, aircraft stability and control, vibration, and noise is a
challenging task and expensive using wind tunnel or flight testing. There are significant deficiencies
when using simple analytical methods such as momentum theory of Froude [1] and Rankine [2].
An alternative is to use computational methods that allow rapid and accurate prediction of the mutual
interference between the propeller and wing. Additionally, there is a growing interest in the use of
propellers in new and novel design concepts such as flying taxis, or in the unmanned aerial vehicles
or drones for the reconnaissance and payload carrying missions. No historical data exist for these
concepts and thus the design of these vehicles would be helped by the early availability of high quality
computational models to allow control laws to be defined.
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Advances in computational modeling of propellers are reported in literature [3]. In a simple
manner, propellers may be physically replaced with thin actuator disks using Froude–Rankine
momentum theory. This approach assumes an infinite number of thin propeller blades and inviscid
flow through the disk. The model then should ensure the mass flow continuity between front and rear
faces of disk. Depending on the input thrust and rotational speed, the rear face will have a jump in
total pressure, total temperature, and velocity. Advanced computational methods of sliding interfaces,
Chimera or overset grids have been used for propeller flow simulations as well [4–7]. Results of such
simulations have compared well with available wind tunnel data. Periodic slipstream unsteadiness
has been captured in wing lift and drag, and increased suction peaks at the wing leading edge have
also been documented for wing mounted engines. In addition to propeller slipstream interaction with
the wing, other components of the aircraft may also be affected by the local unsteadiness depending
on relative position of the propeller and the aircraft component. It is well known for traditional single
engine aircraft, the wake–fuselage and wake–tail interactions are significant at high power and low
airspeed configurations, such as during takeoff. For these conditions, the aircraft experiences a yaw
to the left if no control input is made to counter the resultant force. In addition, at high angles of
attack, asymmetric blade effects lead to an asymmetric relocation of the propeller’s center of thrust,
P-factor. For propeller driven aircraft with multiple engines mounted along the wing, the P-factor
effect can be mitigated by using counter-rotating propellers on either side of the aircraft. Note that the
C-130H/J propellers rotate in the same direction (clockwise when viewed from the rear) while the P-38
propellers are mounted to rotate in opposite directions depending on the whether the engine is on the
port or starboard side of the aircraft. The propellers’ slipstream characteristics are not only a design
consideration for traditional aircraft performance metrics, but they may also contribute to constraints
and limitations on the aircraft’s use. The focus of this work is to investigate the spinning propeller
effects on C130-J wing aerodynamics.

The aerodynamic modeling of C130 aircraft in air drop configuration has been the subject of
recent studies at the U.S. Air Force Academy and U.S. Army Natick Soldier Research, Development &
Engineering Center Center [8–10]. Propellers have been modeled with a very thin actuator disk in
References [8,9]. These studies investigated the wake and flow in the vicinity of the cargo ramp and
open troop doors. In a subsequent study [10], the C130H/J test cases were simulated with fully resolved
blade geometries and using an overset grid approach. The simulation results were compared with
previous studies that assumed the propellers as thin actuator disks, and they showed that propeller
effects increase the averaged velocities around the open door and in most locations behind the open
cargo ramp at the measured positions. The propeller effects on the wing aerodynamics are briefly
described in Reference [10] as well. The current work extends these studies and investigates the mutual
interference between C130J propeller(s) and its wing. Only wing, nacelle, and propellers components
of the aircraft are considered. The propulsion system modelled is a Dowty six-bladed R391 propeller
mounted at inboard and/or outboard wing sections. The installed and non-installed performances
of this propeller are investigated. The installed performance includes a single propeller mounted at
the inboard or outboard nacelle and two propellers mounted at the inboard and outboard nacelles.
Propellers can spin clockwise (CW) or counterclockwise (CCW) at different blade angles. Finally,
the stall behavior of the wing with and without propellers are presented.

This work uses the High Performance Computing Modernization Program (HPCMP)
Computational Research and Engineering Acquisition Tools and Environments (CREATE)TM-Air
Vehicles (AV) Kestrel simulation tools (version 8.0) to investigate the propeller wing aerodynamic
interaction of the C130J aircraft. The article is organized as follows: first, the Computational Fluid
Dynamics (CFD) solver and test cases are described. The propeller performance and propeller/wing
aerodynamic interaction are then briefly presented. Next, the article concludes with the a presentation
of the results of the C130J wing and propeller aerodynamic interaction.
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2. CFD Solver

The flow solver used in this work is the fixed wing computational tool of CREATETM-AV program,
i.e., Kestrel. The Department of Defense (DoD)-developed solver is funded by the DoD HPCMP.
The CREATETM focuses on addressing the complexity of applying computationally based engineering
to improve DoD acquisition processes [11], and it consists of three computationally based engineering
tool sets for design of air vehicles, ships, and radio-frequency antennae. The fixed wing analysis code,
Kestrel, is part of the Air Vehicles Project (CREATETM-AV) and is a modularized, multidisciplinary,
virtual aircraft simulation tool incorporating aerodynamics, jet propulsion integration, structural
dynamics, kinematics, and kinetics [11]. The code has a Python-based infrastructure that integrates
Python, C, C++, or Fortran-written components [12]. New modules can easily integrated into the code.

Kestrel version 8.0 is used in this work. The flow solver of the code discretizes Reynolds-Averaged
Navier Stokes (RANS) equations into a cell-centered finite-volume form. The code then solves unsteady,
three-dimensional, compressible RANS equations on hybrid unstructured grids [13]. The code uses
the Method of Lines (MOL) to separate temporal and spatial integration schemes from each other [14].
The spatial residual is computed via a Godunov type scheme [15]. Second-order spatial accuracy
is obtained through a least squares reconstruction. The numerical fluxes at each element face are
computed using various exact and approximate Riemann schemes with a default method based on
HLLE++ scheme [16]. In addition, the code uses a subiterative, point-implicit scheme method (a typical
Gauss–Seidel technique) to improve the temporal accuracy.

Kestrel receives an eXtensible Markup Language (XML) input file generated by Kestrel User
Interface and stores the solution convergence and volume results in a common data structure for
later use by the Output Manager component. Some of the turbulence models available within Kestrel
include turbulence models of Spalart–Allmaras (SA) [17], Spalart–Allmaras with rotational/curvature
correction (SARC) [18], Mentor’s SST model [19], and Delayed Detached Eddy Simulation (DDES)
with SARC [20].

Kestrel allows single and multi-body (overset) simulations. For the C130 example, the aircraft is
defined as the body in Kestrel and propellers are defined as children of the main body. In this way,
any motion applied to the aircraft will be applied to the propellers as well. Likewise, flaps should be
defined as children of the aircraft’s body in the code, but for a store separation problem, different bodies
should be defined. Kestrel uses an overset grid approach that allows the independent translation and
rotation of each body and its children. Overlapping grids are generated individually, without the
need to force grid points aligned with neighboring components. However, some small gaps should be
present between bodies to avoid body intersections in the code. In addition, Kestrel allows prescribed
or six degrees of freedom motions of rigid aircraft [12]. Bodies and their children can have their own
motions. For example, propellers of C-130 can spin around their rotation axis while the whole aircraft
undergoes a turn maneuver.

The propeller blades can be fully resolved in Kestrel using an overset grid approach. The code
also allows modeling propellers in form of thin actuator disks in which the disk area corresponds
to the propeller diameter. The use of uniform or non-uniform thrust distributions are available.
A non-uniform case requires a given radial position for maximum thrust force. The loading profile is
assumed to be linear with a zero thrust at the inner blade radius and then increases until the radial
position of maximum thrust, and then decreases to zero at the rotor tip.

3. Propeller Performance

Rotating propellers have significant influence on an aircraft aerodynamics and its stability and
control due to slipstream and propeller wake effects. The installed propeller performance is altered
due to wing upwash as well [21]. The installed configuration should therefore achieve maximum
propeller efficiency while minimizing the adverse impacts on aircraft aerodynamics [22]. The propeller
increases air speed and alters the flow direction behind it. The rise in dynamic pressure will increase
the wing lift and drag. The change of flow direction leads to a variation of the wing local angle of
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attack. The propeller slipstream delays the aircraft stall as well [23]. While this is a favorable effect,
the stall behavior from propellers can be unacceptable [24]. For example, advanced propellers used in
initial designs of C-130J prevented the inner wing from stalling [24] and therefore stall started at the
wing tips causing the loss of roll control. Additionally, highly loaded propellers produce a propeller
wake because of strong tip vortices formed at the tips of propeller blades. When these propellers are
mounted in the front of the wing, the propeller wake causes a considerable variation in the lift and
drag distribution across the wingspan [25]. This can cause an unsteady load distribution over the
aircraft as well.

Reference [26] describes several propeller aircraft interference effects. In this reference, the wing
section is divided into regions and the propeller performance is detailed for four points of the blade
tips. Following the guidelines of Reference [26], Figure 1 shows C-130H with two counter-spinning
Hamilton Standard 54H60 propellers. Only the inboard propeller effects are considered. The wing
is divided into four regions: (1) region one (“R1”) is from fuselage to the propeller tip; (2) region
two (“R2”) covers the propeller right tip to the hub; (3) region three (“R3”) extends from the hub to
the left propeller tip; (4) and finally region four (“R4”) is from the propeller disk towards the wing
tip. In addition, four points are shown on the displayed inboard propeller. These points are at the
tip of each blade. Wing regions of 2 and 3 are behind the propeller and are affected by the propeller
slipstream. In R2, the lift increases due to an increase in dynamic pressure and local angle of attack.
In R3, the angle of attack decreases and it counteracts the tendency of the lift increase due to a rise
in dynamic pressure behind the propeller. As reported in Reference [26], the propeller effects are not
limited to R2 and R3 and some changes in R1 and R4 can be experienced as well. In terms of propeller
performance, the wing upwash causes an asymmetric load on the propeller blades such that angle of
attack increases at P2 and decreases at P4. Points 1 and 3 are affected by the wing presence as well.
The presence of the nacelle also increases axial velocity in all shown points.

Figure 1. Propeller wing interference effects for counterclockwise spinning propeller of C-130H.

4. Test Cases

The main focus of this work is on the propeller aircraft interference effects of C-130J which uses a
Rolls-Royce AE2100 turboprop series with Dowty 391 six-bladed propeller system with a diameter of
162 inches. The blades have a high-speed design with a thin airfoil section and a swept back blade
made of composite materials.

Both propellers (inboard and outboard) spin counterclockwise (as viewed from front) at constant
rotational speed of 1020 rpm or 6120 deg/s. Different blade angles are tested. The propeller with
20 deg is shown in Figure 2.
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Computational grids were generated in Pointwise version 18.0 (Fort Worth, TX, USA). The surface
grid cells are mostly structured quadrilateral, but anywhere that these cell types are not possible to
make, triangular surface cells are used. The interface between structured and unstructured mesh
uses a surface T-rex cells technique that ensures high quality transition between the structured and
unstructured surface meshes.

Figure 2. Dowty six-blade R391 propeller with 20-deg blade angle is shown. This propeller has a
diameter of a diameter of 162 inches (4.12 m).

The main motivation for using the quadrilateral mesh is to have very good grid resolution on
the blade leading and trailing edges and at the blade tips. A part of the hub is covered with patches
of structured meshes as well. The volume mesh is fully unstructured with a 50 prism layer on the
propeller surface. The growing ratio of the prism layer is 1.25 and the growth is terminated when the
transition between the prism layer and the tetrahedral mesh is smooth.

Two set of grids were generated for each propeller at each given blade angle. In the first grid,
the free-stream boundary condition was used with an outer diameter of about 25 times of the blade
diameter. These grids have approximately 51.1 million cells and are used for simulation of non-installed
propellers. In the second set of grids, the outer boundary is an overset with a diameter of about
1.5 times of blade diameter. These girds are used for installed propeller simulations. These grids have
approximately 50 million cells consisting of 27 million prismatic cells around blades and hub surfaces.
Finally, for the propeller overset grid with a 20-deg blade angle, a new grid was generated with blade
surfaces being mirrored in order to have a clockwise spinning propeller.

The wing geometry is extended to a symmetric plane and has inboard and outboard flaps down
50% (or 22.5◦) with two engine nacelles mounted under the wing. The engine inlets are modelled
as solid walls in this work. No-slip conditions are assumed at all solid walls. The wing grid is also
generated in Pointwise version 18 and has about 72.5 million cells consisting of around 41 million
prismatic cells in proximity of the wall surfaces and 31 million tetrahedral cells elsewhere. The grid
units are in inches and in this system the wing half span measures 783.5 inches as shown in Figure 3.
The centerline of inboard and outboard nacelles are at 193 inches and 397 inches from the wing
root, respectively.

In the wing and propeller simulations, the wing is defined as the parent body with the propeller
as its children. This is a helpful approach as any motion applied to the wing will be applied to all
children, i.e., propellers. The propeller bodies use the same grids and are defined with a translation
vector to have propellers installed inboard or outboard. Different wing/propeller configurations
are then considered; some examples are shown in Figure 4. In the first case, only wing geometry is
considered including engine nacelles and the propeller hub geometries. In the second case, a single
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propeller is mounted at the inboard nacelle. The propeller could spin clock or counterclockwise and
could have different blade angles. In the third case, a single propeller is installed at the outboard wing
section; the propeller could again spin clockwise or counterclockwise and could have different blade
angles. In the final case, two propellers are installed at both inboard and outboard nacelles. They can
spin at the same or opposite directions. Note that, in the overset approach of this work, a small gap
is needed between wing and propeller grids. In addition, the motion files are only applied to the
propellers with hub and blades spinning simultaneously.

Figure 3. The location of flaps, nacelles, and propeller on the wing.

(a) Wing only (b) Installed propeller at inboard wing

(c) Installed propeller at outboard wing (d) Installed propellers at inboard and outboard wing

Figure 4. Test cases include no propeller; propeller installed inboard; propeller installed outboard;
and propellers installed on the inboard and outboard wing.
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5. Results and Discussion

In all CFD simulations, the SARC turbulence model DDES simulation is used. Kestrel simulations
are run in an unsteady mode in which second order accuracy in time is also used. A time step of
0.001 s, a temporal damping of 0.01, and three Newton sub-iterations are used for non-moving grids.
For spinning propellers, eight subiterations are set.

5.1. Propeller Performance

The performance of the Dowty six-bladed R391 propeller is investigated using Kestrel simulation
tools. Flow conditions in all simulations correspond to the air speed of 130 KIAS (Knots Indicated Air
Speed) at 1000 ft altitude and zero angles of attack and sideslip. The propeller grids with large outer
boundaries and free-stream conditions are used to investigate the non-installed propeller performance.
The grids (hub and propeller blades) rotate around x-axis at 6120 deg/s speed. The forces and moments
of all (noslip wall) surfaces (hub and blades) as well as each blade surface are written in separate files.
The simulation results show that blade forces and moments reach steady-state values for constant
speed propellers. The results confirm that aerodynamic forces and torques exerted on each blade are
symmetric as well.

Figure 5 shows the blade loadings for clockwise and counterclockwise spinning propellers
mounted on the inboard wing section at the final time of simulation. Note that propellers spin at a
constant speed of 1024 rpm. The solutions are colored by a pressure coefficient. In the computational
setup of these simulations, the forces and moments at each blade are written separately. The ratio
of thrust force at each blade to total propeller thrust is given in Figure 5. Notice that, for isolated
(non installed) propellers, all blades report similar thrust values. Figure 5 shows that installed propeller
have different loading depending on the direction of rotation. Figure 5a shows the solution of the
propeller spinning counterclockwise. The results show that blades moving downward (opposite of
the wing upwash) have more thrust force than those moving upward. The maximum thrust is at the
lowest positioned blade. Likewise, Figure 5b shows the solution of the propeller spinning clockwise
with constant rotational speed of 1024 rpm. As observed in counterclockwise spinning case, blades
moving downward (opposite of the wing upwash) have more thrust force than those moving upward.
The maximum thrust again occurs at the lowest positioned blade.

(a) Installed propeller; counterclockwise spin (b) Installed propeller; clockwise spin

Figure 5. Installed propeller surface pressure data. Propeller installed inboard; propellers have a
20-deg blade angle and spin at 1024 rpm clockwise or counterclockwise. Propeller solutions are at final
simulation time.
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5.2. Wing/Propeller Aerodynamic Interaction

The number of time steps in all simulations is 6500. Out of these time steps, 500 are used in startup
mode that helps to fade away the effects of solid walls, ramp up time, ramp down advective damping
effects, and prepare the solution for grid motions or unsteady simulations [27]. However, simulation
and therefore physical time will remain zero during these startup time steps. Flow conditions in all
simulations again correspond to the air speed of 130 KIAS at 1000 ft altitude and zero angles of attack
and sideslip. For stall behavior simulations, the angle of attack varies from zero to 12 degrees. For the
wing surfaces and Cp-plots, time-averaged solutions from the last 3000 iterations were used.

All propellers spin counterclockwise unless stated otherwise. The rotational speed is 1020 rpm or
6120 deg/s. Table 1 gives a list of simulations.

Table 1. Simulation runs.

Simulation Cases Inboard Propeller Outboard Propeller Angle of Attack (deg) Blade Angle (deg)

Case 1 CCW [0, 9, 10, 11, 12] [20, 28]
Case 2 CW 20
Case 2 CCW [0, 9, 10, 11, 12] [20, 28]
Case 4 CCW CCW [0, 9, 10, 11, 12] 20
Case 5 CW CCW [0, 9, 10, 11, 12] 20
Case 6 CCW CW [0, 9, 10, 11, 12] 20

A number of scripts were written to extract slices at different spanwise locations of the wing.
These locations are given in inches and can be visualized in Figure 3. Another script will calculate local
lift and drag coefficients from pressure coefficients of each slice to make a local lift distribution over the
wing. The first set of results compare pressure coefficient values over the wing for a number of slices
ranging from y = 20 to y = 420 inches for a wing only and a wing with an inboard mounted propeller.
The propeller has a blade angle of 20deg and can spin clockwise or counterclockwise; for each setting,
a different propeller grid was selected to have a positive thrust force by spinning propellers. Propellers
spin at 6120 deg/s (1020 rpm) as well. The pressure data of these configurations are shown and
compared in Figure 6. Notice that these data correspond to time-averaged wing solutions for the final
three seconds of simulations.

Note that the wing region behind an inboard propeller ranges approximately from y = 120 to
y = 280 inches. Figure 6 shows that inboard propeller effects can be seen at smaller y positions, even at
y = 20 inches as the Cp-plots do not match with each other at these locations. A counterclockwise
propeller mounted on the inboard wing causes the pressure differences between upper and lower
surfaces to increase compared with a wing without propeller for y = 20 to y = 120 inches.
A counterclockwise rotation causes an upwash in these region and an increased local angle of attack.
Instead, a clockwise spinning propeller causes the pressure differences between upper and lower
surfaces decrease compared with a wing without propeller for positions y = 20 to y = 120 inches.
This is due to downwash effects of the propeller over this region of the wing. Notice that the effects of
deflected flaps can be seen in Cp-plots of positions at and larger y = 100 in. In the range of y = 120 to
y = 200, the counterclockwise spinning propeller causes significant differences between upper and
lower surfaces again compared with the wing-only configuration. The reason is due to the combined
effects of upwash and increases momentum behind the propeller at this region. The clockwise spinning
propeller also shows larger differences because of the momentum increase, but differences are still
smaller than the counterclockwise spinning propeller.
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(a) Y = 20 in (b) Y = 40 in (c) Y = 60 in (d) Y = 80 in

(e) Y = 100 in (f) Y = 120 in (g) Y = 140 in (h) Y = 160 in

(i) Y = 180 in (j) Y = 200 in (k) Y = 220 in (l) Y = 240 in

(m) Y = 260 in (n) Y = 280 in (o) Y = 300 in (p) Y = 320 in

(q) Y = 340 in (r) Y = 360 in (s) Y = 380 in (t) Y = 400 in

Figure 6. Pressure distribution (−Cp) over the wing for wing only and wing with a prop mounted
at inboard nacelle; the propeller spins counterclockwise and clockwise and has a 20-deg blade angle.
Black dots show no prop. Blue-colored square markers show a propeller spinning counterclockwise.
Red triangles show a propeller spinning clockwise. Pressure data are time-averaged for the final three
seconds of simulations.
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At around the nacelle center, i.e., y = 193 inches, both propellers show nearly the same Cp plots as
downwash and upwash velocities are small in this region. From y = 200 inches outwards, the propeller
effects change to become the opposite, i.e., a clockwise spinning propeller induces upwash over the
wing and the counterclockwise spinning propeller induces downwash. The largest effects can be
seen from a clockwise spinning propeller for locations between y = 200 to y = 280 inches, where it
shows the largest differences between Cp values at upper and lower surfaces. For y = 280 outwards,
the counterclockwise spinning propeller effects become small and the pressure data almost matches
the wing only data. The clockwise spinning propeller still shows some changes in Cp plots up to
y = 380 inches due to upwash effects over these regions. These results show that a propeller installed
on the front of the wing can significantly change the wing aerodynamics in particular behind the
propeller; these effects depend on the propeller direction of rotation and they can even be seen at
different wing locations that are not behind the propeller.

The next results compare wing only pressure data with a counterclockwise spinning propeller
with 20-deg blade angle and mounted either on the wing inboard or outboard. Figure 7 shows and
compares these numerical data for wing slices extracted from y = 20 to y = 520 inches. The outboard
mounted propeller has no significant changes over wing local pressure plots for positions of y = 20
to y = 300 inches. The inboard mounted propeller, however, creates pressure on the upper surface
smaller and on the lower surface larger for positions of y = 20 to y = 300 inches due to propeller
upwash effects. The changes become significant for y = 120 to y = 200 inches due to combined effects
of upwash and increased dynamic pressure behind the propeller. Large gradients of Cp increase and
decrease can be seen at the wing leading edge and behind the propeller. For y = 200 to y = 280 inches,
the inboard propeller effects are decreased as the downwash effects opposite from the dynamic
pressure increase. For y = 280 outwards, the inboard propeller causes smaller differences between
upper and lower wing surfaces due to downwash effects.

The outboard propeller shows very similar trends as well; however, the effects over the wing can
be seen from y = 300 inches outward. In these regions, the wing is subject to propeller upwash. From
y = 320 to y = 400, there are combined effects of upwash and increased dynamic pressure. For y = 400
to y = 480 inches, the downwash due to propeller opposite from the effects of increased dynamic
pressure. Finally, for y = 480 outwards, the propeller downwash causes there to be smaller pressure
on the lower surface and larger pressure values on the upper surface.

Figure 8 shows vorticity isosurfaces for simulated cases of wing only, propellers installed inboard
or outboard wing with 20-deg blade angle. The inboard propellers spin either clockwise or
counterclockwise with a rotational speed of 1024 rpm. Isosurfaces correspond to the vorticity
magnitude of 100. Figure 8 shows the slipstream generated behind the propellers. A negative
pressure region is formed over the upper wing surface behind the propellers. For counterclockwise
propellers, the pressure is more negative behind the right side of propeller (viewed from front) than
the left side. This is again due to combined effects of upwash and increased dynamic pressure. For the
clockwise spinning propeller, the wing pressure is more negative behind the left side propeller than its
right side.

Wing tip and flap vortices can be seen in Figure 8. The engine inlet was assumed to be a solid wall.
Therefore, the inlet surface experiences stagnation pressure. The flow separates as it makes a 90-deg
turn at the inlet edge. The separated flow will roll into two vortices around each nacelle and they will
move upwards. The interaction of these vortices with wings will form two vortices near each other on
the upper wing surface behind each nacelle. These vortices can be seen in Figure 8a. In the presence of
the propeller, these vortices become much larger and are lifted up from surface as shown in Figure 8c,d.
There is a vortex shedding at where the propeller slipstream interacts with the wing surface.
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(a) Y = 20 in (b) Y = 40 in (c) Y = 60 in (d) Y = 80 in

(e) Y = 100 in (f) Y = 120 in (g) Y = 140 in (h) Y = 160 in

(i) Y = 180 in (j) Y = 200 in (k) Y = 220 in (l) Y = 240 in

(m) Y = 260 in (n) Y = 280 in (o) Y = 300 in (p) Y = 320 in

(q) Y = 340 in (r) Y = 360 in (s) Y = 380 in (t) Y = 400 in

Figure 7. Cont.

236



Aerospace 2018, 5, 79

(u) Y = 420 in (v) Y = 440 in (w) Y = 460 in (x) Y = 480 in

(y) Y = 500 in (z) Y = 520 in

Figure 7. Pressure distribution (−Cp) over the wing for wing only and a wing with a prop mounted
either on the inboard or outboard nacelle; the propeller spins counterclockwise and has a 20-deg blade
angle. Black dots show no prop. Blue-colored square markers show a propeller mounted on the wing
inboard. Red triangles show a propeller mounted wing outboard. Pressure data are time-averaged for
the final three seconds of simulations.

Figure 9 compares the wing local lift distribution for the wing only and propellers installed inboard
or outboard. The local lift is presented as Cl .c which is local lift times local chord. The propellers
have a 20-deg blade angle and spin at 1024 rpm. The inboard propellers can either spin clockwise or
counterclockwise. The data calculated correspond to time-averaged data. Figure 9 shows that wing
local lift increases behind the propeller. The lift rise in the left and right sections of the propellers are
different and will depend on the direction or rotation.

In more detail, Figure 9a compares local lift distribution of a wing only configuration (No Prop)
with data of wings and a propeller mounted inboard spinning clockwise (Prop CW) or counterclockwise
(Prop CCW). Note that the lift distributions of all wings are affected by the flap deflections (flaps
are located approximately at y = 85 to y = 550 inches). For example, moving towards the wing tip,
the local lift of “No Prop” configuration increases, then gradually decreases, and then falls outside the
outboard flap. In the "No Prop” case, there are local lift changes behind nacelles due to inlet vortices
formed over the upper surface as well. In the “Prop CCW” case, the lift distribution is larger than the
“No Prop” case for all spanwise distances from 20 to 280 inches. For further distances, the local lift is
very close to “No Prop” data. Figure 9a shows that the local lift of “Prop CCW” suddenly increases,
moving towards the left side of the propeller until it reaches a maximum and then drops. The effects of
vortex shedding can be seen on the plots, especially near the right tip (y = 276 inches) of the propeller
spinning CCW and the left tip (y = 196 inches) of the propeller spinning CW. The wing of “Prop CW”
configuration has smaller lift than “No Prop” for distances from wing root to y = 80 inches due to
induced upwash from propeller. The maximum lift occurs behind the right side of propeller. Both CW
and CCW spinning propellers have the same thrust at the center of hub. Figure 9b compares the wing
data with a propeller installed inboard or outboard. The outboard propeller effects can be seen even at
the wing root. The propeller causes less lift than the “No Prop” case at a location right of the propeller.
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(a) Wing only (b) Wing+ Prop20 Inboard spinning CCW

(c) Wing+Prop20 Outboard spinning CCW (d) Wing+Prop20 Inboard spinning CW

Figure 8. Propeller installed inboard/outboard; vorticity isosurfaces are colored with pressure coefficients.
Propellers have a 20-deg blade angle and spin at 1024 rpm. Wing only solution is time-averaged for the
final three seconds of simulations. Wing+Prop solutions are at the final simulation time.

(a) Inboard prop (b) Inboard vs. Outboard prop

Figure 9. Local lift distribution for wing and propellers are installed inboard or outboard the wing.
Propellers have a 20-deg blade angle. The inboard propellers spin either CW or CCW. In these
figures, Cl .c denotes the local lift times the local chord length. Local lift data are found from
time-averaged solutions.

The next results compare the effects of blade angle on the wing aerodynamics. Two blade angles
of 20 and 28 degrees are considered. A single propeller is installed on either the inboard or outboard
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section of the wing. All propellers spin counterclockwise at a spinning speed of 1024 rpm. In both
(inboard and outboard mounted) cases, the propeller with a 28-deg blade angle have similar trends
with the propellers with a 20-deg blade angle, but much larger differences are obtained between
pressure data at upper and lower surfaces at 28-deg blade angles. In more detail, Figure 10 presents the
iso-surfaces of the vorticity magnitude for these simulations. All visualizations correspond to the final
simulation time step. Figure 10 shows that a larger slipstream is formed behind the propeller with a
28-deg blade angle. More negative pressure regions over the wing were formed with propellers having
a 28-deg blade angle as well. Vortex shedding at the junctions of the wing and propeller slipstream
are stronger for propellers with a 28-deg blade angle. Finally, Figure 11 compares the local wing lift
distributions of these configurations. The propeller with a 28-deg blade angle leads to larger lift values
over the wing. The vortex shedding effects are more visible in the plots of propellers with a 28-deg
angle as well.

(a) Wing+Prop28 Inboard (b) Wing+Prop20 Inboard

(c) Wing+Prop28 Outboard (d) Wing+Prop20 Outboard

Figure 10. Propeller installed inboard/outboard; vorticity isosurfaces are colored with a pressure
coefficient. Propellers have a 20-deg blade angle and spin at 1024 rpm counterclockwise. The wing
only solution is time-averaged for the final three seconds of simulations. Wing+Prop solutions are at
the final simulation time.

Next, results of a single propeller and a wing with both inboard and outboard mounted propellers
are compared. In both cases, propellers have a 20-deg blade angle, spin counterclockwise at a rotational
speed of 1024 rpm. Figure 12 shows the local lift distribution and vorticity isosurfaces of the wing with
both propellers installed. In regions between propellers, the two-propellers increase the local wing lift
compared with single propeller cases. In other regions, the two-propeller data follow the trends of
the single propeller locally installed. In addition, Figure 13 compares the local lift distributions of the
wings with two propellers but different spinning scenarios. Figure 13 shows that very different lift
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distributions are obtained depending on the spinning directions. These effects will be important in the
aircraft design and how to control where the wing will stall first.

(a) Inboard prop (b) Outboard prop

Figure 11. Local lift distribution for wing and propellers installed inboard or outboard the wing.
Propellers have 20-deg or 28-deg blade angles. The propellers spin counter clockwise. In these
figures, Cl .c denotes the local lift times the local chord length. Local lift data are found from
time-averaged solutions.

(a) Lift distribution (b) Vorticity iso-surface

Figure 12. Propeller installed at both inboard and outboard wing; In (a), local lift distribution for wing
and propellers installed inboard and outboard the wing are shown. In (b), vorticity isosurfaces are
colored with pressure coefficient. Propellers have 20-deg blade angle and spin at 1024 rpm.

Final results present the effects of propeller on the wing stall behavior. Figure 14 shows the lift
distribution of four configurations at angles of attack of 9, 10, 11, and 12 degrees. The configurations
include wing without propeller, wing with inboard propeller, wing with outboard propeller, and wing
with both inboard and outboard propellers. All propellers have a blade angle of 20 degrees and spin
counterclockwise. Figure 14a shows that the wing only case has stalled at an 11-deg angle of attack.
Increasing the angle of attack to 12 degrees does not increase local lift in most regions; it even falls
behind the outboard nacelle. Figure 15 shows that, at an 11-deg angle of attack, flow is separated at
the wing roots and behind nacelles. However, the tip has not been stalled yet and the lift increases
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with increasing angle of attack at the tip. Figure 14b,c show that local wing stalls behind propellers
are delayed by mounting propellers at the inboard and outboard wing; however, the single propeller
causes flow separation in other regions. The two-propeller case, however, delays stall at most positions.
Figure 15 compares the vorticity iso-surfaces of all these configurations for tested angles of attack.

(a) Lift distribution (b) Prop spin CCW

(c) Prop In (CCW) Prop Out (CW) (d) Prop In (CW) Prop Out (CCW)

Figure 13. Propeller installed on both inboard and outboard wings, but they spin at different directions.

(a) Wing only (b) Wing+Inboard prop

Figure 14. Cont.
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(c) Wing+Outboard prop (d) Wing+Inboard & Outboard props

Figure 14. The wing stall behavior with and without propellers. All propellers spin counterclockwise.

α = 9◦

α = 10◦

α = 11◦

α = 12◦

Figure 15. Propeller installed inboard/outboard; it has a 20-deg blade angle. Wing solution is
time-averaged. Wing+Prop solutions are at a time of six seconds.
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6. Conclusions

The propeller significantly changes the wing aerodynamic performance. The effects will depend
on the blade angle, direction of rotation, and position of propellers on the wing. The most significant
effects were seen beyond the propeller. For a counterclockwise spinning propeller (viewed from front),
the upwash on the left side of the propeller caused the local angle of attack to increase and hence the
local lift coefficient. The lift increase will be substantial behind the propeller because of combined
effects of upwash and rise in the flow momentum. On the right side of the propeller, downwash will
reduce the dynamic pressure rise effects. Outside the propeller disk, downwash causes the local lift to
decrease. For tested propellers, increasing the blade angle from 20 to 28 degrees increased the local
lift as well. In addition, two-propeller configuration was simulated and the results show that this
improved wing lift distribution compared with single installed ones. Finally, the propeller presences
will delay flow separation and local stall over the wing behind the propeller disk. The results of
this work show the capability of Kestrel simulation tools for modeling and design of propellers and
investigate their effects over aircraft during a conceptual design in which no experimental or flight
test data are available yet. This will lead to reducing the number of tests required later. In addition,
these results can be used for teaching purposes.
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Nomenclature

a acoustic speed, m·s−1

CFD computational fluid dynamics
Cp pressure coefficient, (p − p∞)/q∞

CREATE Computational Research and Engineering Acquisition Tools and Environments
CCW counterclockwise
CW clockwise
D propeller diameter, m
DDES delayed detached eddy simulation
F thrust force, N
M Mach number, V/a
p static pressure, N/m2

p∞ free-stream pressure, N/m2

q∞ free-stream dynamic pressure, N/m2

SARC Spalart–Allmaras with rotational and curvature correction
RANS Reynolds Averaged Navier–Stokes
t time, s
VZLU Czech aerospace research center
V∞ free-stream velocity, m·s−1

x,y,z grid coordinates, m

Greek
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α angle of attack, deg
β blade angle, deg
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Abstract: The flow physics modeling and validation of the Royal Aircraft Establishment (RAE)
subsonic intake Model 2129 (M2129) are presented. This intake has an 18 inches long S duct
with a 5.4 inches offset, an external and an internal lip, forward and rear extended ducts,
and a center-positioned bullet before the outlet. Steady-state and unsteady experimental data
are available for this duct. The measurements include engine face conditions (pressure recovery,
static pressure to free-stream total pressure ratio, and distortion coefficient at the worst 60◦ sector
or DC60), as well as wall static pressure data along the duct. The intake has been modeled with
HPCMP CREATETM-AV Kestrel simulation tools. The validation results are presented including
the effects of turbulence models on predictions. In general, very good agreement (difference errors
are less than 6%) was found between predictions and measurements. Secondary flow at the first
bend and a region of flow separation are predicted at the starboard wall with an averaged DC60
coefficient of 0.2945 at the engine face. Next, a passive and an active flow control method are
computationally investigated. The passive one uses vane-type vortex generators and the active one
has synthetic jet actuators. The results show that considered passive and active flow control methods
reduce the distortion coefficient at the engine face and the worst 60◦ sector to 0.1361 and 0.0881,
respectively. The flow control performance trends agree with those obtained in experiments as well.
These results give confidence to apply the Kestrel simulation tools for the intake design studies of
new and unconventional vehicles and hence to reduce the uncertainties during their flight testing.

Keywords: S-duct diffuser; flow distortion; flow control; vortex generators

1. Introduction

A key challenge in the development of an aircraft is to integrate the propulsion system with the
airframe such that a balance between the integrated propulsion requirements and the overall aircraft
design demands are met. Many of the engineering challenges in this issue arise from the fact that the
successful integration of airframes and engines involves major compromises between the wishes of
the aircraft and engine manufacturers. For a multi-mission aircraft propulsion system, the installation
study involves the design of intake, exhaust system, secondary air system (i.e., ejector nozzles), and the
integration of those components with the engine and aircraft.

Typically, the intake design is the aircraft manufacturer’s responsibility, but in terms of the
installed-engine performance, the intake effects need to be understood. The optimal intake design
is a trade-off study about desirable requirements, namely high pressure recovery, low installation
drag, low radar and noise signatures, as well as minimum weight and cost. In terms of propulsion,
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the function of the intake is to introduce a sufficient mass of air from the ambient environment flow
uniformly and with stability to the engine compressor under all flight conditions.

Turbojet and low bypass turbofan engines are often located within the fuselage of an aircraft.
This is especially employed in combat aircraft which should face a compact layout in order to reduce
radar cross section. In addition, this type of engine installation results in less installation drag. However,
the optimal incorporation of an engine into the aircraft fuselage for reducing the radar cross-section is
a complex task because such a configuration requires an S duct with the possibility of thick boundary
layer ingestion into the engine compressor under the severe conditions of the adverse pressure gradient
inside the duct. Thus, the design of these intakes must ensure that the engine operates effectively in
the presence of such boundary-layer ingestion and to avoid significant flow distortion. The intake flow
distortion is characterized by the non-uniformity in the flow parameters (such as velocity and pressure)
in planes perpendicular to the flow direction [1]. Specifically, flow distortions at the engine face should
be minimized. In a subsonic intake diffuser, the flow distortion is caused by the ingestion of fuselage
boundary layer or aircraft vortices into intake, flow separation at the cowl lips during maneuvering
conditions, or formation of secondary and separated flow regions at the intake bends with small radius
of curvature. These airflow distortions will lead to total pressure loss and non-uniformity at the engine
face which reduces the compressor surge margin and may eventually cause the compressor to stall,
engine instability, and the performance deviation from design conditions [2]. Careful consideration
should therefore be given to the design of the shape of the cowl lip and diffuser of these intakes.

The purpose of this article is to determine the flow characteristics of S duct intakes via the
extensive use of computational simulations. The Computational Fluid Dynamic (CFD) tools, however,
need to be first verified against experimental data. In order to verify the used CFD tools, the Royal
Aircraft Establishment (RAE) subsonic intake Model 2129 (M2129) is considered here. This subsonic
S duct intake was designed under a joint program between NASA and the UK Ministry of Defense
(MOD) and was tested in the DRA/Bedford wind tunnel. The aim of these experiments was to calibrate
CFD codes and achieve the inlet distortion control.

The flow inside M2129 S-duct intake has been extensively studied using experimental and numerical
methods. However, all CFD codes based on solutions of the Reynolds-Averaged Navier-Stokes (RANS)
equations failed to exactly predict measured data because of the complexity of flow-field inside this
duct [3,4]. As detailed in Ref. [5], the flow initially accelerates before reaching the throat section of
this intake. At the first bend, the flow passing along the starboard side (inside of the bend) is subject
to the centrifugal and pressure forces which cause the flow streamlines move towards the port side
(outside of the bend). The interaction of the incoming flow from the inner side with the adverse
pressure gradient region occurring at the port side leads to forming two swirling secondary flows.
The flow continues to decelerate inside the diffuser and the ram pressure will rise as well. At the
second bend, the low (kinetic) energy flow at the outside wall does not form any strong secondary
flows that balance or cancel those generated by the first bend. In addition, the low energy flow along
the starboard side of the second bend is subject to adverse pressure gradient region and will separate.
Most CFD codes using RANS solutions failed to predict the observed secondary flows and the exact
location of flow separation point. However, hybrid RANS and large eddy simulation methods have
improved these predictions. This work in particular focuses on the simulation of the RAE M2129
intake using the HPCMP (High Performance Computing Modernization Program) CREATETM-AV
(Air Vehicles) Kestrel simulation tools. These relatively new tools from the U.S. DoD (Department
of Defense) HPCMP have extensively been tested and validated for a wide range of external flow
applications, however, much less effort has been devoted to the validation of the code for internal
flow problems.

It is quite impossible to design an S duct diffuser with small flow distortions at all flight conditions.
Therefore, many studies have focused on the reduction and control of intake flow distortion using
passive [6,7] and active flow controls [8,9]. The most common methods for passive and active controls
are using vanes/plates and synthetic jet actuators, respectively. Passive vortex generators have already
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been used to control the boundary layer separation in many applications. The mixture of low and
high momentum flow regions by these devices can locally control the effects of separation. Vane-type
vortex generators have been used in S duct intakes as well to improve pressure recovery, for example
see Ref. [10]. The recent applications of these devices attempt to improve both total pressure recovery
and uniformity. In these applications, an array of vane type vortex generators are typically placed at
or behind the first bend to control the secondary flow formation [11]. Though these devices are very
simple to install, they cannot effectively control and reduce distortion at all off-design conditions.

Anderson and Gibb [11] presented the experimental results of applying different vortex generator
configurations for the secondary flow control of the M2129 S duct. The experiments were again
conducted at the DRA/Bedford 13 ft × 9 ft wind tunnel with the throat Mach number in range
of 0.2 to 0.8. The VG170 configuration of Anderson and Gibb’s study is considered in this work.
This configuration has the best performance among others for all tested conditions. It consists of
22 vanes with chord length ratio of 0.2703 and blade height ratio of 0.07.

Air jet vortex generators have been tested for the flow control of the M2129 S duct as well [12].
These devices are more difficult to install than passive ones and require bleeding high pressure air from
engine that might affect its performance. However, these devices lead to lower distortion coefficients
and improve engine face conditions at all off-design conditions. In this work, an active control method
with 22 jets is considered; each jet has a diameter of 1 mm, an imping angle of 30 degrees relative to
the walls, with a bled air total to free-stream pressure ratio of two.

This work uses the HPCMP CREATETM-AV Kestrel simulation tools to validate and investigate
the flow predictions of the RAE M2129 S duct baseline. Computational tools are then investigated
for studying the distortion and flow changes of this baseline with vane type and air jet vortex
generators. The article is organized as follows. First, CFD solver and test cases are described. The intake
performance is briefly presented. Next, the validation results are given for the baseline followed by the
results obtained from baseline with control methods. Finally, concluding remarks are provided.

2. CFD Solver

The simulation tools used in this work is the fixed wing computational tool of CREATETM-AV
program, i.e., Kestrel. The code is a DoD-developed solver in the framework of the CREATETM

Program, which is funded by the DoD High Performance Computing Modernization Program
(HPCMP). The CREATETM focuses on addressing the complexity of applying computationally
based engineering to improve DoD acquisition processes [13]. CREATETM consists of three
computationally based engineering tool sets for design of air vehicles, ships, and radio-frequency
antennae. The fixed wing analysis code, Kestrel, is part of the Air Vehicles Project (CREATETM-AV)
and is a modularized, multidisciplinary, virtual aircraft simulation tool incorporating aerodynamics,
jet propulsion integration, structural dynamics, kinematics, and kinetics [13]. The code has
a Python-based infrastructure that integrates Python, C, C++, or Fortran-written components [14].
New modules can easily integrated into the code.

Kestrel version 7.2 is used in this work. The flow solver of the code discretizes Reynolds–Averaged
Navier Stokes (RANS) equations into a cell-centered finite-volume form. The code then solves unsteady,
three-dimensional, compressible RANS equations on hybrid unstructured grids [15]. The Method
of Lines (MOL) in the code separates temporal and spatial integration schemes from each other [16].
The spatial residual is computed via a Godunov type scheme [17]. Second-order spatial accuracy
is obtained through a least squares reconstruction. The numerical fluxes at each element face are
computed using various exact and approximate Riemann schemes with a default method based on
HLLE++ scheme [18]. In addition, the code uses a subiterative, point-implicit scheme method (a typical
Gauss-Seidel technique) to improve the temporal accuracy.

Kestrel receives an eXtensible Markup Language (XML) input file generated by Kestrel User
Interface and stores the solution convergence and volume results in a common data structure for
later use by the Output Manager component. Some of the turbulence models available within Kestrel
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include the one-equation turbulence models of Spalart–Allmaras (SA) [19], Spalart–Allmaras with
rotational/curvature correction (SARC) [20], Mentor’s SST model [21], and Delayed Detached Eddy
Simulation (DDES) with SARC [22] and SST RANS turbulence model [21].

3. Test Case

An S-duct diffuser, named RAE M2129, was designed around 1990 under a joint program
between NASA and the UK defense Ministry and was tested in the DRA/Bedford 13 ft × 9 ft
wind tunnel. A large number of diffuser geometries have been studied with different lip shapes,
cross-sectional changes, and etc. The test case used in this study corresponds to the geometry used in
the Aerodynamics Action Group AD/AG-43, “Application of CFD to High Offset Intake Diffusers” [23].
The aim of this project was calibration of CFD codes for an S duct diffuser.

The M2129 geometry is shown in Figure 1. This intake has a circular entry section followed
by an S bend diffuser. The model is a side-mounted duct with a horizontal plane of symmetry, i.e.,
y = 0. The diffuser offset is therefore in the horizontal plane. Based on this setup, the duct side with
minimum z was named starboard, port was the side with the maximum z, the minimum y side was
named bottom, and finally the maximum y side top.

Figure 1. The sketch of the RAE M2129 geometry used in this work. The pressure rakes at the engine
face are shown as well. They include 12 equally spaced arms with 30-degree intervals with six pitot
pressure probes at each arm.

The inlet throat diameter is approximately 5.06 inches. The diffuser length is 18 inches with
5.4 inches centerline offset. Two constant-area sections were added at the upstream and end of the
duct as shown in Figure 1. With this modification the overall built duct length was 29.969 inches.
The engine face bullet starts at x = 23.129 inches measured from the most forward part of the intake
lip and becomes parallel at x = 24.569 inches. The engine face, where measurements were made, is at
x = 24.669 inches as well. In more detail, the locus of the centerline offset curve and the variation of
the radius in the diffusing part of the intake can be determined by following equations:

z = 0.15L
[
1 − cos

(
π
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L

)]
(1)(

R − Rt

R f − Rt

)
= 3

(
1 − x

L

)4 − 4
(

1 − x
L

)3
+ 1 (2)

where L is the diffuser length, Rt and Rf are the throat and engine face radii, respectively. By studying
these equations, the 5.4 inches be deduced to be the duct offset between the throat and engine face center.
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The RAE M2129 intake experiments were conducted in the DRA/Bedford 13 ft × 9 ft wind tunnel
which is a closed-circuit type. The experimental data used in this work corresponds to Data Point (DP) 78.
The diffuser of this run has a bullet and a static rake in the compressor entry plane. The free-stream
conditions in these experiments correspond to a Mach number of 0.204 and zero angles of attack and
side slip. Free-stream total pressure and total temperature were 105,139.5 Pa and 293.7 K, respectively.
Table 1 lists all experimental conditions. The static rake at the engine face (see Figure 1) had 12 equally
spaced arms with 30 degrees intervals, such that each arm had six pitot pressure probes. The inner
probes were at 1.1 inches radius, while the outer probes were positioned at a radius of 2.89 inches.
The measurements included pressure recovery, static pressure to total free-stream pressure, and DC60
coefficient at the engine face. In additions, DP78 experiments had four rows of static pressure taps
along the duct at starboard, port, top, and bottom sides.

Table 1. Flow conditions of the DP78 run of RAE-M2129 baseline.

Flow Conditions Experimental Data

Free-stream Mach 0.204
Free-stream total pressure 105,139.5 Pa

Free-stream total temperature 293.7 K
Angle of attack 0 degree
Sideslip angle 0 degree

Mass flow ratio 1.9382

In a different experimental campaign by Gibb and Anderson [12], the RAE M2129 diffuser was
tested with different vane type vortex generator designs. The general geometries of these vanes and
their locations relative to the diffuser entry plane are given in Ref. [12] and shown in Figure 2. In this
work, the VG170 configuration is used. Referring to Figure 2, this configuration has 22 vanes located
at XVG/Ri of 2.0. Each vane has a blade height ratio (h/Ri) of 0.070 and chord length ratio (c/Ri) of
0.2703. In addition, the spacing angle and the vane angle of attack were set at 15◦ and 16◦, respectively.

Finally, the M2129 diffuser intake with air jet vortex generators (AJVG) was studied as well.
Experimental data of such a flow control method were again reported by Gibb and Anderson [12].
In the present work, similar designs to Ref. [12] are used as well. The flow control consists of the row
of high pressure jets located in the position of VG170 vane-equipped configuration described earlier.
Unlike the designs used in Ref. [12], the jets of this work are inclined 17 degrees towards the inlet wall
and 30 degrees towards the surface normal direction following recommendation of Ref. [24]. The jet
diameters are 1 mm as well.

(a)

Figure 2. Cont.
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(b)

Figure 2. The RAE M2129 vortex generator locations and geometry parameters. These pictures were
adapted from Ref. [12]. (a) VG locations; (b) Geometric parameters.

4. Computational Grids

Four grids are considered in this study. Detail of these grids are given in Table 2. The first grid
corresponds to the RAE M2129 wind tunnel geometry without any flow control. This corresponds
to the wind tunnel model of DP78 run with a bullet. However, the computational model has slightly
longer forward extension than the section of experimental model. The grid for this geometry is a hybrid
(structured and unstructured) and was obtained from Bernhard Anderson of NASA Glenn Research
Center and has about 31.2 million cells. This grid has structured cells over all wall surfaces. Body-fitted
structured grid layers exist at the wall and tetrahedra cells used elsewhere. This model was used for
CFD validation of the M2129 diffuser baseline.

Table 2. Detail of computational grids.

Grid Description Number of Cells (Millions)

Grid1 Obtained from NASA; baseline intake 31.2
Grid2 generated at USAFA; baseline intake 15
Grid3 generated at USAFA; baseline intake + 22 vanes 19.9
Grid4 generated at USAFA; baseline intake + 22 jets 62.3

A second intake diffuser was modeled at the U.S. Air Force Academy (USAFA) using M2129
intake data and Equations (1) and (2). These two geometries (USAFA and NASA) do not match
everywhere as shown in Figure 3. The new geometry has slightly different offset from the original one
and the cross-sectional changes are different from experimental models as well.

Figure 3. RAE M2129 geometries. NASA model was obtained from Bernhard Anderson. USAFA
model was created from given intake data and offset and diameter changes equation with length.
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Three grids were then made from this new intake geometry: one without any flow control,
one with passive, and one with active flow control. Geometry and grids are shown in Figure 4.
The passive flow control consist of one row of vanes which are designed according to Ref. [12] and its
detailed VG170 configuration. The grid generator builds a prism layer around the vane surfaces to
enable their modeling as viscous wall. The active flow control consists of the row of high pressure jets
located in the position of VG170 vanes configuration as well.

(a)

(b)

(c)

Figure 4. USAFA baseline intake model with vortex generator plates and jets. (a) USAFA baseline
geometry and symmetry grid; (b) Vortex generator plates; (c) Jets.

The computational grids were made in Pointwise version 18. Most of the surface mesh is made
of patches of structured mesh with prism layers build upon the surface mesh. The remaining parts
of interior meshes above the prism layer are made of tetra cells. The thickness of the first layer is
determined by the condition of y+ < 1 with a cell wall normal growth ratio of 1.25. The baseline grid
has approximately 15 million cells. The approximate numbers of cells for intake with passive and
active controls are 19.9 and 62.3 million cells, respectively.
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5. Intake Performance

In general, the loss of total pressure inside a diffuser intake can be the result of the wall frictions,
the flow separation, and formation of shock waves. A term named pressure recovery can represent the
level of losses of a diffuser. It is defined as follows:

PR =
p0 f

p0∞
(3)

where p0 f is the mean total pressure at the engine’s face plane and p0∞ denotes free-stream total pressure.
If the diffuser flow is assumed to be isentropic, there is no pressure losses and the outlet and inlet total
pressures of the intake are the same which gives a pressure recovery of one. Wallin et al. [25] presented a
relationship between the pressure recovery and geometric patterns of a not bent intake. Based in this
relationship, as the duct length increases, the pressure losses will rise due to the higher skin friction
losses. These pressure losses will be higher if the intake has a bend and when the internal cross-section
shape changes, e.g., from elliptic to circular. In addition, the pressure recovery values drop if the
engine operates at the larger throttle setting. The pressure recovery will fall off with increasing yaw
and incidence angle as well. Additionally, the influence of external pressure field (wing, fuselage, etc.)
upon the intake pressure recovery needs to be determined. For the intake types that the entry is from
fuselage, the run up distance and wetted fuselage area ahead of intake significantly affect the flow-field
inside the intake. The prediction of all these effects upon the intake’s performance is a challenging task
that must be concerned within the intake performance analysis.

The sensitivity of the engine performance on the intake’s pressure-recovery depends on the design
of the engine. Antonatos et al. [26] have assumed a linear relationship between the total pressure losses
and the engine thrust as:

�F
F

= CR· (1 − PR) (4)

where �F and F denote thrust drop and thrust force respectively. CR is the correction factor that
depends on the engine configuration. The correction factor for turbojet and turbofan engines lies
between 1.1 and 1.6 over the Mach number range 0.8 to 2.2.

In addition to the total pressure losses, the diffuser flow is distorted where the flow separates
from boundary surfaces or in the presence of secondary flows. The separation in duct can be result of
sharp bends, thin lip, shock and boundary-layer interactions and etc. Since the 1950s, the following
distortion parameter is used widely to identify distortion level:

Dt =
p0 f ,max − p0 f ,min

p0 f
(5)

where the maximum and minimum total pressures are taken from a series of measurements of equally
spaced radial probes around the engine face plane. Later, new distortion definitions were used based
on the differential total pressure values between the probes average and minimum pressure total
pressures. Different distortion coefficients have been defined as well. The one that has been adopted in
this study is from Ref. [23] which is defined as:

DC60 =
p0 f − p0 f ,60

q̄ f
(6)

where p0 f ,60 is the mean total pressure in the worst 60-degree sector of the engine face. q̄ f is the mean
dynamic pressure at the engine face as well.

6. Results and Discussions

Computational resources were provided by the DoD’s High Performance Computing Modernization
Program. All simulations are run on the Engineering Research Development Center (ERDC) Topaz
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System (3456 computing nodes with 36 cores per node running two Intel Xeon E5-2699v3 processors
at a base core speed of 2.3 GHz with 117 GBytes of RAM available per node). Each job asks for
2024 computing nodes and 8 h wall-clock time. The convergence criterion is based on tracking data
(CFD parameters, coefficients, forces) that Kestrel prints at each time step and whether the averaged
values have reached a converged state or not.

Validation results use the NASA baseline grid without any flow control mechanism. Kestrel was
used to solve the flow inside this intake diffuser. The boundary conditions for the far-field included the
free-stream Mach number, total pressure and total temperature corresponding to DP78 experimental
data of Ref. [23]. These data are given in Table 1. The outlet plane was defined as a sink boundary with
the given mass flow rate of Table 1.

All CFD simulations are run in unsteady mode with second order accuracy in time and three
Newton subiterations as recommended by the Kestrel user guide [27]. A global time step of 5 × 10−4 s
is used in all simulations. Notice that the accuracy of predictions of secondary and separated flows
inside a S duct will largely depend on the temporal order of accuracy and selected time step. Too large
the time step can cause instability, inaccuracy, and not capturing important time-dependent features.
Too small the time step will increase the computational cost to simulate flow changes over a given
period of time. In order to understand the effects of time step on the solution, pressure recovery
and DC60 values of simulations of the NASA baseline grid using SARC–DDES turbulence model are
plotted versus time step in Figure 5. Note that all simulations were run for 2.25 s of physical time;
the solutions between 2 and 2.25 s were then time-averaged. Figure 5 shows that pressure recovery
and DC60 values have nearly converged to their final values and experimental data for a time step
of 5 × 10−4 s. Interestingly, the values corresponding to the smallest time step used, i.e., 1 × 10−5 s,
show slightly larger differences with experimental data than the selected time step of 5 × 10−4 s.
In addition, CFD data using this small time step are ten times more expensive to obtain.

Figure 5. Time step sensitivity study. All cases were run for 2.25 s. Predictions between time 2 to 2.25 s
were time-averaged. NASA baseline grid with SARC–DDES turbulence model was used.

All simulations are initially run with 500 startup iterations and then are continued for 4500 regular
time steps or 2.25 s of physical time. Note that during startup iterations, simulation time remains
zero. Time-averaged data are then written for last 500 time steps or simulation times between 2 and
2.5 s. Two sets of tap positions are defined: In the first, tap points are located at the engine face
and correspond to the pitot tube locations of a static rake used in the DP78 experimental run. This
rake has six pitot pressure probes at each of 12 equally spaced arms with 30 degrees intervals, i.e.,
72 tap positions. These tap positions are shown in Figure 1. The second set of tap data correspond
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to the intake wall at starboard and port sides. These taps were generated using Carpenter, a mesh
manipulation tool of Kestrel, as the result of the symmetry plane cut with the duct wall. Density, static
and total pressure, and velocity components at each tap positions are written by the solver for each
time step from 4000 to 4500. Finally, simulations are run for different turbulence models.

First set of results compare the time-averaged pressure recovery (total pressure to free-stream
total pressure) at the engine face with available experimental data measured at pitot pressure probes.
The comparison plots are shown in Figure 6 using the SARC–DDES turbulence model. Time-averaged
data are plotted using visualization files with averaged data from simulation times between 2 to
2.5 s. Notice that measurements were taken at shown pitot pressure probes of Figure 6b and therefore
the shown experimental plot is a partial representation of the actual engine face, e.g., the bullet is
not shown. Additionally, pressure recovery data at regions between arms or measurements were
interpolated from the rake measured data. However, CFD data show the full engine face plane
generated in TECPLOT.

(a)

(b) (c)

Figure 6. Experimental and simulated engine face pressure ratio. NASA grid was used with
SARC-DDES turbulence model. CFD data are time-averaged from 2 to 2.5 s of simulation time.
(a) Pressure recovery range; (b) Experimental data; (c) CFD—Baseline.

Figure 6 shows that overall pressure recovery trends predicted by CFD solver are similar to
those found in the experiments. Pressure recovery values at and near walls are small because of skin
friction effects. There is a separated flow region at the starboard side of the engine face plane with
low pressure recovery values which make non-uniform flow entering the engine compressor. At this
region (blue-colored region of Figure 6), there are two large counter-rotating vortices near the intake’s
symmetry plane and at the starboard side of intake. Two smaller secondary vortices are formed outside
and above the primary vortices as well (these vortices are not shown in the figure). These vortices
were not well captured with the experiments using shown static probes.

In more detail, Table 3 compares Kestrel predictions using SARC-DDES with available
measurements of DP78 run. CFD data are again time-averaged values for simulation times between
2 to 2.5 s. These averaged data are calculated in two ways. In the first approach, CFD data (total, static
pressure, density, velocities) are written at each rake point shown in Figure 7 and then used to find
engine face conditions. These data are available at each time step from time 2 to 2.5 s meaning that
the tap data in CFD are reported for last 500 time steps. A script was then written to find averaged
pressure recovery, Mach, static pressure ratio and DC60 coefficient at the engine face using these data.
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Figure 7. Illustration of the DC60 calculation approach. In the left, a 60-degree segment is shown which
is at zero circumferential angle. The sector rotates clockwise one degree at a time. In the right, DC60
values for the 60-degree segment at each angle are shown. These plots correspond to simulation times
of 2 and 2.25 s.

Table 3. Validation data of the RAE-M2129 baseline intake. NASA grid was used with SARC–DDES
turbulence model. CFD data are time-averaged from 2 to 2.5 s of simulation time.

Engine Face Station Experimental Data CFD Data (Rake) CFD Data (Face) Error (Rake), ε %

p0 f /p0∞ 0.9744 0.9776 0.9752 −0.328
Mach No. 0.4193 0.4329 0.4329 −3.243

p f /p0∞ 0.8522 0.8737 0.8497 −2.523
DC60 0.3130 0.2945 0.3294 5.910

The process of calculating DC60 from pressure rakes is illustrated in Figure 7. In more detail,
the inputs to the code are flow conditions at locations of the shown rake probes. The number of probes
is specified as a number of arms of the rake probe and a number of probes at each arm. DC60 index is
then calculated for a 60 degrees sector rotating clockwise, one degree at each time. The swirl index
and DC60 then corresponds to the critical sector with maximum DC60 index value. The data can
be steady or a sequence of time dependent solutions. In addition, the utility saves flow field data
for visualization purposes in Ensight format. In the second method, the engine face conditions are
estimated from engine face data input in TECPLOT. Time-averaged solutions are used for this purpose.
Table 3 shows that CFD data are about 6% of measured data. This is perhaps one of the best matches
seen for this run. Both methods (rake and face data) agree well to each other but DC60 values are
slightly overpredicted using the face data compared with rake data.

Additionally, Figure 8 compares static pressure to free-stream total pressure ratio at the port and
starboard sides of the intake wall. Note that the origin was set to the most forward lip point in the
experiments and the fact that CFD geometry is about 1.7 inches longer than experimental model to
allow steady flow through diffuser as recommended in previous studies. Figure 8 shows that CFD
data match very well with experimental data at the port side up to 14 inches. At the starboard side,
measurements show flow separation at approximately x = 10.5 inches, however, CFD predicts flow
separation at further upstream distance. The starboard pressure data do not match after separation
as well. At the first bend, static pressure increases (flow decelerates) at the port side and decreases
(flow accelerates) at the starboard side. The diffuser flow will then decelerate at all wall sides as the
diffuser cross-section increases. The flow at the port side accelerates at the second bend as well.
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Figure 8. M2129 DP78 wall pressure measurements and simulations using Kestrel and SARC–DDES
turbulence model. Static pressure ratio, p f /p0∞, is the ratio of averaged engine face static pressure to
free-stream total pressure. NASA baseline grid was used. CFD data are time-averaged from 2 to 2.5 s
of simulation time.

The effects of turbulence models on diffuser predictions are given in Table 4. Hybrid DDES
models show better agreement than RANS turbulence models. SARC–DDES, in particular, has the
best agreement among tested turbulence models. In more detail, Figures 9 and 10 compare effects of
turbulence models on the engine face and wall duct predictions. Figure 9 shows that RANS turbulence
models (SA, SARC, and SST) predicted smaller distorted flow regions than hybrid DDES models and
experiments. Specifically, the RANS models failed to predict the secondary vortices formed at the
engine face. Additionally, SA and SARC models predict smaller primary vortices than other models
and hence DC60 differences with experimental data are much larger for these models.

Table 4. Turbulence modeling effects on the RAE-M2129 baseline predictions. NASA grid was used.
CFD data are time-averaged from 2 to 2.5 s of simulation time.

p0 f /p0∞ Mach No. p f /p0∞ DC60

Experiments 0.9744 (-) 0.4193 (-) 0.8522 (-) 0.3130 (-)
CFD–SARC + DDES 0.9776 (−0.3280%) 0.4329 (−3.243%) 0.8737 (−2.523%) 0.2945 (5.910%)

CFD–SA 0.9809 (−0.6671%) 0.4245 (−1.2402%) 0.8780 (−3.0275%) 0.2233 (28.65%)
CFD–SARC 0.9805 (−0.6260%) 0.4291 (−2.3372%) 0.8778 (−3.004%) 0.2370 (24.28%)

CFD–Menter SST 0.9790 (−0.4721%) 0.4296 (−2.4565%) 0.8770 (−2.9101%) 0.2899 (7.38%)
CFD–Menter SST + DDES 0.9778 (−0.3489%) 0.4380 (−4.4598%) 0.88715 (−4.1011%) 0.2880 (7.98%)

Figure 10 shows that all models have similar predictions up to 12 inches distance and then they
become different in the separated flow region. At the port side, all models show similar trends,
but hybrid DDES models match better with experimental data than RANS models. Hybrid DDES
models have better agreement with experimental data at the starboard region as well. SARC and SST
models do not predict any flow separation at the starboard side up to shown distance of x = 23 inches.
The air pressure at starboard side increases inside the diffuser using these RANS models. However,
SARC–DDES and SST-DDES show flow separation at the starboard side at x = 14.5 and x = 12.5 inches,
respectively. The flow is attached at further downstream distance and pressure will increase again.
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From these results and predictions shown in Table 4, SARC–DDES found to bring predictions closer to
experiments than other models. Notice that DDES models should perform better for unsteady turbulent
flows with large flow separation regions. In addition, Figure 11 compares SARC and SARC + DDES
model predictions for port and starboard wall sides. The lines shows time-averaged data and the bars
denote maximum deviation from averaged values. The results show that DDES model predicts more
unsteadiness and larger variations in predictions, particularly at separated flow regions.

(a)

(b) (c)

(d) (e)

(f) (g)

Figure 9. Effects of turbulence model on engine face pressure ratio. Time-averaged solutions are shown
for the NASA baseline grid. (a) Pressure recovery range; (b) Experimental data; (c) CFD–SARC + DDES;
(d) CFD–SA; (e) CFD–SARC; (f) CFD–Menter SST; (g) CFD–Menter SST + DDES.
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Figure 10. Turbulence model effects on CFD predictions of wall static pressure. Time-averaged
solutions are shown for the NASA baseline grid. Static pressure ratio (p f /p0∞) is the ratio of averaged
engine face static pressure to free-stream total pressure.

Figure 11. Unsteadiness in solutions of M2129 intake. Dot markers show time-averaged static to
free-stream total pressure value of the NASA baseline grid. Bar denotes maximum difference from
averaged values. Static pressure ratio (p f /p0∞) is the ratio of averaged engine face static pressure to
free-stream total pressure.

Figures 12 and 13 show scaled Q (Q-criterion normalized by shear strain) isosurfaces and
streamlines, respectively. These isosurfaces and streamlines are colored by pressure coefficients.
Secondary and separated flow can be seen in these figures. Secondary flows are much stronger at
the first bend than those formed at the second bend. Figure 12 shows that SARC and SST models
predict no flow separation upstream of the bullet. These models predict primary vortices at the engine
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face, though SST predicted stronger vortices than SARC model. The hybrid DDES models show
a flow separation region and then attachment before the bullet. Primary and secondary vortices are
predicted using these turbulence models, though the strength and position of vortices are different
from SARC-DDES to SST-DDES model.

(a) (b)

(c) (d)

Figure 12. Isosurfaces of scale Q-criterion (iso value of 0.25) colored by pressure coefficient. NASA baseline
grid was used. CFD data are time-averaged from 2 to 2.5 s of simulation time. (a) SARC turbulence model;
(b) SARC + DDES turbulence model; (c) SST turbulence model; (d) SST + DDES turbulence model.

(a) (b)

Figure 13. Cont.

260



Aerospace 2018, 5, 31

(c) (d)

Figure 13. Streamlines colored by pressure coefficient. NASA baseline grid was used. CFD data are
time-averaged from 2 to 2.5 s of simulation time. (a) SARC turbulence model; (b) SARC + DDES
turbulence model; (c) SST turbulence model; (d) SST + DDES turbulence model.

Final results present the flow control simulations. The USAFA baseline grids with and without
flow control are tested. The flow controls include plates and active jet vortex generators. The pressure
recovery data at the engine face and symmetry plane of these configurations are shown in Figure 14.
Both vortex generators reduce flow separations and first bend secondary flows and hence improve
the pressure uniformity. Figure 14 shows small region of low pressure recovery at port side by using
vanes. This is due to formation of secondary flows at the second bend and flow separation. Overall,
the active jet flow control has better flow uniformity than vane-type method tested. In more detail,
Table 5 compares engine face data of these configurations. DC60 drops by 67.7% using vanes and 79.1%
using jets. Pressure recovery changes are small: the jets cause the pressure recovery to increase by
1.8%. Figure 15 compares the starboard and port side static pressures of the baseline, and the baseline
with vanes and jet vortex generators. Figure 15 shows that both vortex generators eliminate the flow
separation region at the starboard side and at the engine face. There is a small pressure drop at about
x = 9 inches where vanes and jets are installed. The vanes cause some flow separation at the port
side as well.

Figure 16 compares the streamlines and scaled Q isosurfaces of three configurations. Figure 16
shows that both vortex generators reduce the secondary flows at the first bend and eliminate the
separation flow region at the starboard side. However, secondary flows are formed at the second bend.
Vane-type vortex generators show some flow separation at the port side as well.

Table 5. Flow control predictions of the RAE-M2129 intake. USAFA grids were used with SARC-DDES
turbulence model. CFD data are time-averaged from 2 to 2.5 s of simulation time.

Configuration p0 f /p0∞ Mach No. p f /p0∞ DC60

Baseline 0.97089 (-) 0.4275 (-) 0.8500 (-) 0.4215 (-)
Baseline + Vortex generators 0.97255 (0.171%) 0.4333 (1.357%) 0.8512 (0.1412%) 0.1361 (−67.7%)

Baseline + jets 0.98187 (1.131%) 0.4198 (−1.80%) 0.8675 (2.058%) 0.0881 (−79.1%)
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(a) (b)

(c) (d)

(e) (f)

Figure 14. Engine face and symmetry pressure ratio using USAFA grids and SARC-DDES turbulence
models. CFD data are time-averaged from 2 to 2.5 s of simulation time. (a) Baseline engine face;
(b) Baseline symmetry; (c) Baseline + VG engine face; (d) Baseline + VG symmetry; (e) Baseline + Jets
engine face; (f) Baseline + Jets symmetry.
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Figure 15. Wall pressure data for the baseline, baseline + vortex generators, and baseline + jets
simulations. Static pressure ratio (p f /p0∞) is the ratio of averaged engine face static pressure to
free-stream total pressure. USAFA grids and SARC-DDES turbulence models were used. CFD data are
time-averaged from 2 to 2.5 s of simulation time.

(a)

(b)

Figure 16. Cont.
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(c)

Figure 16. Isosurfaces of scale Q-criterion (iso value of 0.25) and streamlines colored by pressure
coefficient. USAFA grids and SARC-DDES turbulence models were used. CFD data are time-averaged
from 2 to 2.5 s of simulation time. (a) Baseline; (b) Baseline + VG; (c) Baseline + Jets.

The mass flow rate through three considered ducts was adjusted such that to vary throat Mach
number at the throat from 0.2 to 0.8. The predicted pressure recovery and DC60 of these ducts calculated
and compared with experimental data of Ref. [12] in Figure 17. Note that baseline geometries are
slightly different; the jet controls have different installation angles as well. Figure 17 shows that CFD
and experiments do not match due to geometry differences, however the trend of changes are similar.
Experiments shows that jets and vanes have better pressure recovery than the baseline. The pressure
recovery drops by increasing throat Mach number or mass flow rate as well. CFD shows similar trends,
however, the vanes of this work have lower pressure recovery values than the baseline. In addition,
Figure 17b shows that jet has the smallest DC60 compared with the baseline and vanes. DC60 increases
for the baseline and the baseline with jets with increasing throat Mach number. Notice that jet pressure
ratio was fixed at the experiments and CFD. Predictions show similar trends for the baseline and
the diffuser with jets. Both experiments and CFD show that DC60 of the diffuser with vanes slightly
change with throat Mach number and even drops at larger Mach numbers.

(a)

Figure 17. Cont.
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(b)

Figure 17. Validation of CFD data. USAFA grids and SARC-DDES turbulence models were used. CFD
data are time-averaged from 2 to 2.5 s of simulation time. (a) Pressure Recovery; (b) DC60.

7. Conclusions

Kestrel simulation tools were used for the validation and flow control study of RAE-M2129
intake diffuser. Two set of geometries were used: one from NASA which represent actual tested
intake model and the second one a USAFA model created from intake given parameters and geometry
relationships. CFD predictions of the NASA model matched well with experiments, perhaps one of the
best agreements seen for this configuration and used experimental setup. All results show that there
is a flow separation region at the starboard side of the intake wall with large distortion coefficients
measured at the engine face. It was shown that SARC-DDES turbulence model has a better agreement
compared with other tested models.

Two flow control mechanisms were investigated: (a) one using vortex generators (b) and second
one using synthetic jet actuators. The results showed that both control methods reduce the distortion
coefficient at the engine face. Jet vortex generators cause 79.1% drop in the flow distortion and
improve the pressure recovery compared with the baseline diffuser. Vane-type vortex generators
also improve the flow distortion but slightly decrease the pressure recovery values. In both control
methods, secondary flows at the first bend are reduced, however both show the secondary flow at
the second bend. The vanes cause the flow separate at the port side of the diffuser before the engine
face. The results show that increasing the diffuser mass flow rate will cause the pressure recovery
drop and the distortion coefficients to increase. The diffuser with flow control has smaller pressure
recovery at diffuser conditions with larger mass flow rate. The vanes DC60, however, seems to be
insensitive to mass flow rate changes and even decreases at larger values. The jets were tested at fixed
bled air pressure and therefore DC60 will increase with increasing mass flow rate. However, adjusting
the incoming pressure with diffuser mass flow rate can improve pressure recovery and DC60 at all
tested conditions. Future work extends these results to include more flow control configuration and
installation locations. The results of this work will be applied to the NATO AVT-251 muli-disciplinary
configuration named Muldicon. This UCAV has a fuselage buried small turbofan engine and the intake
shape design will significantly impact the engine performance.
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Nomenclature

a acoustic speed, ms−1

c vane chord, m
CFD Computational Fluid Dynamics
Cp pressure coefficient, (p − p∞)/q∞

CREATE Computational Research and Engineering Acquisition Tools and Environments
DC Distortion Coefficient
DDES Delayed Detached Eddy Simulation
F thrust force, N
h vane height, m
L diffuser length, m
M Mach number, V/a
PR pressure recovery, pt/pt0
p static pressure, N/m2

p f averaged engine face static pressure, N/m2

p∞ free-stream static pressure, N/m2

p0 f averaged engine face total pressure, N/m2

p0∞ free-stream total pressure, N/m2

q dynamic pressure, N/m2

q∞ free-stream dynamic pressure, N/m2

R Radius, m
Rt Radius at throat, m
R f Radius at engine face, m
RAE Royal Aircraft Establishment
SARC Spalart–Allmaras with rotational and curvature correction
RANS Reynolds Averaged Navier Stokes
t time, s
V free-stream velocity, ms−1

VG Vortex Generator
x,y,z grid coordinates, m
XVG position of vortex generator vanes, m
y+ non-dimensional wall normal distance

Subscripts

f engine face
t throat
∞ free-stream
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Abstract: A detailed numerical investigation of the flow behind a square cylinder at a Reynolds
number of 21,400 is conducted to assess the ability of the delayed detached-eddy simulation
(DDES) modeling approach to accurately predict the velocity recovery in the wake of a bluff body.
Three-dimensional unsteady Reynolds-averaged Navier–Stokes (URANS) and DDES simulations
making use of the Spalart–Allmaras turbulence model are carried out using the open-source
computational fluid dynamics (CFD) toolbox OpenFOAM-2.1.x, and are compared with available
experimental velocity measurements. It is found that the DDES simulation tends to overestimate
the averaged streamwise velocity component, especially in the near wake, but a better agreement
with the experimental data is observed further downstream of the body. The velocity fluctuations
also match reasonably well with the experimental data. Moreover, it is found that the spanwise
domain length has a significant impact on the flow, especially regarding the fluctuations of the drag
coefficient. Nonetheless, for both the averaged and fluctuating velocity components, the DDES
approach is shown to be superior to the URANS approach. Therefore, for engineering purposes, it is
found that the DDES approach is a suitable choice to simulate and characterize the velocity recovery
in a wake.

Keywords: wake; bluff body; square cylinder; DDES; URANS; turbulence model

1. Introduction

Numerical simulations of turbulent flows involving multiple interacting bodies are of great
interest in a large variety of disciplines. Studies on wind farms, the flow around buildings in a city,
heat exchangers, or vehicles in close proximity, come to mind. For such studies, an accurate modeling
of the wakes is crucial but challenging. It should be noted that one is often not only interested
in the mean quantities of the flow in order to characterize a wake, but also in obtaining accurate
information regarding the unsteadiness and the turbulence of the flow field. As a result, steady
Reynolds-averaged Navier–Stokes (RANS) models are inadequate for the task as they solely provide
the averaged quantities. Moreover, even the averaged quantities in a wake predicted with steady
RANS modeling can prove to be unreliable [1–3]. Further, the unsteady RANS alternative (URANS)
often predicts a flow field which is almost periodic in time without significant amplitude modulations
in the temporal signals of the physical quantities [2,4]. This often turns out not to be representative of
the reality, especially when separation occurs [5]. The large eddy simulation (LES) approach would
resolve these issues, but its computation cost makes it impractical for simulating complete turbines
operating at high Reynolds number under various operating conditions. One possible solution is
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the use of a hybrid approach such as the delayed detached-eddy simulations (DDES) technique [3,6],
which uses a RANS approach in the attached boundary layers and a LES approach in the separated
regions of the flow.

Initially, the detached-eddy simulation methodology has been developed to obtain accurate
force predictions on bodies with massively separated flow. A list of successful examples of the
application of the detached-eddy simulation (DES) approach for several different geometries is
given in the review paper of Spalart [3]. More recently, some researchers have started to show
some interest in this turbulence modeling approach for the simulation of turbulent wakes. Among
such studies, Paik et al. [7] compared the performances of the URANS approach to different DES
methodologies for the flow around two wall-mounted cubes in tandem, Nasif et al. [8] investigated
the wake characteristics of sharp-edged bluff body in a shallow flow, Muld et al. [9] observed the flow
structures in the wake of a high-speed train and Muscari et al. [1] used this approach to study the wake
of a marine propeller and observed a good agreement with the experimental results of Felli et al. [10].
Lastly, the authors of the current work have also used this turbulence modeling approach to study the
vortex dynamics and the wake recovery of two different types of hydrokinetic turbines, namely the
horizontal axis and the vertical axis turbines [11].

While the capacity of the DDES approach for providing accurate force predictions for bodies with
massively separated flows has been largely investigated in the literature, its performances in modeling
turbulent wakes have attracted much less attention. In this context, a benchmark case is revisited with
the current state-of-the-art numerical methodology making the use of the innovative DDES approach.
As the ability of the RANS technique to model attached boundary layers has already been addressed
and is well documented [12], this study mainly focus on the performances of the DDES approach
in the separated regions of the flow. The sharp-edged square-cylinder case studied experimentally
by Lyn et al. [13] at a Reynolds number of 21,400 has been chosen here to achieve this task because
its wake dynamics are not dependent on the RANS modeling inherent to a DDES simulation. This is
due to the fact that the boundary layers on the upstream face of the square cylinder are laminar and
because the separation occurs at fixed locations, namely the upstream sharp edges.

Although the case of Lyn et al. [13] has already been investigated during two LES workshops
held in 1994 [14] and in 1995 [15], the results at the time did not show a good match with the
experimental data and the numerical results also did not agree well with each other. The available
computational resources led to an insufficient sampling period, a too-coarse resolution and a too-short
spanwise length of the computational domain in most of the simulations. This could partly explain the
unsatisfactory results that were obtained. Better results have been obtained more recently using the
LES [16–19] and the DES approaches [20,21]. The current work revisits this benchmark case with fine
spatial and temporal resolutions and an innovative turbulence modeling technique, namely the DDES.
While previous studies used computational domains with a spanwise length of about four cylinder
widths, the simulations of the current work have been conducted with different domain sizes in this
direction up to a spanwise length of seven cylinder widths, which allows one to better evaluate the
effects of this parameter on the flow.

2. Methodology

2.1. Turbulence Modeling

The unsteady Reynolds-averaged Navier–Stokes (URANS) equations are given below [22]:

∂〈ui〉
∂xi

= 0 , (1)

∂〈ui〉
∂t

+ 〈uj〉 ∂〈ui〉
∂xj

= −1
ρ

∂〈p〉
∂xi

+
∂

∂xj

(
ν

∂〈ui〉
∂xj

− 〈u′
iu

′
j〉
)

, (2)
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where ui is the ith component of the velocity vector, p is the pressure, t is time, ν is the kinematic
viscosity, 〈〉 denotes an ensemble average and 〈u′

iu
′
j〉 are the Reynolds stresses.

A common way to deal with the six unknowns introduced with the Reynolds stress tensor 〈u′
iu

′
j〉

is to make use of the eddy viscosity concept. The original Spalart–Allmaras turbulence model [23] in
fully-turbulent mode has been chosen here to achieve this task. This model only involves one additional
transport equation, which is for the modified viscosity (ν̃). This modified viscosity (ν̃) is related to the
eddy viscosity (νt) through an empirical relation that accounts for the near-wall viscous effects.

In general, RANS models perform well when the boundary layers are attached. Conversely,
they generally have some difficulties when separated flows are encountered [12]. A possible alternative
to solve this issue is the use of the LES approach, which consists of resolving the largest scales of the
turbulence spectrum and of modeling only the scales smaller than a threshold related to the local grid
size [22]. While grid refinement does not extend the resolved part of the energy cascade in the case of
URANS simulations [24], it results, in the case of LES simulations, in a wider range of turbulent scales
being resolved, thus weakening the role of modeling [2]. Moreover, the smallest scales tend to become
more and more isotropic as we go down the energy cascade [22], which makes them easier to model.
A relatively simple subgrid-scale model is thus adequate to account for their effect on the largest
resolved scales [25]. However, the high computation cost of a LES simulation for complex flows at a
high Reynolds number often makes this approach impractical, as previously mentioned. This issue is
partly due to the presence of very small turbulent-length scales near solid surfaces resulting in the need
for very fine spatial resolution. The use of a hybrid approach, such as detached-eddy simulation (DES),
appears to be an interesting alternative with an acceptable computational cost when compared with
complete LES simulations. The key idea behind this hybrid methodology is to use a more cost-efficient
RANS approach near the walls because of the less restrictive grid spacing requirements, and to use a
more complete LES approach away from the walls.

In order to obtain a DES formulation, a RANS model is modified in a way that allows the model
to function either in RANS mode in attached boundary layers, or in LES mode in separated regions
of the flow. The original DES formulation [26,27] is based on the Spalart–Allmaras turbulence model.
In order to switch from a RANS to a LES formulation, the destruction term (∼(ν̃/d2)) in the modified
viscosity transport equation is modified: the distance between a point in the domain and the nearest
solid surface (d) is replaced with the parameter d̃ defined as:

d̃ = min(d, CDES · Δ) , (3)

where CDES is a constant equal to 0.65 and Δ is a length scale related to the local grid spacing:

Δ = max(Δx, Δy, Δz) . (4)

To summarize, a DES simulation remains in RANS mode as long as the distance between a point
in the domain and the nearest solid surface (d) is smaller than the DES length scale (Δ) times the
CDES constant.

A modified version of DES, called delayed detached-eddy simulation (DDES), has been suggested
to overcome the possible issue of “grid-induced separation” (GIS) which is dependent on the grid
geometry [3,6]. The purpose of this new version is to ensure that the turbulence modeling remains in
RANS mode throughout the boundary layers. To do so, the definition of the parameter d̃ is modified
as follows:

d̃ = d − fd max(0, d − CDES · Δ) , (5)

where fd is a filter function designed to take a value of 0 in attached boundary layers (RANS region)
and a value of 1 in zones where the flow is separated (LES region). The location where the modeling
switches between the RANS and the LES modes therefore depends on the flow characteristics, which
is not the case in the original DES formulation. As recommended by Spalart [3] in his 2009 Annual
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Review paper, the DDES formulation should be the new standard version of DES and it has therefore
been chosen to conduct this study.

Several versions of the DDES approach exist with a variety of underlying RANS models. The one
chosen in the current study makes use of the Spalart-Allmaras turbulence model. This allows
a straightforward comparison with the URANS simulations. The reader is referred to the following
papers for a more complete description of the DES and DDES modeling approaches [2,3,6,27].

2.2. Case Description and Numerics

As mentioned in the introduction, the experimental results from Lyn et al. [13] for the flow past
a square cylinder of width D were obtained at a Reynolds number of 21,400. The experiment was
conducted in a closed water channel measuring 9.75D in the lateral direction and 14D in the transversal
direction with the square cylinder going through both lateral walls of the channel. Laser Doppler
velocimetry (LDV) measurements of the streamwise and transversal velocity components were made
in a plane located at midspan.

To reproduce the results of this experiment with CFD, only a fraction of the experimental lateral
extent (9.75D) is considered with the use of periodic boundary conditions in order to reduce the
computational cost. DDES simulations have been performed with three different computational
domains with a spanwise length of 3D, 5D and 7D. Since it has been observed that the level of velocity
fluctuations in the near wake is greatly sensitive to the aspect ratio of the square cylinder up to a
value of 7, the largest computational domain has been used as the nominal one and all the results
presented in this paper have been obtained with this domain unless otherwise indicated. Note that
the square cylinder is located in the center of the domain, as shown in Figure 1, and that the origin of
the coordinate system is located at the center of the square cylinder. The distances that separate the
square cylinder’s center from the inlet and from the outlet have been chosen based on two-dimensional
URANS simulations making use of different domain sizes.

It is worth mentioning that a smaller domain size in the spanwise direction had been used for
most of the simulations reported in the literature [14–16,18–21]. Two-point auto-correlations of the
lateral velocity fluctuations along the lateral direction have been computed with the three different
spanwise domain lengths (3D, 5D and 7D). These auto-correlations showed that this specific velocity
component is decorrelated over half the span only for the largest domain. The same procedure has
been conducted by Garbaruk et al. [28] to validate their choice of four chord lengths in the spanwise
direction for their DDES simulation of the flow around an airfoil at an angle of attack of 60◦. In order
to further reduce the computational cost of the current simulations, symmetry boundary conditions
(free-slip walls) are chosen to model the channel walls in the transversal direction. A uniform velocity
and a turbulent viscosity ratio (νt/ν) of 0.01 are set at the inlet along with a uniform static pressure at
the outlet.

Figure 1. Domain and boundary conditions.

The finite-volume open-source CFD toolbox OpenFOAM-2.1.x [29] is used to carry out the
simulations. Both the URANS and DDES simulations are three-dimensional and make use of the
same spatial and temporal resolutions for the sake of comparison. The choice of a three-dimensional
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domain for the URANS simulation stems from the fact that three-dimensional URANS simulations
generally prove to be more reliable than their two-dimensional counterparts, even for the flow around
two-dimensional geometries [4,24]. The convective fluxes are discretized with a second-order-accurate
upwind scheme and all other discretization schemes are also second-order-accurate. The PISO
algorithm handles the pressure-velocity coupling of the segregated solver that has been used [30].
Further, the residuals convergence criteria have been set to 1 × 10−5 for pressure, momentum and
turbulent quantities. Simulations using a less restrictive criteria by an order of magnitude have showed
only negligible differences.

The calculation grid corresponds to a two-dimensional unstructured mesh of 28,384 quad elements,
as shown in Figure 2, which has been extruded in the spanwise direction resulting in a total of
3,973,760 cells. The grid spacing in the spanwise direction corresponds to the same spacing as the
one used in the wake, where an almost constant spacing (Δ0) of 0.05D in all three directions is used.
The near-wall resolution gives rise to a dimensionless normal wall distance around one, while the
streamwise and spanwise dimensionless wall distances are of the order of 100.

Figure 2. Two-dimensional mesh (28,384 quad elements, Δ0 = 0.05D) which has been extruded in the
spanwise direction to obtain the three-dimensional grid (3,973,760 cells).

A time step of 0.01D/U∞ has been chosen in order to obtain a Courant number of about 0.2
based on the upstream velocity in the wake’s refined region of the grid. This value is smaller than the
one recommended by Spalart, who suggests that the Courant number should be around unity [31].
Mockett et al. [32] also demonstrated that a local Courant number below or equal to one is necessary in
the region of the flow that is resolved in LES mode in order to obtain accurate results. This conclusion
has been drawn from their study of the flow around a circular cylinder using a DDES approach [32].
A smaller Courant number of 0.2 based on the upstream velocity has been used in this study to account
for the fact that the Courant number can locally reach higher values and to ensure the stability of the
PISO algorithm. It is worth noting that the current time step is three times smaller than the finest one
used by Mockett [32], which provides confidence that the numerical error associated with the temporal
discretization should not be an issue. The time step used in the current study corresponds to roughly
750 time steps per shedding cycle. Simulations on finer grids (Δ0 = 0.0333D and Δ0 = 0.025D) with
smaller time steps (Δt = 0.00667D/U∞ and Δt = 0.005D/U∞) have been carried out by the authors in
order to make sure that the conclusions of this study were independent of the resolution level that has
been used to perform the simulations.

It is worth recalling that the boundary layers on the upstream face of the square cylinder are
laminar and that the separation occurs at the two upstream sharp edges. The results of the DDES
simulations should therefore not be affected by the RANS modeling in the attached boundary layers
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since no modeling is in fact needed in these laminar boundary layers. This allows focusing on the
performances of the LES region of the DDES approach, as desired.

Because of the relatively low Reynolds number of this flow, some simulations have been carried
out with a low-Reynolds-number correction as suggested by Spalart [6]. The correction has been
implemented in the open-source computational fluid dynamics (CFD) toolbox OpenFOAM-2.1.x by the
authors. With this correction, the ratio (ν̃/ν) is replaced with max(ν̃/ν, 20 fd) in the relation responsible
for the near-wall viscous effects. The differences observed were negligible and the results presented
in this paper have therefore been obtained without using this correction. In order to postprocess the
results, every time signal has been decomposed into the sum of a time-averaged and a time-varying
component. Applied to the streamwise velocity component, this results in the following decomposition:

u(t) = u + u′(t) , (6)

where u(t) is the instantaneous signal, u is the time-averaged component and u′(t) is the
time-varying component.

Lastly, all simulations have been initialized with a flow field obtained from a two-dimensional
URANS simulation, and a minimum of 40 convective time units (40D/U∞) was calculated in each
simulation before recording any temporal signal for further statistical analysis. This time period
corresponds to that required for the convection of one domain length based on the upstream velocity.
Waiting 200 convective time units (200D/U∞) before recording the temporal signals has also been
tested, and it resulted in negligible differences. Sufficiently long time samples have been collected to
ensure the statistical convergence of all the physical quantities of interest. The values of the time step
(Δt) and the grid spacing in the wake region (Δ0) along with the duration of the recorded time samples
that have been chosen for the current study (Tavg) are reported in Table 1.

Table 1. Values of the grid spacing in the wake region (Δ0), the time step (Δt), and the duration of the
time samples recorded for statistical analysis (Tavg).

Case Δ0 [D] Δt [D/U∞] Tavg [D/U∞]

URANS 0.05 0.01 209.5
DDES 0.05 0.01 1507.5

3. Results and Discussion

3.1. Vortex Shedding

A qualitative comparison between the URANS and the DDES simulations is first conducted with
respect to their vortex dynamics. The vortices are identified using the λ2 criterion proposed by Jeong
and Hussain [33] for incompressible flows. One can observe in Figure 3 that the DDES simulation
allows for the resolution of small-scale three-dimensional vortical structures while the URANS
simulation provides in an essentially two-dimensional flow field without any visible three-dimensional
instabilities in the shear layers, which is not representative of the reality of bluff-body wakes such
as the circular cylinder case in the same range of Reynolds number [34]. This unrealistic behavior
can be observed even if the URANS simulation is initialized with the flow field resulting from
a DDES simulation. From this qualitative comparison, one can already expect that the level of velocity
fluctuations should be smaller in the case of the URANS simulation compared to the DDES simulation,
as will be demonstrated in the following sections.
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Figure 3. Isosurfaces of the λ2 criterion for the unsteady Reynolds-averaged Navier–Stokes (URANS)
(top) and the delayed detached-eddy simulation (DDES) simulations (bottom) colored by the
instantaneous streamwise velocity component.

3.2. Time-Averaged Velocity Component

For practical purposes, the averaged streamwise velocity component (u), shown in Figure 4,
is probably the most useful physical quantity to analyze in order to characterize the velocity recovery
in a wake. The results shown in Figure 4 illustrate the good performance of the DDES approach
in comparison to the URANS approach, which largely overestimates the velocity recovery. Indeed,
the URANS simulation predicts an almost complete recovery of the upstream velocity only 6D
downstream of the square cylinder’s center. One possible explanation of such a behavior is the
very high eddy viscosity values that are predicted by the URANS simulation. Actually, the URANS
simulation predicts a maximum value of the turbulent viscosity ratio (νt/ν) around 800 in the wake
compared with a value of 20 for the DDES simulation. Breuer [25] has made similar observations
with results obtained from simulations of the flow around an inclined flat plate in the same range
of Reynolds numbers. High effective viscosity (ν + νt) values give rise to an increased transport of
momentum which could explain the overestimation of the rate at which velocity is recovered in the
URANS wake. Regarding the DDES simulation, the discrepancies observed in the near wake could be
partly attributed to the overestimation of the transversal velocity fluctuations in this region as will
further be discussed in Section 3.3. It is also interesting to note that the current results are in better
agreement with the experimental data [13] than previous DES [21] and LES [14–16,19] simulations
performed on this case. Indeed, most of these studies predicted a higher velocity recovery rate than
the current DDES simulation. In the authors’ opinion, the main cause explaining this might be the use
of an insufficient spatial resolution. In fact, a DDES simulation using a coarser resolution (not shown
in this paper) has been carried out by the authors, and the results are found to be very similar to
those of the aforementioned studies, i.e., showing a more pronounced overestimation of the velocity
recovery rate.

Numerical predictions of the averaged streamwise and transversal velocity profiles at several
locations downstream of the square cylinder’s center are presented in Figures 5 and 6, respectively.
The URANS and the DDES simulations provide very similar predictions of the averaged velocity
profiles at x/D = 1 for both velocity components. At this location, it is observed in Figure 5 that
both simulations overestimate the averaged streamwise velocity component in the wake’s center,
as previously noted, and up to a distance of approximatively 0.7D in the transversal direction.
The slightly underestimated averaged streamwise velocity component in the region between 0.7D
and 1.3D is consistent with the overestimated velocity in the wake’s central region. Indeed, a smaller
velocity deficit in the wake’s center is necessarily associated with an overestimation of the momentum
transport across the wake, which is also responsible for a higher wake spreading rate. This is also
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consistent with the higher transversal velocities directed from outside the wake toward the wake’s
central region (higher negative values) compared with the experimental data at this location. This can
be observed on the left plot in Figure 6.

Figure 4. Evolution of the averaged streamwise velocity component normalized with the upstream
velocity (u/U∞) in the center of a square cylinder’s wake (y = 0) compared with the experimental
data [13].

Figure 5. Profiles of the averaged streamwise velocity component along the y-axis normalized with the
upstream velocity (u/U∞) at several locations downstream of the square cylinder’s center compared
with the experimental data [13].

Nonetheless, even if the URANS and the DDES predictions of the averaged velocity profiles
are very close to each other 1D downstream of the square cylinder’s center, large discrepancies are
observed further downstream in Figures 5 and 6. In the case of the averaged streamwise velocity
profiles obtained with the URANS simulation, shown in Figure 5, a velocity deficit located away from
the wake’s center is still observed even after the velocity in the wake’s center has been completely
recovered. This is certainly not representative of a real wake’s behavior. Regarding the averaged
profiles of the transversal velocity component shown in Figure 6, one can observe that the URANS
simulation predicts higher negative values than the DDES simulation, except for the profile taken at 1D
downstream. This observation is consistent with the higher recovery rate of the averaged streamwise
velocity component obtained with the URANS simulation, as observed in Figure 4.
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Figure 6. Profiles of the averaged transversal velocity component along the y-axis normalized with the
upstream velocity (v/U∞) at several locations downstream of the square cylinder’s center compared
with the experimental data [13].

3.3. Time-Varying Velocity Component

It can be useful for engineering purposes, such as for determining the fatigue loads experienced
by an object located in a wake, to know about the time-varying component of velocity. Furthermore,
the time-varying component of velocity also provides an insight into the physics at play. It is therefore
important to accurately predict the fluctuating components of velocity.

Fluctuations of the streamwise and transversal velocity components are compared with the
experimental data [13] in Figure 7. As can be seen in Figure 7a, the level of streamwise velocity
fluctuations predicted by the URANS simulation are underestimated while the DDES predictions are
slightly overestimated over most of the studied area, the latter still being in good agreement with the
experimental data. Regarding the transversal fluctuations, the URANS and DDES results are closer to
each other than they are for the streamwise component. However, it is observed that DDES results are
still more accurate, especially in the region of the wake located beyond 3D downstream of the square
cylinder’s center.

It is interesting to note that both the URANS and the DDES simulations predict that the location
where the highest transversal fluctuations are observed is closer behind the square cylinder than what
is reported with the experimental data [13]. This same behavior has also been reported by previous
DES simulations [21] and LES simulations [14,18,19] performed on the same case and is consistent
with the smaller mean recirculation lengths (lr/D) [34] predicted by these simulations and by the ones
presented in the current paper. As pointed out by Celik et al. [35] in the case of LES simulations of
free shear layers, this observation could be related to the difficulty of the subgrid-scale turbulence
model to accurately predict the location of the laminar-turbulent transition in the free shear layers
emerging from the two upstream sharp edges of the square cylinder. Also, it is interesting to note that
the regions in the wake where the transversal fluctuations are overestimated correspond to the ones
where the averaged streamwise velocity recovery rate is overestimated, and vice versa.

The lower level of fluctuations associated with the URANS modeling is related to the fact that the
turbulence spectrum is essentially entirely modeled. Regarding the DDES simulation, the observed
overestimation of the level of fluctuations is more surprising since only a part of the turbulence
spectrum is resolved with a part of it being modeled. This same behavior has already been observed
by other groups performing DES simulations of the same square cylinder case [20,21] and of a circular
cylinder case [24]. However, these studies might have suffered from a too-narrow domain in the
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spanwise direction (4D and 2D respectively). Indeed, reducing the spanwise length of the domain
from 7D to 5D and from 5D to 3D in previous simulations carried out by the authors has resulted in
a continuous increase of the velocity fluctuation levels.

It is worth mentioning that there are also some results that have been reported in the
literature [35–38] for which the resolved fraction of the turbulent kinetic energy that is predicted
through a LES simulation is greater than the total amount of kinetic energy that is obtained with a
direct numerical simulation (DNS), or even greater than the experimentally measured values. Among
the possible causes, Celik et al. [35] have suggested that it might be attributed to a near-wall resolution
that is too coarse. This leads to a deficiency in the amount of resolved eddies, which can contribute
to a deterioration in the prediction of the strain rate. This, in turn, could possibly result in an
underestimation of the dissipation, which would explain the overestimation of the turbulent kinetic
energy for these cases.

A similar phenomenon can arise with the use of DES or DDES. When the attached boundary
layers are modeled with a RANS approach, the modeled fraction of the turbulence spectrum in the
RANS region does not allow the natural development of the instabilities that are required in the LES
region. This gives rise to the existence of a transition zone, called the “gray area” [3,24], where the
instabilities have not yet grown enough to compensate for the decrease in the amount of modeled
eddies. Therefore, there is an analogy between a too coarse near-wall resolution in a LES simulation
and the transition from a RANS to a LES modeling in a DES or a DDES simulation since both are
characterized by a deficiency in the amount of resolved eddies.

However, the case chosen for the sake of the current study is not prone to being affected by
this so-called “gray area” since the boundary layers on the upstream face of the square cylinder that
separate at both upstream sharp edges are laminar. Consequently, the laminar-turbulent transition
occurs in the separated shear layers where the LES approach of the DDES simulations is active.

(a) (b)

Figure 7. Evolution of the root mean square (rms) of the velocity fluctuations normalized with
the upstream velocity (U∞) in the center of a square cylinder’s wake (y = 0) compared with the
experimental data [13]. (a) Streamwise velocity fluctuations; (b) Transversal velocity fluctuations.

3.4. Integral Flow Quantities

Samples of the drag coefficient temporal signal obtained with the URANS and the DDES
simulations are shown in Figure 8. It is observed that the URANS drag signal is very similar to
a sinusoidal wave while the DDES drag signal consists in the superposition of several modes. The same
type of signal as the one obtained with the DDES simulation has already been observed in similar
simulations around a circular cylinder [24] and a rectangular cylinder [39], and is more representative
of real drag signals observed in the case of bluff-body flows [5].
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Figure 8. Sample of the drag coefficient (CD) temporal signals obtained with the URANS simulation
(red) and the DDES simulation (blue).

The value of five different integral flow quantities obtained with the current study are reported in
Table 2. The first quantity is the time-averaged drag coefficient (CD):

CD =
1

Tavg

∫ Tavg

0
CD dt =

1
Tavg

∫ Tavg

0

D
0.5 ρ U2

∞ D
dt , (7)

where D is the drag force acting on the square cylinder, Tavg is the duration of the signal used to
compute the average value (see Table 1), ρ is the fluid density, U∞ is the freestream velocity and D is
the cylinder’s width. The other integral quantities considered are the Strouhal number (St = f D/U∞),
the mean recirculation length (lr) defined as the distance in the wake where a zero mean streamwise
velocity is reached, the root mean square (rms) of the drag coefficient fluctuations (CD′):

CD′ =

√
1

Tavg

∫ Tavg

0

(
CD − CD

)2
dt , (8)

and the rms of the lift coefficient fluctuations (CL′), which is defined in a way similar to CD′.
Note that all the force coefficients are given in units per span length. For comparison purposes,
values obtained from experimental measurements [13,40,41] and from DES [20,21] and LES [14–19]
simulations performed by other research groups are also reported.

It is important to note that the procedure used by Lyn et al. [13] to determine CD is
questionable, as mentioned by Sohankar et al. [19]. Indeed, their value has been obtained from
the streamwise momentum flux at 8D downstream of the square cylinder’s center without taking
into account the pressure field. In fact, a negative contribution from the streamwise momentum
flux to the time-averaged drag coefficient has been observed with the simulations performed
by Sohankar et al. [19] as well as with the simulations of the current study.

Moreover, Bearman and Obasaju [40] and Norberg [41] have performed experiments in
similar cases in the same range of Reynolds numbers. Based on the results of these experiments,
Sohankar et al. [19] reported a value of CD equal to 2.1 obtained by applying a correction in order
to eliminate the blockage effects of these experiments. Regarding the experiment performed
by Lyn et al. [13], the blockage effects should result in an increase in CD of approximatively 12%,
according to Sohankar et al. [19]. This allows for modification of the corrected CD value reported
by Sohankar et al. [19] in order to take into account the blockage effects corresponding to the channel
size used in the experiment of Lyn et al. [13] for a straightforward comparison with the results of
the current study. The resulting value of CD is equal to 2.35, as reported in Table 2, and is in good
agreement with the CD value of 2.4 reported in Blevins’ handbook [42] for the same blockage and in
the same range of Reynolds numbers.
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Table 2. Comparison of the time-averaged drag coefficient (CD), the Strouhal number (St), the mean
recirculation length (lr/D), the rms of the drag coefficient fluctuations (CD′) and the rms of the lift
coefficient fluctuations (CL′). The results of the DDES simulations performed with three different
aspect ratios (AR) are presented.

Source AR CD St lr /D CD′ CL′

Current study
URANS 7 2.11 0.133 0.97 0.14 1.56
DDES 3 2.36 0.123 1.20 0.26 1.50
DDES 5 2.40 0.126 1.15 0.21 1.51
DDES 7 2.41 0.126 1.07 0.17 1.47

DES simulations
Barone/Roy [20] 4 2.36 * 0.131 * 1.42 0.29 * 1.30 *
Schmidt/Thiele [21] 4 2.42 0.13 1.16 0.28 1.55

LES simulations
Fureby et al. [16] 8 2.0–2.2 0.129–0.135 1.23–1.37 0.17–0.20 1.30–1.34
Moussaed et al. [17] π 2.06 0.128 ≈1.3 0.24 1.28
Schmidt [18] 4 2.18 0.13 1.07 0.19 1.47
Sohankar et al. [19] 4 2.03–2.32 0.126–0.132 ≈1 0.16–0.20 1.23–1.54
Rodi et al. [15] 4 1.86–2.77 0.09–0.15 0.89–2.96 0.10–0.27 0.38–1.79
Voke [14] 4 2.03–2.79 0.13–0.16 1.02–1.61 0.12–0.36 1.01–1.68

Experiments
Bearman/Obasaju [40] 17 2.35 * 0.135 * - - 1.34
Lyn et al. [13] 9.75 2.1 † 0.132 1.38 - -
Norberg [41] 51 2.35 * 0.135 * - - -

* Values corrected for the blockage effects according to the method proposed by Sohankar et al. [19];
† The procedure used by Lyn et al. [13] to obtain this value raises some questions as previously discussed and
as mentioned in Sohankar et al. [19].

It is observed that the CD value obtained with the current DDES simulation is closer to the
value obtained in the experiments performed by Bearman and Obasaju [40] and by Norberg [41],
after being corrected for the blockage effects of the current study, than the one obtained with the
URANS simulation. Also, it is interesting to note the large variation in the values of CD predicted by
other DES and LES simulations, thus suggesting that this physical quantity is very sensitive to the
various flow parameters, as pointed out by Rodi et al. [15].

Regarding the Strouhal number, the value obtained with the URANS simulation is slightly closer to
the experimental values than the one obtained with the DDES simulation. However, it is worth noting
that the characteristics of the flow field predicted with the current DDES simulation are physically
consistent. Indeed, a higher value of the time-averaged drag coefficient is generally associated with
a smaller Strouhal number, a smaller mean recirculation length and larger velocity fluctuations in
the near wake, as pointed out by Sohankar et al. [19] for the same case, and by Travin et al. [24]
and Williamson [34] for the case of a circular cylinder. Lastly, the rms of the drag fluctuations and
the lift fluctuations obtained from the DDES simulation agree with the values reported in the various
studies that used a LES turbulence model. Moreover, it is observed that the size of the domain in
the spanwise direction has a significant effect on the results, especially regarding CD′. The fact that
the spanwise domain length of the other simulations performed using DES in the literature was 4D
probably explains why the simulation with the smallest spanwise domain length (3D) yields the best
agreement with these results in terms of CD′.

4. Conclusions and Outlook

Three-dimensional URANS and DDES simulations of the flow past a square cylinder (Re = 21,400)
have been carried out with the open-source CFD toolbox OpenFOAM-2.1.x. The results have been
compared with available experimental data [13] in order to assess the ability of DDES modeling at
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simulating a wake adequately. The Spalart–Allamaras turbulence model has been chosen for both
modeling approaches.

The URANS simulation has yielded an essentially two-dimensional behavior, even if a
three-dimensional grid with a spanwise length of 7D was used, and even after being initialized
with the results of a DDES simulation. Large discrepancies have been observed between the URANS
results and the experimental measurements [13], especially regarding the time-average and fluctuations
of the streamwise velocity component. Unlike the URANS case, the DDES simulation exhibited a
more realistic three-dimensional behavior. The agreement of the DDES results with the experimental
data [13], regarding both the time-averaged and the time-varying components of velocity, has been
similar or far superior to the URANS results, depending on the physical quantity that is considered.

A corrected CD value reported by Sohankar et al. [19], obtained from the experiments performed
by Bearman and Obasaju [40] and Norberg [41], has been modified to take into account the blockage
effects corresponding to the domain size used in the current study, according to the method proposed
by Sohankar et al. [19]. The CD value obtained with the DDES simulation of the current study is
in better agreement with this modified experimental value than the one obtained with the URANS
simulation. On the other hand, a closer match with the experimental value of the Strouhal number has
been observed with the URANS simulation.

The effect of the spanwise domain length has been found to have a considerable impact on the
results, especially regarding the fluctuations of the drag coefficient. The fact that most of the previous
studies on this benchmark case used a smaller domain size might partly explain the scatter observed
between the results of the different numerical and experimental studies.

Based on the current study, it is concluded that DDES modeling appears as a good approach to
reliably simulate wakes, especially far wakes of bluff bodies. Some unanswered questions remain
regarding the effect of the “gray area” for flows involving turbulent boundary layers modeled in RANS
mode as well as for flows for which the separations points are not dictated by the body geometry,
namely flows around a body with no sharp edges. These important aspects of DDES simulations
should be addressed in future studies.
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The following abbreviations are used in this manuscript:

CFD computational fluid dynamics
DDES delayed detached-eddy simulation
DES detached-eddy simulation
LES large eddy simulation
RANS Reynolds-averaged Navier–Stokes
rms root mean square
URANS unsteady Reynolds-averaged Navier–Stokes
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