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Preface

Currently, the power of the theoretical and practical contents of fractal and fractional theories is
undeniable. The fields of application of Fractal Theory vary from SIR (Susceptible-Infectious-Removed)
dynamics to the resolution of fractional differential and integral equations modelling all kinds of
physical phenomena.

Fractal Theory creates a bridge between classical geometry and applied mathematics. The static
models of the old geometry and analysis are enriched with the dynamics of an infinite iterative process,
where the outputs are not merely points but more sophisticated geometric objects and structures.

A fractal set can be described in very different ways, but the current mathematical research defines
a fractal as the fixed point of a map on the space of compact subsets of a metric or topological space. The
theory of iterated function systems by Barnsley and Hutchinson provides a way to define an operator
on the space of compact sets, along with an algorithm to approach the fractal. Thus the relationships
between Fixed Point Theory, Fractals and Fractional Calculus are deep and increasingly intricate.

This Reprint is aimed at emphasizing the relationships between these fields, including their
theoretical and applied aspects.

Some articles push forward the classical conditions of existence of a fixed point (a contraction
on a complete metric space), considering wider structures on the underlying set and more general
contractive conditions for the map. For instance, the mappings can be nonexpansive instead of
contractive and multi-valued instead of single-valued. Some papers deal with fuzzy metric spaces and
fuzzy contractions whose results find applications in SIR dynamics.

The text presents applications of the theories to the solution of certain fractional differential
equations, fuzzy fractional differential equations, integral equations and fractional boundary value
problems. An article reviews the properties of the intriguing cosmic web.

For fractal functions, defined as fixed points of the Read-Bajraktarevi¢ operator, some articles
consider non-standard functional spaces and Matkowski and Rakotch maps instead of the classical
Banach contractions.

The text deepens in abstract structures of the theory as Hausdorff measures and the degree of
multi-valued mappings as well.

Novel iterative methods for the approximation of common fixed points to several maps, common
attractors and fractals of different iterated function systems are also presented. The convergence and
stability of the algorithms are analyzed.

In summary, the text collects a sample of interesting advanced approaches by prominent
mathematicians to the current research on Fractals, Fixed Point Theory, their relationships and

their applications.

Maria A. Navascués, Bilel Selmi, and Cristina Serpa
Guest Editors
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Abstract: This study presents an innovative iterative method designed to approximate
common fixed points of generalized contractive mappings. We provide theorems that
confirm the convergence and stability of the proposed iteration scheme, further illustrated
through examples and visual demonstrations. Moreover, we apply s-convexity to the itera-
tion procedure to construct orbits under convexity conditions, and we present a theorem
that determines the condition when a sequence diverges to infinity, known as the escape cri-
terion, for the transcendental sine function sin(u™) — au + B, where u, a, € C and m > 2.
Additionally, we generate chaotic fractals for this orbit, governed by escape criteria, with
numerical examples implemented using MATHEMATICA software. Visual representations
are included to demonstrate how various parameters influence the coloration and dynam-
ics of the fractals. Furthermore, we observe that enlarging the Mandelbrot set near its
petal edges reveals the Julia set, indicating that every point in the Mandelbrot set contains
substantial data corresponding to the Julia set’s structure.

Keywords: efficiency; stability; escape criterion; fractals; Julia set; Mandelbrot set;
s-convexity

MSC: 28A10; 31E05; 37C25; 37F46; 47H10; 47]25

1. Introduction

Fixed point theory, a growing branch of mathematics, combines functional analysis
and topology (see [1,2]). Specific iterative methods, such as those by Picard [3], Mann [4],
Ishikawa [5], and Noor [6], are commonly employed to approximate fixed points of con-
tractive mappings. Recent advancements include the application of Fibonacci-Ishikawa
iteration for solving Caputo-type nonlinear fractional differential equations involving
monotone asymptotically non-expansive mappings by Alam et al. [7] and their study [8]
addressing nonlinear integral equations with two delays in hyperbolic spaces. Further-
more, Alam [9] introduced an efficient iterative approach for fractional Volterra—Fredholm
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integro-differential equations. Ofem et al. [10] proposed the Al iteration method, which
improves the speed of fixed-point approximations.

Furthermore, numerous researchers have proposed the use of s-convexity in their
studies (see, [11-15]). These diverse iteration processes can be examined from two perspec-
tives. Firstly, they generally achieve faster convergence compared to traditional iterative
methods. Secondly, each iteration method displays distinct dynamics and behaviors, which
are valuable from both application and graphical viewpoints.

Fractals, characterized by their self-similar structures across scales, have had a pro-
found impact on fields like art, physics, biology, and finance [16-19]. The advent of
computational graphics during the “Fractals Era” at the end of the 20th century brought
fractals, such as the Mandelbrot set [20,21] and the Julia set [22,23], into prominence. These
sets are generated using iterative processes on complex numbers, revealing intricate visual
patterns. The applications of fractals extend to image compression [24], signal process-
ing [25], data compression [26], and human body organs [27], and their aesthetic appeal
has inspired the field of fractal art [28]. Theoretical studies of fractals continue in geometry,
dynamical systems, and topology [14].

The Mandelbrot set has been generalized using functions like u + f instead of
quadratic polynomials [29,30] and further expanded to include elliptic, transcendental,
and rational functions, as well as extensions to systems like octonions [31], bicomplex
numbers, and quaternions. Cyclical techniques, such as superfractals [32], inversion
fractals, v-variable fractals, and biomorphs [33], have been used to identify fixed points and
construct fractals via fixed-point theory. Iterative methods, such as Mann [34], Ishikawa [35],
and Jungck-Mann [36], have been applied to visualize Julia and Mandelbrot sets, often
incorporating s-convexity to enhance these techniques [12,37]. Recently, Alam et al. [38]
investigated the escape criterion for generating fractals as Julia and Mandelbrot sets via
s-convex Al iteration for functions of the type cos(u™) — au + B.

Building on this foundation, we introduce the Jungck—AlI iteration process, demon-
strating its convergence and stability through examples and visualizations. We incorporate
s-convexity into this process to generate fractals based on the transcendental sine function
sin(u™) — au + B, establishing an escape criterion for this function and the associated orbit
under convexity conditions. Using MATHEMATICA, we analyze the chaotic properties
of these fractals and illustrate the effects of various parameters on their dynamics. The
ability of fractal geometry to capture intricate real-world structures has transformative
potential in fields like textile design (e.g., Batik and Kalamkari). Fractal-based design
automation supports scalability, reduces errors, promotes global collaboration, and lowers
costs, driving industry growth and sustainability.

Section 2 outlines key definitions and concepts essential for the analysis. Section 3
proves that iterative methods Jungck-S, Jungck-CR, and Jungck-DK converge slower than
the proposed Jungck—Al iteration. A numerical example validates this and shows that the
weak compatibility condition ensures a unique common fixed point for both contractions,
where our iteration converges. Section 4 explores the escape criterion of the Jungck—-Al
orbit using s-convex combinations for transcendental sine functions in the complex plane.
Using MATHEMATICA 12.3, we generate chaotic fractals, including Julia and Mandelbrot
sets, on a system with an 11th Gen Intel i3-1115G4 processor, 8 GB RAM, and Windows 11.
Section 5 concludes the study.
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2. Preliminaries

This section provides key definitions and discusses related concepts that will be useful
in our analysis. Let T: A — A be a self-mapping within a Banach space A. The Al
iteration process, as outlined in [10], is described as

U1 = Toy
Oy = Tw”
wy = Txn

Xp = apTuy + (1 —ap)uy, n €N,

for random choice, u; € A, where {a,} C [0,1].

For two non-self mappings S,T: B — A, defined on a nonempty subset B of a
Banach space A, where T(A) C S(A), Jungck [39] introduced an iterative process satisfying
the contraction condition:

d(Tu, Tv) < Ad(Su,Sv), A € [0,1).
Chugh et al. [40] proposed the Jungck-SP iterative scheme, which is described as follows:

Suyy1 = ay,To, + (1 —ay)Svy
Svy = by Twy, + (1 —a,)Swy, 1)
Swy = cpTup + (1 —¢y)Suy, n €N,

for random choice, u; € B, where {a,}, {bn},{cn} C [0,1].

Definition 1 ([41]). Two non-self mappings S, T : A — A on a nonempty Banach space A, with
T(A) C S(A), are said to satisfy a general contractive condition if

[|Tu — To||< @(||Su — Tu||) + A||Su—Sv||, V u,v € A
where A € [0,1) and ¢ : (0, 4+00) — (0, 400) is a monotonic function with ¢(0) = 0.

Building on the general contractive condition outlined in [41], Hussain et al. [42]
developed the Jungck—CR iteration process for sequences {a, }, {bn}, {cx} C [0,1] as

Suy1=a,To, + (1 —a,)Svy,
Svy = by Twy, + (1 — a,) Tuy, )
Swy = ¢y Ty + (1 —¢y)Suy, n €N,

for random choice, u; € B.
In recent work, Guran et al. [43] introduced the Jungck-DK iterative method for
sequences {a,}, {b,} C [0,1] as

Suyy1 =a,To, + (1 —a,)Swy,
Svy, = by Tw, + (1 — by)Suy (3)
Swy, = Tu,, n €N,

for random choice, 11 € B, and analyzed its efficiency compared to the iterative methods
proposed by Chugh et al. [40] and Hussain et al. [42], as well as its stability and the escape
criterion used for generating Mandelbrot and Julia sets.
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Motivated by these considerations, we propose a new iteration procedure, referred to
as the Jungck—Al, which demonstrates a faster convergence rate compared to the iterations
introduced by Chugh et al. [40], Hussain et al. [42], and Guran et al. [43].

Our Jungck—Al iteration procedure is given by

Uy €B

Suy1 = Toy

Sv, = Twy, (4)
Sw, = Txy,

Sxy = ayTuy + (1 —a,)Suy,, ¥n €N,

for sequence {a,} C (0,1).

Definition 2 ([44]). Let S, T : A — A be two mappings such that Su = Tu for some u € A. In
this case, u is referred to as a coincidence point, and Su = Tu = v is called a point of coincidence. If
Su = Tu = u, then u is termed a common fixed point. Additionally, if TSu = STu at a coincidence
point u, the pair (S, T) is said to be weakly compatible.

Definition 3 ([45]). In any nonempty convex Banach space A, given a function F, a converging iter-
ation procedure Suy 1 = F(uy,, T) with T(A) C S(A), which converges to a point of coincidence
u, is said to be stable with respect to S and T or (S, T )“stable if

lim (|7, — F(ya, T =0 lim Sy =1,

n—-+00

for a chosen sequence {Svyy} in A.

Lemma 1 ([46]). If for two real non-negative sequences {y, } and {6, }, we have v, 1 <(1 — 1) yn +
On, where 0 < 11, < 1, foralln € N, with ) 17, = coand lim I — 0, then LII’E ¥n = 0.
n=0 n—oo

n——o0 ‘in

Definition 4 ([22,23]). A collection of complex numbers such that an orbit does not converge to
an infinite point is a filled Julia set. If T : C — C is a polynomial of degree m(> 2), then the
boundary set OFy of the set Fr = {u € C: {|T uy|} is bounded} is known as the Julia set.

Definition 5 ([20,21]). All of the parameter values p for which the filled-in Julia set of T(u) =
u? + B is connected to comprise the Mandelbrot set M. That is, M = {u € C : 9Fy is connected }
or M= {u € C:{|T uy|}» +oo whenever n — +oo}.

There are several generalizations of the convex combination in the literature; the
s-convex combination is one example of such generalizations.

Definition 6 ([47]). For a finite set of complex numbers uq,uy, ..., u, € C, the s-convex combi-
nation is presented as ajuy + ajup + - - - + ajuy, where 0 < a; < landi € {1,2,...,n} so that

n
> a; = 1.
i=1

Let us observe that, for s = 1, the s-convex combination simplifies to the conventional
convex combination.

3. Efficiency, Stability, and Convergence in an Arbitrary Banach Space

This section provides an analytical proof showing that the iterative sequences gener-
ated by Equations (1)—(3) converge at a slower rate compared to our Jungck—Al iteration
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procedure (4). We also include a numerical example to support our theoretical results. First,
we demonstrate that the weak compatibility condition ensures the existence of a unique
common fixed point for both contractions, to which our iteration (4) converges.

Theorem 1. Let A be a Banach space, and S, T : B — A be two non-self mappings that satisfy
the general contractive condition, defined on a non-empty subset B such that T(B) C S(B) and
S(B) is complete in A. Then, the Jungck—Al iteration procedure {Suy, } defined in (4) converges
strongly to the unique common fixed point Sv = Tv = u (denoted as u) if S and T are weakly
compatible and A = B.

Proof. Initially, we show that the Jungck—Al iterative procedure (4) converges to 1. Based
on the definition of the Jungck—Al iteration procedure in (4), we derive four inequalities:

[Stiupr —ull = |[To, —ul
= |[Ton —Tol|
< (]IS0 — Toll) + Al|Sv, — Sol|
< A||Sv, — S|
= AlSon—ull,
[[Svn —ull = |[Twy —ul|
= ||Twy, — To||
< ¢(|[Sv = Tol[) + Al[Swn — So|
< Al|Swy, — Sv|
= AllSwy, —ull,
Swn—ull = [T —ul
= |[Txy —Tol|
< (]IS0 — Toll) + Al|Sx, — 5o
< Al|Sx, — So|
= Al|Sxy —ul|
and
[|Sxy —u|| = ||anTun + (1 —a,)Su, — ul|
< an||Tup — ul| + (1 —an)|[Sun — ul|
= ay||Tuy — To|| + (1 —a,)||Sun — ul|
< au(g(|ISo — Tol) + AllSun — Sol|) + (1 — @[Sty — ul]
< anAl|Suy — So||+ (1 —an)||Suy — ul|
— anAlISun — ul| + (1 — ) |S s —
(1= an(1 = A)1S g — ull.
Hence,
ISt —ull < AllSon—ull
< A%[|Swn — ul|
< A3|Sxy —ull
< A3(1—an(1—A))||Suy — ull.
Since 1 — a,(1 — A) < 1, we obtain
1S4 — ul| A2||Sty — ul]

AS|[S 1 — ul
A|S g — ull.

VANRVANRPAN
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Again, 0 < A < 1 implies n1—i>Too| |Suy1 — ul| = 0; that is, the iteration procedure {Su, }
defined in (4) converges to Sv = Tv = u.

We now prove that u is the unique common fixed point of S and T. Let u* also be
considered a point of coincidence. Consequently, v* satisfies Sv* = Tv* = u*. However,
from the general contractive condition of S and T, we obtain the following

0 < [lu —u] [ITo = To*||
o(11S0 — Tol|) + Al[So — So*||
Al|Sv — Sv*||

Al — .

AN IA I

This implies that u = u* as A € [0,1). Again, by the weak compatibility condition of
S, T, from Tu = TSv = TTv, we obtain Tu as a point of coincidence of S and T. By the
uniqueness of the point of coincidence, we have u = Tu. Consequently, Su = u = Tu; that
is, S and T have a unique common fixed point, at which our Jungck—Al iterative procedure
(4) converges.

We provide the following theorem to demonstrate our iterative process (4) is stable.

Theorem 2. Let A be a Banach space, and S, T : B — A be two non-self mappings that satisfy the
general contractive condition, defined on a non-empty subset B such that T(B) C S(B) and S(B)
is complete in A. Then, the Jungck—Al iteration procedure {Su,, } defined in (4) is (S, T ) stable if
{an} is bounded away from 0.

Proof. Suppose the iteration procedure {Su, } defined in (4) is given by Su,, 1 = F(u,, T),
for some function F and converges to a point of coincidence Sv = Tv = u, for some v € B.
Now, let the sequence {Sz, } be arbitrary; then,

ISzue1 —ull < [1Szuss — F(zuw, TI| +|[F (20, T) — ul,

where
F(zy, T) = Toy
Sv,, = Twy,
Sw, = Txy,

Sxy =ayTzy + (1 —a,)Szy, n € N.

Proceeding similar to Theorem 1, we have
[Szuer —ull < 1Szt — Flzw DI + A1 — (1~ A))[[Szs — ul.

On setting 6, = ||Szy41 — F(zu, T)||, 1n = an(1 —A) and v, = ||Szn — ul|, we see,

if lirf [|1Szy41 — F(zu, T)|| = 0 and as {a,} is a bounded away sequence from 0, i.e., a
n——+00
non-negative sequence, then, by Lemma 1, lim v, = 0,ie., lim ||Sz, —u|| =0, ie.,
n—r400 n——+4o00
lim Sz, = u.
n—+o0
Conversely, let lim Sz, = u,ie, lim ||Sz, —u|| =0and lim ||Sz,41 —u|| = 0.
n——+o00 n—+400 n——+00

Then, ||Szy4+1 — F(zn, T)||

1S zns1 — ul| + |[F (2, T) — ul|

<
< [[Szusr — ull +A3(1— an(1 = A))|[S 20 — ul].
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which implies 1_1)141: [|Szy+1 — F(zn, T)|| = 0. That s, the iteration procedure { Su,, } defined
n 0o
in (4) is stable with respect to S, T or (S, T)-stable. [J

Remark 1. In the following numerical calculations for the iterative procedure {Suy } defined in (4),
we utilize the sequence outlined below:

e  Start with an initial point u; € B.

e Compute a value Svy = F(uq, T), which is approximately equal to Suy (Svy =~ Suy) rather
than an exact representation of Sup due to computational limitations.

e Next, compute Svs = F(uy, T) ~ Suz using the next term in the sequence, Suz = F(uy, T).

Ultimately, we obtain a numerically approximated sequence {Svy} corresponding to the
conceptual sequence {Su, }. At each iteration, if Sv, remains sufficiently close to Su, and continues
to converge to the common fixed point u of S and T, the fixed point reached by the iterations will be
considered numerically stable or stable.

We now demonstrate numerically that our Jungck—Al iterative method (4) converges
faster than the three previous iteration methods introduced by Chugh et al. [40], Hussain
et al. [42], and Guran et al. [43].

Example 1. Let S, T : [1,3] — [1,27] be two mappings defined as Su = u®, Tu = 3u + 2. Then,
from Figure 1 below and for A = 3, ¢(t) = 2t, S, T satisfies the general contractive condition.

Now, for sequences {an = %}, {bn = %}, {cn = n%l} C (0,1) and the initial guess uy =
1, Table 1 and Figure 2 below represent the iterations of Chugh et al. [40], Hussain et al. [42] and
Guran et al. [43] and our Jungck—Al iteration (4) converging to the point of coincidence 8 of S, T
with the stop criterion ||u, — u|| < 1075,

22 24 25 28 3

3 18 2
1 12 14 18
02 04 05 08

Figure 1. The surface above illustrates the right-hand-side term, while the surface below represents
the left-hand-side term of the inequality in the general contractive condition.

Remark 2. It is important to note that in Example 1, the mappings S and T are not weakly
compatible. As a result, the iteration converges to a point of coincidence rather than a common
fixed point.
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In the following example, we not only showcase the faster convergence of our iteration
to a unique common fixed point but also explore and compare the effect of different
parameters on the initial points.

Example 2. In the Banach space ([3,+00),d,), let S, T : [3,4+00) — [3,400) be two mappings
described as Su = % — 75, Tu = u® — 6u + 6, where d,, is the usual metric of R. Then for A = %
and ¢(t) = 3t, Figure 3 below shows that S, T satisfies the general contractive condition.

Now, for sequences {an = zlj—n”z}, {bn = 1%}1}, {cn = ﬁ} C (0,1), the initial value
uy = 4, and the stop criterion ||u, — u|| < 107>, Table 2 and Figure 4 below show the iterations
of Chugh et al. [40], Hussain et al. [42], and Guran et al. [43] and our Jungck-Al iteration (4)

converging to a unique common fixed point S6 = T6 = 6.

Table 1. Comparison of iterations.

Steps Jungck-SP (1)  Jungck-CR (2) J ung(c;;—DK Jungck-AI (4)
0 1 1 1 1
1 7.0121 7.3474 6.7878 7.9430
2 7.6188 7.8809 7.7186 7.9993
3 7.8218 7.9751 7.9325 8
4 7.9096 7.9945 7.9836 8
5 7.9520 7.9988 7.9960 8
6 7.9738 7.9997 7.9990 8
7 7.9854 7.9999 7.9998 8
8 7.9917 8 7.9999 8
9 7.9953 8 8 8
17 7.9999 8 8 8
18 8 8 8 8
9 T T T T T T T T
8r ,,/
7 - -
Q6T 1
>
IS
>
o 5r .
5 Jungck-Al
© Jungck-CR
L4t Jungck-DK 4
Jungck-SP
3 - -
2 -
1 1 1 1 1 1 1 1 1
0 2 4 6 8 10 12 14 16 18

Number of iterations

Figure 2. Convergence of iterations.
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Figure 3. The surface above illustrates the right-hand-side term, while the surface below represents
the left-hand-side term of the inequality in the general contractive condition.

Table 2. Comparison of iterations.

Steps Jungck-SP (1)  Jungck-CR (2) J ung(c;;—DK Jungck-AI (4)
0 9 9 9 9
1 63.705 16.100 25.194 6.1473
2 22.654 6.5624 7.7380 6.0001
3 12.152 6.0391 6.1753 6
4 8.5756 6.0031 6.0184 6
5 7.1583 6.0003 6.0020 6
6 6.5449 6 6.0002 6
7 6.2642 6 6 6
8 6.1309 6 6 6
9 6.0659 6 6 6
20 6.0001 6 6
21 6 6 6 6
60 q
Jungck-SP
50 Jungck-CR b
Jungck-DK
” Jungck-Al
S _
g
2
§ 30 .
20 q
10 B
0 5 llO 1l5 2‘0

Number of iterations

Figure 4. Convergence of iterations.
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Table 3 below shows the effect of the initial value and parameters in comparison to
the other methods. Numerically, we observe that the sequence generated by (4) converges
more rapidly to a unique common fixed point of S and T when compared to the other
iterations given by (1)—(3).

Table 3. Impact of parameters on the initial points for different iteration procedures.

Initial Points 0 5 11 265 688 1721 3264
__ 4 _ _ 3
an = nzi5/ bn - zniw Cn = (72:1__1)3
Jungck-SP (1) 14 13 17 33 39 44 47
Jungck-CR (2) 5 6 7 9 10 10 10
Jungck-DK (3) 6 6 7 9 9 10 10
Jungck-Al (4) 2 2 3 3 3 3 3
_ 42 __3 _ 1
an = 4':1—:1/ by = (an_ZS)Z/CI’l =72
Jungck-SP (1) 42 40 50 93 106 119 127
Jungck-CR (2) 5 7 8 10 10 10 10
Jungck-DK (3) 7 7 8 10 10 10 10
Jungck-Al (4) 2 2 3 3 4 4 4
an = g/bn = %/Cn = %
Jungck-SP (1) 3 4 4 6 7 7 8
Jungck-CR (2) 3 4 4 6 6 6 6
Jungck-DK (3) 5 5 6 8 8 8 8
Jungck-Al (4) 2 2 3 3 3 4 4
an = %/bn = %[}L/Cn = %
Jungck-SP (1) 5 5 6 9 10 10 11
Jungck—CR (2) 4 4 4 6 6 6 6
Jungck-DK (3) 5 5 6 8 8 8 8
Jungck-AlI (4) 2 2 2 3 3 3 3

4. Generation of Fractals as Julia and Mandelbrot Sets

The general escape criterion of the Jungck—AI orbit with an s-convex combination

connected to transcendental sine functions in the complex plane is examined in this section.

Using MATHEMATICA 12.3, we generate non-traditional chaotic fractals, specifically Julia
and Mandelbrot sets, within the Jungck—Al orbit, incorporating s-convexity. The range of
the area extends from [—0.3,0.3] x [—0.3,0.3] to [7,7] x [-7,7]. The computations were
conducted on a system with an 11th Gen Intel(R) Core(TM) i3-1115G4 (Realme Book, DLF
Cyber City, Gurgaon, India) processor operating at 3.00 GHz, equipped with 8 GB of DDR3
RAM, running Microsoft Windows 11 Home Single Language (64-bit), Version 24H2, OS
build 26063.1, and Feature Experience Pack 1000.26063.1.0.

In the Jungck—Al iteration, we now substitute the concept of s-convex combination to
obtain the Jungck—Al orbit with s-convexity.

Definition 7. In the complex plane C, let S, T : C — C be two self-mappings. Then, the
Jungck—Al orbit with s-convexity is described as

Suyp1 = Toy
Sv, = Twy, 5)

Swy, = Txy,
Sxy = a*Tuy + (1 —a)*Su,, Vn € NU{0},

10
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for random choice uy € C, where a,s € (0,1].

Remark 3. The reason for selecting the Jungck—Al iteration with s-convexity in generating Julia
and Mandelbrot fractals lies in the property that all iterations—Chugh et al. [40], Hussain et al. [42],
Guran et al. [43] and all Jungck-type iterative procedures (including Singh et al. [45], Olatinwo
et al. [41], Kang et al. [11], Antal et al. [37], and many more)—converge to a coincidence point.
But the Jungck—Al iteration with s-convexity demonstrates faster convergence compared to Chugh
et al. [40], Hussain et al. [42], Guran et al. [43] and all Jungck-type iterative procedures (including
Singh et al. [45], Olatinwo et al. [41], Kang et al. [11], Antal et al. [37], and many more).

Since the Jungck—Al iteration involves two mappings, the number of mappings em-
ployed in the iteration should be considered when substituting the Jungck—AlI orbit for
other well-known orbits. We employ a certain process to deal with this.

Here, we consider transcendental sine functions of the type sin(u™) — au + B, for
u,a, b € C,m > 2, which can be written as Tu — Su, where Su = au and Tu = sin(u™) + B.
Apart from the reconstruction, where S is one-to-one, it is also necessary to create a new
escape criterion and the iteration procedure (5).

For the function sin(#™), we know that

|sin (u™)|=

forallu € C.
Now consider A as the set of all u € C so that sin(u™) # 0. Then, we can write

. m 2m 4m
SWZ’ _%4_% --+|, for all u € A.
For fixed u € A, let vy, = min{lr lSiIIILE’ZT)‘ }r then 0 <[y,|< 1 and [sin (u™)[=]7y. |[u"].

Again, let uy € A and A,, = {u € A:lu[>|up|}; then, we can define a number
v =inf{y, : u € A} so that 0 <|y|< 1 and |sin (u™)|>|y||u™|, for all u € Ay,.
For the defined orbit, the following is an escape criterion.

Theorem 3. The Jungck—AI orbit {u,} with s-convexity defined in (5) is so that |u,|— 400
whenever n — o0, if

1 1
2|“|)m1 (2’D¢)ml
uf > pl 2\ Aul =Bl 2 | 7 /
ul = 161 = (220" = g1 > (22

1 1
m—1 m—1
= 161 = (o)™ and ol = 151 = (2
73| as|va|

Proof. For n = 0, let uy = u. Then, from the Jungck—Al iteration procedure with s-convexity,
we have

|aTug + (1 — a)*Suyg

|a*Tu + (1 —a)® Sul

|a®[sin(u™) 4 B] + (1 — a)° au|

0| [Isin ()|~ |Bl] —|(1 — a)° au].

|S xo

(AVANI!

11
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Now, there exists y4 € C with |y4] € (0,1] so that | sin(u™)| > |y4||u™|, for all u € C but
for which |y4| = 0. Also, a,s € (0,1] implies a° > as, and from the binomial expansion of
(1—a)°, wehave (1 —a)® <1—as < 1. Hence, utilizing |u| > |B|, we obtain

|allxol = as[|yaf|u™] = [u]] — |af|ul
> as|ygl|u™| — |u| — |a||u|, since as <1
m—1|

= Jul(ja) + 1) (L - ).

1
Since |a| +1 > a and |u| > (22‘;"“;‘1)) "', wehave |xo| > |u| > |B|.
This brings us to the next iteration of the Jungck—Al procedure for xg = x:

| Txo

| Tx|

| sin(x™) + B|
|sin(x™)] — |B].

Now, there exists y3 € C with |y3] € (0,1] so that | sin(x™)| > |y3]|x™|, forall x € C
but for which |y3| = 0. Hence, utilizing |x| > |u| > |B|, we obtain

|Sw|

AV

lalfwol = Jya|[x™] — ||
= [x[(lsllx" 1 = 1)

sl x|
|x|( il —1).
2|

1
Since [+ > (%)™, we have [wo| > x| > [u] > |Bl.

This brings us to the next iteration of the Jungck—Al procedure for wy = w:

= |wo|

v

|Svg| = [Twy

| Tw|

= |sin(w™) + B
> |sin(w™)[] — |B].

Now, there exists 7, € C with |y2] € (0,1] so that | sin(w™)| > |y2||w™], forallw € C
but for which |y;| = 0. Hence, utilizing |w| > |x| > |u| > ||, we obtain

lalfool = |y2f|w”| — [w|
= [wl|(]7s[[w"™ - 1)

|| ( lyallw™ 1 1)‘

= |vol o]

Y

1
Since |w| > %) ", we have |vg| > |w| > |x| > |u] > |B].
This brings us to the next iteration of the Jungck—-AlI procedure for vy = v

|Suy| | Tl
|To|
|sin(v™) + B

| sin(0™)| — |Bl.

AV

12
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Now, there exists y1; € C with |y1| € (0,1] so that | cos(v™)| > |y1][0™|, forallv € C
but for which |y1| = 0. Hence, utilizing |v| > |w| > |x| > |u| > |B|, we obtain

lafur] = Imllo™| = [v]
— lel(mlle" - 1)

"
= | > (0l 1),

Consequently, for n = 1, we have

v

|uz|

¥ vm—l
\Ml\(‘ 1H{X \_1)
‘u|<muzm*\ _1)2_

v

Continuing the iteration, we have
m—1 3
lus| > WI(MHU | _1) )

_ 4
g > w(l%l\zm Y _1> )

il > Ju (™ 1)

1
. -1
Since |u| > <—|2J/"1“|) ", wehave |u, | — 400 as n — +o0. O

Now we present subsequent corollaries that offer exploration methods for Julia and
Mandelbrot sets.

Corollary 1. The Jungck—AlI orbit {u, } with s-convexity defined in (5) escapes to infinity if

1 1 1 1
m—1 m—1 m—1 m—1
|u| > |B| > max (2|“|) , (2“'> , (2|“|> , (2(|“|+1)> )
[71] 72 73] as| 4|

Corollary 2. The Jungck—AlI orbit {u, } with s-convexity defined in (5) escapes to infinity if

1 1 1 1
m—1 m—1 m—1 m—1
lu| > max |ﬁ|’<2|w|> ,<2la|) ,(2|“|> ,<2(Itx| +1)) ‘
71| [72] 73] as|ya|

While fractal geometry and complex numbers are foundational to both Julia sets

and Mandelbrot sets, these are distinct mathematical constructs with key differences,
as illustrated by the algorithms in Tables 4 and 5. For the Julia set algorithm, typically
presented in Table 4, various initial values of 1 are used with a fixed parameter j to observe
which points remain bounded and which diverge to infinity. In contrast, the Mandelbrot
set algorithm in Table 5 consistently starts with 1y = 0 for each iteration.

13
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Table 4. Algorithm for the generation of fractals as Julia sets.

1. Setup:

(i) Define the functions Su = au and Tu = sin(u™) + B.

(i) Consider a complex number = p + iq
(iii)  Set the variables &, a, y1, ¥2,, 73, Ya, M, 1,5, p, q to their initial values
(iv) Take into account the initial iteration 1y = x + iy

2. Iterate:
Sty = To,
Sv, = Twy,
Swy, = Txy,
Sxy = a*Tuy + (1 —a)’Suy,
3. Stop:
1 1 1 1
|1/l‘ > max |‘B| (M) m—1 (2|1x‘> m—1 (M) m—1 (2(|a‘+1)) m—1
= 7\ Iml 7\ 2l 7\ sl 7\ as|yal
4. Count:

The number of attempts made to escape.
5. Colour:

In accordance with the number of escape repetitions required.

Table 5. Algorithm for the generation of fractals as Mandelbrot sets.

1. Setup:

(i) Define the functions Su = au and Tu = sin(u™) + B.

(i) Consider a complex number = x + iy
(iii)  Set the variables «, a, y1, ¥2,, 3, Y4, M, 1, s to their initial values
(iv) Take into account u = 8

2. Iterate:
Sun+1 = T'Un
S’Un == Twn
SWn - Txl’l
Sxy = a*Tuy, + (1 — a)°Suy,
3. Stop:
2a| = 2[a| = 20a]\ 7T (2(lal+1) | 7T
al \ m— |\ m— o\ m— « "
|u| > max{|,3|, (W) , (\M) , (W) ’ ( as| 4| ) }
4. Count:

The number of attempts made to escape.

5. Colour:

In accordance with the number of escape repetitions required.

4.1. Fractals as Julia Sets

This subsection demonstrates the behavior changes in Julia set fractals generated by
the transcendental sine function within the Jungck—AlI orbit, incorporating s-convexity.
Notably, even slight adjustments to any parameter lead to substantial changes in the fractals’
structure. Therefore, we systematically vary almost every parameter to produce fractals for
our orbit, as illustrated in the images below.

The primary fractals created by adjusting the parameter m (as detailed in Table 6),
while keeping other parameters constant, are shown in Figure 5. As m increases, the number

14
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of chaotic attractors in the fractals grows, and the fractals become increasingly circular.

Each Julia set contains 2m spokes. An interesting color shift is observed, with a grey tone at

m = 3 and a yellow tone at m = 7, forming a visually appealing pattern. Additionally, the

Julia fractal shape becomes progressively circular as m increases.

Table 6. Changes in parameter m for generating fractals as a Julia set.

m o B a s m 72 3 74
() 2 -2 —1.4i 0.936 0.928 0.056 0.012 0.003 0.006
(if) 3 -2 —1.4i 0.936 0.928 0.056 0.012 0.003 0.006
(iii) 4 -2 —1.4i 0.936 0.928 0.056 0.012 0.003 0.006
(iv) 5 -2 —1.4i 0.936 0.928 0.056 0.012 0.003 0.006
(v) 6 -2 —1.4i 0.936 0.928 0.056 0.012 0.003 0.006
(vi) 7 -2 —1.4i 0.936 0.928 0.056 0.012 0.003 0.006
(ii) (iif)
(iv) ) (vi)
Figure 5. (i-vi) Effect of m on fractals as a Julia set.
Parameter « adds visual appeal to the fractals. A segment of the Julia set begins to
separate as & changes from —1 to 0.8 (Figure 6i-iv). Distinct purple chaotic fractals emerge
when the parameter « has a negative complex component (Table 7), as shown in Figure 6ii—v.
Higher modulus values of « cause the fractal to distort.
Table 7. Changes in parameter « for generating fractals as a Julia set.
m & B a s g4! 72 73 Y4
(i) 4 -1 —0.6 —0.01i 0.736 0.928 0.034 0.021 0.002 0.001
(if) 4 —0.4—-0.7i —0.6 —0.01i 0.736 0.928 0.034 0.021 0.002 0.001
(iii) 4 1.1 —0.6 —0.01i 0.736 0.928 0.034 0.021 0.002 0.001
(iv) 4 0.8 —0.6 —0.01i 0.736 0.928 0.034 0.021 0.002 0.001
(v) 4 0.7+ 0.3i —0.6 —0.01i 0.736 0.928 0.034 0.021 0.002 0.001
(vi) 4 0.6 — 0.5 —0.6 —0.01i 0.736 0.928 0.034 0.021 0.002 0.001

15
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(ii) (iii)

(iv) (v) (vi)

Figure 6. (i-vi) Effect of « on fractals as Julia sets.

Variations in color and form appear in Figure 7 for different values of § (Table 8),
showing a resemblance to Rangoli patterns.

(@) (ii) (iii)

Figure 7. (i-iii) Effect of B on fractals as Julia sets.

Table 8. Changes in parameter 3 for generating fractals as Julia sets.

m o B a s T 72 Y3 Ya
(1) 3 -2 —0.542 + 0.245i 0.963 0.828 0.056 0.012 0.003 0.006
(ii) 3 -2 2i 0.963 0.828 0.056 0.012 0.003 0.006
(iii) 3 -2 1—1i 0.963 0.828 0.056 0.012 0.003 0.006

Changes in the basic shape occur as the convexity parameter increases, though colors
remain the same. Larger values enhance the Julia set’s aesthetic and make it suitable for
textile design. With increasing values of the convex parameter s (Table 9), Figure 8 shows
an increase in symmetrical chaotic forms within the fractals.

16



Fractal Fract. 2025, 9, 40

Table 9. Changes in parameter s for generating fractals as Julia sets.

m & B a S 7 72 73 Y4
(1) 4 1—-1.3i —0.4+1.5i 0.017 0.26 0.056 0.078 0.095 0.063
(i) 4 1—-1.3i —0.441.5i 0.017 0.56 0.056 0.078 0.095 0.063
(iii) 4 1-1.3i —0.4+1.5i 0.017 0.96 0.056 0.078 0.095 0.063
(@) (ii) (iii)
Figure 8. (i-iii) Effect of s on fractals as Julia sets.
The basic shape also transforms with higher values of the parameter 4, while color
saturation increases at higher a values. In Figure 9, more red appears in the center of the
fractals as a increases (Table 10).
(@) (i) (iii)
Figure 9. (i-iii) Effect of a on fractals as Julia sets.
Table 10. Changes in parameter a for generating fractals as Julia sets.
m o B a s 7 72 73 Ya
(1) 5 1.2i —0.2+0.82i 0.001 0.96 0.256 0.378 0.595 0.463
(i) 5 1.2i —0.240.82i 0.048 0.96 0.256 0.378 0.595 0.463
(iii) 5 1.2i —0.2+0.82i 0.123 0.96 0.256 0.378 0.595 0.463
Only minimal changes occur in the fractals shown in Figure 10 as the parameters
Y1, 72,73, and 74 vary (Table 11).
Table 11. Changes in parameters 71, Y2, ¥3, v4 for generating fractals as Julia sets.
m o B a s m 72 73 74
(1) 2 —-21 1.7 — 1.6 0.001 0.99 0.004 0.002 0.001 0.003
(i) 2 -21 1.7 — 1.6 0.001 0.99 0.294 0.192 0.391 0.293
(iii) 2 -21 1.7 — 1.6 0.001 0.99 0.94 0.92 0.91 0.93
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) (i) (i)
Figure 10. (i-iii) Effect of 1, 2, 73, 74 on fractals as Julia sets.

The fractals displayed in Figure 11 are derived from randomly selected parameters
(Table 12).

(ii) (iii)

(iv) ) (vi)
Figure 11. (i-vi) Effect of random choice of parameters on fractals as Julia sets.

Table 12. Random changes in parameters for generating fractals as Julia sets.

m w B a s 44! 72 V3 Y4
(i) 3 —2.2 1.8 —1.5i 0.002 0.89 0.034 0.042 0.074 0.98
(i1) 2 —2.2—0.8i —1.842i 0.012 0.49 0.064 0.072 0.094 0.028
(iii) 4 —2.4i 2.8i 0.035 0.872 0.566 0.457 0.873 0.867
(iv) 2 —-2.7 1.3 —-1.8i 0.007 0.086 0.435 0.568 0.657 0.874
(v) 7 3.4i —1+28i 0.061 0.784 0.023 0.065 0.098 0.054
(vi) 3 0.8+ 0.7i 0.9 0.999 0.961 0.263 0.152 0.542 0.123

4.2. Fractals as Mandelbrot Sets

This section also explores behavior shifts in fractals as Mandelbrot sets generated
by the transcendental sine function within the Jungck—AlI orbit with s-convexity. Small
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parameter modifications cause significant changes in the fractals. Thus, we altered each
parameter to generate the fractals in the images below.

Adjusting m (Table 13) while keeping other parameters fixed produces the fractals
shown in Figure 12. As m increases, the number of chaotic attractors grows, and each
Mandelbrot set has 2m major blue attractors.

Table 13. Parameters for generating fractals as Mandelbrot sets.

m o a s T T2 3 Y4
(1) 2 2 0.076 0.036 0.035 0.068 0.057 0.056
(ii) 3 2 0.076 0.036 0.035 0.068 0.057 0.056
(iii) 4 2 0.076 0.036 0.035 0.068 0.057 0.056
(iv) 5 2 0.076 0.036 0.035 0.068 0.057 0.056
(v) 6 2 0.076 0.036 0.035 0.068 0.057 0.056
(vi) 7 2 0.076 0.036 0.035 0.068 0.057 0.056
(iv) (v) (vi)
Figure 12. (i-vi) Effect of m on fractals as Mandelbrot sets.
Parameter « enhances the aesthetic quality of the fractals. Visually appealing fractals
appear in Figure 13, while other parameters are kept constant (Table 14). Complex values
of x emphasize the central region.
Table 14. Changes in parameter « for generating fractals as Mandelbrot sets.
m o a s T T2 Y3 Y4
(1) 3 2541 0.001 0.704 0.867 0.897 0.567 0.765
(ii) 3 6 —1.5i 0.001 0.704 0.867 0.897 0.567 0.765
(iii) 3 —1+1 0.001 0.704 0.867 0.897 0.567 0.765
(iv) 3 —-0.3 0.001 0.704 0.867 0.897 0.567 0.765
(v) 3 0.6 0.001 0.704 0.867 0.897 0.567 0.765
(vi) 3 1.1i 0.001 0.704 0.867 0.897 0.567 0.765
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(iii)

(iv) W) (vi)

Figure 13. (i-vi) Effect of « on fractals as Mandelbrot sets.

Figure 14 (Table 15) demonstrates that small changes in the convex parameter s
significantly affect the fractals. Lower s values brighten the Mandelbrot set’s perimeter.

(i) (ii) (iii)

Figure 14. (i-vi) Effect of s on fractals as Mandelbrot set.

Table 15. Changes in parameter s for generating fractals as Mandelbrot sets.

m u a s T Y2 Y3 Ya
(i) 4 -2 0.534 0.054 0.078 0.075 0.065 0.057
(i1) 4 -2 0.534 0.454 0.078 0.075 0.065 0.057
(iii) 4 -2 0.534 0.954 0.078 0.075 0.065 0.057

The fractals in Figure 15 turn blue with increasing values of parameter a (Table 16),
and the shape transforms as a increases.
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(i) (id)

Figure 15. (i-iii) Effect of a on fractals as Mandelbrot sets.

Table 16. Changes in parameter a for generating fractals as Mandelbrot sets.

m o a s %1 Y2 Y3 Y4
(1) 2 —3i 0.034 0.999 0.021 0.013 0.043 0.023
(ii) 2 —3i 0.634 0.999 0.021 0.013 0.043 0.023
(iii) 2 —3i 0.934 0.999 0.021 0.013 0.043 0.023

As with Julia sets, Mandelbrot fractals show minimal variation with changes to pa-
rameters 1, 72,3, Y4-

Remark 4. These generated fractals have broad applications in fabric design, such as in Batik,
Kalamkari, Tie and Dye, and other textile prints (e.g., Figures 5, 8, 10, 12, 14 and 15). They
revolutionize textile design by providing intricate patterns, streamlining processes to save time
and resources, enabling scalable designs across different fabric types, and allowing digital previews
to minimize waste. This promotes global collaboration, fosters creativity, cuts costs, supports
sustainability, and boosts competitiveness in the textile industry.

5. Conclusions

Our study presented a novel iterative approach, namely the Jungck-Al iteration
procedure, for approximating unique common fixed points of general contractive mappings.
We provided theorems to demonstrate the convergence and stability of this iteration process
with examples and graphs. Additionally, we established that Jungck—AI(4) converges to
the point of coincidence more quickly than Jungck-SP, Jungck—CR, Jungck-DK, and other
similar methods. With s-convexity, and for the subsequent orbit, we generated fractals as
Julia and Mandelbrot sets for the transcendental sine function T, g(u) = sin(u™) — au + B,
foru,a, p € Cand m > 2. We provided a theorem to demonstrate the escape criterion for
the sine function and the orbit with the convexity condition. Additionally, we explored
the following impacts of the involved parameters on the color deviance, appearance, and
dynamics of generated chaotic fractals.

e It is unexpected to observe that, given the same set of values, even little changes
in one parameter have a significant influence on how the resulting fractal appears
during the generation process. As a result, choosing the right parameters is crucial to
obtaining the desired fractal pattern.

e Inboth Julia and Mandelbrot fractals, the number of outer spokes is twice the value
of the parameter m.

e  The majority of fractals exhibit symmetry about the initial line.
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e  In the case of both Julia and Mandelbrot fractals, a small change in the convex param-
eter s is highly effective.

e  The number of colors is typically limited in almost all fractals, and there exists a
hollow portion in each of them.

e  We notice that when we enlarge the Mandelbrot set at its petal edges, we encounter
the Julia set, indicating that every Mandelbrot set point contains a significant amount
of Julia set image data.

Fractal geometry is widely recognized for its ability to depict the intricacy of many
complex forms found in our environment. The chaotic behaviors of fractals, in reality, are
able to depict surfaces and forms that conventional Euclidean geometry is unable to convey
(Figures 16 and 17).

(*Program Source Used for Generating the Julia Sets«

T[u_ ] :=Sin[u~m] +B;
iter[x_, y_, Lim_] := Block[{B, z, m, @, p, 4, 3, 5, i, 3, k, 1, ct},
B=p+ql;z=x+yI;m=2;a=-2.7;p=1.3;9q=-1.8; a=0,006;
5=9.086; 1i=0.435; j=0.568; k=0.657; 1 =0.874;|ct =0;
While [
(Abs[z] <Max[Abs[B], ((2xAbs[a]) / (Abs[i]))~(1/ (m-1)),
((2xAbs[a]) / (Abs[j])) ~(1/ (m-1)),
((2#Abs[a]) / (Abs[k])) ~(1/ (n-1)),
(2% (Abs[a] +1) / (a*s*Abs[1]))~(1/ (m-1))]) && (ct < Llim), ++ct;
g=(((1-a)"s) xaxz+ (ans) xT[z]) /a3
w=T[g]/a;
h=T[w] /a;
v=T[h] /a;
Ze=g3
1;
Return[ct];
]
DensityPlot[-iter[x, y, 10], {x, -5, 5}, {v, -5, 5}, PlotPoints - 2@0,
ColorFunction - "TemperatureMap", PlotLegends + Automatic,
FrameStyle - None, Frame - None]

Figure 16. The Figure shows a source code for generating Julia set.

«Program Source Used for Generating the Mandelbrot Setsx)

T[u_] :=Sin[u”m] +B;
iter[x _, y , Lim_] := Block[{B, z, m, a, a, s, i, j, k, 1, ct},
B=x+yI;z=PB3;m=5;a=1+21;a=0.804; s =0.009;
i=0.021; j=0.013; k=0.043; 1=0.023; ct = 0;
While[
(Abs[z] < Max[Abs[B], ((2*Abs[a]) / (Abs[i]))~(1/ (m-1)),
((2+Abs[a]) / (Abs[i]))~(1/ (m-1)),
((2*Abs[a]) / (Abs[k]))~(1/ (m-1)),
(2% (Abs[a] +1) / (a*xs*Abs[1]))~(1/ (m-1))]) & (ct = Llim), ++ct;
g=(((1-a)"s) xaxz+ (ars) xT[z]) /a;
w=T[g]/a;
h=T[w] /a;
v=T[h]/a;
Z=V;
13
Return[ct];
]
DensityPlot[-iter[x, y, 10], {x, -6, 6}, {y, -6, 6}, PlotPoints - 2@0,
ColorFunction -+ "ThermometerColors"”, PlotLegends —» Automatic,
FrameStyle - None, Frame - None]

Figure 17. The Figure shows a source code for generating Mandelbrot set.
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1. Introduction

One of the fundamental challenges in the mathematical modeling of real-world phe-
nomena is to address the uncertainty caused by the imprecision in categorizing events.
Classical mathematics has historically faced difficulties in effectively managing imprecise
or vague information. To address this limitation, in 1965, Zadeh [1] introduced the con-
cept of fuzzy sets (FSs), providing a framework for modeling uncertainty that aligns with
practical applications in fields such as engineering, life sciences, economics, medicine, and
linguistics. Over the years, the foundational ideas of FSs have been significantly extended
and developed. In particular, Heilpern [2] pioneered the concept of a fuzzy mapping and
extended the fixed-point theorem for contraction mappings, making it applicable to fuzzy
sets. Since then, various researchers have explored and applied fuzzy fixed-point (FFP)
results in numerous contexts (see, for example, [3-7]).

It is worth noting that the fuzzy mappings involved in these studies are predominantly
self-mappings. In a complete metric space (X, d), the presence of the two nonempty subsets
U and V does not necessarily imply that a contractive mapping 7 : U/ — V will have a
fixed point (FP). This lack of certainty has led researchers to explore points ¢ that achieve
the minimum distance d(&, 7¢). Specifically, the aim is to find a ¢ for which d(¢, 7¢)
reaches the lowest possible value, which corresponds to the distance d(U/, V) separating

Fractal Fract. 2025, 9, 270 25 https://doi.org/10.3390/ fractalfract9050270
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the two subsets. This point ¢ is termed the best proximity point (BPP). As a result, a BPP
theorem provides sufficient conditions that guarantee an approximate optimal solution ¢
satisfying d(&, 7¢) = d(U, V), see [8-11].

Numerous authors in the literature have examined the existence and the convergence
of FPs and BPPs under contractive conditions within distance metric spaces (see, for
instance, [7,12-14]). However, these investigations have largely focused on mappings in
classical or fuzzy metric spaces (FMSs) without considering the optimal proximity of fuzzy
mappings. On the other hand, Amir et al. [15] defined the Hadamard Y-Caputo tempered
fractional derivative (Y-CTFD), which is used as a mathematical tool in fuzzy calculus to
measure the rate of change of a fuzzy function over time. It is considered a generalization
of the classical derivative and can be applied to model systems with imprecise or uncertain
data. For more studies, see [16,17]. In this research, we address a significant gap by
exploring FFPs and fuzzy best proximity points (FBPPs) for fuzzy mappings within 6-FMSs
and by elucidating their interconnections. This comprehensive framework encompasses
multiple spaces, such as FMSs and non-Archimedean FMSs, broadening the applicability
of current findings in the field. Consequently, we derive pertinent theorems for FPs and
BPPs, which apply to both multivalued and single-valued mappings. In addition, one
of the derived results is utilized to examine the conditions for solving fuzzy fractional
differential equation problems, especially concerning the Susceptible-Infectious-Removed
(SIR) dynamics model. It is important to mention that these results could be further refined
and expanded upon when examined within other generalized hybrid models in the larger
field of fuzzy mathematics. The remainder of this paper is organized as follows: Section 2
provides fundamental definitions, lemmas, and theorems related to 6-FMSs. Section 3
introduces the FFP theorem and its implications within §-FMSs. Furthermore, Section 4
focuses on FBPPs for fuzzy mappings and explores their consequences. Lastly, Section 5
presents an application that demonstrates the validity of the theoretical findings.

2. Preliminaries

This section gathers crucial definitions and findings related to the completion of 0
fuzzy metrics, which are vital to the continuation of the article.

Definition 1 ([18]). A binary operation x : [0,1] x [0,1] — [0,1] is called a continuous t-norm
(CtN) if % is commutative, associative, a x 1 = a and for all a,b,c,d € [0,1],ifa < candb < d
thenaxb < cx*d.

Example 1.

1.  x(ab)=ab;

2. x(a,b) = min{a,b};

3.  *(a,b) =max{a+b—1,0}.

Definition 2 ([19]). Let X be a non-empty set and  represents a CtN. Furthermore, let M :
X X X x (0,400) — [0,1] be a fuzzy set. A triple (X, M, x) is called a fuzzy metric space over
X if the following conditions hold for any ¢, 1,y € X and t,1 > 0O:

M1) M(E, 5, t) > 0;

M2) M(&,n,t) =1 if and only if { =y;

(M3) M(Z,1,t) = M(1,8,t);

(M4) M(E, 1, t+1) = M(E, 7, 1)« M(7,17,1);

(M5) M(E&,7,.) : (0,400) — [0,1] is continuous and tlim M, y,t)=1.

—r+00
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Definition 3 ([20]). Let 0 : [0, +-00) x [0, +00) — [0, 4+00) be a continuous mapping with respect
to both variables. The image of 6 is denoted by Im(8) = {6(¢,n) : ¢ > 0,57 > 0}. The mapping 0
is called an B-action if and only if it satisfies the following conditions:

(B1) 6(0,0) =0and 6(¢,n) = 6(y,¢) forall ¢, n > 0;

(B2)

either ¢ < u,n <o,

or ¢ <u,n<uv;

0(¢,n) < 6(u,v) implies {

(B3) Foreachr € Im(0) and for each s € [0, r], there exists t € [0, 1] such that 0(t,s) = r;
(B4) 6(¢,0) <& forall & > 0.
The set of all B-actions is denoted by ©.

Example 2 ([20]). The following functions serve as examples of B-actions on [0, +00) x [0, +-00):

L 6 =¢+m

2. (&) =k(E+n+¢n)kelon)
3. 63(¢,m) = (C+n)(1+¢n);

4. 604G ) =C+n+ /T

5. 05(&n) =G+

6. 06(¢, 1) = max{g,n}

Definition 4 ([1,2]). In the set X, a fuzzy set (FS) is characterized by a function A : X — [0,1],
which assigns each element ¢ € X a membership value A(¢) within the interval [0,1]. The
collection of all fuzzy sets in X is denoted by I**. The a-level set of A, indicated as [A],, is defined
as follows:

A, = {E€X:AQ) >}, for ae (0,1,

A= [EE X1 A@) = 0},

Definition 5 ([21]). Let X be a non-empty set, and * represents a CtN. Furthermore, let N :
X X X x (0,4+00) — [0,1] be a fuzzy set. There exists 0 € @ such that a quadruple (X, N, *,0)
is called a 0-fuzzy metric space (0-FMS) over X' if the following conditions hold for any ¢, 17,y € X

and t,1 > 0:
(Nl) N(&m,t) >0;
(N2) N'(§,7,£) =1 if and only if & =1,
(N3) N'(&,m,t) = N(1,8, 1),
(N4) N(G,1,0(8,0)) = N(G, 7, 8) * N (7,77, 1);
(N5) N'(&,1,.) : (0,400) — [0,1] is continuous and tETwN(C, n,t) =1

Example 3. Let X = R. Defineaxb =a-b,0 € @ and N : X x X x (0,+o0) — [0,1] by

e —es(-E1). 1)
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Then

(X, N,x*,0) is a 0-FMS over X. Our goal is to show condition (N4) from Definition 5, as the

other assumptions, can be verified more straightforwardly.

N (& m,0(1) = exp(—578) > exp (=gl

> exp|( — |g(7/7)‘ ~exp|( — |g(77)
> exp(— Ié‘—tv\ exp(— |77’I\
= N(§/71t> *N(’)/,U,l),

forall¢,n,v € Xandt,1 > 0.

Example 4. Let X = R. Defineaxb =a-b,0 € @ and N : X x X x (0,+o0) — [0,1] by

Then

N(&n,t) )

_ t
E 18—l

(X, N, *,0) is a 6-FMS over X. Our goal is to show that condition (N4) from Definition 5,

as the other assumptions, can be verified more straightforwardly for all ¢,n,y € X and t,1 > 0.

Utilizing the characteristics of 0, we obtain

=

N@G v t)«N(v,m,1) = t+\<§t \'tﬂ";*ﬂl
_ 3

|

-
i
=]

L 14 =l

L

IN

IN

ﬁ
T
0(t1)
0(t)+E—7[+[r—1l
0(t,1)
8(t)+¢—7|

=N (G m,0(t,1)).

IN N

Hence, (N4) is satisfied.

Definition 6 ([21]). Let (X, N, *,0) be a 0-FMS.

1.

A sequence {{,} C X is considered to converge to a point & € X if N'(§n, &, t) — 1 as
n — oo for every t > 0. The point ¢ is called the limit of the sequence {Cy }.

A sequence {C, }Cin X CC is called a Cauchy sequence if there exists ny € N such that
N(&n, &m,t) = 1 as n,m — +oo, for every n,m > ng, t > 0.

A subset Y of X is said to be closed if the limit of a convergent sequence of ) always belongs
to ).

A subset Y of X is said to be complete if every Cauchy sequence in Y is a convergent and its
limitisin ).

The mapping T : X — X is called continuous at a point o € X if for every sequence
{&n} € X with &, — & as n — 400 we have T (&) — T (&) in X as n — 400 .

Definition 7 ([22]). Let X" be an arbitrary set and Y a metric space. A mapping T from X to Y is
called a fuzzy mapping, which is a fuzzy subset of X x Y with the membership function T (&) (1)
representing the degree of membership of 17 in T (). For convenience, we denote the x-level set of

T(G) by [Tl instead of [T (Z)]-
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3. Fuzzy Contractions

In what follows, we will use specific assumptions and definitions within the frame-
work of 6-FMS (X, N, ,0). Let the set of all nonempty bounded proximal sets in X be
denoted by P(X), the set of all nonempty compact subsets of X be presented by C(2%),
and the set of all nonempty closed and bounded subsets of X’ be denoted by CB(X'). Since
every compact set is proximal and any proximal set is closed, the following are included:

c(z*) C P(X) C CB(X). 3)

ForU,V € C(2%) , we define the following:

o N U, t)=sup{N(&n,t):nel,t>0}

o NUVt)=sup{N(Ent):eU,yeV,t>0}

e We induce the Hausdorff fuzzy metric # on C(2) by the fuzzy 6-metric \V, for all
t > 0 is defined as

inq inf N'(§,V,t), inf N'(n,U,t) ¢, if it exists,
mm{égu (¢ )7;21/ (n )} if it exists

HU,V, ) = 4)

1, otherwise.

Definition 8. Let (X, N, *,0) be a -FMS. A subset U being a subset of X is called proximal, if
foreach & € X, there exists n € U such that N'(&,n,t) = N(E, U, t), forall t > 0.

Definition 9. Let (X, N, *,0) bea 0-FMS and T : X — I be a fuzzy mapping. Then a point
& € X is called an FFP of T if there exists o € (0,1] such that N'(&, [T¢&],,t) =1 forall t > 0,
ie, ¢ € [T¢l,

We will initially present a series of lemmas concerning 6-FMSs.

Lemma 1. IJ‘[T@]“T(@ € C(zX)r“T(g) € (0,1],& € X, then ¢ € [TC],XT(Q if and only if
N([TC]M@),Q t) =1forallt > 0.

Proof. Assume N(C, [T@]aT(g),t) = sup{N((f, nt) i € [Tl @)t > O} = 1 for all
t > 0. Then, there exists a sequence {17, } € [7¢], (¢ such that N'(¢, 77, t) = 1 — 1. Since

[T¢lur(e) € C(2%), a7 (¢) € (0,1], and ¢ € X, it follows that & € [T¢)ur(s)- Conversely, if
¢ € [T¢lu,(¢), we have forall t > 0

N([TdaT@)r g/ t) - SUP{N(ér 1, t) o € [Tg]aT((;‘)} Z N(C! Cf t) =1
Thus, (7€, & t) = 1forallt > 0.0

Lemma 2. Let (X, N, x,0) be a complete 0-FMS , where (C(2V), H,*) forms a Hausdorff FMS
on C(2%V). Let T be a fuzzy mapping assuming, for every (TC1r(y) e [T G2 oy i1 c(2Y),

that for each & € [T G, (g, there exists an € [T o], (g, satisfying N({;’, [T¢1)ar(e) t) =
N (&, n,t), t > 0; then the following inequality holds:

H(ITe ey e [Tl t) SN @),
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Proof. Since
H([Tear ey [TE2luy ey t) = mind gG[T}ﬂﬁT@l){N (& 1T t) }o
inf N (0, [T&oye t) ]

then we have two cases:
Case 1: If

(T e e Tehret) = it (N (81T 1)),

implies that
H((Tetar e (Toarrt) SN (&[T 0Dy t), ©)

then, by assumption, for each ¢ € [7¢] and for t > 0, there exists € [T (2]

ar(81) ar(82)

satisfying
N@mt) =N (& [Ty ) ©)

Therefore, based on (5) and (6), we can conclude that

H([Teap ey [Telup@yt) SN @),

Case 2: If
H((Terer [Tearct) = inf N (1 [Teet)
S2lar(ey)
then
H(ITEar ey [Ty t) SN Telur i) b @)

again, since there exists 7 € [T 2], (&) satisfying

N ) =N (1 [Tty 1) ®
Hence, from (7) and (8), we obtain

H([Tear @) [ Tar o t) S NEmD).

O

Theorem 1. Let (X, N, ,6) be a complete 0-FMS. Let T : X — I be a fuzzy mapping. Assume
that, for every & € X, there exists an ag(¢) € (0,1] such that [T¢], (# € C(2%). Additionally,
suppose that the following condition holds:

H((Tear ey [Ty @) k) = N (@1 E21), ©
forall 1,8 € X,k € (0,1) and t > 0. Then T has an FFP,

Proof. Let ¢y € X be arbitrary. We choose a sequence {, } in X as follows: By hypothesis,

there exists a7 (8o) € (0,1] such that [T¢o], (s, € C(2%). Since [TC0lar ) € c(2Y) is
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a nonempty compact subset of X, there exists {1 € [T o], () such that N'(¢o, ¢1,t) =
./\/(Co, [T Colur(c)- t). By Lemma 2, we can choose &> € [7¢1], (¢, such that

N(81,82,t) > ([TCOLXT @) [ T81lar @) )

forall t > 0. By induction, we have that §,, ;1 € 7 ¢y, which satisfies the following inequality:

N (Enr 1, 0(49)) = H ([Tl gy [Tenstlay @) O(19)) (10)

for all t > 0. Now, by (9) and (10) together with Lemma 2, we have,

NGt t) > H((Telay ey [ Tentler eyot)

> N( ?Z/C?lJrl/ i)
> H([TEuluy g,y [Ty ey £)
N(gn 1/671/ kz) (11)
= %<[T€O]“T (80) [Tél]“T (&)’ k”t—1>
>

N((:O/ (:1/ i )

Let m > n, then, by (N4) and (11). We have for all t € Im(6), which means by (B3), there
existss; < tforallr; <t,i=1,2,---,m—mn—1such that

N (G t) N (G, Enr51) % N (Cng1, Cmi11)
N (Gn Cnt1,51) * N (Gnt1, Cnvas 52) *N(§n+2, &, 12)
(( s §n+1,51) *N(gnJrlr Cnt2s 52) *N(ijflr Cm, Smfnfl)

N (0,61, gitr ) e N (80,8, 2222 %)

I\/ I\/

By taking the limit as n — 400, we obtain N (¢, &m, ) = 1. This shows that {{,} is a
Cauchy sequence. Hence, the completeness of (X, N, *,6) implies that there exists 7 € X
such that ¢, — # as n — +co. Now, we have to prove 7 € [7'17],”(,7)

N(U’ [Tﬂ]zxrr(ﬁ)/ t) > N(U, (;’n_t,_l, t)

> H (1T [ Tenlar e t)
> N(U, Cn, k)

— 1 as n — +oo.
By Lemma 1, we have 57 € [T7], (- Hence, 17 is an FFP for 7. [J

Example 5. Let X = [0,+0). Define N : X x X x (0,+00) — [0,1] as in Example 4,

as follows:
t
N@Ent)= —F—.
©nH) =37 =
Let a € (0,1] and consider a fuzzy mapping T : X — I defined as follows:
(DIfg=0
1 ,17=0
T -
(&) () {0 0.
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(i) If0< ¢ < o0

« ,0§17<§,
« g ¢
3 /7<17§7/
TOw={3 1515k
6 3=N<7,
f 5 <n<co

It is clear that, for %, we have

(Tels = {neX:T@0m =4} =[03].

Thus, for every § € X, there exists 5.-(¢) € (0,1] such that [TC]%T@ € C(2%). Then,

H((Tes, ) [Ty k) =H([0.3][0.5] k)
_ mi’kt@

t+[81—C2|

= N(gl/ gZ/ t)/

v

forall §1,60 € X,k = % and t > 0. Consequently, all the conditions of Theorem 1 are satisfied to
ﬁ]’ld 0e [TO]%T(O)

Corollary 1. Let (X, N, *,0) be a complete -FMS. Let S : X — C(2) \ ¢ be a multivalued
mapping. Assume for every ¢ € X. Suppose that the following condition holds:

7‘[(561, Sng kt) > ./\/'(51, G2, t), (12)
forall &,8p € X,k € (0,1) and t > 0. Then there exists ¢ € X such that § € S({).

Proof. Let a7 : X — (0,1] be a mapping, and consider a fuzzy mapping 7 : X — Z%
defined as follows:

R A
Then, for all € € X, we have
(T2, = {u € X T(E)(u) > ar(d)} =S¢ (14)
As a result,
H (T8 oy (e [Tl k) = H(SE1, ST k) > N (&1, 82t), (15)

forall &1,¢ € X,k € (0,1) and t > 0. Hence, Theorem 1 is applicable; then S has an FP. [J

Corollary 2. Let (X, N, *,0) be a complete 0-FMS. Let S : X — X be a mapping. Assume that
the following condition holds:

N(Sgll‘SgZ/kt) > N(g], 62/ t)/ (16)

forall &,Gr € X and t > 0, where k € (0,1). Then S has a unique FP.
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Proof. Let a7y : X — (0,1] be an arbitrary mapping, and consider a fuzzy mapping
T : X — IV defined as follows:

_Jer@, fu=st
T(6)(u) = {0/ i u St (17)
Then, for all ¢ € X', we have
[T¢le, ={ueX:T()(u) = ar()} ={SC}. (18)

Notice that, in this case, for all 1,& € X,k € (0,1) and t > 0, we have

H([Tgl]oq" [T§2]a7-/ t) - N(S(gl)ls((;Z)/ t) > N(él/ 62/ t)' (19)

Therefore, Theorem 1 can be applied to find ¢ € & such that ¢ € {S¢}; that s, ¢ is an FP.
Uniqueness: Suppose that there exist two fixed points u,v € X’; then by the contraction
condition, we obtain

N(Tu, To,t) =N(u,v,t)

> N(u,v,75) = 1,as n — +oo,

which implies u = v. [

4. Proximal Contractions
4.1. Proximal Fuzzy Contraction

This section introduces a new concept called k-proximal fuzzy contraction related to
Us. For U,V € C(27) , we define the following:

o U ={CcU:NEnt)=NU,V,t), for some 7 € V}.
e Vo={neV:N(Ent)=NU,V,t), for some ¢ € U}.

Definition 10. Let U and V be nonempty subsets of a -FMS (X, N ,*,0) and T :U — 1" be
a fuzzy mapping. Then a point & € X is called an FBPP of T if there exists « € (0, 1] such that
N [TE,,t) =NU,V,t), forall t > 0.

Definition 11. Let U and V be non-empty subsets of a 6-FMS (X, N, *,0). A fuzzy mapping
T :U — 1Y is said to be a k-proximal fuzzy contraction with respect to Us if there exists k € (0,1),
such that, for each Gy,8> € Us, a7 (81), a7 (82) € (0,1],

Ve, = {;7 e Uy :N(;y, [T@l]aT(Cl),t) = NUV, 1)t > o},

and

Vs, = {;7 € Uy :N(q, [ng]aT(gz),t) = N UV, ), t > o}

are nonempty, closed, and bounded sets and

H(Vey Vey kt) = N (81,82, 1). (20)
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Lemma 3. Let (U, V) be a pair of nonempty subsets of a 0-FMS (X, N, x,0) with U, # ¢. Let
T :U — 1Y be a fuzzy mapping such that, for every ¢ € U, [T¢lar (&) N Vo is nonempty, and
there exists ar () € (0,1] with [T¢], &) € C(2%),then,

1. Forall § € Us, the set Vg is nonempty.
2. IfUs is closed and ¢ € Us, then Vg is closed.

Proof. (1) Let ¢ € Us; since [T¢],, (N Vo is nonempty, there exists i € [T¢], (N Vo,
which implies that there exists { € U, such that N'({,7,t) = N (U, V,t),for all t > 0.
Therefore, N (@, [T¢] wr (&) t) = N(U,V,t), proving that Vg is not empty.

(2) To prove that Vz is closed, consider a sequence {77, } in V; that converges to a limit
1. Since 17, € U, and satisfies

N(W”’ [TC]QT((:)/ t) :N(Z/[, V, t), Vit > 0.
The continuity of A" guarantees that
Since U, is closed so 7 € U, it follows that 7 € V;. Therefore, Vz must also be closed. [J

Theorem 2. Let (U, V) be a pair of nonempty subsets of a complete 6-FMS (X, N, *,0) such that
Us is nonempty and closed. Assume that T :U — 1V is a fuzzy mapping such that, for every
¢ € U, there exists a1 ($) € (0,1] such that [T¢], (s € C(2Y). Assume that the following
conditions are also satisfied:

1. T isan k-proximal fuzzy contraction with respect to Us;
2. foreach ¢ € U, [T¢], (&) N Vo is nonempty.

Then there exist & € U such that N(é, [T¢ler (o) t) =N(U,V,t).

Proof. Let (o € Us. By Lemma 3 (1), we see that Vi) is a nonempty set. Let {1 € Vg,. Then
1 € Us, which implies that Vg, is nonempty. Us is closed, and by Lemma 3 (2), for each
¢ € Us, we get that Vz is closed and therefore is a compact subset of [T¢],(#), s0 we can
choose > € V¢, such that

N(glr gzrt) > H(Vé'o'V§1't)'

Continuing this process, we obtain a sequence {¢,} in U, such that N (&,41,8n,t) =
N(U,V,t) and, by Lemma 2, we have

N (&pi1,Ent) = H(Vg, Ve, , t) for all m € N.
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Next, we show that {¢,} is a Cauchy sequence in U, and its limit is a BPP of 7. Now,
by (20) together with Lemma 2, for every ¢ > 0, we find that

N@nns1rt) = H(Ve, Ve, 1ot)
> N(gnfll gnr %)
2 H(Vén—l’ Vgn—z’ %)

> N (602 8u1 ) 1)

= H(V(fo'vffl' kn%l>
2 N(g[)/ 61/ kin)

Using (N4) and (21), let m > n, for all t € Im(6), which means that there exists s; < t for all
ri<ti=1,2,---,m—n—1such that

N(’é?’lr le t) > N(gl’l/ CHJrl/sl) *N(CHJrl/ gm/ 7’1)
> N (Cn, CEns1,51) * N (Eng1, Cnra, 52) * N (Engo, s 12)
> N (Cn Cns1,51) * N (Cni1, Cng2,52) % -+ - * N (1, Cins Sm—n—1)

> N(s’o,ﬁl/kﬁ%l) oo *N(Coféﬁf ;’,7,:’;3).

It follows that {¢,, } is a Cauchy sequence in Us. Since U, is closed, there exists § € U, such
that {{, } converges to § as n — +oco. By Lemma 3, it follows that Vz is nonempty and
closed. Thus, there exists §;, € Vg such that

N (G Eot) 2 MV Vit) 2 N (801,

which implies Lll’il N (Eng1,8pt) = 1. Therefore, {Z},} converges to &, and since Vg is
n o)

closed, it follows & € Vg, thatis, N (& [T¢l, ) t) = N (U, V,1). O

Example 6. Consider X = R?. Defineaxb = a-b, 0 € ©,0(t,s) = t+s+ts,t,s > 0and
N: X x X x(0,400) — (0,1] by

(22)

N((ay,a2), (b1, b2),t) = exp(— |1 — b —: a2 — b2|>.

Suppose U = {(1,&): ¢ € [0,1]} and V = {(0,5),7 € [0,1]}. Let a € (0,1]; T :U — 1" is

defined by
(DIfg=0
R ifu=0,
7'((1,0))((0,11))—{0, a0
(i) If ¢ #0

if0<u<%,
,ifé<u<s§,
, S <u<é

=
N

T(1,6)(0,u) =

=R IR
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NUYV,E) = eT,t > 0. AslUs = U,V = V, for every (1,E) € U, there exists
57(¢) € (0,1]; we obtain

T(1LO]s = {07 €V:T((LE)O,) > 3} = {0} x [0,5] e C(2?).

&
2

We can see for each { € U, we have that [T ¢ ]“T(i) NV, is nonempty. Now, we show that the
fuzzy mapping T : U — 1Y is a k-proximal fuzzy contraction with respect to Us. Let &1, & € Us;
then we have Vg, = { (1, %) }, and Vg, = { (1, %2) } are non-empty, closed, and bounded, and
the condition

H (Ve Ve kt) > N(81,82,t) (23)

holds with k = } € (0,1). Consequently, all the conditions of Theorem 2 are satisfied to find an
5 € (0,1] such that N'((1,0), [T (1, 0)]g,t) = N U, V,t), forall t > 0.

4.2. Multivalued Proximal Mappings

Definition 12. Let U and V be non-empty subsets of a -FMS (X, N, x,0). The multivalued
mapping S : U — 2V \ ¢ is said to be a k-proximal multivalued contraction with respect to U if
there exists k € (0,1), such that, for each &,,& € Us,

Ve, = {n €Uy : N(n,881,t) = N(U, V,t),t > 0},
and
Ve, = {n €Uy : N (1,88, t) = N(U,V,t),t >0},

two sets are non-empty, closed, bounded, and

H(Ve,, Vey kt) > N (81,82, t). (24)

Corollary 3. Let (U, V) be a pair of nonempty subsets of a complete 6-FMS (X, N, x,0) such that
U, is nonempty and closed. Assume that S : U — 2V \ @ is a multivalued mapping satisfying
the following conditions:

1. Sisak-proximal fuzzy contraction with respect to U.
2. Foreach{ € U,, T¢ NV, is nonempty.

Then there exists some & € U such that U such that N'(&, T¢, t) = N (U, V, t).

Proof. Let a7 : X — (0,1] be an arbitrary mapping, and consider a fuzzy mapping
T :U — TV defined as follows:

_Jar(G), ifuesg,
T(6)(u) = {0, i u ¢ St (25)
Then, for all ¢ € U, we have
[T¢le, ={ucU:T(E)(u) = ar(g)} = S¢E. (26)

Thus, for each &, & € U,

Ve, = {17 €Uy : N(1,S¢,1) = N(q, (T, t) = NUV,b),t > o},
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and

Ve, = {11 €Uo - N (1,88, 5) = N (1, [Ty t) = NU V1), >0},

two sets are non-empty, closed, bounded, and
H <V§1’ V@z’ kt) > N(§1, G2, t)‘ (27)

As a result, Theorem 2 is applicable. []

4.3. Single-Valued Proximal Contraction

Definition 13. Let U and V be non-empty subsets of a 0-FMS (X, N, x,0). A single-valued
mapping T : U — V is said to be a k-proximal contraction concerning Us if there exists k € (0,1),
such that, for each ¢1,C2, 11,12 € Uo,

N, Tet) =NU,V,t),
N, Tét) = NU,V,t),

implies that
N (11,12, kt) > N (1,62, 1) (28)

Corollary 4. Let (U, V) be a pair of nonempty subsets of a complete -FMS (X, N, *,0) such
that Us is nonempty and closed. Let S :U — V be a single-valued mapping. Assume that the
subsequent conditions are also met, as follows:

1. Sisak-proximal contraction with respect to Us.
2. Foreach¢ € U,,S¢ € V.

Then there exists & € U such that N'(&,S¢, t) = N (U, V, ).

Proof. Let ag:X — (0,1] be an arbitrary mapping, and consider a fuzzy mapping
S:U — IV defined as follows:

~ Jar(8), ifu=Sg,
T(6)(u) = {0, £ SE (29)
Then, for all ¢ € U, we have
[T¢ley ={u el :T(E)(u) = ar()} ={S¢} (30)

For each ¢1,¢, € U, we have

Ve, = {m € Uo s N {8&1}, 1) = N (1, [T&],p t) = NU V1)t >0 = {1},

and

Ve, = {’72 €Uy : N(112,{S%},t) = N(’?Z/ [TCZMTJ) =NUV,t),t> 0} = {m},

are two sets non-empty, closed, bounded, and

H(Vglr ng/kt> = N(’h/ 12, kt) > N(Cl/ 62/ t) (31)
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Therefore, Theorem 1 can be applied to find ¢ € U such that { € {7(¢)}, which further
implies NV'(¢, T (¢), t) = N (U, V,t), forall t > 0. O

Corollary 5. Theorem 1 implies Theorem 2.

Proof. Define G : U, — C(ZUO) by
(G)ag(ey = {1 €Ue s N (1, [TEayoyt) = NWU V1), E >0},
for & € Us,ag(g) € (0,1]. It follows from Lemma 3 that [G¢], (¢) is a nonempty, closed,

and bounded subset of U, for each & € U, and so [G{] wg(c) 18 well defined. Since 7 is a
k-proximal fuzzy contraction with respect to U,

H (198 g(0) [Flagry Kt) = H (Ve Vi kt) = N'(Em,8),

for all ¢,7 € U,. It now follows from Theorem 1 that there exists { € U, such

that £ € [G . By the definition of the mapping [G{ , the point { satisfies
y ppng ag(¢) P
T = N(U,V,t), and this completes the proof that Theorem 1 implies
(C (T¢lar o) p p p
Theorem 2. [

5. Application to Fuzzy Fractional Differential Equations

The fuzzy Hadamard ¥Y-CTFD was introduced by Abdou Amir et al. [15] as a com-
prehensive generalization, established through the integration of various fractional opera-
tors, including tempered Riemann-Liouville, ¥-Riemann-Liouville-Hadamard, Riemann-
Liouville, Caputo, and Y-Caputo. This unification provides a cohesive framework for
understanding their applications across different mathematical settings, offering a system-
atic perspective on these operators and expanding their potential uses in various research
fields and mathematical analysis.

Definition 14 ([15]). Let ¢ be a fuzzy number-valued functionn —1 < a <n,n € N,7y,p,q > 0
and ¥ € C"([a,b],R) such that ¥'(t) > 0,Vt € [a,b]. The design of the generalized Hadamard
Y-CTED of level « of the function ¢ is defined by

CH,Dg,'y,p,q,‘Pg(t) _ qu(r(zllna @ ft ‘{’/ s g ; ] -1

(32)
o[y 4] (Ep,qwm( () ©&(s)ds

00 k
— S
where Ey 4(s) = k:§0 Tk P9 > 0, Re(s) > 0.

First of all, we should consider the multiplication of a fuzzy number by a scalar in its
level-wise form.

Suppose that k € R is a scalar, and M is a fuzzy number. Then, in level-wise form,
we have

for all r € [0,1].

koMl = | M) kM) i k>0,
My(r), kM (r)] ifk<0,
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For any two arbitrary fuzzy numbers M and N, and any fixed r € [0,1],if M® N =K,
then we have

K[r] = [Ki(r), Ku(r)] = M[r] © N[r] = [M;(r), Mu(r)] © [Ny(r), Nu(r)].

Then,
My(r)-Ni(r), Mi(r) Ni(r),
] M), ] min),
() =miny oy on, (K0 Ma(r)-N(r),
M, (7)-Ny(r) M, (1)-Ny (1)

As an application, we extend the SIR dynamics model investigated by Subramanian
et al. [23] to include the fuzzy Hadamard ¥-CTFD. Here, the susceptible population
5(t), the infected population I(t), and the removed population R(t) compose the overall
population N(f), structured as follows:

CHDYPAYS(1) = (1 — p)rr — BSI — pS,
CHDYYPAY (1) = BSI — (7 + w)], (33)
CHDSC’YPD]TR()ZPTI-F’)/I—VR,

where p, 7, p, B, 7 represent natural death rate, birth date, fraction of the vaccinated popu-
lation at birth, contact rate of susceptible individuals, and infected individuals who recover
at a rate, respectively. Now, the right-hand side of (33) becomes

A(t,S(t)) = (1—p)m — BST — S,
I(t)) = BSI — (T + )1, (34)
t)) = pt+ 79I — uR.

where A, B, D are fuzzy functions. Then, for r € [0,1], the model in Equation (33) is
expressed as

CHDYPITS (1) = A(t,S(1)),
CHDYY PN I(1) = B(t, 1(1)), (35)
CHDYYPAYR(t) = D(t,R(t)),

with fuzzy initial conditions

5(0,7) = [5(0,1),5(0,7)],
1(0,r) = [1(0,7),1(0,7)], (36)
R(0,r) = [R(0,7), R(0,7)]-
Let us put
S(t)l
G(t) =1 I(t), 37)
R(t),
S~(O,r),
G(0,7) =< I(0,7), (38)
R(0,7)
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A(t,S(1)),
F(t,G(t)) = B(t I(t)), (39)
D(t,R(t)).
Then, problem (33) can be reformulated as
CHDS"%P,q,‘P G(t) =F(t,G(1)),t€[0,a],0 < a < 1. (40)

G(0,r) = Gy € EY,

where CHDg’%p ¥ design the generalized Hadamard Y-CTFD of level « and F €
C([0,a] x E},E1), ¥ is a continuously differentiable, increasing function on the interval
[0,00) with ¥(0) = 0,%(¢t) > Oforall t € (O,+oo),tlir+n Y (t) = +oo.

—r+00

A complete fuzzy 6-metric on C([0,a] x E!, E1) is defined as follows:

N (Gy(b), Ga(t), T) = exp<— &) = Ga(t) | >,T >0, (1)

where || Gi(t) — Ga(t) || = tgl[gﬁ]ﬂsﬂt) = Sa(H)[ + [I1(t) = L(t)] + [Ry(t) — Ra(t)[} and
0(r,s) = Vr*+s2,axb=ab.

Lemma 4 ([15]). Let G(t) represent the solution to Equation (40).
o If G(t) is Caputo (i)-gH differentiable,

G(t) = Epg(—yIn(¥ ()))®C(0)+ﬁ

O it Y in (M) g (71 (FD)) © £(s,E(s))ds @
e IfG(t) is Caputo (ii)-gH differentiable,
G(t) = Epq(—7In(¥()) @ £(0)© i w)
© Iy %5 (D] Ena (—vn(345)) © 165 2661
Theorem 3. Assume that F € C([0,a] x E?, E') is bounded such that
| F(4,Gi(t) = F(L,Gi(1) || < M| Gi(£) = Ga(t) |, forall t € [0,a]  (44)

such that % < 1. Then by Theorem 1, Equation (35) has a unique solution for two cases in
Lemma 4.

Proof. WOLG, assume that G(t) is Caputo (i)-gH differentiable. Consider a closed con-

vex subset X = {G € C([0,a] x EL, EY):|| G(t)—Ep,q(—yIn(¥(t))) ® G(0) || < R}, where

R = AIY\,{ ,N =|| f(t,G(t) || . Additionally, consider a mapping Pg(t) over X such that
Pe(t) = qu(—“rln(‘f(f)))@G( )+

o S m(3)]" %pq( (s v

) © f(s,Gs))ds.
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First, we show Pg(t) maps X into X, asfollows :

A7 (¥(5)) 0 G(0) |
w7 Jy ¥t In (“’“% | By (- (38)) 0 1l £5,G(s)) I1ds
N [tV () )

)
g Jo ¥t (349 ﬂ“ilﬁw(*ﬂn(w)

Let us make a change to variables by putting u = ln(zﬁ(s) ), which implies that ds =
Y6 gy, Thus,

| Po(t) —E
1 Y

>-€
—~|=
—
=

IN

¥'(s)
/ a—1
| Po(t) = Epg(=7In (¥ () © GO || < 5 fy 5t (3] Epa(—r (50 ))ds
< % Oln‘I"(t) \‘I;((;))uacflqu( ’)’Z/l))d
In ! a—

< % 0 T TI,((SS))L! Lexp ( ))du

< rﬁ) 0+°° “YI,(%) u*Lexp (—yu))du

— N _R

4)/0(

Let B: C([0,a] x E',E') — [0,1] be a mapping. Consider a fuzzy mapping 7 : X — I,

defined by
) B(G), ifr(t) =Pg(t),
G {O, otherwise. (#6)
Therefore, we have
[TGlgy =A{r(t) e X : (T(G)(t) = B(G) } = {Ps(t)}. (47)

Therefore, we have for all T > 0,
([T Gl [TCalpcyy k)

—min{ inf N(Gl,[TGz]ﬁ(GZ),kT), inf N(Gz,[TGl]ﬁ(G]),kr)}

G]G[Tcl]/}(cl) GZG[TGZ}I';(GZ)
=, nf N(Pa, (1) Pe, (1), k)
-1
o T G Epg v n (HB ) el1F(5619)-FisGao)les
> inf exp! Fr
tel0,a
o MGy =Gl  pt ¥'(s) (1) L ¥(1)
. (77@.[0 ¥(s) [ln(Y(5> )] Ep,q(*?‘“(\y(s)))db‘)
> 1Ff]exp 1%
te|0,a
) (77MHCI;.%;)G2” @féﬂqj“) u""lEp,q(fwu)du
> inf exp 153
te[0,a]
- MH?_]( GzHonrOO a— 1qu( yiu)du
> exp e
> exp :MH;E"}T_GZ”
_ —M| G -Gl
= exp( —

= N(Gl, Gz,T),k = ’YM‘X < 1.
Consequently, the requirements of Theorem 1 are satisfied, resulting in (35) possess-

ing a unique type 1 solution; similar results are obtained when G(t) is Caputo (ii)-gH
differentiable. [J
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6. Conclusions and Future Works

This article addresses five key aspects. First, introducing 6-FMSs provides a unifying
framework that generalizes various existing spaces. Second, it establishes FFP and FBPP
theorems within 6-FMSs, deriving corresponding results for both single-valued and mul-
tivalued mappings. Third, it explores the intrinsic relationship between FFP and FBPP
theorems, offering deeper insights into their interplay. From an application perspective,
one of our main results is to establish existence conditions for solutions to the SIR dynamics
model using the fuzzy Hadamard Y-Caputo tempered fractional derivative (‘Y-CTFD). To
our knowledge, these findings are novel and fundamental in the study of 6-FMSs and fuzzy
set theory. In future studies, these ideas could be expanded to more extensive areas like
L-fuzzy mappings, intuitionistic fuzzy mappings, soft set-valued maps, and other diverse
hybrid models within fuzzy mathematics.
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The following abbreviations are used in this manuscript:

6-FMS 0-fuzzy metric space
FSVM fuzzy set-valued mapping
FS fuzzy set
FFP fuzzy fixed-point
CtN continuous triangular norm
FP fixed point
BCT Banach contraction theorem
FSVMs fuzzy set-valued mappings
BPP best proximity point
BPFP best proximity fuzzy point
SIR Susceptible-Infectious-Removed dynamics
Hadamard Y-CTFD Hadamard ¥-Caputo tempered fractional derivative
WOLG without loss of generality
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Abstract: We investigate the topological degree for generalized monotone operators of class (S)
with compact set-valued perturbations. It is assumed that perturbations can be represented as
the composition of a continuous single-valued mapping and an upper semicontinuous set-valued
mapping with aspheric values. This allows us to extend the standard degree theory for convex-valued
operators to set-valued mappings whose values can have complex geometry. Several theoretical
aspects concerning the definition and main properties of the topological degree for such set-valued
mappings are discussed. In particular, it is shown that the introduced degree has the homotopy
invariance property and can be used as a convenient tool in checking the existence of solutions to
corresponding operator inclusions. To illustrate the applicability of our approach to studying models
of real processes, we consider an optimal feedback control problem for the steady-state internal flow
of a generalized Newtonian fluid in a 3D (or 2D) bounded domain with a Lipschitz boundary. By
using the proposed topological degree method, we prove the solvability of this problem in the weak

formulation.
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1. Introduction

Fixed point theory is a very important and emerging scientific branch, which lies
at the intersection of pure and applied mathematics [1-8]. It provides effective methods
for solving numerous complex (both linear and nonlinear) problems arising in diverse
fields such as physics, chemistry, biology, engineering, game theory, and mathematical
economics. An interesting deep connection has been discovered between fixed point theory
and fractal geometry [9-17]. In particular, fractals, which are intuitively understood as
highly irregular sets with fractional dimension and self-similarity properties, can be realized
as fixed points of special operators on the space of compact subsets of a metric-type space.
Using the formalism of iterated function systems, one can provide a way of constructing
such operators and a scheme for the approximation of their fixed points [18-20], as well as
obtain sharp results on the Hausdorff dimension in terms of fractal structures [21].

A natural generalization of the fixed point problem is the coincidence problem. Recall
that for given nonempty sets X, Y and mappings ¢, : X — Y, a point x € X satisfying the
equality ¢(x) = ¢(x) is said to be a coincidence point of the mappings ¢ and ¢ in the set X.
Clearly, if ¢ (or 1) is a one-to-one operator, then finding a coincidence point is reduced
to finding a fixed point of the mapping ¢! o ¢ (or ¥~ o ¢, respectively). However, in
applications, it is very often needed to deal with mappings that are not bijective. Interesting
results from the coincidence theory (the study of coincidence points) can be found in the
works [22-29].
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The further development of this theory is related to the consideration of the case where
one of the mappings in a pair (¢, ¢) is set-valued. For the sake of being definite, let the
single-valued mapping ¢: X — Y be replaced by a set-valued mapping ¥: X — Y. The
passing from the equation ¢(x) = 1(x) to the inclusion ¢(x) € ¥(x) produces significant
difficulties in handling the corresponding “set-valued” coincidence problem. To overcome
these difficulties, various coincidence point principles were developed by introducing
and applying the topological degree for different classes of set-valued perturbations of
single-valued operators [30-38]. The proposed approaches and abstract results are success-
fully used to solve complex problems arising in various real-world applications (see, for
example, [39-41]).

The present paper continues and extends the results of the PhD thesis [37] of the first
author, in which a variant of the topological degree theory for set-valued perturbations of
monotone-like operators between a reflexive Banach space and its dual has been proposed.
Our aim is to discuss the definition, some properties and new applications of the topological
degree for set-valued mappings that can be represented in the form T'— ®, where T is a
single-valued (S)-operator [42—44], while ® is a compact set-valued operator with not
necessarily convex values. More precisely, unlike conventional approaches that require
the convexity values property for the definition of topological degree [25,45-47], we use
set-valued operators with aspheric values. This allows us to consider set-valued mappings
with values having complex geometry, in particular, with values that are fractal-type
contractible sets. We present the construction of the degree mapping, which is based on
the principle of continuous single-valued approximations [26,47] and essentially uses the
monotonicity arguments that are appropriate for (S)-operators [48]. It is shown that the
introduced topological degree can be used as a tool for checking the existence of a solution
to the inclusion T(x) € ®(x).

The remainder of this paper is organized as follows. The next section is entirely
devoted to the necessary preliminaries. In Section 3, we construct the topological degree
for (S) 4 -operators with compact set-valued perturbations (Definition 13) and show that
this degree is well defined. Section 4 is devoted to studying the main properties of the
introduced degree (Theorems 1-3) and obtaining sufficient conditions for the existence
of solutions to the inclusion T(x) € ®(x) (Theorem 4). Finally, in Section 5, we apply our
abstract results to the analysis of the solvability of an optimal control problem for a model
of incompressible fluid dynamics with shear-dependent viscosity (Theorem 6).

2. Preliminaries

This section provides the notions and statements that will be needed to obtain our
main results.

2.1. Topological Degree for Operators of Class (S) 4+

Let X be a real reflexive Banach space. X* denotes its dual space.

For any x € X and ¢ € X*, by (¢, x) x+« x we denote the value of the functional ¢ on
the element x. For brevity, we will sometimes write (¢, x) instead of (¢, x) x«xx when it is
clear from the context that a duality pairing is meant.

The symbol — (—, resp.) denotes strong (weak, resp.) convergence.

Let D be an arbitrary open set in X and let D be its closure.

Definition 1. An operator A: D— X* is called strong-to-weak continuous (or demicontinuous)
on D, if, for any sequence {u,}’ ; C D and ug € D, from u, — ugy in X it follows that
A(uy) — Aug) in X* as n — oo,

Definition 2. An operator B: D — X* is called weak-to-strong continuous (or completely contin-

uous) on D, if, for any sequence {u,}°_; C D and ug € D, from u, — ug in X it follows that
B(uy) — B(ug) in X* asn — oo.

45



Fractal Fract. 2024, 8,738

Definition 3. An operator M: D — X* is called monotone if the following inequality holds:
(M(u) — M(v),u—v) >0, Yu,veD.
Moreover, if there exists a positive constant c such that
(M(u) — M(v),u —v) >cllu—v|%, VYu,veD,
then the operator M is said to be strongly monotone.

The monotonicity property, in conjunction with some other conditions, makes it
possible to obtain existence theorems for solutions to operator equations and these theorems
have applications to various boundary value problems of partial differential equations, to
differential equations in Banach spaces, and to integral equations [48-50].

Let us recall the definitions of three frequently used classes of generalized monotone
mappings in Banach spaces (see [48]).

Definition 4. Let Ty, T», T3: D — X* be operators.
e An operator Ty is said to be pseudo-monotone if it is bounded and if, for any sequence
{un}, C D, from uy — ug in X and

lim sup (Ty (un), up — tig) < 0

n—00

it follows that

hr{llglf<T1(“n),un —x) > (Ty(ug),up —x), VxeX.

o We say that an operator T, satisfies the condition ao(F), where F is a subset D, if, for any
sequence {1, }5° 1 C F, from uy, — ugin X, To(u,) — 0in X*, and

lim sup <T2(un),un - u0> <0
n—00
it follows that u, — ug in X as n — 0.
e We say that the operator Ts satisfies the condition (S). if, for any sequence {1, }°>_; C D, from
Uy — ug in X and
limsup (T5(up), up —up) < 0

n—o0

it follows that u, — ugin X asn — oco.

Mappings that satisfy the condition (S). are sometimes called (S)..-operators or opera-
tors of class (S) .
The following proposition gives an important example of (S).-operators.

Proposition 1. Suppose that

e M;y: D — X* is a strongly monotone operator;
e M,: D — X* is a monotone operator;
e B: D — X* is a weak-to-strong continuous operator.

Then the operator T := My + My + B is an (S)-operator.

The proof of this statement can be found in [40].

Skrypnik has developed the theory of topological degree for operators satisfying the
condition (S) (or the condition wg) and has considered its applications to the study of
nonlinear elliptic boundary value problems [48].

Here, we give a scheme of the construction of the topological degree for (S)-operators.
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By .7 (X) denote the set of all finite-dimensional subspaces of X. Let E € .7 (X) and
Dg := D N E. We introduce the projection 7ig: X* — E by

NE(h) =

o

Il
—_

<h, 0i>ZJl’, Vh € X*, (1)

where vy, ..., vy is a basis of the space E.

Lemma 1. Let T: D — X* be an operator such the following two conditions hold:

T is strong-to-weak continuous and satisfies the condition (S);
* T(x) # 0 for any x € 0D, where 0D denotes the boundary of the set D.

Then there exists a subspace By € % (X) such that, for any E € .7 (X) satisfying the containment
Ey C E, we have
(mg o T)(x) #0, Vx € dDg,

and
deg(T[E o TlﬁEl 0) = deg(T[Eo o TrﬁEO/ O)/

where “deg” denotes the topological degree for a finite-dimensional mapping (Brouwer’s degree [51]).

Consider the triplet (T, D, 0), where 0 € X*. Taking into account Lemma 1, one can
define the topological degree of this triplet as follows

Deg(T, D,0) := deg(7mg, o T, Dg,, 0).

The numerical characteristic Deg(T, D, 0) introduced in this way is well defined and
has all the natural properties of the Brouwer degree. In particular, the following existence
result holds.

Proposition 2. Suppose a strong-to-weak continuous operator T: D — X* satisfies the condi-
tion (S)4 and T(x) # 0 for any x € 9D. Moreover, suppose that

Deg(T,D,0) # 0.
Then the equation T(x) = 0 has at least one solution in the domain D.

2.2. Set-Valued Mappings of C-ASV-Type

Let us give the definition of one class of set-valued mappings, denoted by C-ASV.
First, we recall some concepts and facts (see [26,52]).
Let 27, 2"/, and % be metric spaces.

Definition 5. A set-valued mapping ¥.: 2" —o % is called compact-set-valued if the ¥(x) is
compact in & forall x € Z".

Below, we will consider only compact-set-valued mappings.
Definition 6. A nonempty compact set M in %" is called aspheric if, for any € > 0, there exists a

number 5,0 < & < ¢, such that, for each n € N U {0}, any continuous mapping &: S" — Os(M)
can be extended to a continuous mapping ¢: B+ — O (M), where

St = {Fe R ||F|gun =1},
B = [FeR™ . [[Flgns <1},
O¢(M) := {x € 2 : dist(x, M) < ¢}.

Three examples of aspheric sets in R? are given in Figure 1.
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Figure 1. Examples of aspheric sets: one convex non-smooth set and two non-convex smooth sets.

Definition 7. A set-valued mapping ¥ : 2~ —o % is called ASV-mapping if ¥.(x) is an aspheric
set forany x € 2.

Of course, the initialism ASV stands for “Aspheric-Set-Valued”.

IfX: 2" —o % is an upper semicontinuous ASV-mapping, we write © € ASV(2',%).
By C-ASV (2", 2”") denote the set of all set-valued mappings ®: 2~ — 2"/ representable in
theform ® = o X, where X € ASV(Z', %) and ¢: # — 2" is a continuous single-valued
mapping.

In order to demonstrate how wide the C-ASV-class of set-valued mappings is, we
recall the following definitions and statements (see [26,53] for details).

Definition 8. A metric space % is said to be an ANR-space (absolute neighborhood retract) if, for
any closed subset B of any metric space 2" and any continuous mapping f: B — %, there exist a
neighborhood U of the set B in 2~ and a continuous extension f: U — % of the mapping f.

Definition 9. A topological space .7 is said to be locally contractible at a point xg € 7 if any
neighborhood U of xq contains a neighborhood Uy contractible to a point with respect to U.

Definition 10. A space is said to be locally contractible if this space is locally contractible at each
of its points.

Proposition 3. A finite-dimensional compact set is an ANR-space if and only if it is locally
contractible.

Definition 11. A compact nonempty set is said to be an Rs-set if it can be expressed as the
intersection of a decreasing sequence of compact contractible sets.

Proposition 4. Suppose % is an ANR-space and X.: 2~ —o % is an upper semicontinuous set-
valued mapping. Then . € ASV(Z, %) if at least one of the following conditions hold:

* X(x) is a convex set, for any x € Z;
* Y(x) is a contractible set, for any x € Z;
e X(x)isa Rs-set, forany x € X .

2.3. Continuous Single-Valued Approximations of Set-Valued Mappings
Let 2" and % be metric spaces and let X: 2" — % be a set-valued mapping.

Definition 12. For a positive number €, a continuous single-valued mapping oe: 2" — ¥ is
called an e-approximation of the set-valued mapping % if, for any element x € 2, there exists an
element x' € Og(x) such that o¢(x) € Og(X(x)).

By appr(X, €) we denote the set of all e-approximations of the set-valued mapping .

In the next two lemmas, we summarize some important properties of e-approximations
(see [26] for details).

48



Fractal Fract. 2024, 8,738

Lemma 2. Let X: 27 —o % be an upper semicontinuous set-valued mapping. Then the following
statements hold.

(i) For any compact subset 2 of 2" and for any positive number ¢, there exists a positive number &
such that
o cappr(X,0) = 0lg; € appr(Z|g;,¢).

(ii) Suppose 2 is a compact set and : % — 2 is a continuous mapping. Then, for any € > 0,
there exists 6 > 0 such that

o € appr(X,d) = oo € appr(ipol,e).

(iii) Suppose 2" is a compact set and X.: 2" x [0,1] —o ¥ is an upper semicontinuous set-valued
mapping. Then, for any A € [0,1] and € > 0, there exists 6 > 0 such that

o € appr(Xs,9) = 0.(-,A) € appr(Z«(-,A), €).

Let f: 2 — 2" be a single-valued mapping and let A: 2" — 2" be a set-valued
mapping. By Coin(f, A) we denote the solutions set for the inclusion f(x) € A(x), that s,

Coin(f,A) :=={x € 2 : f(x) € A(x)}.

Lemma 3. Suppose f: 2 — 2" and ¢: ¥ — 2" are continuous mappings and L.: X~ —o ¥
is an upper semicontinuous set-valued mapping. Let 2\ be a compact subset of 2 such that

ZoNCoin(f,pox) =Q.
If e > 0 is sufficiently small and the inclusion o, € appr(X, €) holds, then
ZoNCoin(f,pooe) = 2.

In the paper [54], the following approximability properties of ASV-mappings have
been established.

Proposition 5. Suppose 2 is a compact ANR-space, . € ASV(Z', %), then

(i) the set-valued mapping ¥. is approximable, that is, for any € > 0 there exists o, € appr(%, €);

(ii) foranye > 0, there exists &y > 0 such that, for any & (0 < § < &) and any S-approximations
05, 05 € appr(X, ), there exists a continuous mapping o: 2" x [0,1] — ¥ satisfying the
following properties:

1) o(-,0) =osand (-, 1) = 03;
2) (-, A) € appr(%,¢) forany A € [0,1].

2.4. Leray—Schauder Lemma
Lemma 4 (see [55]). Let D be a bounded open subset of R" such that

D':=Dn{x: x, =0} #Q.
Suppose that w: D — R" is a continuous mapping such that

Wn(x1, ..., %) =xn, V(x1,...,x1) €D,
w(x) #0, VxeaD.

Then

deg(w,D,0) = deg(w’,D’,0),
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where the mapping w': D R defined by
W'(x1,.0xp-1) = (wi(x1, .., x%021,0), .., w1 (X1, .., X-1,0)).

3. Topological Degree for (S),-Operators with Set-Valued Perturbations
3.1. Construction of Topological Degree

Let X be a real separable reflexive Banach space and let % be a metric space. Suppose
U is a bounded open subset of X such that for any E € .#(X), the set i NE is locally
contractible.

We will construct the topological degree of a set-valued mapping T — ®: U — X*
that satisfies the following four conditions:

(H.1) the single-valued mapping T: & — X* is strong-to-weak continuous and satisfies
the condition (S)+; B B
(H.2) the set-valued mapping ® = i o X: U —o X* belongs to the class C-ASV (U, X*);

(H.3) the set ®(U/) is relatively compact in X*;
(H.4) the equality Coin(T, ®) N ol = @ holds.

Let E be a finite-dimensional subspace of X with a basis vy, ..., v, and let 7tg be the
mapping defined in (1).

For an arbitrary subset S of X, by Sg we denote the intersection S NE.

Let us consider the three mappings:

mgoT:Ug —E, mpoy:% —E, mpo®:Ug —E.
The following statement is true.

Lemma 5. Suppose conditions (H.1) and (H.3) hold and V is a subset of U such that

(i) thesetV is closed;
(ii) the equality Coin(T,®) NV = @ holds.

Then there exists a space Ey € % (X)) such that
Ec Z(X)andE DEy = Coin(rtgo T, mgo®) N Vg = Q. )
Proof. Following [37], we introduce the set 2((E, Ej) by

A(E,Ep) := {x € Vg : thereexists y € ®(x) such that (T(x) —y,x) <0
and (T(x) —y,v) =0, forany v € Ey}.

First, we show there exists a subspace Ey € .% (X) such that
Ec #(X)andEDEy = 2A(E Ey) = . 3)

Assume the converse, that is, for any subspace E € .7 (X), there exists a subspace
E; € #(X) such that
E; DE and A(Ey,E) # @.

Let
Re = |J AE,E), where E' € Z(X).
E'DE
By ﬁl(gweak) we denote the weak closure of Sig. We claim that the following system
= (weak)
{7 Ee F(X)} 4)

is centered.

50



Fractal Fract. 2024, 8,738

Let ﬁg\’eak) e, ?S:eak) be an arbitrary finite subsystem of this system. By ' (Es, ..., Ep)

we denote the linear hull of Ey, ..., E,. By our assumption, there exists EeZ (X) such that

AE, Z(Ey,...,Ep)) # .
Note that
AE, Z(Ey,..., Bp)) CUEE) R, < RN, j=1,..,p,

and hence
A == (weak)
=

which means that system (4) is centered.
Since the space X is reflexive and system (4) is centered, there exists an element 1
such that
Uy € ﬂ ﬁl(iweak)‘
Ec.Z(X)
Let us show that up € V and T(up) € ®(up).
(weak)

Consider E € .7 (X) such that 1y € E. Taking into account the inclusion uy € Ry ,
we see that there exist sequences {u,}9° ; and {y,}}> ; such that

u, € A(E,,E), E, € #(X), E,DE, VneN,

Uy, — ug in Xasn — oo,

Yn € ®(uy) C ®U), VneN,
(T(up) —yn,un) < 0, {(T(up)—ynup) =0, VYneN, (5)

(T(un) —yn,w) =0, VneNweE. (6)

Moreover, since the set ® (/) is relatively compact, we can assume without loss of
generality that
Yn — Yo in X" asn — oo,

for some yp € X*.
Note that the following representation of (T(uy), 1, — to) holds:

(T(un),un — u0> = <T(Mn) — Yn,Un — ”O>

7
+ (Yn — Yo, un — o) + (Yo, un — up), Yn €N. @

Clearly, the second and third terms in the right-hand side of equality (7) converge to
Zero.
From (5) it follows that

(T(un) = Yn,un —ug) <0, VneN,
whence
limsup (T (uy), un —ugp) < 0. 8)
n—o0

Since the operator T satisfies the condition (S). , inequality (8) and the inclusion

u, € Vg, CU, VneN,
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holds, and u,, — upin X asn — oo, so we have u, — ugin X as n — oco. Therefore, recalling
that the set V is closed, we obtain the inclusion 1y € V.
Moreover, from the conditions

Uy — ug in Xasn — oo,
Yn € P(uy), VneN,
Yn — Yo in X" asn — oo,

and the upper semicontinuity of the set-valued mapping @, it follows that o € ® ().
Further, we pass the limit n — co in equality (6); this gives

(T(up) —yo,w) =0, Yw e E. 9)

Therefore, for any space E € .7 (X) such that 11y € E, there exists yy € P (1) satisfying
equality (9).

In view of the space in which X is separable, there exists a countable set Q such that
Q C X and Q is dense in X. For the sake of being definite, let Q = {x; 2

Consider the sequence of spaces {F;}?°,, where

Fi :=span{ug, x1,...,x¢}, Vke N

From the above reasoning, it follows that, for any Fy € .7 (X), there exists f;, € ®(up)
such that
<T(M0) — fk/ ZU> =0, Yw e F;. (10)

Without loss of generality, it can be assumed that
fr = fo € P(up) in X" ask — oo (11)

because the set P (1) is compact.
Let us show that T(ug) = fy. Fix arbitrary x € X and ¢ > 0. Suppose C is a constant

such that
T (uo)lx+ <C,

(12)
||fk||X* <C, VkeN.
Because the set Q is dense in X, there exists an element x,, € Q such that
Ix = xnllx < = (13)
m|| X 4C’
Let us take a sufficiently large integer k such that k > m and
€
|{fe—fox)| < ;- (14)
This is possible since the element x is fixed and convergence (11) holds.
We observe that x,,, € F;;; C Fy. Therefore, from equality (10), it follows that
<T(u0) —fk,xm> =0. (15)
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Using relations (12)—(15), we derive

[(T(u0) — fo,x)|

= [(T(u0) — fr, xm) + (T (u )—fk,x—xm> (fx = fo,x)|
(T(u0) = firxm)| + [(T(u0) = fier X = xm)| + [ fi = fo, %)
T (MO)HX*Hx*xm”XﬂL||kaX*||x*xm||X+|<fk*f0, )|
C(e/4C) +C(e/4C) +¢/4

=3e/d < g,

whence,
<T(u0) — fo,x> = 0, (16)

since € was taken arbitrarily.

Moreover, taking into account that x is an arbitrary element from the space X, we
deduce from equality (16) the relation T (ug) = fo € ®(up), and hence, 1y € Coin(T, D).
Combining this with 1y € V, we obtain

ug € Coin(T,P) NV,

which contradicts condition (ii).

Thus, we have proved the existence of a subspace Eg € .% (X) such that implication (3)
holds for any E € .7 (X).

Now we will show that the subspace Ej satisfies implication (2). Assume the converse.
Then there exists a subspace E; € .7 (X) such that

E; D Ey and Coin(rg, o T, g, 0 ®) N Vg, # .

Let u; be an element satisfying

uy € Coin(7tg, o T, g, © @) N Vg, .
We show that u; € 2(Ey, Eg). Due to the inclusion

uy € Coin(rtg, o T, 71g, o @),
there exists y; € ®(u1) such that
(g, o T)(u1) = mg, (11)- (17)

Letovq,..., vy, beabasisof E € .7 (X). Then equality (17) is equivalent to

(T(u1) —y1,0:) =0, i=1,...,m. (18)

Since uq € Eq, we have the representation
my

= 2 givil (19)
i=1

where (3, ..., {m, are some real numbers.
Using equality (18) and representation (19), we obtain

(T(u) —y1,m1) = ZCK —y1,0;) = 0.
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Similarly, we derive
(T(u1) —y1,v) =0, Yo e E,.

Thus, we have established 17 € 2(Eq,Ep). On the other hand, for the subspaces Eg
and E;, we have 2(E, Ey) = @. This contradiction proves Lemma 5. [

Now we can return to constructing the topological degree of the set-valued mapping
T — &. Note that for the set V = dolf conditions (i) and (ii) of Lemma 5 hold. Let us fix a
subspace Ej € .7 (X) such that

COil’l(TL'EU oT, TTE, © (D) N BZ/IEO = Q. (20)

~ From our assumptions on the geometrical properties of U, it follows that the set

Ug, = U N Ey is locally contractible. Therefore, applying Proposition 3, we see that U, is a

compact ANR-space. Thus, for Z\HE , all the conditions of Proposition 5 hold. This implies
0

that, for any & > 0, there exists a continuous e-approximation o, € appr(2|gE ,€).
0

From equality (20) and Lemma 3 it follows that there exists ¢y > 0 such that, for any
e € (0,&p], we have

(g, 0T — g, 0pooe)(x) #0, Vx € olUg,. (21)

Moreover, applying Proposition 5 (ii), we deduce that there exists dy € (0,¢p) such
that, for any ¢ € (0,6p) and o, 0] € appr(X|y, ,¢), there exists a continuous mapping
0

0: Ug, x [0,1] — & satisfying the following conditions:
7(-,0) =0, 0(,1)=0l, (22)
o(-,t) € appr(Z|yE ,€0), Vtel0,1]. (23)
0
Fix € € (0,6p). Assuming that conditions (H.1)~(H.4) hold, we give the next definition.

Definition 13. The topological degree of a set-valued mapping T — ®: U —o X* with respect to
U and 0 € X* is defined by the equality

Deg(T — @,U,0) = deg(mg, o T — 7tg, 0 P © 0, UE,,0),
where deg (g, o T — 7, 0 ¥ © 0, Ug,, 0) denotes the Brouwer degree of the mapping
gy o T — 7, 0 pooe: Ug, — Eo
with respect to Ug, and 0 € Eo.

3.2. Well-Definedness of Topological Degree

Let us show that the topological degree Deg(T — ®,U,0) is well defined, that is,
its value depends neither on the choice of an e-approximation ¢, nor on the choice of a
subspace Ey.

Step 1. First, we establish the independence of Deg(T — ®,U,0) from the choice of
an e-approximation. More precisely, it is necessary to prove that, for any ¢ € (0,4p) and
O¢, 0y € appr(Z|HEO ,€), the following equality holds:

deg(rtg, o T — 7g, o P 0 0, U, 0) = deg(mg, o T — 1g, o ¥ o 0, UE,,0). (24)
From relations (21) and (23) it follows that

(75, 0 T)(x) — (g, 0P 0 &) (x,£) £0, V(x,t) € dUg, x [0,1],
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which together with (22) yield that the mappings
ngy o T — Mg, 0pooe: Ug, = Eg and 7tg, o T — g, o pool: Ug, — Eyp

are homotopic. Therefore, in view of the homotopy invariance property of the Brouwer
degree, we arrive at equality (24).

Step 2. Now we will show the independence of Deg(T — ®,,0) from the choice of a
subspace Ej.

Let us fix E € .%(X) such that E D Ej and prove that the following equality is valid:

deg(rtg, o T — 7, o P 0 0, U, 0) = deg(mtg o T — 7t 0 ¥ o 0, U, 0), (25)

where 0, € appr(Z|HE,s).
Let us choose a basis of E € .Z (X) in the form vy, ..., vy, w1, ..., Wy, where vy, ...,y
is a basis of Ey € .Z (X)), and consider the three finite-dimensional mappings:

k
+ ) (T(x),wijw; = Y (0 0e) (%), wi)w,

I
hgE
T~
=
Koy
=
~—
RS

|
hgE

k
Rep(x) : ((pooe)(x),v;)v; + ;<Pirx>wi/

where 0; € appr(Xy,, ¢) and p; is an element from the space X* such that
<p,‘,w]‘>:5i]', iZl,...,k,j: ,...,k,
<pi,vj>:O, i=1...,kj=1,...,m,

and ¢;; is the Kronecker delta.
In view of Lemma 4, we have

deg(rtg, o T — 7g, o P 0 0, U, 0) = deg(R, g, UE,0). (26)
Moreover, we will show that if ¢ > 0 is small enough, then
deg(mtg o T — g o ¢ 0 0, U, 0) = deg(Re, g, UE, 0). (27)

Due to the homotopy invariance property of the Brouwer degree, it is sufficient to prove
the next lemma.

Lemma 6. There exists e9 > 0 such that, for any o¢ € appr(E[y_,€) with 0 < & < &, the fol-
lowing relation is true:

t(mgoT—mpopory)(x)+ (1 —t)Reg(x) #0, V(x,t) € olhg x [0,1].

Proof. Assume the converse. Then there exist sequences {e, }5" ; C (0,00), {t,}5>; C [0,1],
and {x,}$’ ; C oUg such thate, — 0 asn — oo and

tn(ﬂ,'E oT —mgoyo Ugn)(xn) + (1 —ty)R;, g(xn) =0, (28)

for some o, € appr(Zly, en).
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Equality (28) is equivalent to the two following relations:

((T—vpooe,)(xn),vi) =0, i=1,...,m, (29)
tn((T —pooe,)(xn), wi) + (1 —ty){pi, xn) = i=1,...,k (30)

Without loss of generality, it can be assumed that

Xp — Xy € 0UE in Xasn — oo,
tn _>t* (S [0,1] aSTl—)OO,
(Yooe,)(xn) = ys € (PoX)(xy) in X" asn — oo,

Further, we pass to the limit n — co in equalities (29) and (30); this gives

(T(x:) —ys,0i) =0, i=1,...,m, (31)
te(T(x4) — ye,wi) + (1 — £ ) {pi, x4) = i=1,...,k (32)

We claim that, in the last equality, t. # 0. Assume the converse. Then
<p]-,x*> =0, j=0,...,k

Since x, € dllg C E, we have the representation

m k
Xy = Z a;v; + Z byw; (33)
i=1 i=1

with some a;,b; € R. Applying the functional p; € X* to both sides of equality (33), we
obtain

(pjsxe) = bj (34)
Recalling that <p]-, x,) = 0, we arrive at the equality bj = 0. Therefore,
m
Xy = Zaivi € Ey,
i—1

and hence x, € dlUf,.
Moreover, from the definition of the mapping 7tg, o T and equality (31), it follows that

™=

(g, 0 T)(x) = Y (T(x:),05)0;

1

I
IngE

(v, 01)vi

= Eo(y*) € (7, © @) (xx).

Il
—

This means that
xx € Coin(rtg, o T, 71g, 0 @),

whence, taking into account inclusion x. € dlfg,, we deduce
xs € Coin(7tg, o T, 7R, o @) N U,

which contradicts equality (20). Thus, we have established that ¢, # 0.
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Further, let us estimate the value of <T(x*) — Vs, x*>. Using relations (31)-(34), we
derive

(T(x4) = Y, X ) = <T(x*) — Y, iaivi> + <T(x*) — Y, ib]-wj>
i= j=

Similarly, it can be shown that
(T(xs) —y«,v) =0, Yo eE.

From the relations established above, it follows that x. € 2(E, Ey). On the other
hand, in the framework of the proof of Lemma 5, we have shown that A(E, Ey) = @. This
contradiction proves Lemma 6. [

Combining (26) and (27), we obtain the required equality (25).
Thus, we have established that the introduced characteristic Deg(T — @, U,0) is well
defined.

Remark 1. The topological degree for mappings of class (S) 4 with maximal monotone perturba-
tions has been developed in [32,35].

4. Properties of Topological Degree for (S)-Operators with Set-Valued Perturbations

In this section, following [37], we show that the constructed characteristic possesses
natural properties of a topological degree.

Theorem 1 (Additivity property). Let U’ and U" be disjoint open subsets of U such that
o the equality Coin(T,®) N (U \ (U UU")) = @ holds;

e the sets U’ N E and U N E are local contractible, for any E € .F (X).

Then

Deg(T — ®,U,0) = Deg(T — ®,U,0) + Deg(T — ®,U",0). (35)

Proof. Note that the set V = U \ (U’ UU") satisfies the conditions of Lemma 5. Hence,
there exists a subspace Ey € .7 (X) such that

Ec€ Z(X)andEDEy = Coin(ngoT, mgo®) N (Ug \ (U UUE)) =@,  (36)

where U{ and U]/ stand for U’ N E and U" N E, respectively.
Due to Proposition 5, there exists 0; € appr(X|y,, ¢), forany ¢ > 0.
From equality (36) and Lemma 3 it follows that if ¢ > 0 is small enough, then

(mpoT—mgopooe)(x) #0, VxelUg\ (UgUUL).
Taking into account the additivity property of the Brouwer degree, we obtain

deg(mg o T — 7tg 0 3 0 0, UE, 0) )
=deg(mgoT—mpoy oag,a{;,O) +deg(mgoT—mpo OUE,Hg,O),
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On the other hand, according to Definition 13, we have

Deg(T — @,27,0) =deg(mgoT —mgoo US,UE,O), (38)
Deg(T — ®,U,0) = deg(mg o T — 715 09 0 0, Uy, 0), (39)
Deg(T — o,uU", 0) =deg(mgoT—mgopo ag,ag,O). (40)

Combining equalities (37)—(40), we arrive at relation (35). Thus, Theorem 1is proved. [J

Now, we will discuss the property of homotopy invariance of the constructed topo-
logical degree. Consider operators T;: U — X* and ®; = ¢p; 0 Xj: U — X*, wherei =1, 2,
satisfying conditions (H.1)-(H.3) with

T:= Ti b .= q)i/ 1/) = ll)i, 2= Zi-

Definition 14. The set-valued mappings Ty — ®g and Ty — Pq are homotopic with respect to the
set U if the following four conditions hold:

o There exists a strong-to-weak continuous mapping T: U x [0,1] — X* such that
T('/ 0) = TO/ T(l]‘) = Tl/
and, for any sequences {x,}° ; C oU and {t,}5> ; C [0,1], from x,, = x¢ in X and

lim sup <T(xn,tn),x,1 —x0) <0

n—o00

it follows that x, — xo in X asn — oo.
o There exist a set-valued mapping ¥. € ASV(U x [0,1], %) and a continuous single-valued
mapping $: % x [0,1] — X* such that
%(-,0) =%, X(,1) =13,
P(,0) =vo, P(1) =11
e For the set-valued mapping ®: U x [0,1] — X* defined by

D(x,t) == p(X(x,t),t), V(x,t)€Ux][0,1],

the set (U x [0,1)) is relatively compact in X*.
e The intersection of the sets U x [0, 1] and Coin(T, ®), where

Coin(T,®) == {(x,t) € U x [0,1] : T(x,t) € D(x,t)},
is the empty set.

Theorem 2 (Invariance under homotopy). If the set-valued mappings Ty — ®g and Ty — P4
are homotopic with respect to the set U, then

Deg(Ty — ®o,U,0) = Deg(T; — ®1,U,0).

Proof. Taking into account the last condition in Definition 14, by the same arguments as in
Lemma 5, one can prove the existence of a subspace Ey € .7 (X) such that

Ec€ #(X)andEDEy = Coin(mgoT, mgo®) N (WU x [0,1]) =@.  (41)

For the set-valued mapping 2| e (0,17 All the conditions of Proposition 5. Therefore,

there exists 0, € appr(ibEX 01)7 €), forany & > 0.
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Let 0j, := 0¢(+,i), where i = 0, 1. Clearly, if ¢ > 0 is small enough, then the mapping
0je can be used as a continuous approximation of the set-valued mapping Zi|HE (see

Lemma 2 (iii)) to calculate Deg(T; — ®;,U,0). Namely, we have
Deg(T; — ®;,U,0) = deg(rg o T; — 7tg o ¥; 0 03, Ug,0), i=0,1.
Therefore, to prove Theorem 2, it is sufficient to establish the following equality
deg(7tg o Ty — 7 © W 0 0, U, 0) = deg(mg o Ty — 7g 0 Y1 0 01, UE, 0). (42)
Let us use a one-parameter family of mappings { H;: Ug — X *}tejoq) defined by
Hi(x) == T(x,t) — 9(@(x,1),1), VY(xt) € Ug x [0,1].
Clearly, we have
Hi(x) = Ti(x) — (0 03)(x), i=0,1. (43)
Moreover, from equality (41) and Lemma 3 it follows that
Coin(rg o T, mg o Yo ) N (oUE x [0,1]) = @,

and hence, N B
(7TE o Ht)(x) 7é 0, Vxedlg, te [O, 1]

Therefore, by the homotopy invariance property of the Brouwer degree, we obtain
deg (g o Hy,Ug,0) = deg(7tg o Hy,Ug, 0). (44)

Combining relations (43) and (44), we arrive at equality (42). This completes the proof
of Theorem 2. [J

One of the most important properties of the introduced degree is formulated in the
following theorem.

Theorem 3 (Zero degree). If conditions (H.1)—(H.3) hold and Coin(T, ®) = @, then
Deg(T — ®,U,0) = 0.

Proof. For the set V = U, all the conditions of Lemma 5 are valid. Therefore, there exists a
subspace Ej € .7 (X) such that

E€ #(X)andEDEy = Coin(ngo T, mg o ®) NUE = @. (45)

In view of Proposition 5, there exists o € appr(X|y,_,¢), forany ¢ > 0.
From equality (45) and Lemma 3 it follows that if ¢ > 0 is small enough, then

(mgoT—mpopoore)(x) #0, VxelUg,
whence, by the properties of the Brouwer degree and Definition 13, we obtain
Deg(T — ®,U,0) = deg(ng o T — g o ¢ 0 0, Uk, 0) = 0.
Thus, Theorem 3 is proved. [0

As a direct consequence, we obtain the following coincidence principle.
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Theorem 4 (Existence solution property). Suppose that conditions (H.1)—-(H.4) hold and
Deg(T — ®,U,0) # 0.

Then the coincidence set Coin(T, ®) is nonempty; that is, the inclusion T (x) € ®(x) has at least
one solution in the set U.

The last theorem shows that our degree theory can be used as a tool for checking the
existence of solutions to operator inclusions. Moreover, arguing as in [40], one can establish
the compactness of the coincidence set.

Theorem 5 (Compactness property). Under the conditions of Theorem 4, the coincidence set
Coin(T, ®) is compact.
5. Application: Optimal Feedback Control for Generalized Navier-Stokes System

In this section, we apply the obtained results to studying the solvability of an optimal
feedback control problem for generalized stationary Navier-Stokes equations in the weak
formulation.

5.1. Statement of Optimal Control Problem

Consider the following optimal control problem for the model describing the steady
flow of an incompressible generalized Newtonian fluid with shear-dependent viscosity:

(G-V)G—divS+Vp=F+i inQ,

V-5=0 in ),

S= :7OID)(Z7) +7(|D(7)])D(%) inQ, a5
7=0 onT,

ii € %(7),

J = J(7) — min,

where

e () is a bounded Lipschitz domain in R?, d = 2 or 3, representing the flow region;
¢ [ denotes the boundary of the domain ();

* U = 7(X) is the velocity vector;

= (Sij(f))gjzl is the stress tensor deviator;

= p(¥) is the pressure;

¢ the operators V and “div” are the gradient and the divergence, respectively,

[d d e [0Sy 43S\
v.—(axl,...,axd>, leS.—(i_Zlaxi,...,Zaxi>,

i=1
e D(7) denotes the rate-of-strain tensor,

D(7) :=

® 1o is the “Newtonian” viscosity, 179 > 0;

e 17 =1n(|D(7)]) is the “non-Newtonian” viscosity, #(|D(7)|) > 0;
e X = X(7) is the feedback control function (set-valued operator);
e ] = J(7) is the cost functional (real-valued function).
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A feature of optimal control problem (46) is that values of the functional | are inde-
pendent of if. A control with such a cost functional is referred to as rigid [56].

Note that, in the particular case 77 = 0, the first three equations in (46) reduce to the
incompressible stationary Navier-Stokes system describing the steady motion of fluids
with constant viscosity.

5.2. Function Spaces and Assumptions on Model Data

First, we introduce some notation and the function spaces used.

Fors € [1,00) and k € N, by L*(Q) and H*(Q)) we denote the Lebesgue and Sobolev
spaces, respectively. The definitions and detailed descriptions of the properties of these
spaces can be found in the monographs [57,58].

Let

L5(Q) = L5(Q) x - -+ x L(QY),
d times

HY(Q)? := H*(Q) x --- x HY(Q).

d times

Furthermore, we introduce the three spaces:

() :={§: Q>R ¢ C®(Q)?, suppd C Q},
Dot(Q) = {feD()?: V- =0},
V(Q) is the closure of the set Dyo)(Q)“ in the space H'(Q2)“.

Note that V(Q) is a Hilbert space and, for d = 2,3, the embedding V(Q) < L*(Q)?
is compact.
For any matrices A = (A;;)f._; and B = (Bi]-)?jzl, by A : B and |A| we denote their

scalar product and the Euclidean norm of A, respectively:

d
ij=

d
A:B:.= ZAijBij/ |A| = (A : A)l/z.
i=1

Suppose that

(A.1) the vector function f: Q) — R? belongs to the space L2(Q)%;
(A.2) the function 7: Ry — R, where R, := [0, ), is continuous and bounded;
(A.3) theinequality
(((XDX =7 ([Y)Y): (X=Y¥) >0
holds for any symmetric d X d-matrices X and Y;
(A4) the set-valued mapping X: V(Q) —o L2(Q)“ is upper-semicontinuous;
(A.5) for any vector function @ € V(Q), the set (%) is aspheric in the space L*(Q)%;
(A.6) for any bounded set B C V(Q), the set X(B) is relatively compact in the space
L2(Q)4;
(A.7) the set-valued mapping X is globally bounded; that is, there exists a constant gmax
such that, for any vector function 7 € V(Q2), we have

sup ||q||L2(Q)d < Jmaxs
qEL(0)

(A.8) the functional J: V(Q) — R is lower semicontinuous.
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Note that condition (A.3), which is imposed for the viscosity function #, holds when
the function 77: Ry — Ry, 77(7) := 5(7)7 is non-decreasing. Indeed, using the Cauchy-
Schwarz inequality |X : Y| < |X||Y|, we obtain

{(n(IXDX = (Y)Y} : (X-Y)
= (IXDIXP = n(IXNX: Y = n(IYDY : X+ 5 (]Y])[Y[?
> 7 (IXDIXI? = 7 (IXDIXIY] = g ([Y)[Y]X] +7(Y])[Y[?
= {n(IXDIX] =7 (IYDIY]}(1X] = [Y])
= {77(1X]) —W(|Y|)}(|X| Y[]) >0,
for any d x d-matrices X and Y.
Recall that materials whose viscosity increases with the rate of shear strain are called
dilatant [59] (also termed shear-thickening [60,61]). As examples of dilatant fluids, we can

mention highly concentrated suspensions: starch paste, a suspension of river sand, etc.
Typical examples of the cost functional | are

J=1(7): /|v—v*\2dx
J= (@) /ID )Pz,

J= (@) /|W )P dx,

where 7.: QO — RY is a given vector function representing the desired velocity distribution
in the flow region Q) and W(%) denotes the spin tensor, W(3) := (VZ— (V7)) /2. Itis
easy to see that each of these functionals satisfies condition (A.8).

5.3. Weak Formulation of Optimal Control Problem and Existence Theorem

Definition 15. We will say that a vector function 7 € V(Q) is an admissible weak solution of

problem (46) if
d
- Z/Ukv —dx+770/]]])(z7) D(®) da?+/r](]]D)(z7)|)D(z7) D(a) d¥
k=1 s
—/ﬁ wdz+/f @dE, V@ e V(Q),
Q Q

for some vector function ii € L(7).
By 91,4 we denote the set of all admissible weak solutions of (46).

Definition 16. We will say that a vector function U, € V(Q) is an optimal weak solution of
problem (46) if this vector function belongs to the set 9M,q and the following equality holds:

J(7:) = _inf J(9).
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Let us introduce the operators ¢, T, and ® by the following formulae:

P: L2(Q) = VH(Q),

Q
T: V(Q) = V¥ (Q),
d "
(T, B) e 0y evicr) = kzl/vkv : dx+qo/m>(z7) D(@) dF
+/11(|]D(z7)|)ID)(z7) D(@) df—/f @dz, Vo, @ € V(Q),
Q (@]

and
P:V(Q) - VH(Q), P:=¢poX.

Clearly, the problem of finding an admissible weak solution of (46) is equivalent to
the inclusion T(7) € ® (7).

Using Proposition 1 and condition (A.3), one can show that the operator T is of
class (S). Moreover, due to conditions (A.4) and (A.5), the set-valued mapping ® belongs
to the class C-ASV.

Taking into account conditions (A.1)-(A.8), by Theorems 4 and 5, we establish the
following result.

Theorem 6 (Existence of optimal weak solutions). Under conditions (A.1)-(A.8), problem (46)
has at least one optimal weak solution in the sense of Definition 16.

Remark 2. The proposed approach can also be applied to the investigation of various control
problems arising in other models for fluid flows [62-66], as well as in heat and mass transfer
models [67-71].

6. Conclusions

This article develops the topological degree method for studying the operator in-
clusions of the form T(x) € ®(x), where T is a single-valued (S)-operator and ® is a
compact set-valued operator. Using the topological degree of T — ®, we have established
sufficient conditions for the solvability of the inclusion T(x) € ®(x). This result is an impor-
tant generalization of the known results from fixed point theory for set-valued mappings.
A feature of our approach is that it successfully combines very different techniques such
as the monotonicity method and the principle of continuous single-valued approximation
of set-valued mappings. Moreover, unlike conventional approaches used in topological
degree theory for set-valued operators, we do not require the convexity condition of values
of ®. This extends a range of possible applications. In particular, we give an example illus-
trating how the introduced topological degree can be used in the analysis of the solvability
of a strongly nonlinear system of partial differential equations and inclusions describing
feedback control with complex geometry of admissible controls sets. A natural extension
of this work includes analyzing topological characteristics of monotone-type single-valued
operators with non-compact (for example, T-condensing) set-valued perturbations and
their real-world applications.
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Abstract: This paper explores coherent upper conditional previsions, a class of nonlinear
functionals that generalize expectations while preserving consistency properties. The study
focuses on their integral representation using the countably additive Mobius transform,
which is possible if coherent upper previsions are defined with respect to a monotone set
function of bounded variation. In this work, we prove that an integral representation with
respect to a countably additive measure is also possible, on the Borel o-algebra, even when
the coherent upper prevision is defined by the Choquet integral with respect to a Hausdorff
measure, which is not of bounded variation. It occurs since Hausdorff outer measures
are metric measures, and therefore every Borel set is measurable with respect to them.
Furthermore, when the conditioning event has a Hausdorff measure in its own Hausdorff
dimension equal to zero or infinity, coherent conditional probability is defined via the
countably additive M&bius transform of a monotone set function of bounded variation.
The paper demonstrates the continuity of coherent conditional previsions induced by
Hausdorff measures.

Keywords: coherent upper conditional previsions; countable additive Mobius transform;
Hausdorff outer measures

1. Introduction

In classical decision theory and probabilistic modeling, preference orderings and
equivalence classes over uncertain outcomes are often represented using linear expecta-
tion operators associated with countably additive probability measures. However, it has
long been recognized that such linear representations are inadequate for capturing many
forms of ambiguity, imprecision, and risk attitudes observed in practical decision-making
scenarios [1-3].

To address these limitations, a variety of nonlinear functionals have been introduced,
including coherent upper and lower conditional previsions, which generalize the notion
of expectation [4,5] by relaxing linearity while preserving certain consistency properties.
These functionals provide a richer and more flexible framework for representing prefer-
ences that are not necessarily expressible through a single probability measure. Monotone
set functions [6-8] and nonlinear integral [9,10] have been investigated in the literature.
This paper focuses on a specific class of such functionals—coherent upper conditional pre-
visions—and investigates their integral representations in terms of the countably additive
Mobius transform. This integral representation is possible when uncertainty is represented
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by a monotone set function of bounded variation, that is, when coherent upper conditional
previsions are defined with respect to a coherent upper probability of bounded variation.
A first issue we address in this work is whether it is possible to represent the Choquet
integral [11], with respect to a monotone set function y—not necessarily of bounded vari-
ation—using a countably additive measure, atleast on suitable domains. We investigate
whether it is possible to find conditions under which the Choquet integral can be equiva-
lently expressed through a countably additive measure, even when the underlying capacity
lacks bounded variation. The answer to this question is affirmative, and a concrete example
is provided by the framework of coherent conditional previsions constructed via Hausdorff
outer measures.

In particular, the model of coherent conditional prevision based on Hausdorff outer
measures illustrates how such a representation can be achieved, despite the absence of
bounded variation in y (Theorem 10).

This example demonstrates that under certain conditions, it is indeed possible to
reconcile non-additive integration with classical measure theory. A central contribution of
this work is the examination of the role played by Hausdorff outer measures in this context.
We demonstrate that these outer measures provide a natural and powerful tool for defining
coherent upper conditional previsions, which satisfy a Continuity Principle, particularly in
settings where regularity conditions on the underlying space are relaxed. In fact, Hausdorff
outer measures H® for 0 < s < 1 are proven to not be of bounded variation. Through this
investigation, we aim to deepen the understanding of the interplay between non-additive
measure theory and nonlinear expectation functionals, and to provide new mathematical
foundations for applications in robust statistics, imprecise probabilities, and decision theory.
A second result of this work is the introduction, on the Borel sigma-field, of a countably
additive model of conditional prediction. This model is constructed by considering the
countably additive Mobius transform of a monotone set function of bounded variation
in cases where the conditioning event has a Hausdorff measure equal to 0 or co in its
Hausdorff dimension.

The continuity property of the conditional prediction depends on whether the mono-
tone function is continuous from below. Given a monotone set function y of bounded
variation, defined on an algebra of events, it is possible to construct a sigma-additive
probability on a suitable c-algebra such that the Choquet integral defined with respect to y
is equal to an integral defined with respect to a o-additive probability. This representation
of the Choquet integral can be given by constructing a o-additive representation of the
monotone function y using the o-additive Mobius transform. Moreover, since the Choquet
integrals are preserved under the Mobius transform, the two integral representations coin-
cide. The construction of the c-additive Mobius transform (see Lemma 6.1 and Theorem 6.2
of [12]) is obtained by considering the M&bius transform defined on an opportune o-field
where all finitely additive functions are continuous from above to the empty set and so
countably additive. It is the same procedure used in [13] based on Theorem 2.3 of [14]. The
construction of the Mobius transform is based on the Stone extension of a space (2, A),
where A is a field, to the measurable space (Hp, D'(A)) of all supermodular 0-1 valued
set functions. In this measurable space, each finite additive function is countably additive
since it is continuous from above to the empty set.

A different construction of the Mobius transform of a monotone set function is pro-
posed by using a composition norm so that any monotone set function can be expressed as
a combination of particular coherent lower probabilities as the canonical representation of
a game by unanimity games investigated in [15,16].
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In this paper, the o-additive M6bius transform is considered to propose a model
of coherent countably additive conditional probability on the Borel o-field (Theorem 4);
we also prove that coherent lower conditional previsions defined with respect to the
Mobius transform of a coherent lower probability v are continuous if v is continuous from
below (Theorem 8) so that the monotone convergence theorem for monotone set functions
(Theorem 5) holds.

The integral representation with respect to the o-additive Mobius transform of belief
functions has been investigated in [17,18]. In this paper, the general case of the integral
representation with respect to a o-additive probability of the Choquet integral is considered.

2. Preliminaries

Given a non-empty set (3 and denoted by p(Q), the family of all subsets of (),
a monotone set function, also called capacity, 1 : p(Q) — Ry = R4 U {—l—oo}, is such that
(@) =0,and if A, B€ p(Q) with ACB, then u(A) < u (B).

Let F be a field of subsets of (), i.e., a collection of sets closed under finite unions,
finite intersections, and relative complements. A monotone set function y is supermodular
or 2-monotone if

H(AUB) +u(ANB) > u(A) +u(B)

A set function y is said to be k-monotone if for every collection of sets Ay, Ay, ..., Ay C Q),
the following inequality holds:

k
z (U Ai> > Y (i (ﬂ Aj) :
i=1 Q#]CAL,...k} j€J

A set function y is totally monotone if it is monotone and k-monotone for k > 2. A set
function y is a belief function if it is totally monotone and u(Q)) = 1.

A set function y : F — [0,0] is called a measure on the field F if it satisfies the
following properties:

1. u(®) = 0.

2. Countable additivity:

For any disjoint sets A1, Ay, --- € F and ;" Ay € F, we have

y(@ An> _ ilwm.
n=1 n=

1 is a probability measure on F if y is a measure such that y(Q) = 1.

Let y be a probability measure. Then, the following properties hold (Theorem 2.1 [14]):

1. Continuity from below: If Ay C Ap C ... is an increasing sequence of events such that
Un—i An € F, then

V(U An) = ,}i_{{}oﬂ(An)-
n=1

2. Continuity from above: If B D By D ... is a decreasing sequence of events such that
Ny—q Bn € F, then

F(ﬂ Bn) = W}EI;OV(BVL)-

n=1
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3. Countable subadditivity: For any countable sequence of events Ay, Ay, A3,--- € F
pairwise disjoint

H(G An) < il,”(An)'
n=1 n=

In the presence of finite additivity, a special case of continuity from above implies count-
able additivity.

Proposition 1. If y is a finitely additive measure that is continuous, from above to @ on the field
F, then y is countably additive. That is, if By D By D ... is a decreasing sequence of events such
that ("4 By = @ and limy_epi(By) = 0, then y is countably additive.

One important condition that characterizes the countable additivity of finite measures
is continuity from above to the empty set. The vanishing of the measure on decreasing
sequences of sets tending to the empty set guarantees that u behaves well under countable
unions and disjoint decompositions, which are essential aspects of countable additivity. A
countably additive probability measure can be defined on the o-field generated by the field
of all cylinders in the space of infinite sequences. This is achieved using a procedure based
on Theorem 2.3 of [14], which proves that every finitely additive probability measure on
the field of all cylinders in this space is, indeed, countably additive.

The key reason is that any sequence of non-empty cylinders converges to a non-empty
set. Consequently, any finite probability measure is continuous from above to the empty
set. According to Proposition 1, this implies countable additivity.

However, the same procedure cannot be applied to define a conditional probability
in the continuous case. This is due to the fact that the o-field generated by the field of all
cylinders in the space of infinite sequences is closely related to the Borel o-field on [0, 1],
though significant differences exist.

In particular, the field of cylinders is strictly smaller than the field of finite disjoint
unions of intervals in (0, 1], and in this case, Theorem 2.3 does not always apply. Specifically,
there exist sequences of subsets that are not continuous from above to the empty set so that
the countable additivity of a finitely additive probability measure is not guaranteed (see
Proposition 1).

Given a monotone set function y on S C p(Q), the outer set function of u is the set
function p* defined on the whole power set p(Q)) by

w*(A) =inf{u(B): BD A;B € S}, A € p(Q).

On a field S, the outer set function y* of y is sub-additive if u is ([19] Proposition 2.4).
So the outer set function of a measure defined on a field S is sub-additive.
The inner set function of y is the set function y, defined on the whole power set

©(Q) by
u«(A) =sup{u(B)|B C A;B € S}, A€ p(Q).

In [20], a weaker definition of continuity is proposed, named null continuity. This property
is related to how a monotone measure behaves when we have an increasing sequence of
null sets. It ensures that the measure of the limit of the sequence is also zero.

70



Fractal Fract. 2025, 9, 496

Definition 1. Let u be a monotone set function defined on a measurable space (), A). We say
that y is null continuous if for every sequence of sets A, with A, € A Vn € N such that
A C A CA3C -+ and u(Ayn) =0, it follows that

u(U) An) =o0.
n=1

Example 1. The vacuous coherent upper prevision defined by

P(X) = sup X(w).
we)
is a monotone set function that is null continuous, and the conjugate, called vacuous coherent lower
prevision, defined by
P(I) = inf Ix(w),
we)

is not null continuous. Let Q) = [0,1], and consider A, = [0,1 — %], then, P(A,) = 0 but
P(UpZy An) = 1.

In [21], theconvergence of sequences of measurable functions with respect to a null-
continuous monotone set function is investigated. In particular, it is proven that for a
monotone set function, continuity from below implies null continuity, but the converse is
not true. Moreover, countably sub-additive monotone set functions are null continuous.
Finally, a countably additive probability on a field need not be continuous from below. This
is also important when discussing decision models because it can lead to complications
mathematically, especially in the examples in this paper.

3. The Role of Functions of Bounded Variation Among Different
Integration Concepts

3.1. Functions of Bounded Variation and Associated Measures

Let f : R — R be a real-valued function. We say that f is of bounded variation on an
interval [a, b] if its total variation

VE(f) ::sup{i%!f(x,-)—f(xi_m:a=x0<x1 <~~~<xn=b}

is finite. The space of such functions is denoted by BV ([a, b]).
More generally, a function f : R — R is said to be of bounded variation on R if it is of
bounded variation on every compact interval [a,b] C R.

3.2. Characterization

A function f € BV/([a,b]) if and only if it can be written as the difference of two
monotone increasing functions:

f(x) = Alx) = f2(x),

where fi, f» both increase on [a, ).
The following example shows that there exists a finitely additive probability that may
not be of bounded variation.
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3.3. Associated Measures: The Lebesgue—Stieltjes Measure

To every function f € BV(R) (i.e., of bounded variation on every compact interval),
we can associate a Borel measure jif called the Lebesgue-Stieltjes measure defined by

ur((a,b]) := f(b) — f(a), foralla <b.

This measure i ¢ extends uniquely to a Radon measure on R. If f is right-continuous
and of bounded variation, the measure is uniquely determined and satisfies

Hp(la, b]) = f(b7) = f(a™),
where the limits from the right and left are used to handle jump discontinuities.

3.4. Properties

e If f is monotone increasing, then i is a positive measure;

* If f is absolutely continuous, then jif is absolutely continuous with respect to the
Lebesgue measure and can be written as dus = f'(x) dx;

* If f has jump discontinuities, then p¢ contains atomic parts (Dirac deltas) at
those jumps.

3.5. Examples

1. Monotone function: If f(x) = x, then p¢ is the Lebesgue measure on R;
2. Step function: Let

0 x<0
X) = = :5/
f(x) {1 £>0 By =00

where J is the Dirac measure at x = 0;
3. Absolutely continuous: If f(x) = sin(x) on [0, 7], then pg = f'(x) dx = cos(x) dx.

Let u : A — Rbe a finitely additive set function defined on an algebra A of subsets of
aset X.

We say that y is of bounded variation if there exists a constant M > 0 such that for every
finite collection of disjoint sets {A;}! ; C A, the following inequality holds:

}"jlu<Al->| <M.

Equivalently, the total variation of y, defined as

n
lull == sup{ Y Iu(Ai)| - {A;}/, is a finite partition of some A € A},
i=1
is finite.
A purely finitely additive probability may not be of bounded variation. An example
can be given by a non-principal ultrafilter.

Definition 2. An ultrafilter U is a class of subsets of ©(B) such that the following applies:
(@) ©¢&U;
() ABeU=ANBeclU;
() Ac;ACBCQ=Bel;
(d) YA€ p(Q)either A € U or A° € U.
If the class U satisfies the conditions (a), (b), and (c), it is called a filter.
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Given an ultrafilter U C p(Q), a 0-1-valued, finitely additive probability mp on p(Q)
can be defined by mp(A) =1if A € Aand mp(A) =0if A € A.

Example 2. Consider the ultrafilter U over the set ), comprising sets whose complements are
finite. In this context, if A represents any finite set, then the value of mq(A) is 0. The ultrafilter is
one of those extending the Frechét filter.

Example 3. Consider the scenario where () is synonymous with N'. Let U represent the ultrafilter
of Q, which pertains to sets where the complement is finite. Take A to be the set {2n :n € N'}.
According to property d), as defined in Definition 3, we can infer that if A € U, then it follows that
mq(A) =1, and in cases where A° € U, it holds that mq(A) = 0, or alternatively, mq(A°) = 1.

An ultrafilter ¢/ on X is called a principal if there exists an element xy € X such that

U={ACX|x €A}

In this case, we say that { is generated by the point x(. That is, I/ consists of all subsets
of X that contain x.

Example 4. Let A be the algebra of all subsets of N, the natural numbers. Let U be a non-principal
ultrafilter on N. We define a set function y : A — R by

AL
A):= lim —————.
plA) = lim —

Here, the ultrafilter limit lim,, ;s a, of a bounded real sequence (ay,) is defined as the unique
real number L such that

Ve>0, {neN:|a,—L|<e}el.

This is referred to as the ultrafilter limit density.

e Finitely additive: For disjoint sets A, B C N, we have

H(AUB) = u(A) + u(B).

e Not countably additive: Let A, = {n}. Then, u(Ay,) = 0 for all n, but

P’(G An> =uN)=1# ill’l(An) =0.
n=1 n=

e Not of bounded variation: If the sequence is not bounded, then the limit could be infinity.

According to the previous notions, for monotone set functions, the following definition
has been introduced in [12].

Definition 3. A monotone set function v : A — R of bounded variation is such that there exist
two monotone set functions vy, vy such that v = vy — vy. Let Vy,(A) be the class of set functions on
A with bounded variation and with vy and vy, which are totally monotone.
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3.6. Riemann Integral

Let Q) : [a,b] — R be a bounded function. The Riemann integral of X over [a,b] is

defined as ,
X(w)dx = lim X(w])Aw;,
/a () IP[=0 = Z ’
where P = {a = xp < x; < -+ < x, = b} is a partition of [a,1], Aw; = w; — w;_1,
and w} € [w;_1,w;]. The integral exists if the limit is the same, regardless of the choice
of wy.

3.7. Riemann—Stieltjes Integral

Let X : [a,b] — R be a bounded function and g : [4,b] — R a function of bounded
variation. The Riemann-Stieltjes integral of X with respect to g is defined as

/ﬂbX(w)dgw = lim ZX —g(wi )],

IPlI=0;=

where P is a partition of [4, b] and w} € [w;_1, w;]. This generalizes the Riemann integral
by integrating with respect to a function g instead of g(w) = w. The Riemann-Stieltjes
integral provides a natural way to define the expectation of a real-valued random variable
X with a cumulative distribution function (CDF) Fx. Specifically, if X is integrable, its
expected value is given by

EX) = [ xdFx(x),
where the integral is understood in the Riemann-Stieltjes sense. This definition of expecta-
tion is very general. It applies whether X is any of the following:
*  Discrete (e.g., Fx has jumps);
e Absolutely continuous (i.e., Fx has a density fx such that Fx(x f fx(t)dt);

* A mixed-type random variable.

In the special case where Fy is absolutely continuous with density function fx, the expecta-
tion simplifies to the classical Riemann integral:

BIX] = [ afx(@)dx

3.8. Lebesgue Integral

Let (O, A, i) be a measure space and X : ) — [0,00] a measurable function.
The Lebesgue integral of f is defined as

/QXdy = sup{/qudy 0<¢p <X, <psimple}.
If X takes both positive and negative values, write X = X — X~ and define

Xd:/X*df/ X~ dy,
/Q =) X du— | megaX” dy

provided that at least one of the terms is finite.

3.9. Choquet Integral

In situations where only partial information is available about a phenomenon, and the
probability distribution of the underlying random variables is unknown or ill-defined,
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traditional probabilistic models may not be appropriate. Moreover, when stochastic in-
dependence among variables cannot be justifiably assumed, the classical framework of
probability theory proves inadequate. In such cases, a more general and flexible approach is
to represent degrees of belief using a monotone set function, such as a capacity. This allows
for the modeling of uncertainty without committing to precise probabilities. Within this
framework, expectations can be coherently defined using the Choquet integral, which
extends the notion of expectation to non-additive measures and accommodates a wide
range of uncertainty models, including belief functions and possibility measures.

Let Q) be a finite or measurable set, and let v : P(Q)) — [0, c0] be a capacity, (i.e., a
monotone set function with v(@) = 0). For a non-negative measurable function f : X —
[0, 00|, the Choquet integral of f with respect to v is defined as

/fdv—/ ({x e X: f(x) > t))dt

If X > 0 or X <0, the integral always exists.
If X is bounded and u(Q)) = 1, we have that

S Xdp = [, (v({x € X f(x) > £}) = Ddx + [ v({x € X: f(x) > t})dx

Given X :) — R, the Choquet integral of X with respect to y is defined if
#(Q)) < oo through

[ Xdp = f v{x € X: f(x) > t}) —u(Q) dx—l—f v({x e X: f(x) > t})dx

The integral is in I or can assume the values —oo, 00, and ‘non-existing’.
In the case of finite X = {xq,...,x,}, with f(x1) > f(x2) > - -+ > f(xy), this becomes

n

[ Fv= Y (Fx) = Flxima)v({an, .. xih),
i=1

where f(x,41) := 0.

So we can conclude the following:

¢ The Riemann integral is the classical approach to integration, suitable for well-
behaved functions on closed intervals.

¢  The Riemann-Stieltjes integral generalizes the Riemann integral by integrating with
respect to a function g(x), not just dx.

¢ The Lebesgue integral generalizes both by allowing integration with respect to a
measure, offering better convergence properties.

®  The Choquet integral generalizes the Lebesgue integral to non-additive measure (capac-
ities), often used in decision theory and fuzzy systems. Having continuity from below
will also imply null continuity for a monotonic set function.

Relations among different types of integrals are shown in Figure 1. In the following,
we consider examples of monotone set functions defined on algebras. These functions,
under suitable conditions, can be extended to countably additive measures.
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Figure 1. Relations among different types of integrals.

Our goal is to illustrate how certain set functions—initially defined in a limited
context—can give rise to full measures once their additivity and continuity properties
are verified.

4. Countable Additivity in Cylinder Set Algebras

In Theorem 2.3 of [14], it has been proved that any finitely additive probability measure
defined on the field Cy, which encompasses all cylinders in the space of infinite sequences
5%, is, indeed, countably additive. It occurs because any sequence of non-empty cylinders
converges from above to a non-empty set, so that there are no sequences converging from
above to the empty set, and so Proposition 2.1 is trivially verified.

We recall from Example 3, Remark 1, and Example 4, the construction proposed in [14]
(pp- 29-30) because a similar procedure is applied in [12] to prove the countable additivity
of the Mobius transform.

Example 5. Let S be a finite set, and let () = S be the space of all infinite sequences, that is

Q={w=(z1(w),z2(w),...)}

such that zx(w) € S for all w € S®. Consider S™ as the Cartesian product of n copies of the set S.
This implies that S" comprises sequences of length n composed of elements from S,

{w: (z1(w), z2(w), ... zy(W)) = uq,... Uy}

The set represents the event where the first n repetitions of the experiment result in the outcomes
U1, U, ..., Uy occurring in sequence. For any H C S", a cylinder of rank n is a set of the form

A={w: (z1(w),z2(w),...zn(w)) € H}

A cylinder of order n is the set of w that generates sequences whose first n components are in H. To
clarify, for tossing a coin, we have S = {0,1}, and each w = {(z1(w), z2(w), .. .) } can be viewed
as the result of repeating infinitely often the simple experiment S.
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Consider Cy as the field generated by cylinders with all finite ranks. Let p,, whereu € S, be a
probability distribution defined on S. We can define a probability measure P on Cy such that for a
cylinder A, the probability P(A) is given by

P(A) =) pu - Puy-
H

According to Theorem 2.3 of [14], it follows that P is countably additive on Cy. The proof of the
theorem depends on the fact that if A, is a sequence of non-empty cylinders converging to A, then
A is non-empty since S is a finite set, and in the definition of a cylinder, the set H is non-empty.

A probability can be defined on the field Cy by the product rule and extended to the
o-field F generated by the field Cy.

In the previous example, a key role in proving that the countable intersection of
non-empty cylinders is non-empty is due to the fact that the alphabetic set S is finite.

The result can be generalized when different finite sets Sk of points, regarded as
the possible outcomes of a simple experiment, are considered so that each component
zk(w) € Sk.

Example 6. Theorem 2.3 1 [14] holds even if we consider the space () = Sy x Sy X ... of sequences,
where zy(w) € S, and the probability is defined by P = Y. pu, - . . Pu,, Where the sum extending
over all sequences in H is as in Example 3. Moreover, in this case, given any sequence of non-empty
cylinders converging from above to a set A, then A is non-empty.

If any of the sets Sk is infinite, it is not assured that for all sequences of non-empty
cylinders converging from above to a set A that A is non-empty (see problem 2.20 of [14]).

Example 7. Let S be a countable set, and let () = S* be the space of all infinite sequences, that is

O ={w=(z1(w),22(w),...)}

such that zi(w) € S for all w € S*. Consider S™ as the Cartesian product of n copies of the set S,
and define a cylinder of rank n, as in Example 3

A={w: (z71(w),z2(w),...zn(w)) € H}.

Consider Cy as the field generated by cylinders with all having a finite rank. Let p,, where
u € S, be a probability distribution defined on S. We can define a probability measure P on Co such
that for a cylinder A, the probability P(A) is given by

P(A) =) pu - Puy-
H

Since S is countable, we can consider a countable quantity of cylinders such that ﬂ;-’il A=
but limy, 00 P(N{_q Aj) # 0.

Remark 1. We can observe that the approach proposed in Example 2 cannot be applied to define a
probability measure in the continuous case. This discrepancy arises due to the relationship between
the o-field C and the Borel o-field of the interval [0, 1]. While the field Cy is smaller than the field
By of finite disjoint unions of intervals in the range (0, 1], there are essential differences between
them. One notable distinction is that non-empty sets in By, such as (%, 3+ 2%) , have the potential
to contract to the empty set. On the other hand, non-empty sets in Cy do not possess this property.
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As a result, a finitely additive probability defined on By may fail to be countably additive, whereas
such a failure cannot occur in Cy.

In the following example, we consider a finitely additive but not countably additive
probability on the field By.

Example 8. Let By be the field of finite disjoint unions of intervals in the range (0, 1], and let P be
a set function defined by

1 ifexists €4 (%,%—i—eA} CA
P(A) = {

0 otherwise

P is finitely but not countably additive on the o-field generated by By since it is denoted by
11 1
Ay = </ -+ :|
and we have nh_rgo P(Ay) =14# P(nlgrgo Ay) =0.

5. Countably Additive Representation of the Choquet Integral
According to the M6bius Transform of a Monotone Set Function of
Bounded Variation

Let A be an algebra of subsets of () properly contained in p((2), and let v be a coherent
lower probability. Let 7 (.A) be the class of all normalized monotone set functions with
values in {0,1}. Consider the two subsets of H(.A)

Hy(A) = {n € H(A) :n supermodalular }

Hy(A) ={ug € H(A) : K € 4K # O}

where ug is defined on A for a fixed K subset of (2, according to

1 if KcA
ug(A) = {

0 otherwise

In combinatorics, depending on the two variables K and A, ug(A) is called the zeta function.
It is continuous from above, whereas a general {0,1}-valued (even supermodular) set
function continuous. ug(A) is supermodular, and it is a belief function since it is totally
monotone. When Q) is finite, all filters have the form A = {A : A D K} for some non-empty

set K, and so ug is a coherent lower probability (Section 2.9.8 [22]). In game theory, ug is
called a unanimity game.

Definition 4. Let K C N be a coalition. The unanimity game on K is the game (N, ug) where

|1 ikcs,
”K(S)_{o ifK & S.

In other words, a coalition S has a worth of 1 (is winning) if it contains all players of K
and a worth of 0 (is losing) if this is not the case.
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We have
H,(A) C Hy(A) C H(A)

and the equality H,(A) = Hy(.A) holds if ) is finite.
Let the tilde operator be defined for an A-measurable random variable X and with
respect to any {0, 1}-valued monotone set function 7 € H(A):

%= [X(@hn(w)
If X is the indicator function of an event A € A, then

where A = {7 € H(A) : y(A) = 1}.

Though A is a field, the set system A = {A|A € A} isnot a field in p(H(A)), except
for the trivial case A = {@, Q}.

We consider the field D(A) generated by A that is the smallest field containing .A.

If (Q), F) is a measurable space and @ # E C (), then {EN A : A € F} is a o-field on
E called the trace o-field.

Let D'(A) and D”(A) be the trace ¢ fields generated by A, respectively, in H,(A)
and H,(A).

Definition 5. Given a monotone set function v on A, the additive Mobius transform p" is uniquely
determined on (Hy(A), D" (A)) by

u'(A) =v(A)for A€ A.

Moreover, in [12], it is proven that integrals are preserved under the Mobius trans-

/de = /f{dy"

Example 9. For a fixed non-empty set K € o(Q), the Choquet integral with respect to the set

form, i.e.,

function ug on p(QY) is
X = /X(w)duk(w) = inf X(w);
wekK

and the integral with respect to the restriction of ux to a field A of an A-measurable random variable
Xis

X = / X(w)dug(w) = inf X(w)

even if K does not belong to A.
The Mébius transform of the monotone set function u is defined by "< (A) = ug (A).

A set function v on an algebra A C p(Q) is totally monotone if and only if its Mobius
transform u" is monotone, i.e., non-negative [23,24].
In Theorem 6.2 of [12], the following result has been proved

Theorem 1. Ifv € V},(A), the Mobius transform p" can be uniquely extended to (H,(A), D'(A)),
and it is o-additive and named the o-additive Mobius transform of v. It is a signed (i.e., it can
assume real negative values) additive set function.
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The o-additivity of the Mobius transform p¥ on (H,(A), D'(A)) is satisfied because p”
is finite additive and continuous from above to the empty set, and so, according Proposition
1, it is countably additive. Continuity from above to the empty set holds because for any
D, € D'(A) such that D, | @, there exist 7 € N such that D,, = @ for n > 7 (Lemma
6.1 of [12]). It implies that ", D, = @. Theorem 3 holds because this lemma guarantees
that the intersection of each decreasing sequence D, is equal to the empty set so that any
monotone set function defined on D’ (A) trivially is continuous from above to the empty
set, and every finitely additive function is o-additive (see Proposition 1).

Lemma 6.1 of [12] is proven by contradiction. It is proven that if we assume D, # @
for large n, then it is possible to construct a sequence E,, with E,; # @ for all n, such that
there exists a set function 7 € H' with € N, E, so that we get the contradiction that
E, | Q.

In Theorem 2.3 of [14], instead, every finitely additive probability is proven to be
countably additive because any sequence of non-empty cylinders converges from above to
a non-empty set so that there are no sequences converging, from above to the empty set,
and so Proposition 1 is trivially verified.

We can observe that the finite probability P in Example 5 is not continuous from above
to the empty set since A, | @ but lim,_ . P(A;) =1 # 0. So P is finitely additive but not
countably additive.

We can observe that the unanimity game ug cannot be used in Theorems 1 and 2 to de-
fine coherent upper conditional previsions and probability because it is not finitely additive.

The following example [12] shows that Mobius transforms can differ on the two
measurable spaces (H,, D'(A)) and (Hy, D" (A)).

Example 10. Let pu be the Mobius transform defined on D'(A) of the probability v = P of
Example 8, that is,

1 ifexists A, C D forsomen,
u%w={

0 otherwise

We can observe that v does not belong to H,,, that is, v is not an unanimity game uy for
fixed K. The Mobius transform is the Dirac measure at the point 1 = v on the measurable space
(Hp, D' (A)), and it is continuous from above, contrary to u* on (Hy, D" (A)) and v. This can
happen since, in Hp, we have v € _; A so that any sequence A, does not converge to the
empty set.

6. Hausdorff Outer Measure-Based Framework for Coherent Upper
Conditional Previsions

Let B be a partition of a metric space (Q,d). A bounded random variable is a function
X : Q) — R, where R = (—o0, +00) denotes the real numbers. Let L(Q)) denote the set of
all such bounded real-valued functions defined on Q).

For each element B € B, we denote by X|p the restriction of the random variable X to
the set B. The supremum of X over B is denoted by sup(X|z), i.e., the least upper bound
of the values that X takes on B. We define L(B) as the collection of all bounded random
variables restricted to B.

Given a subset A C B, the indicator function I : B — {0,1} is defined by

1 ifw €A,

I —
Alw) 0 ifwé A
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For every B € B, we consider coherent upper conditional expectations (also known as
coherent upper conditional previsions) P(-|B), which are real-valued functionals defined on
L(B) [22].

Definition 6. A functional P(-|B) : L(B) — R is called a coherent upper conditional prevision if,
forall X,Y € L(B) and every constant A > 0, the following conditions hold:

1. P(X|B) <sup(X|B);
2. P(AX|B) = AP(X|B) (positive homogeneity);
3. P(X+Y|B) <P(X|B)+ P(Y|B) (sub-additivity).

A novel framework for defining coherent upper previsions has been proposed based
on the Choquet integral with respect to Hausdorff outer measures. This approach provides
a rich and flexible method for modeling upper expectations in settings with imprecise or
non-additive probabilities.

6.1. Hausdorff Outer Measures

In this section sub-additive Hausdorff outer measures [25], [26] are recalled.
Let (Q),d) be a metric space. The diameter of a non-empty set U of () is defined

as |U| = sup{d(x,y) DX,y € U}, and if a subset A of Q) is such that A C {J; U; and
0 < |U;| < ¢ for each i, the class {Ui} is called a é-cover of A. Let s be a non-negative

number. For § > 0, we define H;(A) = infy%, |U;|", where the infimum is over all
S-covers {Ul- } The Hausdorff s-dimensional outer measure of A [25,26], denoted by H*(A), is
defined as

H(A) = lims_soHs5(A).

This limit exists but may be infinite since Hs,d(A) increases as § decreases. The
s-dimensional Hausdorff outer measure is submodular and continuous from below.
The property of being a metric outer measure ensures that if sets E and F are positively

separated (i.e., d(E, F) = inf{d(x,y) :x€Eye F}> 0), then
HP(EUF) = H°(E) + H*(F).

According to Falconer’s Theorem 1.5 [25], as Hausdorff outer measures are metric
outer measures, all Borel subsets of () are measurable.
The Hausdorff dimension of a set A, dimp(A), is defined as the unique value, such that

H(A) =o0if 0 <s < dimy(A),
H5(A) =0if dimy(A) < s < oo.

6.2. Hausdorff Measures and Bounded Variation Functions

A set E C R" is said to be m-rectifiable if there exist countably many Lipschitz functions
fiZRm—)Rn, i €N,
such that

H" (E\ Dﬂ-(R”ﬂ) =0

i=1

where H™ denotes the m-dimensional Hausdorff measure.
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Let u € L'(R"). We say that the distributional derivative Du of u defines a (vector-
valued) Radon measure y on R" if for every test function, ¢ € C°(R";R"),

udivedx = — ~dy.
/R" 4 rn ©H
In this case, we write Du = p in the sense of distributions, and y is called the distributional
(or weak) derivative of u.

A set E C R" is said to be purely m-unrectifiable if for every Lipschitz map f : R" —
R", the m-dimensional Hausdorff measure of E N f(R™) is zero:

H™(EN f(R™)) = 0.

In other words, E does not contain any subset of positive H"-measure that is m-rectifiable.
In general, the s-dimensional Hausdorff measure H* (for 0 < s < n) on R" cannot
be derived from a function of bounded variation. That is, H* is not a Lebesgue—Stieltjes
measure associated with any real-valued function of bounded variation on R".
Recall that a function f : R” — R of bounded variation (i.e., f € BV (R")) defines a
Radon measure jif via distributional derivatives. The measure ji is supported on countably
(n — 1)-rectifiable sets and satisfies the following:

e Itis absolutely continuous with respect to the (n — 1)-dimensional Hausdorff mea-
sure H"~L;

e It gives zero measure to purely unrectifiable sets (such as the classic Cantor set or
many fractals).

However, many Hausdorff measures H® (for 0 < s < n — 1) assign positive measure
to purely unrectifiable sets, which contradicts the behavior of measures derived from
BV functions.

Hence, no such f can exist, and H?® is not the distributional derivative of a function of
bounded variation.

Example 11. Let C C [0, 1] denote the classic middle-third Cantor set. It is totally disconnected
and nowhere dense. It has zero Lebesgue measure and has a positive H® measure for s = log 2/ log 3.

Since C is purely unrectifiable, no BV function f can generate a measure yy such that
15 (C) > 0. Therefore, H?|c is not a BV-derived measure.

Example 12. The von Koch snowflake curve is a fractal in R? with a finite H* measure for some
s > 1, but it is nowhere differentiable and purely unrectifiable. Again, any BV function-derived
measure must be concentrated on rectifiable sets, so it cannot capture H® on the Koch curve.

Hausdorff measures H°® with s € N, especially when s < n — 1 cannot be represented as
distributional derivatives of functions of bounded variation. This is due to the fundamental
difference in their support: BV-derived measures are concentrated on rectifiable sets,
whereas Hausdorff measures can give full measure to purely unrectifiable sets.

Theorem 2. Let H? denote the s-dimensional Hausdorff outer measure on R", with s > 0. Then,
H? is not, in general, derived from a function of bounded variation. In particular, there does not
exist a function F : R" — R of bounded variation such that H*(E) = [ dF for all Borel sets
ECR"

Proof. Suppose, for contradiction, that H° is derived from a function F of bounded varia-
tion on R”. Then, by the Riesz Representation Theorem, #° would define a finite Radon
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measure on compact subsets of R”, and in particular, would be regular and finite on all
compact sets.

However, this contradicts the behavior of H® for many sets of positive s-dimensional
measure. For example, let C C [0, 1] be the standard middle-third Cantor set. It is known
that C has Hausdorff dimension log 2/ log 3, and its Hausdorff measure #°(C) is finite and
positive when s = log2/ log3. [

6.3. Countably Additive Coherent Conditional Probability

We recall the model of conditional upper prevision based on Hausdorff outer measures,
as introduced in [27-29]. In this framework, the conditional upper probability, which
typically represents the probability of an event occurring, given that another is defined
using the Hausdorff outer measure of order s, also known as the s-dimensional Hausdorff
measure, when the conditioning event has a Hausdorff dimension equal to s.

Theorem 3. Let (Q),d) be a metric space, and let B be a partition of Q). For every B € B denote by
s the Hausdorff dimension of the conditioning event B and by H°® the Hausdorff s-dimensional outer
measure. Let mp be a 0-1-valued, finitely additive, but not countably additive, probability on o(B).
Then, for each B € B, the functional P(X|B) defined on L(B) by

H%(B)fBths if 0<H3B)<+oo
[z Xdmp  if H3(B) € {0,+o0}

is a coherent upper conditional probability.

P(X|B) = {

The restriction to the class of all indicator functions of the coherent upper conditional
prevision in Theorem 1 is the following coherent upper conditional probability:

Theorem 4. Let (Q), d) be a metric space, and let B be a partition of Q). For every B € B, denote
by s the Hausdorff dimension of the conditioning event B and by H® the Hausdorff s-dimensional
outer measure. Let mp be a 0-1-valued, finitely additive, but not countably additive, probability on
©(B). Then, for each B € B, the functional P(A|B) defined on o(B) by

H°(ANB) . s
P(X|B) = { wm S O<H(B) < oo
mg  if H(B) € {0, o0}

is a coherent upper conditional probability.

Let us consider a set B € B with a positive and finite Hausdorff outer measure

corresponding to its Hausdorff dimension s. In this scenario, we define the monotone set
H*(AB)
H*(B)
coherent upper conditional probability and exhibits properties such as submodularity and

. This function serves as a

function pj for every A € p(B) as follows: uj(A) =

continuity from below. Furthermore, when we restrict it to the o-field of all yz-measurable
sets, it becomes a Borel regular countably additive probability. When considering B € B
such that #°(B) falls within the set {0, +-c0}, the consistent upper conditional probability is
established through a finitely additive probability mp on p(B), which takes values of either
0 or 1 and is not countably additive. Notably, the realm of 0-1-valued, finitely additive
probabilities is in direct bijective correspondence with ultrafilters, as outlined in the context

of A.
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7. On the Continuity of Coherent Conditional Upper Previsions
Induced by Hausdorff Measures

The o-additive Mobius transform of a real supermodular monotone set function
v € V,(F) is considered to define coherent conditional probability when the conditioning
event has a Hausdorff measure in its Hausdorff dimension equal to zero or infinity.

In the following theorem, a coherent countably additive conditional probability is
defined on the Borel o-field.

Theorem 5. Let (), d) be a metric space, and let F be the Borel o-field. Let B be a Borel partition
of Q). For every B € B, denote by s the Hausdorff dimension of the conditioning event B and by H®
the Hausdorff s-dimensional outer measure. Let u" be the o-additive Mobius transform of a finite
additive probability v € V},(F). Thus, for each B € B, the function defined on F by

P(alp) - { e i 0<HE(B) < oo
u4(A) if H3(B) € {0, +oo}

is a coherent o-additive conditional probability.
Proof. If 0 < H®(B) < +oo, the coherence of P(A|B) is proven in [28]. If #°(B) € {0, +oo}

P(A|B), it is a coherent conditional probability since it is countably additive, and the
condition P(B|B) = 1 is satisfied because (see Proposition 3.1 and Example 7.1 of [12])

W(ANB) w(ANB) v(ANB) 0
w(B) — p(B)  v(B)

O

Remark 2. According to Theorem 6.2 of [12], if the additive probability is v € V;,(F), then there
is a unique o-additive Mobius transform.

Example 13. Let (Q,d) be a metric space, and let F be the Borel o-field. Let B be a Borel partition
of Q. For every B € B, denote by s the Hausdorff dimension of the conditioning event B and by H?®
the Hausdorff s-dimensional outer measure. Let u" be the o-additive Mobius transform defined on

D' (see Example 6) of the additive function v of Example 4
1 ifexists A, C D forsomen,
w'(D) = {

0 otherwise

Then, the coherent conditional probability defined on F by

p<A|B):{ S if 0<H(B) < +eo
H4(A) if H(B) € {0, oo}

is a coherent o-additive conditional probability.

The model proposed in Theorem 5 can be used to assign a countably additive proba-
bility in the sequence space recalled in Example 4 when S is countable or, in Example 2,
when at least one of the alphabetic sets Sy is infinite.

In [19], the monotone convergence theorem is proven for a monotone set function.
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Theorem 6 (Monotone Convergence Theorem). Let y be a monotone set function on a o-field F
properly contained in ((C)), which is continuous from below. For an increasing sequence of non-
negative, F-measurable random variables X,,, the limit function X = limy .o Xy is F-measurable
and limy e [ Xudp = [ Xdp.

Remark 3. It is not restrictive to consider this in the monotone convergence theorem sequence of
non-negative random variables, as any random variable X can be decomposed in its positive part
X", and its negative part X~ given by

X=Xt-X"; Xt=0vX; X =(-X)*

where \/ is the maximum.

Theorem 7. Let (Q),d) be a metric space, and let B be a partition of Q). For every B € B, denote
by s the Hausdorff dimension of the conditioning event B and by H?® the s-dimensional Hausdorff
outer measure. Let F be the o-field of h*-measurable sets, and let K be the class of all F-measurable
random variables. If B has a positive and finite Hausdorff outer measure in its dimension, then the
functional defined as in Theorem 1 is continuous from below; that is, given an increasing sequence
of non-negative random variables X, of K converging point-wise to the random variable X, we have
it that limy—.«P(Xn|B) = P(X|B).

Proof. If the set B has a positive and finite Hausdorff outer measure in its Hausdorff
dimension s, then the conditional upper prevision is given by

P(X | B) = HSl(B)/BXdHS.

Since the s-dimensional Hausdorff outer measure is continuous from below, the mono-
tone convergence theorem implies that the conditional upper prevision P(X | B) is also
continuous from below. That is,

limy, 0P (Xn|B) = limnﬁwﬂ%(lg) [ XndHs = ,#B) [z XdH® = P(X|B).

O

Theorem 8. Let p be a null-continuous monotone set function, and let X, be an increasing
sequence of functions converging to X, X, T X such that X, = 0 y a.e.; then, we have it that
limy 0o P(Xn|B) = P(X|B).

In the following theorems, we consider the extension to the class of Borel measurable
random variables of the countably additive conditional probability defined in Theorem
5; we prove that these extensions are continuous, linear previsions for each conditioning
event B if the real monotone set function v € V;,(F) is countably additive.

Theorem 9. If v € V},(F) is a real coherent lower probability that is not continuous from below,
then the functional defined by

P(X|B) = /Bf(d;ﬂé

if H°(B) € {0, +o0} is a coherent lower conditional prevision that is not continuous.

Proof. Since [12] the Choquet integrals are preserved under the Mobius transform, we have

Xd:/)?d”
J, xav= [ X
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and if v is not continuous from below, then according to Theorem 8, we have it that the
functional P(X|B) is not continuous. []

According to the previous theorems, we have

Theorem 10. Let (Q),d) be a metric space, and let F be the Borel o-field. Let B be a partition of
Q). For every B € B, denote by s the Hausdorff dimension of the conditioning event B and by H?®
the Hausdorff s-dimensional outer measure. Let u" be the c-additive Mobius transform of a finitely
additive conditional probability v of bounded variation. Then, for each B € B with a positive and
finite Hausdorff s-dimensional outer measure, the functional P(X|B) is defined on the class of all
F-measurable random variables by

H%(medeS if 0<H(B)<+oo

P(X|B) = { Ia Xdyvg if H(B) € {0,+o0}

is a continuous linear conditional prevision.

It is important to observe that Theorem 8 holds because bounded random variables
are considered. Extensions to unbounded random variables are investigated in [29].

Example 14. Let Q) be an uncountable set and fixed a € ), and define the countable additive
probability on the Borel o-field by

1 if acA ,
v(A)—{

0 otherwise

Then, X(v) = X(a) and since

Xd:/f(d”,
J, xv= [ Xy

then the Mobius transform is
{ 1 lf ac A
0 otherwise

Example 15. Let the field By and the additive probability v = P be as in Example 8, and consider
the partition B = {(O, %]; (%, 1] } We have it that P(O, ﬂ = 0and P(%, 1} =1.

The Choquet integral representation of the extension of P to the class of all bounded random
variables by the o-additive Mobius transform u" of Example 8 does not satisfy the monotone
convergence theorem because v = P is not continuous from below.

If the monotone set function v is defined by a Hausdorff outer measure, as in Theorem 7,

we have it that v(A|B) = P(A|B) = HUADB) Gince all sets in the partition B has a Hausdorff

1'(B)
dimension equal to 1 and v(A) = Zigé)) The outer Hausdorff measures are continuous from below

(Lemma 1.3 [25]), so the monotone convergence theorem can be applied, and the extensions P(X|B)

and P(X|Q) are continuous.

It is important to note that if the conditioning event has a Hausdorff measure in its
Hausdorff dimension equal to zero, but it has a positive and finite packing measure in the
same dimension (see Example 6 of [30]), we can define coherent upper previsions according
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to the packing outer measure; this outer measure is continuous from below, and it is a
metric outer measure such that it is a measure on the Borel o-field; this means that the
monotone convergence theorem holds and the coherent previsions defined as in Theorem
6 are continuous. For this reason, other fractal outer measures have been introduced and
investigated in [31-33].

Otherwise, if the conditioning event has a Hausdorff outer measure equal to infinity,
as occurs if it is countable (see Example 8 in [30]), then to define a coherent conditional
prevision, we have to consider the o-additive Mobius transform of a 0-1-valued, finitely
additive probability.

7.1. Weak Monotone Convergence Theorem

A sequence of random variables satisfies the weak monotone convergence theorem
(WMCT) with respect to a monotone set function p if the monotone convergence theorem
is satisfied for sequences of random variables that are equal to zero almost everywhere
with respect to p

Theorem 11. (WMCT) Let u be a monotone set function on p(Q)), and let X,, be a sequence such
that X,, = 0 p, a.e., Vn € N and X, 1 X, then limy, oo [ Xydp = [ Xdp.

Theorem 12. (WMCT) Let p be a null-continuous monotone set function on p(Q), and let X, be
a sequence such that X, = 0 y, a.e., Yn € N and X, T X, then the weak monotone convergence
theorem holds.

Proof. According to Proposition 5 and Proposition 11 of [21], we have it that X = 0 y, a.e,,
and [Xduy=0. O

7.2. Theoretical Contributions

In this subsection, the findings are contextualized within the broader mathematical
literature so as to state, in evidence, their novelty and impact. The key points include
the following:

e Advancement of integration theory through countably additive representation: The paper
introduces a countably additive representation of the Choquet integral, which sig-
nificantly advances existing integration theory. This representation enables a linear
extension of a coherent upper prevision via a conditional probability under the con-
dition that the conditioning event has a positive and finite Hausdorff outer measure
in its Hausdorff dimension. This result relies on the metric and outer regular nature
of Hausdorff outer measures, which ensures that every Borel set is measurable with
respect to them.

*  Handling of degenerate conditioning events: The proposed model offers a novel method
to update partial knowledge, even when the conditioning event is unexpected or
degenerate. This is achieved by employing the Hausdorff measure of the conditioning
event’s dimension to define the conditional probability, thereby enabling coherent
updating in cases where traditional approaches fail.

e og-additive Mobius transforms and coherent conditional previsions: The use of o-additive
Mbobius transforms is shown to play a crucial role in constructing coherent conditional
previsions. This enriches the theory of imprecise probabilities by bridging Mobius
transforms with the structural properties of coherent assessments under uncertainty
[17,18]. A future aim of this research is to investigate the optimal transport control of
two monotone set functions by using the representation of the Choquet integral by the
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countably additive Mobius transform. The transport problem has been formulated in
terms of Mobius transform for non-additive measures, and in the finite case in [34],
for a lower probability, which is the lower envelope of a particular type of credal sets
(convex and weak’-closed set) [35], and for belief functions [36,37].

e Connections to capacities and outer measures: The results establish new connections
and significant departures from foundational work on capacities and outer measures.
In particular, the framework allows for a deeper understanding of the properties of
monotone set functions, facilitating the selection of appropriate monotone functions
based on specific modeling objectives.

8. Conclusions

In this work, we have addressed the problem of representing the Choquet integral
with respect to a monotone set function—specifically, a Hausdorff outer measure that is
not necessarily derived from a function of bounded variation—by means of a countably
additive measure defined on suitable domains. We have shown that such a representation
is indeed possible, thereby establishing a bridge between non-additive integration and
classical measure theory.

A key contribution is the construction of a countably additive measure that coincides
with the Choquet integral on a sufficiently rich class of integrable functions, despite the
non-additivity of the original capacity. This construction is based on the continuity from
below of Hausdorff outer measures and on identifying appropriate domains on which the
additivity of the integral can be recovered.

Moreover, we have considered the countably additive Mobius transform associated
with a monotone set function of bounded variation in order to define a coherent, countably
additive conditional prevision. This framework is applicable, even when the conditioning
event has a Hausdorff measure in its own dimension equal to zero or infinity—cases
which are typically problematic within standard measure-theoretic conditioning. Coherent,
countably additive conditional probabilities within a metric space framework are defined
using the dimensional Hausdorff measures on the Borel o-algebra. We demonstrated that
when the conditioning event has a positive and finite s-Hausdorff measure, the conditional
probability can be directly defined using this measure. When these conditions are not met,
instead, we define the conditional probability through the o-additive Mobius transform of
a 0-1-valued, finitely additive probability of bounded variation.

We further extended our framework to include all Borel-measurable random variables
and analyzed the conditions under which the monotone convergence theorem applies.
Our findings show that the theorem holds when conditional previsions are defined via
Hausdorff measures. This result follows from the continuity-from-below property of the
outer measures associated with Hausdorff measures, which guarantees the necessary
convergence behavior.

Additionally, we propose to consider alternative fractal outer measures, such as
packing measures, which—like Hausdorff measures—are countably additive on the Borel
o-algebra and are continuous from below. Thus, if a conditioning event lies in its Hausdorff
dimension but possesses a positive and finite packing measure, the conditional probability
can be defined using the packing measure. In this setting, the monotone convergence
theorem continues to hold.

Overall, the results contribute to a deeper understanding of the relationship between
capacities, Hausdorff measures, and additive representations. They also provide a founda-
tion for extending coherent inference in the presence of singular or degenerate conditioning
events, with potential applications in the theory of imprecise probabilities and beyond.
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Abstract: The cosmic web is one of the most complex systems in nature, consisting of
galaxies and clusters of galaxies joined by filaments and walls, leaving large empty regions
called cosmic voids. The most common method of describing the web is a correlation
function and its derivative, the fractal function. In this paper, I provide a review of
the fractal properties of the cosmic web from the observational point of view within the
Newtonian concordance ACDM Universe framework. I give a brief history of fractal studies
of the Universe. I then describe the derivation of the fractal function from angular and
spatial distributions of galaxies and their relations. Correlation functions are not sensitive
to the shape of the galaxy distribution. To improve our quantitative understanding of
properties of the web, statistics must be used which are sensitive to the pattern of the web.

Keywords: cosmic web; dark matter and galaxy clustering; fractal geometry; methods:
numerical

1. Introduction

Long ago scientists noticed that many natural processes are self-similar over a large
range of scales. Well-known examples are coastlines and mountain regions. The self-
similarity of natural processes was discussed by Benoit Mandelbrot [1], who suggested the
term fractal for this phenomenon. A similar phenomenon was observed in the distribution
of galaxies, which are hierarchically clustered. This was noticed by Charlier [2] and
studied in more detail by Carpenter [3], Kiang [4] Wertz [5,6], Haggerty and Wertz [7]
and de Vaucouleurs [8,9]. Based on these observations a branch in physical cosmology,
named fractal cosmology, was formed in the 1980s [10]. An important issue in the fractal
cosmology is the fractal dimension and its dependence on the scale. The fractal dimension
of a homogeneous spatial object is three, of a surface is two, and of a line is one. Actual
objects can have non-integer values of the fractal dimension.

Studies of the fractal properties of the cosmic web are conducted using either the New-
tonian framework or the relativistic approach. In the Newtonian framework, researchers
use direct observational data and N-body simulations to describe large-scale structures,
assuming gravity to be the dominant force, without accounting for relativistic effects.
This approach treats cosmic structures within the concordant Lambda Cold Dark Matter
(ACDM) universe model, relying on classical mechanics to model clustering patterns. The
history of the formation of this model is given, among others, in books by Peebles [11,12]
and Einasto [13].

In contrast, the relativistic approach incorporates general relativity, taking into account
the expansion of the Universe and relativistic corrections to gravitational interactions.
This perspective provides a more accurate description of cosmic evolution, particularly
on a large scale, where relativistic effects influence the formation of the distribution of
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structures. Studies in this field examine how fractal-like properties emerge within the
relativistic framework. This often involves the use of tensor-based models and relativistic
perturbation theory. Relativistic approaches include, among other topics, theories of
inflation [14,15], chaotic inflation (Linde [16,17], Linde and Riotto [18], Linde [19], and
Nambu and Sasaki [20]), and quantum gravity (Ambjern et al. [21] and Calcagni [22,23]).
In this review, I provide an overview of the fractal properties of the cosmic web in the
Newtonian approximation of the Lambda Cold Dark Matter (ACDM) Universe. The review
is based on the Newtonian approach for two reasons: (i) almost all fractal studies of real
and simulated galaxies are conducted within the framework of the Lambda Cold Dark
Matter universe, described in a new section; (ii) the relativistic approach is mostly related to
the early stages of the evolution of the Universe, where some constraints of the concordant
Lambda Cold Dark Matter Universe are invalid. The relativistic approach is a new and
rapidly evolving field of study. It is outside the scope of the present observational review.
I begin with the description of the Lambda Cold Dark Matter (ACDM) Universe in
Section 2. Next, I give a brief history of fractal studies of the cosmic web in Section 3.
Section 3.1 discusses the angular distribution of galaxies and how this can be described by
the angular correlation function. Section 4 discusses the statistical description of the cosmic
web by measuring the correlation function and fractal dimension. In Sections 5 and 6, I
discuss the correlation and fractal analysis of the web using spatial data. Section 7 is
devoted to comparing angular and spatial distributions of galaxies. Here, I pay special
attention to two aspects of fractal studies: the dependence of fractal characteristics on the
scale from sub-megaparsec to hundreds of megaparsecs and the differences between 2D and
3D fractal characteristics. Section 8 is devoted to the study of the structure and evolution of
the cosmic web, using combined spatial and velocity data. Section 9 discusses the scale of
homogeneity of the cosmic web. The review concludes with a summary and outlook.

2. Basics of the Concordant ACDM Universe

In Section 2, I describe the concordant ACDM Universe, the basic framework of fractal
studies of the cosmic web. The concordant ACDM model of the Universe is based on five
pillars: the Big Bang model of the birth of the Universe, the Big Bang nucleosynthesis, data
on the cosmic microwave background (CMB) radiation, data on the web-like distribution
of galaxies in the present epoch, and the inflation hypothesis.

The Big Bang model is based on the general relativity theory by Einstein [24] and
its extensions, developed by Friedmann [25] and Lemaitre [26]. An alternative model of
a Steady-state Universe by Hoyle [27] contradicts many astronomical data and is now
rejected. The physics of the Big Bang is now well known. There exist variants that suggest
that the Bang that created our Universe was actually only one event in the chaotic inflation,
as discussed, among others, by Linde [16,19].

According to the Big Bang model, the Universe began in an extremely hot and dense
state. After a few minutes, the Universe cooled to temperatures that allowed light chemical
elements—hydrogen, helium and deuterium—to form. This process is called Big Bang
nucleosynthesis and was studied first by Hoyle [28] and more recently by Cyburt et al. [29].
All heavier elements were synthesized in stars, as studied in detail by Burbidge et al. [30].
The results of these calculations are in good agreement with the observed distribution of
chemical elements in stars and gas clouds.

The evolution of densities of various components of the Universe in units of the critical
density is shown in Figure 1. The total density is equal to the critical density with very high
accuracy, since even small deviations from the critical density increase during the evolution.
The vertical dashed line corresponds to the present moment, and the gray shaded region
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represents the future. The vertical dotted lines show epochs of equality of radiation and
matter, z¢;, recombination, zy., and equality of dark energy and matter, zeLqM Solid colored
lines show components of the standard ACDM, and dotted lines represent a model, where
A is replaced by decaying dark energy, as suggested by recent DESI measurements [31].
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Figure 1. The evolution of radiation (Qg(z)), matter ((Om(z)), and dark energy (Qx (z)) densities
shown as a function of redshift z [32]. Reproduced with permission from Einasto, J.; Hiitsi, G.;
Szapudi, I.; Tenjes, P., Spinning the Cosmic Web; published by World Scientific, 2025.

The third important epoch in the cosmic history is the recombination of hydrogen
at z ~ 1000 at temperatures around 3000° K. The emission from this epoch is observable
as CMB radiation. As stressed by Sunyaev and Chluba [33], the physics at this epoch
is very simple and well understood from laboratory experiments. The CMB radiation
angular power spectrum depends on essential cosmological parameters. Modern CMB
observations with the Planck satellite [34] yield for the spatial curvature of the Universe
Q= 0.0007 £ 0.0019. This means that the Planck data did not find any deviations
from a spatial flat Universe with )y = 0 and O = 1. For the amount of mat-
ter, the Planck data give the following values: baryon density Q,h?> = 0.02233 +
0.00015, cold dark matter (CDM) density Q% = 0.1198 + 0.0012, and dark energy density
Qp = 0.6889 £ 0.0056. These density estimates are in good agreement with estimates from
Big Bang nucleosynthesis for baryonic matter, dark matter (DM) in systems of galaxies,
as found by Einasto et al. [35] and Ostriker et al. [36], and with the dark energy density
value found from direct measurements of supernovas by Perlmutter et al. [37] and Riess
etal. [38]. Planck and recent James Webb Space Telescope data yield for the Hubble constant
Hy =702+ 1.4km s 'Mpc~!, and the age of the Universe ty = 13.77 & 0.12 Gyr [39],

The inflation hypothesis of the early evolution of the Universe was suggested indepen-
dently by Starobinsky [14] and Guth [15] and extended by Linde [16,19] to chaotic inflation.
Possible problems of the concordant ACDM model were analyzed in detail by Di Valentino
et al. [40].

3. A Short History of the Fractal Studies of the Cosmic Web

In this section, I give a short history of fractal studies of the cosmic web. First, I describe
the angular distribution of galaxies and the discovery of the cosmic web. Discussion of the
fractal character of the cosmic web follows.

3.1. Angular Distribution of Galaxies

In their studies, Carpenter [3] and de Vaucouleurs [8] observed that extragalactic
entities establish a linear correlation between their characteristic density and radius when
expressed in logarithmic terms, as illustrated in Figure 2. This correlation exhibits a
slope of approximately —1.7 and aligns with the Schwarzschild limit. Furthermore,
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de Vaucouleurs [8] highlighted that Abell’s rich clusters are not only clustered on the
characteristic scale of superclusters but also extend to larger scales, indicating an ongoing
clustering phenomenon among galaxies. More recently, Sankhyayan et al. [41] created a
catalog of superclusters based on galaxy clusters identified in the Sloan Digital Sky Survey
(SDSS) by York et al. [42]. The authors derived the relationship between density contrast
and comoving size, discovering a slope of around ~—2.
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Figure 2. Density-radius relation of various systems of galaxies [8]. Reproduced with permission
from AAAS, The Case for a Fierarchical Cosmology; published by Science, 1970.

The first deep catalog of galaxies, covering the whole northern hemisphere, was made in
the Lick Observatory with the 20-inch Carnegie astrograph by Shane and Wirtanen [43]. Actual
counts of galaxies were made in 10" x 10’ cells. Seldner et al. [44] used these actual counts
and corrected the count for various errors and plate sensitivity differences. The final map of
galaxies in the northern galactic hemisphere b > 40° is shown in the left panel of Figure 3.
Several well-known clusters of galaxies are seen on the map. For example, the Coma cluster
appears near the center of the map. The general impression is that field galaxies are distributed
approximately randomly.

Soneira and Peebles [45] developed a fractal model Universe to match the character
of the galaxy distribution in the Lick survey. The model assigns ‘galaxy’ positions in a
three-dimensional clustering hierarchy, fixes absolute magnitudes, and projects angular
positions of objects brighter than m = 18.9 onto sky. This procedure yields a galaxy map,
shown in the right panel of Figure 3. Both the real Lick map and the computer generated
map were used to calculate two-point angular correlation functions.
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Figure 3. (Left): Map of Lick survey galaxies in the northern galactic hemisphere brighter than
mp < 18.9 and north of galactic latitude b > 40° [45]. (Right): Simulated map of galaxies imitating
the 2D distribution of Lick galaxies [45].

Peebles [46] proposed utilizing the correlation method for the analysis of distribution
of galaxies, applying it to all significant catalogs of extragalactic objects, including works by
Hauser and Peebles [47], Peebles and Hauser [48], Peebles [49], Peebles and Groth [50], and
Peebles [51]. These investigations demonstrated that the angular distribution of galaxies
could be characterized by a power law. When the estimated angular correlation function is
converted to the spatial correlation function, it retains a power law form:

¢(r) = (r/ro)™7, @

where rg = 4.5+ 0.5 h~! Mpc is the correlation length, and v = 1.77 is a characteristic
power index [52]. This power law is valid in the scale interval 0.05 < r <9 hl Mpc, where
distances are expressed in units of the dimensionless Hubble constant i (H = 100 h km/s
per megaparsec). Groth and Peebles [52] showed that the angular correlation function is
essentially zero at angular distances § > 10 degrees. The conclusion from these studies,
based on the apparent (two-dimensional) distribution of galaxies and clusters on the sky,
confirmed the picture that galaxies and clusters of galaxies are hierarchically clustered.

In 1970s and 1980s, British and Australian astronomers used Schmidt telescope plates
to photograph the whole sky. The Automatic Plate Measuring (APM) machine in Cam-
bridge was used to scan these plates. Special software was developed to separate galaxy
and star images. The final catalog contains over two million galaxies brighter than b; = 20.5.
Maddox et al. [53] used APM galaxies to calculate the angular correlation function of galax-
ies, results are shown in Figure 4. We see that the power law relation, Equation (1), is valid
over three decades of angular distances, 0.01 < 6 < 3 degrees. The almost constant slope
of the angular correlation function over a large range of angular scales was interpreted
by Peebles [54] as evidence that the spatial correlation function is well represented by the
law Equation (1) over the range of separations 10 kpc< r < 10 1! Mpc. As we see below
in Section 7, this conclusion was influenced by the insensitivity of the two-dimensional
correlation function to the spatial structure of the cosmic web.
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Figure 4. Average angular correlation function of APM catalog of galaxies in the magnitude range
17 < b]- < 20. The inset shows the mean angular CF on a linear scale. As argument, the angular
separation in degrees is used [53].

3.2. Discovery of the Cosmic Web

In late 1970s, the number of galaxies with measured redshifts allowed finding the
distances of galaxies and studying the spatial three-dimensional (3D) distribution of galax-
ies. The first results of these analyses were reported in the IAU Symposium “Large Scale
Structure of the Universe” in Tallinn, September 1977 [55]. Joeveer et al. [56] presented the
study of the structure of the Perseus—Pisces Supercluster and its surroundings and of the
global network of superclusters and galaxy chains/filaments. Brent Tully and Fisher [57]
presented a movie of the Local Supercluster. To obtain a spatial image of the supercluster,
he used the simple trick of making the image rotate, which created a three-dimensional
illusion. The movie showed that the Local Supercluster consists of a number of chains of
galaxies that branch off from the supercluster’s central cluster in the Virgo constellation as
legs of a spider. William Tifft, in his talk, gave an overview of the recent study of the Coma
supercluster and its environ by Gregory and Thompson [58].

The wedge diagram of galaxies in the 30-45° declination zone gives us a fascinating
glimpse into the cosmic web. This diagram reveals how galaxies within the Perseus—Pisces
Supercluster are arranged like a chain, with clusters and groups of galaxies appearing
like pearls along a necklace. This structure is a prime example of the cosmic web’s basic
elements: clusters, filaments, sheets, and voids. Superclusters of galaxies are massive,
but they occupy only about 4% of the Universe’s total space. The remaining 96% is
composed of vast voids. This large-scale geometry forms a continuous network that
includes clusters, filaments, sheets, and the spaces between them. Interestingly, central
galaxies in rich clusters are typically of the cD type and are often active radio sources.

Sergei Shandarin’s early numerical simulations were groundbreaking in illustrating
the evolution of particles through gravitational clustering, based on the theory developed
by Zeldovich [59]. In the right panel of Figure 5, you can see a fascinating system of high-
and low-density regions. High-density areas are compact and clumped together, forming a
network of filaments that enclose expansive under-dense regions. This visualization was
pivotal, as it gave the first glimpse into the Universe’s structural patterns as predicted by
the Zeldovich model.
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Figure 5. (Left): Wedge diagram for the 30°-45° declination zone. Filled circles show rich clusters of
galaxies, open circles—groups, dots—galaxies, crosses—Markarian galaxies [60]. (Right): Distribu-
tion of particles in simulations by (Shandarin 1975, private communication), [61].

The origin of this filamentary structure was analyzed by Bond et al. [62], who in-
troduced the term “cosmic web” to characterize this phenomenon. Analyses of galaxy
distribution indicated that the correlation length of clusters significantly exceeds that of
individual galaxies (see, for instance, Bahcall and Soneira [63], Klypin and Kopylov [64]).
This observation was interpreted by Kaiser [65] as a form of bias affecting clusters in
relation to galaxies. Szalay and Schramm [66] showed that, if the correlation function
is in the form Equation (1), its index 7 determines the fractal dimension of the sample:
D=3—-vy=123

3.3. Discussion of the Fractal Character of the Cosmic Web

The next step was made by Einasto et al. [67], who demonstrated that the correlation
length is influenced not only by the luminosity of galaxies but also by the depth of the
sample, as illustrated in Figure 6. This relationship between galaxy correlation length and
sample depth was interpreted by Pietronero [10] as evidence for a fractal structure in the
distribution of galaxies. Pietronero emphasized that the fractal nature of galaxy distribution
extends to infinitely large distances, suggesting that the entire Universe exhibits fractal char-
acteristics. Furthermore, Jones et al. [68] examined the galaxy distribution within the CfA
redshift survey and in a simulation of the ACDM model conducted by Gramann [69,70],
which is recognized as one of the first ACDM simulations featuring 64> particles within a
40 h~! Mpc box. The authors concluded that both the galaxy distribution and the ACDM
model can be effectively described using a multifractal approach, indicating that the fractals
possess more than one scaling index. The dimensionality of this distribution varies between
1 and 3.

Fractal properties of the distribution of galaxies were discussed in the IAU Symposium
“Large scale structures of the Universe”, held in Balatonfured, Hungary, on 15-20 June 1987.
Bernard Jones reported basic results by Jones et al. [68]. He started his talk showing the
distribution of galaxies and declared “this is a fractal”. The distribution of both observed
and model samples can be described by multifractals with varying fractal dimension.
A further discussion of the fractal character of the large-scale distribution of galaxies was
by Mandelbrot [71], who mentioned that he developed the multifractal concept long ago,
between 1970 and 1976, as described in his books [1,72]. Further, he concentrated on the
question: is the transition to homogeneity at the distance R.,ss inside or outside of the
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limiting distance of data, Ryax? If Ryax < Reross, we cannot make any decisions on the
transition scale to homogeneity. After the Symposium, Alex Szalay invited a small group
of interested people to Budapest to discuss in a relaxed atmosphere the fractal character of
galaxy distribution: Benoit Mandelbrot, Yakov Zeldovich, Bernard Jones, and the author
of the present review. In the discussion, we agreed that the limit of the validity of the
power-law character of the correlation function with constant index ¢ = 1.77 is at least
279 ~ 10 h~! Mpc. Available data go beyond this distance and show definitely a multifractal
character. However, inside the limit of observational and model data, R;;ay &~ 30 h ! Mpc,
there is no evidence for the transition to homogeneity with fractal index D = 3. Thus, fur-
ther studies are needed to find the value of Ross. Zeldovich disliked the fractal description
of the Universe for two reasons: (i) it gives no hint to the physics of the formation and
evolution of the Universe, and (ii) it contradicts other data that show that the mean density
of matter is not zero, as predicted by a simple fractal model.

Subsequent discussions of the fractal characteristics of the cosmic web have been
undertaken by various research groups, employing diverse methodologies. The majority
of these discussions have centered around the widely accepted concordant ACDM model.
Key aspects of this model were presented at several IAU Symposia: in Tallinn in 1977 [55],
Crete in 1982 [73], Hungary in 1987 [74], and again in Tallinn in 2014 [75]. The theoretical
underpinnings of this model are rooted in the hierarchical clustering scenario proposed
by Peebles and Yu [76], alongside the pancake model for cosmic web formation intro-
duced by Zeldovich [59], and its extension through catastrophe theory as described by
Arnold et al. [77]. Further advancements in methodology involved the application of sta-
tistical measures to investigate the fractal nature of galaxy distributions, as explored by
Mandelbrot [72] and Martinez and Jones [78]. These methods encompass various defi-
nitions of fractal dimensions, including the Hausdorff dimension, capacity dimension,
and correlation dimension (for definitions, refer to Martinez and Saar [79]).
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Figure 6. The different symbols (circles, crosses, triangles) highlight that different types of galaxy
groupings have distinct clustering properties. Rich clusters, for example, might show a larger
correlation length compared to galaxies [67].

In late 1970s, a burst of interest in the fractal character of the Universe emerged.
Different authors had various styles in fractal studies: the Anglo-American style, Italian
style, and a more neutral style, represented by Mandelbrot, Jones, Martinez, and Balian and
Schaeffer [80,81]. The latter authors confirmed the bifractal character of galaxy distribution
between scales from 0.1 to 10 1~ Mpc, with different fractal dimensions for dense clustered
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regions and for underdense regions. Song and Ruffini [82], Ruffini et al. [83] constructed
a cellular fractal model of the early universe. The authors assumed that dark matter
consisted of some "inos’, which become non-relativistic at epoch 1 + z;,, and calculated
the main parameters of “ elementary cells”: characteristic Jeans masses are 4 x 10" M,
radii 100 1~! Mpc, and epochs 1 + z,,, &~ 10*. The authors predicted that the cellular fractal
model has an upper cutoff, and above this cutoff the mean density does not decrease with
distance. This model was compared with observations by Calzetti et al. [84,85]. More recent
investigations into the fractal properties of the cosmic web have been conducted by Gaite
et al. [86] and Gaite [87,88].

The Anglo-American style of fractal studies was based essentially on the angular distri-
bution of galaxies. The first steps in this approach were conducted by Peebles and Yu [76]
and Peebles [46], who suggested the use of the correlation function to describe the dis-
tribution of galaxies. The next essential step was the application of a fractal model by
Soneira and Peebles [45] to describe the angular distribution of galaxies. A further use of
this approach was the study of the distribution of APM galaxies by Maddox et al. [53].
The fractal character of the cosmic web was analyzed by Peebles [89] and Peebles [90]. It is
characteristic that authors of the Anglo-American style studies avoided in their publications
the term “cosmic web”.

The Italian style of fractal studies is essentially the continuation of earlier work by
Charlier [2], Kiang [4], and de Vaucouleurs [8,9] on the hierarchical distribution of galaxies.
This style is represented by Pietronero [10], Pietronero et al. [91], Pietronero and Sylos
Labini [92], Sylos Labini et al. [93], and Borgani [94]. The focus of Italian-style studies was
the fractal behavior of the Universe on large scales.

A dialogue between the Anglo-American and Italian views on fractal properties
of the Universe took place during the celebration of the 250th anniversary of Princeton
University [95]. Marc Davis [96] presented the Anglo-American group’s view. His main
arguments were as follows: (i) the constant value of the correlation length for 2D and
3D samples of various depths, rg ~ 4 h~! Mpg; (ii) the mean density of galaxies is the
same for nearby and more distant samples, and the scatter of densities decreases with
distance. Luciano Pietronero [10] described the Italian vision. According to this view,
the correlation length of samples increases with distance, and the mean density decreases
with distance up to ~1000 1~ ! Mpc. Pietronero made a bet with Davis, over a case of Italian
or Californian wine, Neil Turok was the referee—The correlation length for volume-limited
samples, M < —19.5,1is rg ~ 5 h~! Mpc (Davis) or o > 50 1~ Mpc (Pietronero). These are
fundamental questions, and I discuss these aspects of fractal studies in later sections.

4. Statistics of Galaxy Clustering

Differences between fractal studies of various styles start from variations in the meth-
ods to describe the fractal properties of the Universe. The three-dimensional distribution
of galaxies and clusters of galaxies was described in the Tallinn 1977 symposium only
qualitatively. In this section, I discuss some aspects of statistics related to the estimation of
quantitative statistical parameters of the cosmic web.

4.1. Measuring Spatial Distribution of Galaxies

In the late 1970s, astronomers and cosmologists began to realize that the Universe’s
total density of matter was about 20% of what we call the “critical density”—the density
needed for the Universe to be flat and perfectly balanced. Most intriguingly, they found that
the majority of this mass was in a mysterious form: dark matter. This was highlighted by
the pioneering work of Einasto et al. [35] and Ostriker et al. [36], who laid the groundwork
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for our understanding of this cosmic puzzle (for a discussion see de Swart [97]). Back then,
scientists knew from Big Bang nucleosynthesis (the process that created the first atomic
nuclei) that only about 5% of this critical density was made up of baryonic matter, which is
the “normal” matter that makes up stars, planets, and us. The rest had to be something else.
Given this gap, the scientific community began considering the possibility that dark matter
was non-baryonic. The first candidate was massive neutrinos, which were then known as
hot dark matter (HDM) because they moved at relativistic speeds.

The first quantitative comparison of Peebles” and Zeldovich’s structure formation
models was conducted by Zeldovich et al. [98]. The authors investigated the properties
of the distribution of real galaxies in the Virgo—-Coma region using CfA data (sample O),
the distribution of particles in a 3D simulation by Klypin and Shandarin [99], calculated
using the assumption that the dark matter particle population is made of neutrinos (sample
A). The second model H was constructed according to the prescription described by Soneira
and Peebles [45]. The two-dimensional view of this model is shown in the right panel of
Figure 3. The authors used also the Poisson distribution of particles. Three tests were used:
the spatial correlation function, percolation, and multiplicity tests.

The left panel of Figure 7 illustrates the spatial correlation functions for three different
samples. This figure highlights a significant characteristic of the O and A samples: the
presence of a distinct knee in their correlation function, which is notably absent in the
hierarchical H and Poisson P models. At short distances, the correlation function is highly
sensitive to the arrangement of galaxies or particles that are in close proximity to one
another. In this range, most galaxies are found within clusters and groups that typically
exhibit an almost spherical configuration. Conversely, at greater distances, the correlation
function reflects the existence of galaxy filaments that are primarily one-dimensional in
nature. Therefore, as we transition from small to large mutual distances among galaxies or
particles, the geometric structure of the arrangement shifts. In contrast, the hierarchical and
Poisson models lack filaments, resulting in a correlation function that appears featureless.
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Figure 7. (Left panel): the correlation function of the observed sample O around the Virgo cluster
(cube of side 80 Mpc), of the sample generated by the hierarchical clustering model H, and of the
adiabatic model A. (Right panel): the maximal length Lj; of connected regions as a function of
neighbourhood radius r for four catalogs: O, A, H, and P (Poisson model). All distances are expressed
for Hubble constant i = 0.5 [98]. Reproduced with permission from Zeldovich, Y.B.; Einasto, J.;
Shandarin, S.E,, Giant voids in the universe; published by Nature, 1982.
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The percolation method enables the assessment of the largest system’s length as a
diagnostic tool. The right panel of Figure 7 illustrates the maximal lengths of galaxy and
particle systems as a function of the neighborhood radius r. The neighborhood radius
defines a range of distances around a galaxy or particle, where other elements are taken
into account for analysis. Both galaxies and particles in simulations exhibit clustering
behavior; consequently, at smaller radii r, the length of the longest system increases at a
rate that surpasses that of a Poisson sample. However, at greater distances, the behavior of
the samples diverges. In both the observed sample O and the model sample A, filaments
connect clusters into a network. These filaments facilitate the formation of longer systems,
resulting in a more rapid increase in the length of the longest system compared to the
Poisson scenario. As depicted in Figure 7, the growth patterns of samples O and A are
nearly identical. In contrast, for sample H, the rate of increase of length L with respect to
radius r at larger distances is slower than that observed in the Poisson sample. This can
be attributed to the lower density of field particles in sample H, as a significant portion of
the particles is concentrated within clusters. Thus, this test proves to be sensitive to the
existence of filaments that link clusters into a cohesive network.

The multiplicity test revealed distinct distributions of multiplicities across all samples.
The observed sample exhibits a relatively balanced representation of systems with varying
richness, indicating the presence of a detailed structure comprising galaxy systems of
diverse richness levels. Notably, the majority of galaxies are concentrated within a single
extensive structure—the Virgo supercluster. In contrast, the A sample features a prominent
large system as well, but its distribution of smaller systems closely resembles that of a
Poisson sample. This suggests a scarcity of systems with intermediate richness, such as
small-scale filaments. Consequently, the A sample, derived from the neutrino-dominated
Universe model, also appears to contradict the observational data.

The primary conclusion drawn from this analysis is that the hierarchical clustering
model proposed by Soneira and Peebles [45] fails to perform adequately across all tests,
while the adiabatic model struggles specifically in the multiplicity test. Additionally,
the neutrino-based adiabatic model encounters a significant challenge: it predicts that
structure forms too late. Observational data indicate that galaxies and rich clusters of
galaxies formed earlier than this model suggests, as highlighted by van den Bergh [100].
Consequently, both conventional neutrino-dominated cosmology and the hierarchical
clustering model exhibit shortcomings. To address the challenges associated with neutrinos
as a candidate for dark matter, Peebles [101] proposed that dark matter consists of weakly
interacting particles, known as Cold Dark Matter.

To evaluate the viability of the Cold Dark Matter (CDM) concept, Melott et al. [102]
conducted an analysis of the pioneering 3D CDM simulation by Centrella and Melott [103].
This examination revealed that the CDM model aligns with all quantitative tests employed
by Zeldovich et al. [98]. The formation of galaxies is initiated by the collapse of small-scale
perturbations, consistent with the clustering scenario proposed by Peebles. In contrast,
large-scale structures develop in accordance with Zeldovich’s framework. The concept of
the cosmic web was further refined by Bond et al. [62], whose study elucidated the mecha-
nisms by which filaments are interconnected to create this intricate network. However, both
structure formation scenarios require adjustments. Hierarchical clustering is not merely
a random occurrence; rather, it represents a continuous flow of particles and galaxies
directed toward attractors formed from the highest peaks of the primordial fluctuation
field. The process of pancaking originates from these peaks, resulting in various types of
caustics, as suggested by Arnold et al. [77].
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4.2. Measuring the Correlation Function

Early studies of the distribution of galaxies were based on two-dimensional (2D)
angular data as described in Section 3.1. To measure the distribution in a quantitative
way, the correlation function was applied [46]. As discussed by Peebles [104], the angular
correlation function of almost all samples of galaxies is well represented by a power-
law function:

w(h) = A1, ()

where A is a constant, and v is a parameter, whose value for most samples studied was
v =~ 1.7. This power law can be inverted and has the solution:

¢(r)=Br7, @)

where B is a constant, depending on A. These equations show that the angular correla-
tion function is a power law with index lower by one unit than the spatial correlation
function &(r).

When, in the 1980s, galaxy samples with known radial velocities were obtained, a ques-
tion emerged: how to use these three-dimensional (3D) data to characterize the distribution
in a quantitative way. Distances of galaxies, calculated from observed radial velocities,
are influenced by the Kaiser [105] effect—an apparent contraction of the galaxy density
field in the radial direction. To avoid this effect, Peebles [46] and Davis and Peebles [106]
suggested the use of the angular position of galaxies to find first the two-dimensional
correlation function. In this case, pair separations can be calculated parallel to the line of
sight, 7, and perpendicular to the line of sight, 7,. The angular correlation function, w(rp),
can be found by integrating over the measured {(r,, 1), using the equation

wy(rp) =2 e &(rp, m)dm, 4)

T'min

where 7,,;, and 74y are the minimum and maximum distances of the galaxies in the sample.
This equation has the form of the Abel integral equation and can be inverted to recover the
spatial correlation function [106]:
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If the correlation function is described as a power law function, angular and spatial

©)

functions have the forms of Equations (2) and (3), respectively. Davis and Peebles [106]
made a correlation analysis of the CfA redshift survey with magnitude limit 14.5 and ap-
plied the procedure described above to find correlation function parameters. The au-
thors found that the spatial correlation function can be well represented by a power law,
Equation (1), with parameters rp = 5.4 £0.3 h1 Mpc, and v = 1.77.

In subsequent years, this procedure was applied in most correlation analyses. Norberg
et al. [107] investigated the luminosity dependence of galaxy clustering in the 2dF Galaxy
Redshift Survey. To measure the correlation length, the authors used projected angular
correlation functions as suggested by Davis and Peebles [106]. The authors found the
real space correlation length 7y = 4.9 + 0.3 h~! Mpc and power law slope ¢ = 1.71 =+ 0.06.
Zehavi et al. [108,109] studied the luminosity dependence of the SDSS galaxy correlation
function and applied the standard procedure to measure the projected correlation function.
Over the scales 0.1 < r, < 10 h~! Mpc the power law approximation yields for correlation
length of L* galaxies with M, = 20.0: ry = 5.24 4+ 0.28 h~! Mpc and y = 1.87 +0.03.
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The inversion Equation (5) assumes that spatial three-dimensional and projected
two-dimensional density fields are statistically similar. As we see below in Section 7, this
assumption is not valid.

4.3. Measuring the Fractal Dimension

The discovery of the dependence of the correlation length from the type of objects
by Bahcall and Soneira [63], Klypin and Kopylov [64], and Einasto et al. [67] and the
interpretation of this effect by Pietronero [10] in fractal terms initiated discussions on
the following topic: what are the best methods to characterize fractal properties of the
spatial distribution of galaxies? This problem was discussed also by Calzetti et al. [85],
Coleman and Pietronero [110], and Borgani [94], who pointed to the fact that, in the usual
correlation analysis, the observed galaxy distribution is normalized to the Poissonian
distribution in a way that cannot be used to test the homogeneity of the sample.

The natural estimator to determine the two-point correlation function is

In(r) = -1, (6)

where r is the galaxy pair separation (distance), and DD(r) and RR(r) are normalized
counts of galaxy—galaxy and random-random pairs at a distance r of the pair mem-
bers. Normalization equalizes the sum of all DD(r) to the sum of all RR(r). Galax-
ies are clustered; thus, at small distances, the number density of galaxies is enhanced,
DD(r) > RR(r), and ¢(r) > 0. At large distances, the density of galaxies is less than the
mean galaxy density (a large fraction of galaxies is located in clusters), thus DD(r) < RR(r),
and by construction at large distances &(r) < 0, as found already by Calzetti et al. [85].
The relative volume of regions with DD(r) < RR(r) is much larger than the relative vol-
ume of regions with DD(r) > RR(r); thus, the correlation function on larger scales is only
slightly negative, see Figure 4. The crossover at separation ., where DD(r;) = RR(r.), is
approximately proportional to the depth of the sample.

Pietronero [10], Calzetti et al. [85], and Coleman et al. [111] interpreted the increase
in the galaxy correlation length with the sample size with this normalization effect
and suggested that, instead of ¢(r), an alternative clustering measure should be used:
I'(r) = n(1+4¢(r)), where n is the mean density of galaxies. Another possibility is to
use, instead of the correlation function &(r), the structure function g¢(r) = 1+ £(r), where
47 r2g(r)ndr is the mean number of galaxies lying in a shell of thickness dr at distance r
from any other point. In a Poisson process, g(r) = 1. The structure function has a power
law form on small scales, r < 5 h~! Mpc, and approaches zero at large separations. In the
following analysis, I use the structure function g(r) to investigate fractal properties of the
distribution of galaxies.

5. Correlation Analysis of the Cosmic Web

Historically, the quantitative analysis of the cosmic web has been dominated by
correlation functions and their derivatives, the structure function and the fractal dimension
function. It is well-known that the correlation function contains information on amplitudes
of the density field but not on their phases. The importance of the phase information
in the formation of the cosmic web has been understood long ago. To demonstrate the
role of phase information, Coles and Chiang [112] extracted the simulated density field,
Fourier transformed the density field, and randomized phases of all Fourier components.
The modified field has on all wavenumbers k the same amplitudes as the original field,
only the phases of waves are different. In the modified field, no structures are visible.
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Over the years, a variety of statistical methods have been developed to analyze
specific aspects of the spatial patterns in the large-scale Universe. Almost all these methods
are borrowed from other branches of science such as image processing, mathematical
morphology, computational geometry, and medical imaging. The richness of various
methods to investigate the structure of the cosmic web is seen in proceedings of the IAU
Symposium “The Zeldovich Universe: Genesis and Growth of the Cosmic Web” [75].

In the early years of the 21th century, new redshift surveys were published—the 2dF
and the Sloan Digital Sky Survey (SDSS). The 2dF survey by Colless et al. [113] allowed
finding angular correlation functions of 2dF galaxies [53], discussed in Section 3.1. Next,
the SDSS was available [42,114,115], which allowed studying the distribution of galaxies in
much larger volumes of space. It was used to calculate correlation functions and power
spectra of SDSS galaxies by Tegmark et al. [116] and Zehavi et al. [109]. New large numerical
simulations of the cosmic web were developed, which included hydrodynamical processes
of formation and evolution of galaxies — the Millennium simulation by Springel et al. [117]
and the Ilustris The Next Generation (IllustrisTNG) simulation by Springel et al. [118].
These observational and modeling possibilities allowed studying the character of the
distribution of dark matter and galaxies in much more detail.

As described above, various groups obtained very different pictures of the fractal
characteristics of the cosmic web. Thus, it is evident that a new independent study is
needed, using more recent observational data and simulations. This was conducted by
Einasto et al. [119,120]. In this section, I describe the conventional correlation analysis of
the cosmic web, using as tests SDSS galaxies and particles from several modern ACDM
model simulations. First, I discuss the formation of galaxies in the cosmic web and the
method, how to select particles in simulations to form samples of particles, comparable to
samples of galaxies.

5.1. Formation of Galaxies in the Cosmic Web

By comparing spatial distributions of dark matter particles and galaxies, Joeveer et al. [56]
and Zeldovich et al. [98] found that there are almost no galaxies in voids, but voids are pop-
ulated by a rarefied field of DM particles, see Figure 5. The authors emphasized from this
difference that the galaxy formation is a threshold phenomenon. The analysis by White and
Rees [121] confirmed this: the galaxy formation is a two-stage process: first, dark matter con-
denses to form heavy halos, where various hydrodynamical processes form visible galaxies.
The first numerical simulations of galaxy formation with a hydrodynamical method by Cen and
Ostriker [122] confirmed this model, verified by Springel et al. [118] by a much more detailed
hydrodynamical simulation. In high-density regions the baryonic matter forms galaxies, and
in low-density regions it remains in the pre-galactic diffuse form together with low-density field
of dark matter.

Based on these arguments, it is natural to use particles in high-density regions to get a
sample of DM particles that imitates samples of galaxies. We apply a sharp particle density
limit, p, to select biased samples of particles. This method is similar to the Ising model,
discussed by Repp and Szapudi [123]. Actually galaxy formation is a stochastic process;
thus, the matter density limit, which divides unclustered and clustered matter, is fuzzy.
However, a fuzzy density limit has little influence on the properties of correlation functions
of biased and non-biased samples. Thus, we can accept a fixed threshold limit and select
for biased model samples particles with density labels, p > po.
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5.2. Correlation Functions of Galaxies and Matter

In early studies of the spatial distribution of galaxies, only samples with a rather low
distance limit were available, which raised the question: how representative are these
samples in terms of describing the whole cosmic web? As discussed in Section 3, various
authors interpreted these early data in a very different way. To avoid these difficulties, I use
in the following analysis only galaxy and model samples found in a large sample volume,
as conducted by Einasto et al. [119,120].

Einasto et al. [119] used the luminosity-limited galaxy samples by Tempel et al. [124],
selected from data release 10 of the SDSS galaxy redshift survey [125]. The catalog has a
Petrosian r- band magnitude limit m, < 17.77 and contains 489, 510 galaxies. The SDSS
samples have M, — 5log h magnitude limits —18.0, —19.0, —20.0, —21.0, and —22.0 and are
referred to as SDSS.18t, SDSS.19t, SDSS.20t, SDSS.21t, and SDSS.22t. The effective size of
the sample is 500 1! Mpc. One view of the SDSS density field is presented in Figure 8.
We see here a complicated network of clusters, filaments, and voids. The rich complex of
superclusters in the lower part of the Figure is the Sloan Great Wall, which actually consists
of three superclusters [126].

To have both high spatial resolution and the presence of density perturbations in a
large scale interval, Einasto et al. [119] used a series of simulations of the ACDM models
with box sizes Ly = 256, 512, 1024 h~! Mpc with Ngiig = 512 and number of particles
Npart = 5123. The cosmological parameters for all simulations are (), Qa, Oy, 1, 03, 115)
= (0.28, 0.72, 0.044, 0.693, 0.84, 1.00). In the present analysis, I use the model of size
512 h~! Mpec. Additionally, I use the simulated galaxy sample of the Millennium simulation
by [117] and Croton et al. [127], which has the box of size 500 h1 Mpc, and the EAGLE
simulation by McAlpine et al. [128]. EAGLE simulations were run in boxes of sizes 25, 50,
and 100 ! Mpc.

In the Einasto et al. [119] simulation, the authors calculated local density values,
o, at particle locations using the locations of the 27 nearest particles, and expressed the
densities in units of the average density. The authors formed samples corresponding to the
simulated galaxies, containing particles that exceeded a certain density limit, p > pg. These
samples are denoted as LCDM.i, where i denotes the particle density limit pg. The full DM
model covers all particles, corresponds to the particle density limit pg = 0, and is therefore
denoted LCDM.00.
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Figure 8. Slice of the density field from the Sloan Digital Sky Survey at a distance of 240 h~! Mpc and
thickness of 10 h~1 Mpec. At lower part of the figure, the Sloan Great Wall is seen [13]. Reproduced
with permission from Einasto, J., Dark Matter and Cosmic Web Story; published by World Scientific,
2024.

Correlation functions of ACDM and SDSS samples are shown in the left and right panels
of Figure 9, respectively. Figure 9 shows that samples with different galaxy luminosity and
particle density limit form approximately parallel sequences, where the amplitude of the
correlation functions increases with the increase in the luminosity /density limit. For galaxy
samples, the amplitudes of the correlation functions are almost constant for low-luminosity
samples and rise for samples brighter than approximately M, = —20. The behavior of
ACDM model particle density selected correlation functions is different—with increasing
particle density threshold pp, the amplitudes rise continuously. The luminosity dependence
of the correlation functions is the principal factor of the biasing phenomenon, as shown by
Kaiser [65]. A further discussion of the correlation length is given in the following subsection.
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Figure 9. Correlation functions of galaxies, (7). (Left panel) shows ACDM model of box size
512 h~! Mpc for different particle selection limits. (Right panel) is for SDSS galaxies using five
luminosity thresholds [119].

5.3. Luminosity Dependence of the Correlation Length

The dependence of the correlation length on the size and luminosity of samples was
the main object of early analyses by Pietronero [10], Pietronero et al. [91], and Davis [96].
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Pietronero et al. [91] defended the view that the correlation length increases with the size
of samples until very large scales, r # 1000 & ~! Mpc. Davis [96] argued that it remains
constant, rg & 5 h~! Mpc for all sample sizes. I use new analyses of the correlation length
to have a fresh view of the problem.

The data presented above allow calculating the correlation lengths of observed SDSS
samples and simulated Millennium and EAGLE samples. In Figure 10, I show the correla-
tion lengths, r¢, of the SDSS, EAGLE, and Millennium samples as functions of magnitude
M,.. We see that, for low and intermediate luminosities, all samples have correlation lengths
ro ~ 5 h~! Mpc, which rises to higher values for more luminous galaxies. The correlation
length r( has a rather similar luminosity dependence for all samples. The luminosity
dependence of the correlation functions is the principal factor of the biasing phenomenon,
as discussed by Kaiser [65].

T T T T T T T T T T T T T T T

® SDSS

141 s
r O EAGLE 1
L A Mil } |

0
-15 -16 -17 -18 -19 -20 221 -22 -23

Figure 10. Correlation length rq in 1~ Mpc of SDSS galaxies as a function of their absolute mag-
nitudes. For comparison, we also show the correlation lengths of the EAGLE and Millennium
simulations for various magnitude bins [119].

SDSS and Millennium samples have sizes 500 h~! Mpc, which is sufficiently large
to consider them as representative for the whole cosmic web. Our analysis shows that
correlation lengths of low and medium luminosity galaxies have the value g &~ 5 h~! Mpc,
as predicted by Davis [96], and contrary to the prediction by Pietronero et al. [91]. But notice
that the correlation length of the EAGLE sample at low luminosities, 7y ~ 4.5 h~! Mpc, is
smaller than for the SDSS and Millennium samples. This can be the sample volume effect
as discussed by Pietronero et al. [91], since the size of EAGLE samples is smaller than sizes
of SDSS and Millennium samples.

A significant aspect of luminosity dependence is the observation that the correlation length
remains nearly constant at low luminosities, M > —20.0. This phenomenon is evident in
the SDSS.19 and SDSS.18 observational samples; however, it cannot be extrapolated to lower
luminosities due to the lack of very faint galaxies in the luminosity-limited samples from SDSS.
In the galaxy samples from the EAGLE and Millennium models, a gradual decline in r with
decreasing luminosity can be tracked down to very faint galaxies, with M ~ —15.6 in the
EAGLE sample and M ~ —17.2 in the Millennium sample. Similar findings have been reported
by Norberg et al. [107] and Zehavi et al. [109], indicating that the correlation lengths of low
luminosity galaxies approach a specific limit as luminosity decreases. This trend suggests that
very faint galaxies tend to follow the spatial distribution of their brighter counterparts, implying
that faint galaxies often serve as satellites of more luminous galaxies.
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6. Fractal Analysis of the Cosmic Web

To describe fractal properties of the cosmic web, most authors applied the correlation
function and its derivatives, the structure function and the fractal dimension function.
In this section, I describe how these functions can be used to analyze fractal properties of
the cosmic web. In the fractal analysis, I use the same set of SDSS and model samples as
discussed in the previous section. Model and SDSS samples have almost identical volumes;
thus, the volume dependence of fractal properties is absent, and we see the luminosity
(particle density limit) dependence of samples.

The natural estimator to determine the two-point spatial correlation function is given
by the function Equation (6). Based on arguments discussed in Section 4.3, I use in the
following analysis the structure function,

g(r) =1+¢(), )
and its log-log gradient, the gradient function,

_ dlogg(r)
v(r) = “dlogr (8)

which I call the (r) function.
Martinez and Saar [79] defined the correlation dimension

D, =3+dlogg(r)/dlogr, 9

where ¢(r) is the average of the structure function,

$(r) =1/V /0 "g(rav. (10)

The parameter D; is related to the effective fractal dimension function D(r) of samples at
mean separation of galaxies at » [10,78],
For our study, I prefer to use the local value of the structure function to define its gradient:

D(r) =3+ (). (11)

Notice that the fractal dimension is defined for a range of scales ; thus, the definition (11)
is only an approximation of the true fractal dimension. Also notice that the (r) function
has the opposite sign compared to the parameter < in the correlation function, Equation (1).

In the previous section, we examined the correlation functions of our model along-
side the observed samples. Figure 11 illustrates the structure functions, represented as
g(r) = 14 ¢&(r), while Figure 12 depicts the fractal dimension functions, denoted as
D(r) = 3+ y(r). Notably, the last figure clearly indicates that the fractal dimension function
features two distinct regions, with a transition occurring at a separation of approximately
r ~ 3 h~! Mpc. This phenomenon has been previously identified by Zeldovich et al. [98]
and Zehavi et al. [129]. In the case of smaller mutual separations 7, the correlation function
effectively describes the distribution of matter within dark matter halos, whereas, at larger
separations, it pertains to the distribution of the halos themselves.
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Figure 11. The structural functions are defined as g(¥) = 1+ {(r). The positioning of the panels
remains consistent with what is illustrated in Figure 9 [119].
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Figure 12. The fractal dimension functions are expressed as D(r) = 3 + (7). The positioning of
the panels corresponds to that depicted in Figure 9. Error values are provided for a selection of
representative samples [119].

The fractal dimension function is a crucial concept in understanding the geometric
properties of complex structures in cosmology, particularly in analyzing the distribution of
particles in the Universe. In the context of ACDM (Lambda Cold Dark Matter) samples,
this function provides insights into how matter is distributed on various scales. The pa-
rameter pg represents a particle density limit, which is essential when selecting particles
for analysis. By adjusting this limit, researchers can examine how different densities affect
the fractal characteristics of the sample. The left panel of Figure 12 illustrates that the
fractal dimension function for the ACDM samples is influenced by the particle density
threshold, py, employed in the selection of particles for the sample. All ACDM samples
exhibit a uniform gradient function value of 7(0.5) = —1.5 at a distance of r = 0.5 1~ Mpc,
corresponding to a local fractal dimension of D(0.5) = 1.5. At approximately 2 h~! Mpc,
the gradients reach a minimum that varies according to the particle density limit py of
the samples. The observed minimum in the gradients at around 2 ! Mpc suggests a
transition in the distribution of particles. This may imply that there are significant changes
in the spatial arrangement of matter at this scale, reflecting the complexities of cosmic
structures. After this point, the increase in the fractal dimension function signifies a return
to a more regular distribution, culminating in the expected maximum value of D(100) = 3.0
at the largest distances. This value signifies a uniform and isotropic distribution of matter,
consistent with the assumptions of the ACDM model at cosmological scales.

The equivalent values of the fractal dimension functions at » = 0.5 Mpc, succeeded by
a minimum around r ~ 2 h~! Mpc, can be attributed to the internal structure of dark matter
(DM) halos. The extent of this minimum is influenced by the particle density threshold py.
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Notably, DM halos exhibit nearly uniform density profiles, which can be characterized by
both the Navarro-Frenk-White (NFW) profile [130] and the Einasto profile [13]:

o(a) = poexp(—(a/a)'/N). (12)

In this context, pg represents the central density, while a denotes the semi-major axis of
the equidensity ellipsoid. The characteristic radius is indicated by a., and N serves as a
structural parameter that allows for variations in the density profile’s shape. Research by
Wang et al. [131] demonstrated that the density profiles of halos across a diverse range
of masses exhibit a consistent shape parameter value of « = 1/N = 0.16, maintaining a
similar form throughout a broad spectrum of halo masses. At the outer boundary of the
halo, the gradient transitions to dlog p/dlogr = —3.0. It is important to highlight that the
depth of the minimum in the ACDM model sample aligns with the local value of the ()
function; thus, interpreting this as the fractal dimension D(r) may not be entirely accurate.

Following the minimum observed at higher separation values 7, the distribution of
dark matter (DM) particles within filaments outside the halos becomes predominant. This
shift contributes to an increase in the fractal dimension function. As illustrated in Figure 12
and Figure 2 of Zehavi et al. [129], the transition from individual DM halos to the broader
cosmic web occurs at approximately r ~ 2 h~! Mpc, which aligns well with the typical
scales of DM halos. Thus, we can conclude that the correlation functions of ACDM models
uniquely characterize the internal structure of DM halos, as well as the fractal dimensional
properties of the entire cosmic web.

Figure 12 illustrates that the fractal dimension functions of SDSS galaxy samples closely
resemble those of the ACDM sample, albeit with significantly greater scatter observed at
small separations. The minor discrepancies in shape indicate that the internal structures
of dark matter (DM) halos in the ACDM models are distinct from those found in actual
and simulated galaxy clusters. In the ACDM model samples, all DM particles with density
values p > pg are included, allowing for a comprehensive view of the density profile of the
halos extending to their outer edges. Conversely, in real galaxy samples, only galaxies that
exceed the selection threshold in brightness are represented. Consequently, in the most
luminous galaxy samples, it is common for only one or a few of the brightest galaxies to
fall within the observable range, leaving the true internal structures of the clusters, up to
their outer boundaries, obscured.

7. Comparing Angular and Spatial Distributions of Galaxies

Redshifts are known to be influenced by the local movements of galaxies within clus-
ters, a phenomenon referred to as the Finger-of-God (FoG) effect. Additionally, galaxies
and clusters tend to move towards gravitational attractors, as described by the Kaiser ef-
fect [105]. To mitigate the impact of the Kaiser effect when computing correlation functions,
Davis and Peebles [106] recommended utilizing galaxy position and velocity data inde-
pendently, as detailed in Section 3.1. The inversion described in Equation (5) presupposes
that the spatial three-dimensional (3D) and projected two-dimensional (2D) density fields
exhibit statistical similarity. This premise has been widely accepted within the astronomical
community, and the application of Equations (4) and (5) for the calculation of 3D correlation
functions has become a standard practice.

A visual assessment of the 2D and 3D density fields, illustrated in Figures 3 and 8,
reveals significant distinctions between the two. The 3D density field is primarily charac-
terized by the filamentary structure of the cosmic web, while the 2D field exhibits a more
random distribution. Consequently, the accuracy of the standard method for calculating
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correlation functions (CFs) in this context remains uncertain. To establish the relationship
between the 2D and 3D CFs, it is essential to compare these functions using the same
dataset. The findings from this comparison have been documented by Einasto et al. [120]
and are presented in this work.

7.1. Relation Between 2D and 3D Correlation Functions

To compare 2D and 3D correlation functions, Einasto et al. [120] constructed the 2D
density fields on a 2048 grid by integrating the 3D field,

o(x,y) = /22 o(x,y,z)dz. (13)
Z1
In the next phase of their research, the authors segmented the cubic sample into n sequen-
tially arranged 2D sheets, each measuring Lo x Lo x L h~! Mpc. Here, L = L /n represents
the thickness of each individual sheet, while n takes values of 1, 2, 4, and so forth, up to
2048, indicating the total number of sheets created. For each value of 7, the authors com-
puted the 2D correlation functions (CFs) for all n sheets and subsequently determined the
average CF corresponding to each n.The sheet corresponding to 7 = 1 encompasses the
entire sample along the z-direction, with a thickness of L = Ly = 512 h1 Mpc. Forn = 2,
the thickness reduces to 512/2 = 256 h~1 Mpc, while for n = 2048, the thickness is
L = 512/2048 = 0.25 h~! Mpc. Through this methodology, the authors were able to
calculate 2D correlation functions across a variety of particle density thresholds py and
2D sample thickness L within the context of the ACDM model, as well as for different
magnitude limits derived from the Millennium sample referenced by Springel et al. [117].

Two-dimensional correlation functions (CFs) are influenced by two key parameters:
the thickness of the sheets, defined as L = 512/n h~! Mpc, and the particle density thresh-
old for ACDM samples, denoted as p, or the magnitude limit M, for Millennium samples.
The analysis reveals that the 2D CFs exhibit a luminosity dependence that closely mirrors
that of 3D CFs. This indicates that the correlation functions of 2D samples retain the
luminosity dependence characteristic of their 3D counterparts. As luminosity increases,
the amplitude of the correlation functions also rises, illustrating the well-established biasing
effect described by Kaiser [65].

In our study, a key aspect is the relationship between the thickness of the samples and
the 2D correlation functions. Figure 13 illustrates these correlation functions for a fixed
particle density limit of pg = 10 in LCDM.10 samples, as well as for Millennium samples
Mill.20.5 with a luminosity threshold of M, = —20.5. These limits roughly align with
L* galaxies. In Figure 13, we present the 2D correlation functions across various sample
thicknesses, represented as L = Ly/n K1 Mpc, with the number of sheets ranging from
n =1ton = 2048. The case with n = 1 reflects the total sample thickness of L = Lj and
exhibits the lowest amplitude. Conversely, the final case corresponds to the average 2D
correlation function of the thinnest sheets, each measuring L = 0.25 h~! Mpc. Notably,
the 2D correlation functions for the thinnest samples, where n = 2048, closely resemble the
3D correlation functions indicated by the dotted lines in Figure 13. This finding suggests
that the structural information regarding dark matter halos and the overall cosmic web is
comprehensively retained in the thin 2D correlation functions.
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Figure 13. (Left): The two-dimensional correlation functions (CFs) of the ACDM model are presented
with a particle density threshold of py = 10, analyzed across various thicknesses of 2D samples.
(Right): The two-dimensional CFs of the Millennium samples, constrained by a magnitude limit of
M, = —20.5, are displayed in real space. For our analysis, we define pair separations perpendicular to
the line of sight as 7, = V/(Ax)2 4 (Ay)2. The sample thicknesses are represented by the parameter
L. Different thicknesses of the 2D samples are denoted by lines of distinct colors. For reference, we
include dotted lines representing the three-dimensional functions for samples with the same density
threshold of pg = 10 and magnitude limit of M, = —20.5 [120].

The relationship between luminosity and correlation functions, as discussed in this and
the preceding section, is well established. This analysis reveals that the amplitudes of two-
dimensional correlation functions (2D CFs) are also affected by an additional parameter: the
sample thickness, denoted as L. The variation in the amplitudes of 2D CFs with respect to
sample thickness is a consequence of the spatial configuration of the cosmic web. This cosmic
web comprises galaxies arranged in a complex filamentary structure, leaving significant regions
of space unoccupied by galaxies. In projected views, clusters and filaments occupy these voids,
which varies with sample thickness. Consequently, the patterns of the cosmic web in two
dimensions differ qualitatively from those in three dimensions, with the disparity becoming
more pronounced as the thickness of the 2D sheets increases.

7.2. Fractal Analysis of the 2D Cosmic Web

In Figure 14, we illustrate the gradient functions for the ACDM model, utilizing a
particle density limit of pg = 10, alongside the Millennium samples constrained by a mag-
nitude limit of M, = —20.5. The analysis employs pair separations that are perpendicular
to the line of sight, defined as r, = /(A x)? 4 (Ay)?. The parameter representing the
thickness of the samples, denoted as L, is also incorporated. Different thicknesses of the 2D
samples are indicated by lines of varying colors. For comparative purposes, we include 3D
functions represented by dotted lines for samples with the same density and magnitude
limits of pg = 10 and M, = —20.5, respectively. Additionally, error bars are provided for
the 2D samples where n = 2048.

The comparison of the gradient functions of two-dimensional samples with the fractal
dimension functions of three-dimensional samples, as illustrated in Figure 12, indicates that
the fine structure information at small scales is largely retained in the two-dimensional sam-
ples derived from the ACDM model. Conversely, in the Millennium samples, the details
regarding the internal structure of clusters are diminished in the two-dimensional correla-
tion functions (CFs). At the luminosity threshold of M, = —20.5, the clusters are comprised
of only a limited number of bright galaxies. The amplitudes of the two-dimensional CFs
in the Millennium samples are relatively low, leading to the dominance of the first con-
stant term in the gradient function g(r) = 1+ §(r). As depicted in the right panel of
Figure 14, for thicker samples, the slope of the two-dimensional CF exhibits a gradual
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variation over an extensive range of separations, specifically for r, > 1 h~! Mpc. This be-
havior supports the established observation that the two-dimensional CF can be effectively
modeled using a simple power-law function, as demonstrated by Groth and Peebles [52],
Davis and Peebles [106], and Maddox et al. [53]. Additionally, Figure 14 illustrates that
the value of the two-dimensional gradient function is influenced by the thickness of the
samples. When the thickness ranges from 64 to 128h~! Mpc, the gradient achieves a value
of approximately (r) ~ —0.7 at shorter distances, smoothly approaching y(r) = 0 at
r =100 h~! Mpc. This finding aligns with the results reported by Groth and Peebles [52],
Davis and Peebles [106], and Maddox et al. [53] concerning the angular correlation function.
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Figure 14. (Left): Two-dimensional gradient functions of the ACDM model, utilizing a particle
density threshold of pg = 10, are presented for various thicknesses of 2D samples. (Right): Two-
dimensional gradient functions of Millennium samples, constrained by a magnitude limit of M, =
—20.5, are displayed in real space [120].

The previous examination of the correlation study conducted by Groth and Peebles [52]
and Peebles [54] revealed a flat profile of 2D correlation functions across an extensive separa-
tion range of 0.05 < r < 9 ! Mpc. This analysis suggests that the broad range observed is
primarily due to the 2D correlation functions’ insensitivity to the presence of halos (clusters),
rendering the actual structure at smaller separations undetectable. Additionally, the amplitude
of the 2D correlation functions plays a significant role. As illustrated in Figure 13, the ampli-
tude of the 2D correlation functions is notably lower than that of the 3D correlation functions,
which varies with the thickness of the 2D samples. According to Norberg et al. [107] and
Zehavi et al. [108], the correlation lengths for the faintest galaxies were measured at approx-
imately o ~ 4.5 h~! Mpc, a value interpreted as representative of 3D samples. Figure 13
suggests that for these faint galaxies, the actual amplitude of the 3D correlation functions is
greater, resulting in true 3D correlation lengths near 6 7! Mpc. This finding aligns closely
with our measurements of the correlation lengths of SDSS samples, as depicted in Figure 10.

8. Structure and Evolution of Cosmic Web from Combined Spatial and
Velocity Data

The correlation function used in the study of fractal properties of the cosmic web
uses only spatial data on the distribution of galaxies and dark matter. Modern numerical
simulations and observational data allow the use of all phase-space data—spatial positions
and velocities of particles and galaxies. In this section, I discuss the structure and evolution
of the cosmic web using full phase-space data. Such combined data are very useful to
study the hierarchy of the cosmic web in low-density regions—voids.
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8.1. Void Hierarchy

One aspect of the hierarchical structure of the cosmic web is the hierarchy of voids.
Already early studies showed that diameters of voids have a large scatter, from a few mega-
parsecs to hundred megaparsecs (Kirshner et al. [132], Pan et al. [133], Sutter et al. [134],
Nadathur and Hotchkiss [135]). Sheth and van de Weygaert [136] studied the formation
and evolution of voids, using numerical simulations of the evolution of the cosmic web.
The authors showed that voids have a remarkable hierarchical structure—voids are filled
with a complex web of tenuous filaments and low-mass haloes. During the evolution,
larger voids grow by the mergers of smaller voids, which is analogous to how massive
clusters form by merging less massive clusters and groups. Small voids, which are located
on overdensity regions, disappear as the overdensity collapses around them.

In their study, Aragon-Calvo and Szalay [137] conducted a thorough examination of
the hierarchical organization of cosmic voids through advanced numerical simulations.
The large-scale fluctuations responsible for the formation of voids encompass smaller
fluctuations that develop within regions resembling a locally low-density Universe. This
phenomenon is evident at every level within the void hierarchy, as subvoids themselves
harbor even smaller sub-subvoids, as illustrated in Figure 15. This observation highlights
the hierarchical nature of the cosmic web, where low-density filamentary structures on
smaller scales exhibit similarities to those on larger scales.

64 Mpc/h
y/odn 8

Figure 15. The hierarchy of structure within the cosmic web is illustrated in the provided visuals.
The left panel displays the density field across a narrow slice of a 64 1! Mpc simulation based on
the ACDM cosmology model. Meanwhile, the right panel focuses on a specific highlighted area
within that slice. The density field for this zoomed-in region was derived from a high-resolution
resimulation featuring Npart = 10243, centered in the void region [137].

Cosmic structures of varying scales can be analyzed by applying smoothing tech-
niques to density fields with different smoothing parameters. The original density field
retains all intricate details, while smoothing at a scale of 2 h~! Mpc emphasizes structures
characteristic of galaxy groups. In contrast, a smoothing scale of 4 h~! Mpc brings out
features such as the cores of superclusters and large voids. The top panels of Figure 16
illustrate the original density field at redshift z = 0 (left panel), alongside its smoothed
versions at 2 and 4 i~ Mpc (center and right panels, respectively). By comparing the
panels with different smoothing scales, we can observe the hierarchical arrangement of
filaments and voids. To capture the finer details of this cosmic web, the boundaries of voids
were identified using the SpineWeb method, which is depicted in the bottom panels of
Figure 16. The SpineWeb method, as described by Aragon-Calvo and Szalay [137], involves
calculating the density and velocity fields, along with their respective gradients.
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It is widely recognized that galaxies exclusively develop within dark matter halos,
as void regions lack sufficient density for galaxy formation. Figure 17 illustrates the
variations in the distribution of simulated galaxies (dark matter halos) alongside the density
and velocity fields. The top-left panel displays a slice of the density field, highlighting
halos within a 2 h~! Mpc thick section. These halos are situated in high-density areas of
the cosmic web, including filaments and clusters. The process of galaxy formation occurs
in two stages: initially, dark matter aggregates to form halos, followed by the emergence
of galaxies within these halos [121]. As depicted in Figure 17, halos containing galaxies
occupy only a minor portion of the overall spatial volume.
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Figure 16. (Top): Density field across a thin slice of the simulation box at z = 0 for three cases:
original field (left panel), after smoothing with 2 ht Mpc (central panel), and with 4 h1 Mpc (right
panel). (Bottom): Hierarchical cosmic web spine superimposed to its corresponding density field for
the bottom, middle, and top levels (left, central, and right panels, respectively) [137].

The velocity fields depicted in the top right and bottom panels of Figure 17 are
presented at smoothing scales of 4, 2, and 1 K1 Mpc, alongside the same halos illustrated
in the top left panel. This figure illustrates the hierarchy of voids nested within larger
voids, where the largest voids are subdivided into progressively smaller ones. The local
velocity fields in regions surrounding halos and voids exhibit significant differences. In halo
regions, the velocity field is characterized by turbulence, which facilitates the condensation
of matter into halos and subhalos. Conversely, at the larger smoothing scales of 4 and
2 1 Mpc, the velocity field surrounding the void halo is predominantly laminar and
directed toward the halos. At the smaller scale of 1 1~! Mpc, the velocity field approaches
the halo from multiple directions. It is important to note that this intricate structure
observed in low-density regions is composed of a sparse field of dark matter filaments and
baryonic gaseous matter.

8.2. Evolution of Galaxies in the Void Hierarchy

Most galaxy formation models successfully replicate a diverse array of observa-
tions and shed light on the physical processes taking place within halos as distinct en-
tities [121]. In reality, galaxies develop within the large-scale environment of the cos-
mic web. To comprehend how the cosmic environment influences galaxy characteristics,
Aragon Calvo et al. [138] introduced the Cosmic Web Detachment (CWD) model. This
model integrates multiple mechanisms that inhibit star formation and illustrates how
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galaxies acquire star-forming gas in their formative stages through a network of primordial

filaments, as outlined in the preceding section.

Figure 17. Dark matter haloes superimposed on the density and velocity fields. The (top-left panel)
shows a slice of the density field and all the FoF haloes closer than 1 1~! Mpc from the slice. The resid-
ual velocity field is shown at scales 4, 2, and 1 Bl Mpc in the (top-right), (bottom-left), and (bottom-
right panel), respectively. We show the same FoF haloes as in the density field slice [137].

The development and progression of hierarchical structures within the cosmic web
are illustrated in Figure 18. The upper panels depict the density and velocity fields of
the cosmic web at an early epoch, specifically at redshift z = 5, while the lower panels
represent the current epoch at z = 0. The left panels showcase density fields spanning
32 h~! Mpc, the central panels display the corresponding velocity fields, and the right
panels provide a cross section of these fields. During the early epoch, the velocity field
exhibits coherence, with star-forming cold gas being accreted through primordial coherent
filamentary streams. Star formation occurs in conjunction with the accretion of cold gas
and ceases once the gas supply is depleted. In contrast, at later epochs, the velocity field
surrounding halos—indicated by red and white circles—becomes highly chaotic.
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Figure 18. Coherent vs. chaotic velocity field around halos. For explanation see text [138].

9. Scale of Homogeneity

A key question in the fractal analysis of the cosmic web centers around the scale of
homogeneity, where opinions among various authors diverge significantly. The Anglo-
American school, as discussed in Section 3.1, has predominantly focused on utilizing only
2D data for their studies. According to the comprehensive findings of Maddox et al. [53],
the fractal nature of galaxy distribution appears to be applicable within the distance range
of 10 kpe < 7 < 10 h~! Mpc, exhibiting a fractal dimension of approximately D a 1.3. This
upper limit has been regarded as the scale of homogeneity.

The Italian School, as noted by Pietronero [10] and Sylos Labini et al. [93], established
that the fractal nature of galaxy distribution, characterized by a fractal dimension of ap-
proximately D ~ 1.7, holds true from small scales up to the most extensive scales examined
for visible matter. The most comprehensive samples studied by Sylos Labini et al. [93]
encompass radio galaxies and quasars, spanning a magnitude range of 12 < m < 28.

One method for determining the limit of a fractal structure involves calculating the
fractal dimension function from the gradient function, as outlined in Section 6. The ACDM
and SDSS fractal dimension functions, illustrated in Figure 12, converge towards the
limit of D = 3, at a distance of approximately r ~ 100 h~! Mpc, which represents just
1/5 of the sample size. Pan and Coles [139] examined the spatial distribution of IRAS
sources from the PSC catalog and derived fractal dimensions across two distance ranges:
20 < r < 50 h~!Mpcand r > 50 h~! Mpc. In the first range, the fractal dimension fluctu-
ated between 2.05 < D < 2.83, while in the second range, it remained constant at D = 3.0.
Sarkar et al. [140] applied multifractal analysis to assess the scale of homogeneity within
the range of 60 to 70 h~! Mpc, utilizing SDSS DR6 spectroscopic galaxy data. Furthermore,
Scrimgeour et al. [141] conducted a spectroscopic survey of blue galaxies within a cosmic
volume of approximately 14~! Gpc and established a lower limit for the fractal dimension
of Dy = 2.97 on scales ranging from about 80 1 ~! Mpc to ~300 h~! Mpc, with a confidence
level of 99.99 percent.

One approach to determining the scale of homogeneity is to examine the structures
of the largest astronomical objects, such as voids and superclusters. The recent catalog of
superclusters from the SDSS survey compiled by Liivamaégi et al. [126] includes objects
identified using both adaptive and fixed density thresholds. The largest superclusters reach
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sizes of up to 120 h~! Mpc for the primary galaxy superclusters and 200 4 ~! Mpc for the
LRG superclusters. Notably, the largest superclusters recorded in the Sankhyayan et al.
[41] catalog of SDSS superclusters also measure 200 1 ~! Mpc.

Independent insights into the structure of the cosmic web are derived from velocity
data. In their analysis, Courtois et al. [142] examined the velocity field utilizing cosmic flow
CF4 peculiar velocities. The research revealed that the bulk flow amplitude approaches zero
at greater distances, suggesting an increasing homogeneity of the Universe. Within a range
of 150 = Mpc, the measured bulk flow is 230 + 136 km/s. This indicates that the dynamic
scale of homogeneity has not yet been attained within the 200-300 7~ Mpc interval from the
observer, signifying that the local Universe continues to display notable fluctuations in mass
distribution and the dynamics of galaxy movements. Additionally, ref. [143] investigated
a sample of quasars from the SDSS survey, discovering that this sample deviates from
a random Poisson distribution. The authors concluded that the concept of a scale of
homogeneity is not applicable. Instead, homogeneity is achieved only asymptotically as the
observational scale increases, with no inherent characteristic scale in the Universe beyond
which it can be considered homogeneous. Nevertheless, at scales exceeding 300 i ~! Mpc,
the distribution of quasars approaches that of a homogeneous sample.

10. Summary and Outlook

The cosmic web is a complex geometric pattern. One of the aspects of the structure
of the cosmic web is its fractal nature, which was recognized already in the introduction
of the fractal concept by Mandelbrot [1,72]. In this review, I discussed various aspects of
fractal properties of the cosmic web from an observational point of view. Our discussion
can be summarized in following points.

Fractal properties from two-dimensional data . The first application of the fractal
character of the distribution of galaxies was made by Soneira and Peebles [45] in the
construction of the angular distribution of galaxies in a fractal way to mimic the Shane and
Wirtanen [43] distribution of galaxies, as displayed in Figure 3. A deeper 2D distribution of
APM galaxies was expressed by Maddox et al. [53] by a power-law correlation function,
which has a constant slope —1.7 over the range of angular distances, 0.01 < 8 < 3 degrees.
This was interpreted as a hint that the power-law correlation function is valid in the range
of separations 10 kpc< r < 10 h~! Mpc [89].

Determining fractal dimension. As discussed in Section 4.3, Pietronero [10] noticed
that the correlation function is normalized to a Poissonian distribution and is forced to
vanish at large scales. For this reason, it is not suited for measuring large-scale homogene-
ity. To measure the fractal dimension, instead of the correlation function, its derivative,
the structure function, g(r) = 1+ ¢(r), and its log—log gradient, y(r) = 4108811) should be

dlogr ’
used. The fractal dimension can be found from the gradient as follows: D(r) = 3 + y(r).

In our analysis, we have used this definition of the fractal dimension.

Fractal properties from three-dimensional data. Essential fractal properties of the
cosmic web are displayed in the fractal dimension function, Figure 12. The analysis was
based on a ACDM model of size 512 h~! Mpc, and a SDSS sample of similar volume.
The fractal dimension function of both samples has two well separated regions: on small
separations, r < 3 h~! Mpc, the function characterizes the distribution of particles/galaxies
in halos, and on larger separations, it characterizes the distribution of particles/galaxies in
filaments. Fractal dimension functions depend on the magnitude (particle density) limits
of samples. The minimum of the dimension function at scale r ~ 2 h~! Mpc is deeper for
samples of luminous galaxies. However, the depth of the minimum of the fractal dimension
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function is exaggerated, since it is based on the local value of the gradient of the structure
function, g(r) = 1+ ¢(r).

The gradient function from 2D data, presented in Figure 14, depends on the depth
of the 2D sample. Very thin 2D samples behave similar to 3D samples. With increasing
thickness of the samples, the information on the distribution of particles/galaxies in halos
is gradually erased. This effect is very strong for SDSS and Millennium galaxy samples.
Analyses of the relation between 2D and 3D correlation functions, presented in Section 7,
shows that, in 2D distribution of galaxies, the information on the distribution of galaxies
in clusters has been erased, and the division of the correlation function into two regions,
halos and filaments, is not seen.

Fractal properties from velocity data. Velocity data yield essential additional infor-
mation on the structure of the cosmic web. The combination of spatial and velocity data
shows that the internal structure of voids is very complex. Inside voids there exist subvoids,
sub-subvoids, etc., and the fractal character of the dark matter distribution continues to
small scales.

Scale of homogeneity. Early 2D data emphasized that the fractal character of the
distribution of galaxies extends only to ~ 10 h~! Mpc and that, beyond this limit, the
distribution of galaxies is homogeneous. Later analyses have shown that the correlation
function ¢(r) is not suited to find the limit of the fractal nature of the galaxy distribution;
instead, the structure function g(r) = 1+ ¢(r) can be applied. The scale of homogeneity has
been studied by many authors, who found that the local Universe still has some fluctuations
in the distribution of galaxies on distance ~ 200 & ~! Mpc. Homogeneity is only achieved
asymptotically, as the scale of observation increases.

To conclude, we can say that the contemporary understanding of the fractal properties
of the Universe includes the best aspects of both the Anglo-American and Italian ap-
proaches.
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Abstract: This paper concludes a few fixed-point outcomes involving almost Matkowski
contraction-inequality of Pant type in a relational metric space. The findings established
here enhance, expand, consolidate and develop several noted outcomes. In order to argue
for our investigations, we construct some illustrative examples. We exploit our outcomes
to analyze the availability of a (unique) positive solution to certain singular fractional
differential equations.
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1. Introduction

Fractional-order derivatives offer several advantages over traditional integer-order
derivatives, particularly in modeling and control systems. The concept of FDEs remains
an expansion of the differential equations involving fractional-order derivatives. FDEs are
characterized recently due to their impressive development and accuracy to the realm of
fractional calculus. For a deep description of FDEs, we refer the works contained [1-5].
Zhou et al. [6] and Zhai and Hao [7] discussed the solvability of FDEs using fixed-point
theorems in partially ordered MS. On the other hand, Liang and Zhang [8] subsequently
investigated the unique positive solution for a three-point BVP of FDE. The singular three-
point BVP associated to FDEs were proved by Cabrera et al. [9] using order-theoretic fixed
point theorems. Karapinar et al. [10] employed fixed-point theorems for large contractions
to discuss the solvability to nonlinear fractional differential equations. Very recently,
Abdou [11] solved certain nonlinear FDEs using fixed-point theorems in orthogonal MS.

The classical fractional BVP with v as a dependent variable and 6 as an independent
variable is described as

—DPv(8) = h(e, v(6), DY v(8), D*2v(0), ..., D% v(e))

Fractal Fract. 2025, 9, 348 125 https://doi.org/10.3390/fractalfracto060348
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DIXr—1+ V(O) frnd 0/ (1)
m—2

D*-1y(1) = eiD*1v(4;),
j=1

The following definitions are used above:

e r=3,45,. . verifyingr—-1<p<r;
e I<m<m< - <ap o<, qjandr—3<a,_ 1 <p-—2
e DP refers the standard Riemann-Liouville derivative;
e neC([01] xR"; RT);
o ¢eERand0<d; <G < - <8yq <1lwith0< n'iz;lzejé'.’_“”_l <1
=

The BCP serves as the cornerstone of metrical fixed-point theory. In accordance to
this fundamental outcome, there is a contraction map on CMS. This finding also supplies
a technique to predicate this (unique) fixed point. The vast majority of existing research
contains a lot of generalizations of the BCP. ®-contraction is a straightforward expanded
contraction that was derived from conventional contraction by supplementing by the
Lipschitz constant with a proper auxiliary function ® : R — R*. Browder [12] established
a first fixed-point finding under ®-contractions. Subsequently, Matkowski [13] expanded
the Browder fixed-point finding incorporating the concept of comparison functions.

Quite recently, Pant [14] expanded BCP by investigating the following non-unique
fixed point finding.

Theorem 1. Let P be a self-map CMS (V,®). If 3 B € [0,1) with
@(Pz, Pw) < B-@(z,w), Vz,we Vuwith|z# P(z)orw# P(w)],
then, P owns a fixed point.

A generalization of Theorem 1 for ®-contraction was subsequently proven by Pant [15].

In 2015, Alam and Imdad [16] established one more interesting and core variant of BCP
with endowing an arbitrary BR on underlying MS wherein the contraction map preserves
the given BR. During the foregoing decades, various researchers have sharpened and
improved the relation-theoretic contraction principle, e.g., [17-20]. In the same continuation,
a few authors investigated such types of outcomes in solving some typical fractional
differential equations (cf. [21,22]).

The idea of “almost contraction” was invented by Berinde [23], in 2004, as follows:

Definition 1 ([23]). A self-map P on an MS (V,®) is referred as an almost contraction if 3
B e (0,1)and ¢ € RT with

@(Pz,Pw) <B-@(zw)+ L -@(w,Pz), Yzwe V.
The above condition, by symmetry of @, is equivalent to
@(Pz,Pw) < B-@(z,w) +£-@(z,Pw), Yz,we V.

Theorem 2 ([23]). Every almost contraction on a CMS enjoys a fixed point.
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The following subclass of almost contraction was established by Babu et al. [24] to
investigate a uniqueness theorem associated with Theorem 2.

Definition 2 ([24]). A self-map P on an MS (V, ®) is referred to as a strict almost contraction if
3B €(0,1)and ¢ € RT with

@(Pz,Pw) < B-@(z,w)+ (- -min{@(z,Pz),@(w, Pw),@(z, Pw),@(w, Pz)}, VzweV.
Theorem 3 ([24]). Every strict almost contraction on a CMS enjoys a unique fixed point.

Berinde and Pacurar [25] proved continuity of almost contractions on a fixed-point set.
Furthermore, Berinde [26] investigated some fixed-point findings for almost Matkowski
contractions. Turinici [27] presented the nonlinear formulation of almost contraction maps
and employed the same to enhance Theorem 2 (see also Alfuraidan et al. [28]). Recently,
Khan [29], Filali et al. [30] and Alshaban et al. [31] investigated some fixed-point findings
under almost contractions in the context of relational MS.

In the following lines, we summarize two certain families of control functions utilizing
in the concept of ®-contractions.

Definition 3 ([32]). A monotonic increasing function ® : Rt — R™ is termed as comparison
function if
: n — +
lim @"(p) =0, VpeR\{0}.
Definition 4 ([32]). A monotonic increasing function ® : RT™ — R is termed as comparison
function if

i ®"(p) < oo, VpecRM\{0}.
n=1

Obviously, each (c)-comparison function is a comparison function.

Remark 1. Every comparison function ® satisfies the following properties:

(i) ®(p) <p ¥VpeR\{0};
(i) lim ®(t) = ®(0) = 0.
t—0+t

In the continuation, I' will denote the collection of comparison functions and () will
denote the collection of functions ¢ : R — R verifying lim+ o(t) = 0(0) = 0. The class
t—

Q) presented was suggested by Turinici [27] and improved by Alfuraidan et al. [28].

In the present article, we expand the recent fixed-point findings of Alshaban et al. [31]
from (c)-comparison functions to comparison functions. Indeed, the resultant contraction-
inequality subsumes the earlier contraction conditions: Matkowski contraction, almost
contraction, relational contraction and Pant contraction. In the process, we prove the
assessments on fixed-points in a relational MS. Nonlinear contractions usually require a
transitivity condition on underlying BR in order to ensure the existence of a fixed-point.
Due to the restrictive nature of a transitivity requirement, we adopt an optimum condition
of transitivity (locally P-transitive). For illustration of our outcomes, we constructed two
instances. We deduce a number of classical fixed-point assessments, especially owing
to Matkowski [13], Pant [15], Arif et al. [19], Babu et al. [24], Berinde [26], Turinici [27],
Khan [29], Filali et al. [30] and similar others. To depict our findings, we evaluate a (unique)
positive solution of a BVP concerning a singular FDE.
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2. Preliminaries

On aset V, by a BR S, we mean any subset of V2. In keeping with the aforementioned
definitions, Visaset, P : V= Visamap, Sisa BRon V, and @ is a metric on V. We
say that

Definition 5 ([16]). Two elements z,w € V are S-comparative and denoted by [z,w] € S, if
(z,w) € Sor(w,z) €8S.

Definition 6 ([33]). The BRS™! := {(z,w) € V?: (w,z) € S} is the inverse of S.
Definition 7 ([33]). The BR S° := S U S~ is the symmetric closure of S.
Proposition 1 ([16]). (z,w) € S° <= [z, w] € S.

Proof. The observation is straightforward as

(z,w) € 8° z,w) €SUS™!

(z,w
(z,w) € Sor (z,w) € S7!
(z,w) € Sor (w,z) €S
[z,w] € S.

S

O
Definition 8 ([16]). A sequence {zn} C V satisfying (zn, zn41) € S, V n € N is S-preserving.

Definition 9 ([16]). S is w-self-closed if for every convergent and S-preserving sequence of V, 3
subsequence where the terms of this subsequence are S-comparative with the limit.

Definition 10 ([16]). S is P-closed if (Pz Pw) € S, for every (z,w) € S.
Proposition 2 ([18]). S is P -closed if it is P-closed.

Definition 11 ([34]). A subset W C 'V S-directed if every pair u,w € W admits an element
ve Vuwith (u,v) € Sand (w,v) € S.

Definition 12 ([17]). (V, ®@) is S-complete if each Cauchy and S-preserving sequence in V converges.

Definition 13 ([17]). P is S-continuous if for each z € V and for any S-preserving sequence
{zn} C V, we have
PR P(zn) 2, P(z2).

Definition 14 ([33]). A BR, on a subset W C 'V, defined by
Slw := SNW?
is the restriction of S on W.

Definition 15 ([18]). S is locally P-transitive if for each S-preserving sequence {wy, } C P (V)
(with range-set W = {wp, : n € N}), S| is transitive.

In response to the symmetric axiom of @, we constitute the forthcoming claims.
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Proposition 3. If ® € I'and ¢ € ), then two contraction-inequalities mentioned below are equivalent:
(i) @(Pz,Pw) < ®(@(z,w)) + min{o(@(w, Pz2)),0(@(z,Pw))},

Y (z,w) € Swith [z # P(z) or w # P(w)];
(i) @(Pz,Pw) < ®(@(z,w)) + min{o(@(w, Pz2)),0(@(z, Pw))},

V [z, w] € Swith [z # P(z) or w # P(w)].

Proposition 4. If ® € I'and ¢ € Q), then two contraction-inequalities mentioned below are equivalent:

(i) @(Pz,Pw) < ®(@(zw))+min{o(@(w, Pz)),0(@(z, Pw)),0(@(z,Pz)),0(@(w, Pw))},
YV (zw) €S;

(ii) @(Pz,Pw) < ®(@(z w))+min{o(@(w, Pz)),0(@(z, Pw)),0(@(z,Pz)),0(@(w,Pw))},
Y[z w] €S.

3. Main Results

Hereby, we disclose the fixed-point findings in the structure of relational MS.

Theorem 4. Assuming (V,®) is a MS comprising a BR S and P : V. — V is a map. Moreover,
the following hold:

(a) (V,®@) is S-complete MS;

(b) Tz € Vwith (ZO, 7320) €S,

(c) S is P-closed and locally P-transitive;
(d) P is S-continuous or S is @-self-closed;
(e) ID eTando € Qsatisfy

@(Pz,Pw) < ®(@(z,w)) + min{o(@(w, Pz)),0(@(z, Pw))},
Y (z,w) € Swith [z # P(z) or w # P(w)].
Then, P owns a fixed point.

Proof. The task will be finished in the following stages:
Step—1. Define the following sequence {z,} C V:

zn = P"(z0) = P(zn-1), VneN. ()

Step—2. We will show that the sequence {z,} is S-preserving. Utilizing (b), P-closedness of
S and Proposition 2, we conclude

(PHZ(), ’Pn+120) €S
which on utilizing (2) becomes
(zn,zny1) €S, VneN. 3)

Step-3. Define @, := @(zpn,zpy1). If for some p € Ny with @p = 0, then from (2), we
conclude that w, = w11 = P(wp); so w), € Fix(P) and so, we are finished. Unless we
have @, > 0,V n € Ny, so that we move to Step—4.

Step—4. We will show that the sequence {z,} is Cauchy. For each n € Ny, we conclude that
Zp—1 # zn. By (e) and (2), we find

@(zn,zn11) < P(@(20-1,2n)) + 0(@(2n, Pzn-1)) = P(@(2n-1,2n)) + 0(0),
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ie.,
@n < O(@p-1), YneN.

Using monotonicity of ®, last relation reduces to
@ < P"(wy), VneN. 4)
Applying n — oo in (4) and using axiom (ii) of ®, we conclude

lim @, = 0. )

n—o0
Choose ¢ > 0. Then by (5), we can determine n € Ny, verifying
@n < € —P(¢). (6)

Next, we will show that {z,} is Cauchy. Due to the monotonic property of ®, (4) and
(6), we attain

(O(ZHI Zn+2) < CO(ZH, Zn+1) + C’D(Zn.,.], Zn+2) = @n + @y41
< @On+P(@n) <e—D(e) + D(e — D(e))
< e—P(e)+P(e) =¢

so that
(O(Zn/ Zn+2) <& (7)

In lieu of (2), {zn} C P(V). Now, (3) and the locally P-transitivity of S yield that
(zn,zn+2) € S. Hence, applying assumption (¢), we conclude that

@(zn,Zn+1) = @(Pzn, Pzns2) < @(@(2n,2n42)),
which, making use of (7) and by monotonic property of ®, reduces to
@(zn,zns1) < P(e). ®)
Using triangular inequality, (6) and (8), we conclude

@(an Zn+3) < @n+ @(Zn+1r Zn+3)
< e—D(e)+P(e) =

Using induction, we find
a)(zn,zmp) <eg VpeN

Thus, {z,} is Cauchy and S-preserving. By condition (a), 3 z* € V with z, — z*.
Step—5. We will confirm that z* is a fixed-point of P. By (d), if P remains S-continuous,
then the S-preserving property of the sequence {z,} and the fact z, L yield that

Zni1 = Plzn) == P(z")

*

implying thereby, P(z*) = z*.
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If S remains @-self-closed, then {z,} admits a subsequence {z,, } ensuring [z, ,2z*] €
S, V k € N. Define oy, := @(z*,z,). If P(z*) = z*, then we are finished. If P(z*) # z*, then
by condition (e), Proposition 3 and [z, z*] € S, we obtain

@(zp41,PZ") = @(Pzn,Pz")

D(@(zp,,z")) + min{o(@(z*, Pzp,)), @(zn,, Pz") }
D (0, ) + min{o(0y,+1), @(zn, Pz*) }. ©)

IN

Now, zp, Ly implies that oy, R;Jr> 0", whenever k — . Letting k — o0 in (9) and
using Remark 1 and the property of (), we find

lim @(zp 41, P2") < lim ®(op,) + min{ lim ¢(0p, +1), lim (D(znk,Pz*)}
k—o00 k—oc0 k—o00 k—oc0

= tlirgl+ D(1) —|—rr11r1{t1i1(1)1+ Q(t),}};n;ow(znk,Pz )}
=0
or, Zp, 11 25 P(z*) implying P(z*) = z*. Thus, z* is a fixed point of P. []
Theorem 5. Along with the conditions (a)—(d) of Theorem 4, if
(f) P ecTlandoc Quith
@(Pz,Pw) < @(@(zw))+min{e(@(w,Pz)),0(@(z, Pw)),o(@(z P2)),o(@(w, Pw))},
V(zw) €S

and
(g)  P(V)is S°-directed,
then P enjoys a unique fixed point.

Proof. If (f) is valid, then (e) of Theorem 4 is valid. Employing Theorem 4, select two
fixed points z,w of P, i.e.,

Pz) =zand P*(w) =w, Vnel (10)

As z,w € P(V), by condition (g), 3v € V with [z,v] € S and [w,v] € S. The
‘P-closedness of S along with Proposition 2 yields that

[P"'z,P™] €S and [P"w,P™] €S, Vnel (11)
Define ¢, := @(P"z, P"v). We will reveal that
: _ . n n _
1}1—130 ¢n = I}l_r)r;o(D(P z,P) = 0. (12)

Using (10), (11), condition (f) and Proposition 4, we attain

cD(PnHz, P”HV) < ®(@(P"z, P")) + min{o(@(P"v, Pnﬂz)),g(w(P”z, P“HV)),
o(@(P"z, P"*2)),0(@(P™, P"1V))},
D (@(P"z, PV)), as @(P"z, P"1z) = @(z,2) = 0
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ie.,
¢ni1 < P(¢n). (13)

If there is some ng € N for which ¢, = 0, then we conclude that P™(z) = P (v).
This implies that P0*1(z) = Ptl(v). Thus, we find ¢, 11 = 0. Using induction, we
obtain ¢, = 0, V n > ny, so that I}l_r}r; ¢n = 0. If p > 0, V n € N, then by monotonic
property @, (13) gives rise

Pni1 < P(gn) < P (1) < - < D(g1)
so that

Pnr1 < O (¢1).

Letting n — oo in last relation and by a characteristic of ®, we attain
. < 1 n _
lim ¢n1 < lim ®"(g;) = 0.
Thus, (12) is proved. Likewise, we can find that

lim @(P"w, P"v) = 0. (14)

n—oo

By (12) and (14), we obtain
@(z,w) = @(P"z,P"w) < @(P"z, P"v) + @(P"w,P"v) -0 as n— oo
so z = w. The conclusion has thus been arrived. [

4. Consequences

In the following portion, we will implement our outcomes to figure out various known
fixed-point findings.

Particularly, for ®(p) = B - p (where B € (0,1)) and o(p) = ¢-p (Where £ € RT),
Theorem 4 deduces the following outcome. However, in this case, the the condition of
locally P-transitivity can be relaxed.

Corollary 1 (Khan [29]). Assuming (V,®) is an MS comprisinga BR Sand P : V — Visa
map. Also,

(a) (V,@) is S-complete;

(b) Tz € Vwith (Zo, PZO) €S;

(c¢) Sis P-closed;

(d) P is S-continuous or S is w-self-closed;

() IB€(0,1)and ¢ € RT with

@(Pz,Pw) < B-@(z,w)+{-@(w,Pz), V(zw)eES.
Then, P owns a fixed point.

Under the restriction o(p) = £ - p (where ¢ € R™), Theorem 4 reduces to the following
finding.

Corollary 2 (Filali et al. [30]). Assuming (V,®) is an MS comprisinga BR S and P : V — V
is a map. Also,
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(@) (V,w) is S-complete;

(b) Tz € Vwith (Zo, PZO) €Ss;

(c)  Sis locally P-transitive and P-closed;
(d) P is S-continuous or S is @-self-closed;
() I® ecTandl e R, verifying

@(Pz, Pw) < ®(@(z,w)) + £ - min{w@(w, Pz),@(z, Pw)}, V(zw)E€S.
Then, P owns a fixed point.
If we take o(p) = 0 for all £ € R* in Theorem 4, then we find the following result.

Corollary 3 (Arif et al. [19]). Assuming (V, @) is an MS comprised witha BR S and P : V. — V
is a map. Also,

(a) (V,@) is S-complete;

(b) dzy e Vwith (20, 'PZ()) €S;

(c)  Sislocally P-transitive and P-closed;
(d) P is S-continuous or S is @-self-closed;
(e) P eI with

@(Pz, Pw) < ®(@(z,w)), VY (zw)ES.
Then, P owns a fixed point.
Under universal relation S = V2, Theorem 4 deduces the following outcomes.

Corollary 4 (Turinici [27]). Assuming (V,@)isa CMSand P : V — Visamap. If3p € [0,1)
and ¢ € O, verifying

@(Pz,Pw) < B-@(z,w))+o(@(w,Pz)), VzweV,
then, P owns a fixed point.

Corollary 5 (Berinde [26]). Assuming (V,@)isa CMSand P : V — Visamap. f 3P €T
and { € RT, verifying

@(Pz,Pw) < P(@(z,w))+ L -w@(w,Pz), YzzweV,
then, P owns a fixed point.

Corollary 6 (Pant [15]). Assuming (V,@)isa CMSand P : V — Visamap. If 3® €T,
verifying

@(Pz,Pw) < ®(w(z,w)), Vzwe Vuwith|z# P(z) orw# P(w)],
then, P owns a fixed point.

Under universal relation S = V2, Theorem 5 deduces the following outcomes.
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Corollary 7 (Babu et al. [24]). Assume that (V, @) is a CMS comprisinga BR Sand P : V. — V
isamap. If 3B €[0,1) and £ € RT, verifying

@(Pz,Pw) < B-@(z,w)+{ min{@(w, Pz),@(z, Pw),@(z,Pz),@(w,Pw)}, Vzzwe V,
then, P owns a unique fixed point.

Corollary 8 (Matkowski [13]). Assume that (V,®@) isa CMS and P : V — V is a map. If 3
O T, verifying

@(Pz,Pw) < ®(w(z,w)), Vzwe,
then, P owns a unique fixed point.

5. Illustrative Examples

A number of examples concerning the Theorems 4 and 5 are offered in this part.

Example 1. Consider V.= R* under Euclidean metric @ anda BR S := {(z, w) € V2 : z—w >
0}. Define the map P : V. — V by P(z) = 3%7. Clearly, the BR S is locally P-transitive, the MS
(V,®@) is S-complete and P is S-continuous.

Let (z,w) € S; then we attain z— w > 0 and so,

zZ— W

PE=P = e

>0,

which concludes that (Pz, Pw) € S so that S is P-closed.
Define ® € T and ¢ € Q by ®(t) = 55 and ¢(t) = In(1+t). Now, for all (z,w) € S,

we have
z w Z—w
() ., = — g
(P2 Pw) z+1 W—i—l‘ ’1+z+w—|—zw
zZ—w @(z,w)

s 1+ (z—w) - 1+ w@(z,w)
®(@(z,w)) + min{o(@(w, Pz)), ¢(@(z,Pw)), o(@(z Pz)), o(@(w, Pw))}.

IN

It demonstrates that the arqument (f) of Theorem 5 is confirmed. Also, zy = 1 satisfies
the condition (b). Finally, P(V) is S°-directed since for every pair z,w € P(V), the element
u:= (z+ w)/2 satisfies [z,u| € S and [w, u] € S. Therefore, all the assumptions of Theorem 5
hold and hence P owns a unique fixed point, z = 0.

In above example @ is not a (c)-comparison function. Therefore this example cannot
be covered by corresponding theorems of Alshaban et al. [31]. This reveals that our results
are more advantageous compared to the findings of Alshaban et al. [31].

Example 2. Consider V = [0, 1] under Euclidean metric @ and BR' S = R x Q. Clearly, (V, @)
is S-complete MS. Let P be the identity map on V. Then, S is P-closed and P is S-continuous.

Fix B € [0,1) and define ® € T and o € Q with ®(t) = pt and o(t) = t — Bt. For every
(z,w) € S, the contraction-inequality of Theorem 4 is verified. In the same way, all the assertions
of Theorem 4 hold; henceforth P owns a fixed point. In this example, Fix(P) = [0,1] and hence
Theorem 5 cannot be applied.
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6. Applications to Fractional Differential Equations

Consider the singular fractional BVP mentioned below

(15)

DP, v(6) +7(0,v(0)) =0, Vo€ (0,1),
v(0) = v/(0) = v'(0) =0, v'(1) = qv"(9),

in conjunction with the following presumptions:
e 3<p<4

o 0<o<1;

e 0<gP3<;

e 7:[0,1] x RT — R™ is continuous;

*  Thretains singular at f = 0, indicating that lim 7(6,-) = co.
0—0+

Certainly, the BVP (15) is transformed into an integral equation given below:

qoP~"
(p—1)(p—2)(1 —gop3

1 1
v(0) :/0 G(0, T)h(T, v(T))dT + )/0 H(d, T)h(T, v(T))dT (16)

whereas Green function is

(9"*1(17T)'°’37(97T)p’1 0<T<0<1
GO,T) =1{ o1 ? -

P~1(1-1)
O Osbsr=l
9°G (60
and its second derivative H(0, 7) := % becomes

(P=1(p=2) 3 -3 _ _3
o) 4 T AP (-], 0<T<o<T,
; ng 3(1—1)P3, 0<o<t<l.

I'(-) and B(-, -) denote the gamma and beta functions, respectively. Inspired by [8,9],
we will compute a (unique) positive solution of (15).

Proposition 5 ([9]). If G and H are described as above, then the following hold:
e G(6,1)=0;

e G(8,t)>0and H(6,T) > 0;

* G and H are continuous;

° 2 .
Oiggljb (6, 0)dT = Gty

. 5P 73 (p—1)(1-4)
fo H(5,7)dt = 5) )

Lemma 1. Ifp € (0,1), then
' G0, 1) rdr = (s 2)— (1 p,p))
su ,T)T PdT = —— —po,p—2)— —0,p)).
Oggzl ; (o) B(l—p B(l—p

Proof. Observe that
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1 0 1
/ G0, 1)t Pdt = / G(6, T)T*pdT—F/ G(0,t)T Pdt
0 0 0

eI —)P 3 — (0 —1)Pt 1gp=1(1—7)p3 _

_/0 (o) T Pdr—i—/e WI’ Pdt

Crter i1 —1)P3 0 (0—1)p1 _

_/0 I'(p) ‘ pdT_/o o) e
prl 1 A 1 0 L

:W/O (1-1)P 31 pdT_@/o (0 —7)P 1t rdr

- E,B(l —p,p—2) — LN, (17)
I'(p) I'(p)

where

N= [0 terar= (1= D) et =t [[(1- T (5) Poar

Using the transformation v = /6 (hence 6dv = d7), the above integral gives rise
0
R — 99—P/ (1— )P o Pdo = 01 PB(1 — p, p). (18)
0

From (17) and (18), we conclude

1 L gr—1 grP—F
/0 G(6,7)t Pdr = Wﬁ(l —pp—2)— W'B(l —0,p)-

Define
F(G) - 13(1 _If(););) — 2) prl . ﬁ(lrzpp)/ P) gP—p

Finally, / (0) being increasing on [0, 1] yields that

1 B 1
08;;1; A G(0,7)t Fdtr = 08;;1;/?(9) =r()= W[ﬁ(l —p,p—2)—B(1—p,p)l

O

Lemma 2. Ifp € (0,1), then
1 —1(p—
[ e myrar = P=gE= g - 2p - 2),

Proof. Observe that
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1 5 1
/ H(&,T)T*PdT:/ H((S,T)T*pdrnL/ H(s, T)Tt FPdT
0 0 5

= 0(5 (p=Dp-2) 11,)0(;)) —2) [(5‘”3(1 —T)P 3 (6 T)p*ﬂ T Pdt + /; (P=Dp=2) _11,)(23 ~2) P31 —1)P 3Pt
= 01 (p=Dp-2) _11,)5)'; ~2) P31 —1)P 3 Pdr — /05 (P=Dlp=2) 11,)(2[)) —2) (6 —T)P 3T Pdt
_k=Dk=2) _;)(Ef)’ —2) o3 /01(1 — )Pl Pdr
(P—D(p—2) f° 3 -
—W/O (6 —T)P 3t Pdr
_(P=D(P—=2) (P—D(p—2) f° 3
_W(SP 3ﬁ(17p'p72)7?p)/0 (6 — )P 37 Pdr,

Like the proof of Lemma 1, we attain

/01 H(s,7)t Pdt = W5P*35(1 -pp—2)

I'(p)
_ (pl{)(lgiz)gp_P_zﬁ(]_ —p,p— 2)
= W(5p3 _ §P*P*2)ﬁ(1 —po,p—2).

O

Remark 2. Define

= B(oP~3 —sP=r=2)
V'T(P)KH 1— por—3 )ﬁ(l_PfP—z)—ﬁ(l—p,p).

Lastly, we will prove the prime outcomes.

Theorem 6. Assume that the BVP (15) verifies above presumptions. Also, let 0 < p < 1 and
0°1(6, T) be continuous. If 3 A € (0,1/u] and ® € T with

71> >0and0<0<1=0<60h(0,11) —h(6, )] <ADP(Ty — ), (19)
then BVP (15) admits a unique solution.
Proof. On C[0, 1], equip the following metric:

@(v,w) = sup [v(0) = w(0)].

Let
V={veC[01]:v(6) >0}

On 'V, define a BR S and a self-map P given below:
S = {(v,w) € V2: v(0) < w(h), foreach § € [0,1]};

and
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1 qufl 1

(Pﬂ@):[;G@ﬂﬁﬂtvﬁﬁﬂ%—@_1xp_le_ww4)4 H(5, 7)h(, v(7))d.

(1) Clearly, (V,®) remains S-complete MS.

(b) Assume that 0 € V is a zero function. Then for each 6 € [0, 1], we conclude 0(0) <
(P0)(0) so that (0, P0) € S.

(c) Clearly S being transitive is locally P-transitive. Take (v, w) € S implying v(0) <
w(0), for every 6 € [0,1]. Hence, we conclude

e qoP—1 1
(Pﬂw)—ﬂ;GWJM@H&GMT+(p_nm_axl_wwﬁ)AIﬂ&ﬂﬂnvﬁ»m:

- /01 G(0, 1)t P1t°h(x, v(T))dT

i
e R

1
< / G(0, )t Pth(T, w(T))dT
0

+ 7
(p—1)(p—2)(1 —qop~3

] /01 H(S, )t Pt°h(T, v(T))dT

1
)/o H(6, 7)t PtPh(t, w(T))dT

— ["c,0n d P’ "1, d
_A(ﬂ,ﬂ(nwﬁ»T#Xp_nw_au_qﬁ4)élﬂ,ﬂ(Lwﬁ»T

= (Pw)(0)

yielding (Pv, Pw) € S. Therefore, S is P-closed.

(d) We will confirm that S is w-self-closed. Assume {v,} C V ensuring v, — v and
(Vn,Vat1) € S, Vn € N. Then, {v,(0)} (where 6 € [0,1], ) is increasing real se-
quence converging to v(6); thereby, to each n € N, we obtain v,,(0) < v(6). Thus,
(va,v) €S, VneN.

(f) For (v,w) € S, we have

@(Pv,Pw) = sup [(Pv)(0) = (Pw)(0)| = sup [(Pw)(6) — (Pv)(6)]

0<6<1 0<0<1

1
— sup U G(6,7)(h(t, w(T)) — h(T, v(7))) dt
0<0<1 L
q@p_l 1
+(p_1)(p_2)(1_q5p73)/0 H(8,7) (h(t, w(T)) — hi(T,0)(1))dT

< sup ' G0, )T Pt [h(t, w(T)) — h(T, v(T))]dT
0<6<17/0

q
T - Dp-2)1— )

1
< sup /0 G (6, 7) T PAD(w(T) — v(T))dT

/01 H(, t)t PP [h(T, w(T)) — h(T, v)(T)]dT

q
T -Dp-2)1 g

1
) A H(5, T)T PA@(w(1)) — v(T)dT.
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By the monotonic property of @, the above inequality becomes

1
@(Pv,Pw) < AD(@(v,w)) sup G(0,t)T Ffdt

0<6<070
TR a Ty e ) [ He D
1
— A®(@(v, w)) ngo /O G(6,7)T Pdt
TR h M 2
Using Lemmas 1 and 2, (21) reduces to
@(Py, Pw) A(@(4,w) | 15 (B = prp~2) = B = o)) + (o
L (P= ;)(f)p -2) (5p_3 3 5p—p—2):|

_ 2d(0(v, W) [r(lp)qm —o,p—2) = B(1—p,p))

g6 — 5 02)
(1= gor () PU PP 2)}
g(oP—3 — P02

= A®(w@ (v, w))p.

As 0 < A <1/, the above inequality reduces to
@(Pv,Pw) < AD(@(v, w))u < ®(@(v, w))
yielding thereby
@(Pz,Pw) < ®(@(zw)) +min{e(@(w, Pz)), o(@(z, Pw)), o(@(z,Pz)), o(@(w, Pw))},

for every arbitrary choice of ¢ € Q2.

(g) For every pair v,w € P(V), set u := max{v,w} € V. So, we find (v,u) € S and
(w,u) € S. Hence, P(V) is S°-directed.
Therefore, using Theorem 5, P owns a unique fixed point, which (owing to (16) and
(20)) solves (15). [

Theorem 7. Along-with the conditions of Theorem 6, BVP (15) admits a (unique) positive solution.

Proof. Applying Theorem 6, assume that @ € V serves as the unique solution of (15). Since
W € V, therefore, we attain @(6) > 0,V 6 € [0, 1]. It follows that the (unique) solution @
remains non-negative. We will prove that @ is positive, i.e., p(s) > 0, toeach s € (0,1). If
there is a some 6* € (0,1) such that @(6*) = 0, then using (16), we obtain

Arp%Y ! * 7 qe*p_l
D(6%) = /0 G(0%, T)h(T,®(T))dT + (_1)(p-2)(1_qor 3

1
] /0 H(6, t)h(t, x(T))dT = 0.
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As 1 is non-negative, owing to Proposition 5, the two terms involved in RHS are
non-negative. Thus, we conclude

so that
G(0*,t)h(t,w(7)) =0, ae. (1),

(22)
H(, T)h(Tt,@(7)) =0, ae (7).

Let ¥ > 0 be arbitrary. The singular property of 7 yields the existence of R > 0 with
h(t,0) > «,¥V 1 €[0,1]N(0,R). Now, we have

0,110 (0,R) C {t € [0,1] : h(z, D(7)) > «},

and
A([0,1] N (0,R)) >0,

where A is a Lebesque measure. Therefore, (22) implies that

G(6*,1) =0, ae. (1),
H(5,7) =0, ae. (1),

which contradicts the rationality of the functions G(6*,-) and H(J,-). This concludes
the proof. O

7. Conclusions and Future Directions

We have demonstrated the validity of fixed points and their uniqueness for a relation-
theoretic almost Matkowski contraction of Pant type. Our outcomes expanded and unified
a few known fixed-point findings. The contraction conditions in our investigations are
imposed to the comparative elements only. To corroborate these findings, we presented a
few examples. We also filled out an application to certain singular FDE to emphasize the
worth of the theory and the depth of our findings.

As some possible future works, the readers can generalize our outcomes in the follow-
ing ways:

1. To vary the features of auxiliary functions ® and ¢;
2. To enhance our findings over symmetric space, quasimetric space, cone MS, fuzzy

MS, etc., composed with a BR;

3. Toimprove our finding for two maps by investigating common fixed-point findings;
4. To apply our finding in the area of nonlinear integral equations instead of frac-
tional BVP.
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Notations and Abbreviations

The following acronyms and symbols were utilized in this assessment.

R* the set of non-negative real numbers
R the set of real numbers

N the set of natural numbers

BR binary relation

FDE fractional differential equation(s)
BCP Banach contraction principle
BVP boundary value problems

MS metric space

CMS complete metric space

RHS right hand side

iff if and only if

C(A;B) the collection of all continuous functions from a set A to a set B.
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Abstract: In this short note, we consider fractal interpolation in the Banach space V(1) of
convex Lipschitz functions defined on a compact interval I C R. To this end, we define
an appropriate iterated function system and exhibit the associated Read—Bajraktarevi¢
operator T. We derive conditions for which T becomes a Ratkotch contraction on a closed
subspace of V?(I), thus establishing the existence of fractal functions of class V¥(I). An
example illustrates the theoretical findings.

Keywords: iterated function system (IFS); fractal interpolation; Read-Bajraktarevi¢
operator; Rakotch contraction; convex Lipschitz function

1. Introduction

Over the last few decades, the theory of fractal interpolation has been employed suc-
cessfully to describe and model highly non-smooth functions naturally found in numerous
applied situations. One of the main purposes of fractal interpolation or approximation is to
describe intrinsically occurring complex geometric self-referential structures and to employ
approximants that are well suited to be adapted to these types of structures. Usually, the
approximants or interpolants belong to certain Banach spaces; see, for instance, reference [1]
for a discussion of these issues in a (slightly) more general setting.

Many results in fractal interpolation come from the use of the Banach fixed point
theorem, but recently, more general contraction-type results yielding a unique fixed point
have been studied. Cf., for instance, references [2-6] for an albeit incomplete list of recent
references. In [7], a review of such results is given in a convenient overall framework.

In this short note, we consider fractal interpolation in the Banach space of convex
Lipschitz function using Rakotch contractions. Convex Lipschitz functions were introduced
in [8] and play an important role in, for instance, optimization theory [9].

The organization of this paper is as follows. Section 2, introduces the fixed point
theorems that are used in the sequel. Fractal interpolation is briefly presented in Section 3,
and in Section 4, convex Lipschitz functions are introduced. In the final Section 5, the main
result, namely fractal interpolation in the Banach space of convex Lipschitz functions, is
discussed and the main theorem, namely the existence of fractal functions of class V?(I),
is proven.

Throughout this paper, the following notations are employed: N denotes the set
of positive integers; Ny is the set of non-negative integers; and N,, := {1,...,n} and
No,, :={0,1,...,n} are initial segments of N and Ny, respectively.
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2. Some Important Theorems in Fixed Point Theory

Undoubtedly, one of the most important theorems in fixed point theory is the Banach
contraction principle proven by Stefen Banach in 1922. The immense applicability of this
results lies in the existence of a unique fixed point of a contractive mapping f: X — X,
where (X, d) is a complete metric space. Numerous other contractive mappings have been
introduced and studied over the last few decades. For a comparison of these generalized
contractions, the interested reader may consult [10].

In this section, we introduce the Banach, the Rakotch, and the Matkowski fixed point
theorem, with the later two being a generalization of the first.

Definition 1. Let (X, d) be a complete metric space and let f : X — X be a map. If there exists a
B € [0,1) such that forall x,y € X,

d(f(x), f(y)) < pd(x,y), ey
then the map f is called a (d-)Banach contraction on X.

Theorem 1 (Banach Fixed Point Theorem). Assume that (X, d) is a complete metric space and
f X — X isacontractive map in the sense of (1). Then, f has a unique fixed point.

A more general contraction mapping is the following introduced in [11].

Definition 2 (Rakotch Contraction). Let ¢ : [0,00) — [0, 00) be a map such that for all t > 0,
we have 0 < §(t) < 1 and y(t) is non-increasing. If there exists a map f: X — X such
thatthen f is called a -Rakotch contraction or, when the map  is clear from the context, just a
Rakotch contraction.

Note that setting i = constant shows that every Banach contraction is a
Rakotch contraction.

In the following, we also use an equivalent definition of Rakotch contraction presented
in the theorem below. For a reference, see [4], p. 963.

Theorem 2 (Equivalent Definitions for Rakotch Contraction). Let (X, d) be a complete met-
ric space and f : X — X a map. Then, the following two definitions of Rakotch contractions
are equivalent:

1. (a) There exists a i : [0,00) — [0, 0);
(b) 0<y(t) <1,Vt>0;
(c) Y is non-increasing;
@ d(f(x), f(y)) < 9(d(x,y)d(xy) Yxy € X.
2. (a) There exists a non-decreasing T : (0,00) — (0, 00);
(b) T(t) <t Vt>0;

(c) The map @ is non-increasing, V't > 0;
d)  d(f(x), f(y)) < T(d(x,y)), Vx,y € X.

The next theorem whose proof can be found in [11] shows that a 1-Rakotch contraction
has a unique fixed point.

Theorem 3. Let (X, d) be a complete metric space and f : X — X a y-Rakotch contraction. Then,
f has a unique fixed point.
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Not every Banach contraction is a Rakotch contraction. The following example
demonstrates this (see, also, reference [4]). Let X := [0,00) and f:X — X be given
by f(x) == (1+ x)~!. Then, using the usual metric d on R restricted to X, one has

d(f(x), f(y)) = $(d(x,y) d(x,y),

where ¢(f) := (1+ t)fl. Hence, f is a Rakotch contraction but not a Banach (d-)contraction
on X C R.

Definition 3 (Matkowski Contraction [12]). Let ¢ : RT™ — R be a non-decreasing map such
that for all t > 0, we have lim ¢"(t) = 0. If the map f: X — X satisfies
n—oo

A(F(x), f(y)) < p(d(x,y)), for all x,y € X,

then fis called a ¢-Matkowski contraction or, when the map ¢ is clear from the context, just a
Matkowski contraction.

For Matkowski contractions, we have the following result (see, e.g., [13]).

Theorem 4. Let (X, d) be a complete metric space and f : X — X be a ¢p-Matkowski contraction.
Then, the following properties hold:

(i)  Forallt >0,¢(t) <t
(ii)  The map f is continuous;
(iii)  The map f has a unique fixed point.

3. Fractal Interpolation

In this section, we give a very brief and compact introduction to iterated function
systems, fractals, and fractal interpolation. The interested reader can find more details
about these concepts in [14-17] and the references given therein.

Let (X, d) be a complete metric. Let N > 1 be an integer and, for i € Ny, consider
Banach contractions f; : X — X. The collection {X; fi, ..., fx} is called an iterated function
system (IFS) on X. Further, the collection of all nonempty compact subsets of X is denoted by
H(X) and the Hausdorff-Pompeiu metric on #(X) is denoted by h,;, which are defined by

hy(A,B) = max{maxmind(x,y) , maxmind(x,y)}, VA,B € H(X).

xcA yeB yEB x€A

It is known that the completeness of (X, d) implies the completeness of (#(X), h;). Define
a set-valued mapping F : H(X) — H(X) by

F(B) = U A(E).

Then, F is contractive on H(X) with Lipschitz constant LipF := max{Lipf; :i € Ny}.
Here, Lipf of a mapping f : X — X is defined by

Lipf := sup A,/ y))
xyeX, x#y d
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Hence, by the Banach fixed point theorem, there exists a unique A € H(X), called the
attractor of the IFS, such that 7 (A) = A or, equivalently,

This latter equation reflects the fact that the attractor A is self-referential, and thus, in
general, a fractal set.

Next, we consider a special class of IFSs, namely those whose attractors are graphs of
continuous functions passing through a prescribed set of interpolation points. Such func-
tions are termed fractal interpolation functions (FIFs) and were first introduced in [14,16].

For this purpose, let I := [x9,xny] C R, where N is an integer greater than one.
Further, let A := {(x;,y;) €  x R:i € Nyn} be a given set of interpolation points with
X0 <x1 <...<XN-.

Define subintervals I; := [x;_1, x;] of I and contractive homeomorphisms I; : I — I;,
i € Ny, such that
li(xo) = xi-1, Li(xn) = x;, 2)
and
li(x) = li(x")|<aj|x —«'|, forall x,x' €I and 0 <a; <1.
Furthermore, let K := I x [a,b] where a < b are finite numbers with y,y1,...,yny €

[a,b]. Thus, A = {(x0,¥0),...,(¥n,yn)} C K. In addition, we require continuous maps
F; : K — [a, b] with the property that

Fi(xo,y0) =yi-1 and F(xn,yn) =yi, i€ Ny.
Finally, define maps
w;: K— K,
wi(x,y) :=(li(x), Fi(x,y))-

If G € H(K) is the (unique) attractor of the IFS {K;wy, ..., w,} and also the graph of a
continuous function f : I — [a, b] satisfying

f(xi) =y, 1€Ngn,

then f is called a fractal interpolation function (FIF) as it passes through the interpolation
points A := {(x;,y;) : i € Non}. This is, for instance, the case when for some M > 0 and
s € [0,1), each F; satisfies

IFi(x,y) — F(x)y')|< Mlx = | +sly — v/, ®)

forallx,x’ € Iand y,y’ € [a,]].
A different approach to FIFs is given as follows. (Cf., for instance, [17].) To this

end, define
C(I):={g:I— [a,b]: g continuous},

C*(I) :={g € C(I) : g(x0) = yo, &(xn) = yn},

C(I) :={g e C"(I) : g(xi) = yi, i € NN-1}.
When endowed with the norm || g ||£o = sup{|g(x)|: x € I}, the spaces (C(I), Il - ||£O>,
(C(I)*, | - H£O>, and (C(I)**, [ - ||£o) all become complete metric spaces.
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Define the following operator, called a Read-Bajractarevi¢ (RB) operator:

T: C*(I — C(I),

Tf(x) = (1 I ( )) forx € [i_y, % and i € Ny, (4)

Lemma 1 ([18]). Forall f € C*(I), Tf € C**(I). Consequently, T : C*(I) — C**(I) and
T":=To---oT:C*(I) — C*(I), for all integers n > 2.
———

n—times

If the maps F; in (4) satisfy condition (3), then T has a unique fixed point f* in C*(I)
and by Lemma (1), f* = Tf* € C**(I). Hence, f* interpolates the data set A. Moreover,
the fixed point f* satisfies the self-referential equation

ff(x)=F (li_l(x),f* (ll._l(x))), for x € I;(I) = [x;_1,x;], i€ Ny.

It is worthwhile to point out that such fractal functions can also be constructed using
more general contractivity conditions than (3); see, for instance, [4] for one of the first
such constructions.

4. Convex Lipschitz Functions

In this section, we consider convex Lipschitz functions and prove that under a certain
norm, they form a Banach space.

Definition 4 ([8]). Let 6 : RT™ — R and let f : [xo, xn5] — R. If there exists a constant M such
that for xo < x < x+y < xyand 0 < 6 < 1, inequality (5) holds, then f is called a convex
Lipschitz of order 6 on the interval [xg, xn].

1A%y, 0)[:=f (x +6y) = (6f (x +y) + (1 = &) f(x))|< Mb(y) ®)

By a change in variables, z = x + y, rearranging, and renaming variables again, the
expression for |A(x, y,6)| in inequality (5) can be rewritten in the more geometrical form

[f(6x+ (1 =08)y) = (6f(x) + (1 = 9)f(y))|< Mb(x — ), (6)

where the difference appearing in the left-hand side expresses the difference between the
line through (x, f(x)) and (y, f(y)) and the function f.

It is worth mentioning that if f belongs the the Zygmund class A, ([19], Chapter 2, §3),
then f is a convex Lipschitz of order 6(x) = x*, x > 0.

Following [20], we denote by V?(I) the set of convex Lipschitz functions of order 6 on
the interval I := [xg, xy]. Clearly, V?(I) is an R-vector space. A norm on V(1) is defined
by setting

e s MO @ty - 0)f()

xo<x<x+y<xy 9(]/)

and then || f ||y := || £ I+ [£]".

The proof for the next result can be found in [20].

Theorem 5. The space (V®(I), || - ||y0) is a Banach space.
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Now, let
V(D) == {f € V(1) : f(x0) = yo, F(xn) = yn },
and

V(1) = {f e VO(I): f(xi) = yi, for i€ NO,N}.

Then, the above theorem implies the following corollary.
Corollary 1. (VI(I), || - |lye) and (VE.(I), || - ||ye) are complete metric spaces.

Proof. Let {f, } be a convergent sequence in V?(I) and assume that the limit of the sequence
is f € VO(I). Thus,
Ve >03ngVn>mng: || fu—fllye <e

As || f va — H f I io + [f]*,this in particular means that
Ve>03ngVn>mng: || fu—flle<e€

If f € V(I) \ VI(I), then either f(xg) # yo or f(xn) # yn. Without loss of generality,
assume that f(xg) # yo and set eo| f(xp) — yo| > 0. Since {f,,} C V¢(I), for all n, we have
fn(x0) = yo. Therefore, for all n, we must have || fu—f ||, > €o, which contradicts the
fact that nlglgo fu = f. So, we must have f € V¢(I). As aresult, V¥(I) is a closed subset of

VO(I). Therefore, (VZ(I),|| - ||y») is a complete metric space. Similarly, it can be shown
that (VZ,(I),| - ||ys) is a complete metric space. [J

5. Fractal Interpolation in the Space V?(I)

In this section, besides the assumptions made in the previous section, we will also
assume that F; are p-Matkowski contractions (with the same function p) with respect to the
second variable, i.e., for some non-decreasing function p : R* — R™, where, for all t > 0,
we have nlgrolo 0" (t) = 0, and every F; satisfies the following condition:

Vxel Vyy' €lab] |F(xy) —FE(xy)I<pe(ly—y).
It is worth pointing out the following theorem from [4].

Theorem 6. Under the given conditions on l;, F;, and K, the operator T : C*(I) — C*(I) has
a unique fixed point f* € C**(I). Furthermore, the graph G = {(x, f*(x)) : x € I} of f* is

N
invariant with respect to the IFS {K; w1, ..., wx}, e, G = |J w;(G).
i=1

From now on, let us furthermore assume that
li(x) =aix+b; and F(x,y) = a;(x)y +q:(x),

where «; : I — R is a multiplier in V?(I) and g; € V?(I). The a; and b; are determined
by the conditions (2) imposed on ;. We also set |#;|o := sup{|a; (x)]: x € I } and |«

oo
mgxsup{ la; (x)|: x € I'}. Note that due to the specific structure of the mappings F;, we
1eNN

have that T : V¥(I) — VO(I).

Theorem 7. For all f € V?(I), we have that Tf € VO, (I). Therefore, T : VI(I) — VI,(I).
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Proof. We already know that T : VO (I) — VO(I). Let f € V¥(I), which means that f(xy) =
yo and f(xy) = yn. On the other hand, we know that for all x € [x;_1,x;], we have

Tf(x) =F (li_l(x),f(li_l(x))). Therefore,

Tf(xi)=F (li_l(xi),f(li_l(xi)))
= Fi(xn, f(xn)) (since I;: I — I; is a homeomorphism)
= Fi(xNn,UN) (since fe Vf(l))
=i (property of F; ).

Hence, Tf(x;) = y; for i € Ny. Similarly, it can be seen that T'f(xo) = yo. We conclude that
Tfe Ve (1.0

TheoremS.Ifmax{a|w,l@§§{|ai|msup{m 'y € I}}} < 1,then T : VO(I) — VO, (I) C VE(I)

is a Banach contraction.

This theorem was proven indirectly in [20] and the result appears in Theorem 2.7
under slightly different conditions. The proof provided there remains the same under
the current setting including the extension to non-constant scaling factors «; : I — R. In
addition, we corrected the statement in ([20], Theorem 2.7) as the term with the sup over
y € I is missing, which would make the contractivity condition presented there dependent
ony.

The following Theorem (9) provides conditions under which T becomes a
Rakotch contraction.

Theorem 9. Assume that

|ﬁ|w:=m§><{|«m sup ) }<1.

ieNn xoSySXNG(aiy)

Let the maps F; be Rakotch contractions with respect to the second variable for the same function T,

i.e., for some non-decreasing function T : RY — R with T(t) < t and @ non-increasing for all

t > 0, we have that
VxelVyy €labl: |Fi(x,y)—F(xy)|< t(ly—v)).

Then, the operator T : V(1) — V2, (I) C VO(I) is a Rakotch contraction.
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Proof. First, we show that for all f,g € VO(I), | Tf = Tg |, < (|| f — g ||L). To this end,
let f,g € V¥(I). Then,

I Tf = Tg o= SUPITf(x) — Tg(x)]

= maxsup|Tf( ) — Tg(x)|

’ENNer
= mgrsuplF (170, £ (17 00) ) = B (17 0,17 0) )
< massupr(lf (5719 - (179D

< max T(sup|f (l Lx )) —g(l;l(x)> |) (since T is non — decreasing)

ieNy xe

:}gng(ﬂf—g o) = (Il f = & ll0)-

where in the penultimate equality, we used suF|f (1;1(35)) — g(l;l(x)> =l f—gl io) for
xel;
i=1,...,N.

Next, we show that for all f,g € VO(I), [Tf — Tg]" < |B|.[f — g]" where |B|,, :=

ieNy Xo<y<ay
have fori € Ny,

max{|0él|oo sup 9%(12) } Let f,g € V9(I) and 0 < 6 < 1. Then, setting h := f — g, we

[Th]* = sup \(Th)(f+5%*(5(”)9((§;r?)+(1*5)(Th)(f))l_
X1 SX<X+Y<x;

Substituting the expression for the RB operator T into the above equation and using

the fact that each /; is bijective with x := l;l(fc) € land l;l(f—i- y) = x+y € I with

y :=Y/a; yields

[Th]*< max  sup

1NNy <x<xfy<xy
RRILEE TS R (LN

1 0(y) 0(aiy)
< |Blelf — 81"

Finally, we establish that T is a Rakotch contraction. To this end, let f, ¢ € V?(I). Then,

I TfF—Tg Hvaz I Tf —Tg ||s + [Tf — Tg]*

I f =g | &) +ITf - Tg)*

| f—g llve)+[Tf—Tgl"

I f =g llve) +IBlolf — &I

1 f=8llve) +HIBlooll f =g llve (F =81 <1 f=8llve ),

where proceeding from the first inequality to the second inequality above, we used the
above since T is non-decreasing and || f — g [|&, < || f — g [|ye-

(
(
(
(

<T
<t
<T
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Hence, for || f — g ||ye # 0, we have

B Tl f=gllve)y 4 _
I Tf =Tg llyo< 17 =2 llyo 1f =8 llve+1Blell f =& llve

(T gl )
< maxf LS 1 Ly g

Now, for all t > 0, @ < 1 is non-increasing and |B|,, < 1. Define o(t) :=
tmax{@, \ /3|Oo} Then, for all t > 0, the map @ < 1 and is non-increasing. There-

fore, T is a Rakotch contraction. [J

Example 1. The result in the Theorem 9 establishes the existence of fractal functions of class
VO(I). Here, we provide an example for such functions. For illustrative purposes, we choose convex
Lipschitz functions of order 0 < a < 1, i.e., elements of the Zygmund class A. Let I := [0,1] and
suppose A := {(0,0), (%, 1), (1,0) } Further, we assume that the scaling factors a;, i = 1,2, are
given by the two Weierstrass functions

ap: I = R x vy ) 27 sin(2"mx)
n=0

and .
w: I = Rx—y ) 27sin(2"nx + 1),
n=0

respectively, for some positive constant y < 271, It is known that a1 and ay are convex Lipschitz
of order « [8]. This choice ensures that for an f € Ay, the product a;f is also in Ay. Moreover,
set g : 1 =R, x> x",and go: I — R, x — (1 —x)". It is straight-forward to verify that all
joined-up conditions are satisfied and that the RB operator T as defined above maps V(1) — V2, (I)
with p = 1.

6. Conclusions

In this paper, we introduced the concept of fractal interpolation on the Banach space
V¥(I) of convex Lipschitz functions of order 6 defined on a compact interval I C R. To
achieve fractal interpolation, we introduced a Read-Bajrakteri¢ operator T on a closed
subspace of V?(I) and—in order to establish a more general result—derived conditions
such that T becomes a Rakotch contraction. This includes and also corrects the case of
Banach contractions considered in [20]. Our result then proves the existence of fractal
functions of class V¥(I). A class of examples is also provided.
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Abstract: The aim of this paper is to obtain a fractal set of S-iterated function systems comprising
generalized S-contractions. For a variety of Hutchinson-Wardowski contractive operators, we
prove that this kind of system admits a unique common attractor. Consequently, diverse outcomes
are obtained for generalized iterated function systems satisfying various generalized contractive
conditions. An illustrative example is also provided. Finally, the existence results of common
solutions to fractional boundary value problems are obtained.

Keywords: 3-generalized iterated function systems; fractals; common attractors; 3-contractions;
Hutchinson-Wardowski contractive operators

1. Introduction And Preliminaries

Hutchinson [1] introduced an important and basic concept of fractal theory called an
iterated function system (in short, IFS) in 1981. The Hutchinson operator, created by a finite
system of contraction mappings on a Euclidean space, has a closed and bounded fixed
point known as the attractor of the IFS. This concept is further developed by Barnsley [2].
IFSs are useful in a variety of fields, including engineering, medicine, forestry, economics,
human anatomy, physics, and fractal picture compression. The IFS is a versatile tool that
can handle complex structures and patterns, making it useful across a variety of disciplines.
Its modeling, compression, and representation properties provide strong reasons to employ
it in both theoretical and applied contexts.

Further, in Refs. [3,4], Miculescu and Mihail introduced the generalized iterated
function system (in short, GIFS), which is composed of a finite number of Banach con-
tractions, each defined on the Cartesian product U” and taking values in U. Dumitru [5]
and Strobin and Swaczyna [6] built upon the work of Miculescu and Mihail by exploring
generalized iterated function systems (GIFSs) consisting of Meir—Keeler-type mappings
and J-contractions, respectively. Additionally, Secelean [7] investigated IFSs comprising a
countable family of contractive mappings, 3-contractions, and Meir-Keeler-type mappings,
further expanding on this area of research. In a recent study [8], Khumalo et al. identified
common attractors by utilizing a finite collection of generalized contractive mappings
within a particular class of mappings in a partial metric space. The noteworthy findings
about IFSs and generalizations of their contractions in different metric spaces can be found,
for example, in Refs. [9-13] and others.

The Banach Fixed Point Theorem (BFPT), also known as the Contraction Mapping
Principle, is a cornerstone of classical functional analysis, holding a prominent place
among the most crucial results in the discipline, which was developed and demonstrated
in Banach’s 1920 doctoral dissertation and published in 1922 [14]. A remarkable and

Fractal Fract. 2024, 8, 651. https:/ /doi.org/10.3390/fractalfract8110651 153 https://www.mdpi.com/journal/fractalfract



Fractal Fract. 2024, 8, 651

important generalization of BFPT is stated by Wardowski [15]. He explained the concept
of S-contraction in the following manner:

Definition 1. Consider a metric space (U,d). A mapping g : U — U is classified as an
S-contraction if it happens that there is S € F and A > 0 such that ¥V «,¢ € Uwith d(x, &) > 0

A+ 3(d(gr,48)) < S(d(x,€)), 1)

where F is the group of all mappings 3 : (0,00) — (—oc0, 00) that meet the requirements listed below:
(31 S(x) <(E) V k<

(32) limg—s o0 fe = 0, if and only if lime—, 400 S(pe) = —oo0, for all sequences {p.} C (0, 00);
(33) it happens that there is 0 < j < 1 such that lim,,_,+ /() = 0.

In Ref. [16], Secelean demonstrated that criterion (32) can be substituted with an
equivalent and more convenient one:

(32)inf & = —oo.

For convenience, we will denote the collection of all mappings 3 : (0,00) — (—o0, c0)
that satisfy (31), (32'), and (33) by V().

Proposition 1 ([16]). Let F,G,H : (0,c0) — (—o0,00) be functions defined by
F .= min{%l,%L cee ,%N}, G := max{%l,gz, cee ,%N}, and H = Plgl +p2%2 4+ -+
0n SN, where F1,3, -+, SN € V() and p1,02,- - ,pN € (0,00) for some N € N. Then,
F,G, H e V(S).

Proposition 2 ([16]). Let ¢, 1 : (0,00) — (0, 00) be two mappings satisfying the following conditions:

(a) ¢ is strictly increasing and inf ¢ = 0;

(b) s strictly increasing and there is 17 € (0,1) such that impy o t7¢(t) = 0;

(c) thereexists A € (0,1) such that limp o t*(t) = 0. In particular, this condition holds if f is
differentiable and there are 71,0 € (0, 00) such that to/(t) < me(t) for every t € (0, 0).

Then, the function F : (0,00) — (—o00,00) defined by In ¢(t) + () belongs to V().

Secelean also explored the IFSs composed of J-contractions extending some fixed
point results from the traditional Hutchinson-Barnsley theory of IFS consisting of Banach
contractions. Cosentino and Vetro [17] introduced the notion of an 3-contraction of Hardy—
Rogers type and obtained a fixed point theorem.

Definition 2 ([17]). Let (U, d) be a metric space. A self-mapping g on U is called an 3-contraction
of Hardy—Rogers type If it happens that there are S € F and A > 0 such that

A+ 3(d(g(x),4(¢))) < S(ad(x, &) + pd(x,gx) + vd(E,58) + 0d(x, 58) + Ld(E, g%)),
where d(g(x),4(C)) >0, a,8,7,6,L>0,a +p+7+20 =1and v # 1.

To extend the theory of fractal sets, in this paper, we construct a fractal set of an
S-iterated function system, a certain finite collection of generalized 3-contractions. We
prove that Hutchinson-Wardowski contractive operators defined with the help of a finite
family of generalized 3-contractions on a complete metric space themselves represent
a generalized 3-contraction mapping on a family of compact subsets. We obtain a final
fractal via the successive application of a Hutchinson-Wardowski contractive operator in a
metric space.
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2. Fundamental Results

Let (U,d) be a metric space and C?(U) be the collection of all nonempty compact
subsets of U. The function Hy : C¢(U) — C%(U) defined by

a€N bEM

Hy(a, ™) = max{sup D(a, o), sup D(5, 7\[)}, forall «,a € C4(U),

where D(a, M) = inf{d(a,6) : 6 € M} is called the Hausdorff~Pompeiu metric. The metric
space (C*(X), Hy) is complete provided that (U, d) is complete.

Lemma 1 ([18]). Let A, & € C%(U), and then

(1) A C wifand only if D(A, M) = 0;
(2) D(«,S) < D(An, M)+ D(,S).

Lemma 2 ([18]). Let (%;)iez,(4);e1 be two finite collections of sets in (C*(X), Hy), and then

Hd <U Ni, U %) S sup Hd(_?\é, 'W[l)

i€l eI i€l
We begin by defining generalized 3-contraction as

Definition 3. Let (U, d) be a metric space and g,¢ : U — U be two mappings. A pair (g,0) is
called a generalized -contraction if it happens that there are S € V() and A > 0 such that, for
allx, ¢ €U,

d(g(x),£(8)) >0, implying A+ 3(d(g(x), £(Z))) < I(d(x,C))- @
For two mappings g, ¢ : U — U, we define for any & € C%(U),
g) ={g(a):aen} and L(n) = {l(a):a€ n}.

Definition 4. Let (U,d) be a metric space. If for each xk = 1,2,3,- - ,¢, g, bx : U — U are
continuous mappings and the pair (g¢, lx) is generalized -contraction for S € V() and
Ac > 0, then {Y; (g, bk ),k = 1,2,3,--- e} is called an -iterated function system (in short,
S-IFS). The functions ©,Q) : C4(U) — C4(U) defined by

€

00) = Uan(x0) and Qo) = U telar) forall x50 € ¢(D) ©
xk=1

k=1

are called associated Hutchinson operators.

Definition 5. Let A € Cd(U), and then «( is called a common attractor of 3-IFS if

i) O() =) =26

(ii)  there exists an open set V. C U such that A0 C V and limy—, 400 O (M) = limy o0 QO ()
for any compact set M C 'V,

where © and Q) are provided in (3). The maximal open set V such that (ii) is satisfied is known as a
basin of common attraction.

Next, we prove two basic results that play a key role in converting a pair of Hutchinson
operators into generalized S-contraction on C?(U) and to ensure the existence of a common

attractor for these operators.

Lemma 3. Let (U, d) be a metric space and g, ¢ : U — U be two continuous mappings. If the pair
(g,0) is a generalized 3-contraction for S € V() and A > 0, then
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(1)« € CHU) implies g(x) € CHU) and £(«x) € C*(U) for any % € C4(V);
(2)  the pair (g,) is a generalized -type contraction on (C*(U), Hy).

Proof.

(1) Since animage of a compact subset under a continuous mapping is compact, continuity
of g and / thus signifies that &¢ € C?(U) implies g(«) € C%(U) and ¢(«) € C4(U)
for any ¢ € C4(U) .

(2) Leta, ar € C%(U) such that Hy(gn(, £a0) > 0. Assume that

Hy(g(, €at) = sup Cinf d(gx, £5), 4

KEN eM
which further implies that d(gx, £¢) > 0. So, there exists A > 0 such that
A4 SS(d(g(x),£(€))) <(d(x,g)) forall «x,¢&eU. )

Due to compactness of A and continuity of 4 & ¢, we have u € a( such that
infzcq, d(gu, () > 0 for all { € ar. Therefore,

A+ %(ggmfld(y(u)rf(é))) <A+ 3(dg(u), £(8))) <3(d(w,¢)) forall gear.  (6)

Hence, by using (4) and (6), we obtain
A+ S(Hy(gn, €ar)) < 3(d(u,§)), forall ¢ e o (7)

Now, let v € o such that d(u, v) = infzeq d(u,$), and then (7) yields

&l

A+ S(Ha(g2 far)) < S(d(u,§)) = (gigﬂf{d(ufé))

< %<it€19}z ggﬂfld(u, ¢)) ®)

< S(Hy (2, 91)).

If we assume that

Hy (g, ) = 225 Inf d(gx, £5),

then, by similar arguments as above, we obtain
A+ S(Hy(g2G £n)) < S(Hy (2 91)).

Consequently, we have the pair (g4,¢), which is a generalized 3-contraction on
(C*(U), Hy). O

Remark 1. By considering g = { in Lemma 3, we return to Lemma 4.1 of [16] and Theorem 1.10

of [10].

Lemma 4. Let (U,d) be a metric space and gc,lx : U — U be continuous mappings for
Kk = 1,2,3,---,e. If for each xk = 1,2,3,--- ,¢ there exist 31,3y, ,S: € V() and
A1, Ag, -+, Ag > 0 such that the pair (gi, Uy ) satisfy

d(gx(x), €x(&)) > 0, implying A+ Jie(d(gi(x), €x(8))) < Ix(d(x, &) ©)
forall x,& € U, and the mapping G, := S — S is nondecreasing. Then, the pair (®,Q)) is a

generalized -contraction on Cd(U) for & = maxj<x<e Si and A = ming <<, Ay, where © and
Q) are defined in (3).
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Proof. By hypothesis, there exist 31, 3, - -, Se € V() and Ay, Ay, - -, A¢ > Osuch that the
pair (g, ¢x) satisfy (9) foreachx =1,2,3, -+ ,eand «,§ € U. Let 3 = max{Sq, Sy, - -, e }
and A = min{Aq,Ap, -+, A:}, and then A > 0, and, by using Proposition 1, we have
I e V().

Now, let 2/, o € C? (U) such that H; (©(, Qar) > 0. Then, due to Lemma 2, for some
Ko € {1,2,--- , e}, we obtain

0 < Hy(O, Qar) < sup Hy(ge(20), € () = Halaiey (20, £y (91))- (10)

1<xk<e
With the aid of Lemma 3, we obtain
A+ S(Hy(Ox, Q91)) < A+ S(Hylgey 2, £, )
< AKO + C\\SK[) (Hd (ﬂKo N, gKoM)) + G (Hd (HK[)N/ ZKo M))

< Sy (Hg (36, 90)) + i (F (26, 30))
S(Hy(2(, 20));

(11)

that is, the pair (®, Q) is a generalized S-contraction on C?(U). [

3. Main Results

This section is devoted to proving the existence results of common attractors of
Hutchinson-Wardowski contractive operators. We start with the following definition.

Definition 6. Let (U,d) be a metric space and ®,Q) : C%(U) — C*(U) be mappings as defined
in (3). A pair (©,Q) is called Hardy—Rogers-type Hutchinson—Wardowski contractive operator if
there exist S € V(S) and A > 0 such that, for all 2, m € C*(U), the following holds

Ha(©(20),Q(a0)) >0, implying A+ S(Ha(©(20), Q1)) < S(Qgip (20 2)),  (12)
where
Qo' (2 96) = aHy(2(, 30) + BHy (2, O() + yHy (a6, Qat) + 5Hg(2(, Q) + LHy (91, O)
witha,B,v,0,L >0, 0 +B+v+26=1andy # 1.
Definition 7. Let (U,d) be a metric space and ®,Q) : C%(U) — C*(U) be mappings as defined
in (3). A pair (©,Q) is called weak Hutchinson—Wardowski contractive operator if there exist
S € V(S) and A > 0 such that, for all n(, m € C?(U), the following holds

Ha(©(20),Q(a0)) >0, implying A+ S(Ha(O(20), Q1)) < S(Bgin (20 20)),  (13)

where

Hy(a, Q) + Hy (M, ©
P2 (00,30) = max{ Hy(2G, 20) Ho (0, 030, H(oe, Qo) P02 T HELE0 |,

Remark 2. From (31), (12), and (13), we deduce that every Hardy—Rogers-type Hutchinson—
Wardowski contractive operator and weak Hutchinson—-Wardowski contractive operator satisfy the
following conditions, respectively:

Hy(©(20), (1)) < Qg (2, ) (14)
and

Ha(©(20), Q(30)) < Pgys (2 91). (15)
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Theorem 1. Let (U,d) be a metric space, {U; (g¢, k), « = 1,2,3,--- ,¢} be an S-IFS, and
0,0 : C(U) — C¥(U) be mappings as defined in (3). If the pair (®, Q) is a Hardy-Rogers-type
Hutchinson-Wardowski contractive operator, then ® and Q) share a common attractor 2 € C*(U).
Ifa 46 + L <1, then this common attractor is unique.

Moreover, for any initial compact set 7y, the sequence

{20, 0(20), NO(2p), @QO(2), - - - }

of compact sets generated by © and Q) will converge to the common attractor 4.

Proof. Let Ay € CY(U) be an arbitrary point. Define the following sequence for initial point
Ap as

2 = 0(20), % = O(2%), -+, %41 = O(7e,),

A =0(24),% = Q(26), -, %42 = Q(6,41), }for r€ Ng =NU{0}. (16)

If 45,11 = A, for some r € Ny, then 4, is the common attractor of ® and (). Assume
that 45,41 # 26, for all r € Ny. So, by using A = 2, and M = 2,41 in inequality (12),
we have

A+ S(Hg(9641,%,42)) = A+ S(Hg (026, Q%,11)) < Qg (26, %,41)),

where

Qa0 (96, %,11)) =tHy (%6, %,+1) + BHa(%,, ©26,) + YHa (26,11, 296,41)
+ 0Hy (9, Q7 +1) + LHy(20,11, ©9&,)
<(a+ B)Hy (2, 20,41) + YHi (22,41, 2,+2) + 0Hy(28,, 2or42)
<(a+B+0)Hy(2,, Na,+1) + (v + 0)Ha (22,41, N2r+2)-

Thus,

A + C\xg(l_ld(g\[zﬂrl/ 9\[2r+2))
%((‘X + ﬁ + 5)Hd(9\[2r/ 9\[27+1) + (’Y + 5>Hd(%r+lr %r+2))'

Similarly, by using Al = Ag,+1 and M = 2g, 17 in inequality (12), we have

A+ %(Hd(Nerrz/ 9\[2r+3)) =A+ %(Hd(®9\[2r+1109\[2r+2)) < %(nglﬂ(%r—kl/ 9\[2r+2))l

where

Qo' (%11, %,12)) =0Hy (%, 11, %,12) + BH4 (%, 11, 0%,41) + YHa(%,12, 0%, 42)
+O0Hg (20,11, Q7a,12) + LH (72,12, OAg, 1 1)
<(a+ B)Hi(2@,+1, 2r+2) + YHa (%112, %6,+3) + 0Ha(2r+1, 26r+3)
<(a+B+0)Hi(2er+1,%,+2) + (v + ) Hi(2@r+2, %,+3)-

Thus,

A+ S(Hy (22,42, M2r13)) < S((a + B+ 0)Hy(22, 11, Nori2) + (v + 0) Ha (72,12, %or43))-

In general, for all r € Ny, we have

A+ S(Hy (%641, %42)) < S((a+ B+ 0)Ha(2e, Ao41) + (v + 0)Hy (2641, %42)).  (17)

Since $ is strictly increasing, we deduce that

Hy(A41, N42) < (04 B+ 0)Ha (2, 241) + (7 + 0) Ha (%41, No2),
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which further implies that

(1 i 5)Hd(%+1/ 9\64-2) < (‘X + ﬁ + 5)Hd(9\6‘/ %4‘1)/ forall re NO'

Sincea+p+7y+20=1landy #1,1 -9 —J > 0and thus

(a+p+9)
Hy (2611, No2) < de(fM/ Nost1)
= Hy (2, 2641)-
Consequently,
A+ S(Ha(211,%42)) < S(Ha(2, 26+1)),  forall 7€ No. (18)
Inequality (18) implies that
S(Ha (26, 241)) < S(Ha(%-1, %)) — A
< S(Ha(26-2,%-1)) — 27
(19)
< S(Ha(20,26)) — A
for all r € N; thus,
lim S(Hg (26, %41)) = —co. (20)

By using (32') and (20), we obtain that Hy (A, A;+1) — 0 as r — oo. Now, from (S33),
there exists j € (0,1) such that

lim [Hy (2, 241) VS (Ha (26, 2641))-
Thus, by using (19), the following holds for all r € N,
[Ha (%, 2+1)VS (Ha (26, %41)) — [Ha (%6, 341)V S (Ha (20, 240))

<[Ha (26, 26+1)) (S(Ha(26,%4)) — rA) — [Ha (%, %-41)/ S (Ha (26, 70)) ey
= — rA[Ha(%, 241)) <0

On letting limit as r — oo in (21), we obtain
lim r[Hg(2, 21)) =0
and hence

lim () Hy (%6, 241) = 0. (22)

r—00

Equation (22) guarantees that the series ) _ Hy (G, 4;11) is convergent. This implies
r=1
that {; } is a Cauchy sequence in C?(U). Completeness of (C%(U), H;) ensures the existence
of 2 € C%(U) such that

lim a; = 1, (23)

r—00
which implies

lim Hy (2, ) = lim Hy(%, A1) = Ha(4, ),

r—00
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so we have

lim Hy(;, 2) = 0. (24)

r—00

Next, assume that 2 # @4, and then we can assume that ®«; # 024 for all » € Nj.
Now, from (14), we have
Hy(©4,4) < Hy(©4,26,+2) + Hy(2,+2, )
= Hd (G)ﬂ/ Q%r—l—l) + Hd (9\[2r+2/ ﬂ) (25)
< Qg’b (ﬂ, 9\[2r+1) + Hd(g\[Zr-‘rZ/ }7[),

where

ngig(ﬂ/ Nor1) =aHy(4,22,11) + BHa(4,04) + YHy (20,41, Qo4 1)
+0H4(4,Q2g,+1) + LHy (26,11, ©2)
=aHy(4,96,+1) + PH4(2,02) + YHy (20,11, 2or+2)
+ 6Hy(4,76,42) + LHy(2%,41,0©4).

(26)

By letting limit as r — oo in (26) and combining with (25), we obtain
H;(©a,a) < (B+L)H;(0®4,4) < H;(©a,a),

a contradiction; hence, 2 = ©4.
Similarly, assume that 2 # ()., and then we can assume that Qa; # Q.4 for all r € Ny.
Now, from (14), we have

Hd(ﬂl Qﬂ) S Hd (/ql %r-‘rl) + Hd(9\[2r+1/ Qﬂ)
= Hd (ﬂ, 9\[2r+1) =+ Hd(®9\[2r/ Qﬂ) (27)
< Hd (ﬂl, fA[Zer) + @gij() (%r! ﬂ)/

where

ngn(%rrﬂ) =aHy(7,, 2) + BHa(7a,, ©22,) + vHa(a, Q1)
+0H,(26,,Q4a) + LHy (2, 02,)
=aHy (2o, 4) + BHy(20,, Ao,41) + YHa(2,Q4)
+ 6Ha(2,, Q) + LHa (4, 26,+1)-

(28)

By letting limit as r — oo in (28) and combining with (27), we obtain
Hy(a,Qa) < (v +96)Hy(a2,Q4a) < Hy(a,Qa),

a contradiction; hence, 2 = (04. Thus, 4 is a common attractor of ® and .
Next, we prove the uniqueness of the common attractor. Let 3 be another common
attractor of ® and Q) such that 2 # 3. Then, H;(4, ) > 0, so (12) yields

A+ S(Hg(2,3) = A+ S(Hy(©1,038) < 3(Qg' (4, 8)), (29)
where

Qo' (2, 3) =aHy(1,3) + BHy(a,0) + YHy (3, Q8) + 5Hy(2,Q3) + LHy(3,02)
=(e+ 0+ L)Hy(a,3).

If « + 6 + L < 1, inequality (29) yields a contradiction to the fact that A > 0. Hence,
a=a3 1
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Theorem 2. Let (U,d) be a metric space, {U; (g¢, i), « = 1,2,3,--- ,¢} be an S-IFS, and
0,0 : CY(U) — C%(U) be mappings as defined in (3). If the pair (®,Q)) is a weak Hutchinson—
Wardowski contractive operator, then © and Q) share at most one common attractor a € C*(U).
Moreover, for any initial compact set Ay, the sequence

{20, ©(20), QO(2p), OO (7)), - - - }

of compact sets generated by ® and Q) will converge to the common attractor A.

Proof. Let Ay € C?(U) be an arbitrary point. Define the sequence as in (16) for initial point
Ap- If 22,11 = Ag, for some r € Ny, then A, is the common attractor of ® and (). Assume
that 245,11 # 2g, for all r € Ny; thus, by using Al = A¢, and M = 2g,41 in inequality (13),
we have

A + %(Hd(%r-i-lr 9\[27+2)) =A + %(Hd (®9\[2r1 Q%r-‘rl)) S %(ngg(%n £7\[21'-1-1))1 (30)
where

Py (%6, %,+1)) =max{Hy(96,, %, +1), H1(26,, ©26,), Hy(%6,+1, 2%, 11),
Hd(g\(er Q%r+1) + Hd(%r+1/ ®-{7\[2r> }

2

H rs r
== max{ Hd(%rr Mr—l—l)/ Hd(%r-‘rl/ 9\[2r+2)/ M }

2

< maX{Hd(g\[?_r/ 9\[2r+1)/ Hd(%rJrl/ Q\[Zr-‘rZ)/
Hd(%r! g\&r+l) + Hd(g\(zr+l/ -‘7\[2r+2) }

2
= maX{Hd(g\[Zr/ %r-‘y—l)/ Hd(Nzr+1/ 9\[2r+2)}'

Now, if ngﬂ(ﬂ\[z,, 2,41)) = Hi(74,41, Ao,+2), then (30) reduces to
A + C‘\S(Hd(%r-‘rl/ 9\[2r+2)) S %(Hd(%r-‘rlr MrJrZ))f (31)

which leads to contradiction because A > 0. Hence, Png(Nzr, 2,41)) = Hy(26,, 26,41)
and

/\+ S(Hd(-{7\[:2r-¥-:l/ 9\(2r+2)) S %<Hd(9\[zr/ %r-‘rl))‘ (32)
Similarly, by using Al = Ag,+1 and M = 2g, 15 in inequality (13), we have

A+ %(Hd(g\br+2/ 9\[2r+3)) =A+ %(Hd(®%r+1/ Qg\[zr+2))

(33)
< S(Po'ny (96,41, %,42)),

where

Pgﬁg (9\(2r+1/ -{7\[2r+2) - maX{Hd (%f+1/ 9\[2r+2>/ Hd (%H»l/ @9\[2,+1 )/ Hd (9\[21'—‘,-2/ Qg\ér-i—Z)/
Hd (%r—‘rl/ Q%r+2) + Hd (9\[2r+2/ ®9\[2r+1) }

2

H r+1/,7Q2r
:maX{Hd(g\&r+1,9\ér+2)’Hd(g\[zr+2, 9\&r+3)’ d(NZ +21 9\& +3) }

<max{Hy(2, 41, A2,+2), Hi (76,42, A2,43),
Hi (26,41, %,+2) + Ha (26,42, 242,43) }

2
- maX{Hd (%r+1/ £7\[Zr-‘r2)/ Hd (%r-‘rZ/ 9\[2r+3>}'
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Thus,

A+ S(Hp(M242, Aor+3)) < S(Hy (26,41, 22r42))-

In general, for all r € Ny, we have

A+ S(Hy (%41, N42)) < S(Hg(Ae, Ao11))- (34)

Inequality (34) implies that

S(Ha (26, 7e+1)) < S(Ha(2-1, %)) — A
S %(Hd(M—ZI M*l)) —2A
(35)
< S(Ha(20, %)) — rA,
for all » € N; thus,
lim §(Hy (%, 241)) = —co. (36)

By using (32') and (36), we obtain that H; (A, A;4+1) — 0 as r — co. Now, from (S33),
there exists j € (0,1) such that

lim [H (26, 26+1) S (Ha (%6, 241)).
Thus, by using (35), the following holds for all » € N,
[Ha (%6, %41V S (Ha (26, 2+1)) — [Ha (96, 26+1)) S (Ha (26, 20))

<[Hy(26, 2+1)) (S(Ha (26, 26)) — rA) — [Ha(26, 2-41) S (Ha (26, 24 ) (37)
= — rA[Hy(2¢, %41)) <0

On setting limit as r — oo in (37), we obtain
lim r[Hy (%6, %.41)) =0

and hence

lim (1)

r—00

Hd(%/ M-‘rl) =0. (38)

Equation (38) guarantees that the series Z H;(2G, 7\;+1) is convergent. This implies
=1
that {;} is a Cauchy sequence in C?(U). Completeness of (C%(U), H,;) ensures the existence
of 2 € C%(U) such that

lim a; = 4, (39)
r—00
which implies
}an}o Hy(26,2) = rlglc}o Hy(26, %+1) = Ha(4, 2),

so we have

lim Hy (2, 4) = 0. (40)

r—>00
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Next, assume that 2 # @4, and then we can assume that ®a; # 024 for all » € Nj.
Now, from (15), we have

Hd(@ﬂ, ,ﬂ) S Hd (®ﬂ/ %r+2) + Hd (%f+2l ﬂ)
= H;(©4,02¢,11) + Ha(2¢,12, 4) (41)
< ]P)gijg (’qr 9\[2r+1) + Hd (%r-‘rZ/ ﬂ,)/

where

]P)g’i() (,‘4, 17\[2,+1) = maX{Hd(ﬂ/ 9\[2r+1 )/ Hd (ﬂ/ ®ﬂ)r Hd (%r+1/ Qg\éﬂrl)

Hd (,‘4, Q%r—l—l) + Hd (9\[2r+1/ ®ﬂ) }

2

(42)

:maX{Hd(ﬂ/ 2,+1), Ha(4,04), Hy (26,41, %:+2)

Hq(4,26,12) + Ha(26,+1,04)
5 .
By setting limit as » — oo in (41) and combining with (42), we obtain
Hy(2,024) }
H;(®4a,4) < maxq Hy(4,04), ——

(02,3 < max{ (2,02, 1 -

= Hy(a4,04a),

a contradiction; hence, 2 = ©24.
Similarly, assume that 2 # (1.4, and then we can assume that Qa; # .4 for all r € Ny.
Now, from (15), we have

Hd(/q/ Qﬂ) S Hd (ﬂ/ 5)\[2r+1) + Hd(f)\br+1l Qﬂ)
= Hq(4,26,11) + Ha(026,, Qa) (44)
< Hy(2,96,41) + Pyl (26, 2),

where

]P)gijﬂ(m&r/ ,’4) = maX{Hd(%r/ ﬂ)/ Hd(g\[zr/ ®%r)r Hd(ﬂ/ Qﬂl)

Hy(26,,Qa) + Hy(4, 026, ) }
2
(45)

= maX{Hd(Nzn a), Hy(26,, Mo,41), Hy (2, Q)

Hd (9\[2” Qﬂ) + Hd (ﬂ/ 9\[2r+1) }
5 .

By setting limit as r — oo in (44) and combining with (45), we obtain

Hy(a,Q4a) < max{ Hy(a,Qa), Hd(,q,Q,q)}

2 (46)

= Hd(ﬂl, Qﬂ),
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a contradiction; hence, 2 = Q4. Thus, 4 is a common attractor of ® and Q).
Next, we prove the uniqueness of the common attractor. Let 3 be another common
attractor of ® and Q) such that 2 # 3. Then, H;(4, 8) > 0, so (13) yields

A+ S(Hg(2,3) = A+ S(Hy(©3,038) < 3(Pay(4,3)), (47)

where

P (a,3) :max{Hd(ﬂ, 5), Hy(2,0), Hy(s,01z), o202+ Ha(5,07) }

=H;(a, B).
Inequality (47) yields a contradiction because A > 0. Hence, 2 = 3. [

4. Consequences

By considering x = 1, p = v = J = L = 01in (12) and then by using Theorem 1, we
obtain the following existence result for a pair of Hutchinson operators.

Corollary 1. Let (U,d) be a metric space, {U; (g¢, lx),x = 1,2,3,--- ¢} be an 3-IFS, and
0,0 : C4(U) — C*(U) be mappings as defined in (3). If there exist S € V() and A > 0 such
that, for all a¢, M € C?(U), the pair (®, Q) satisfies

Hy(O(20), Q(a1)) >0, implying A+ I(Ha(O(«0), A())) < S(Hy(2( 2)),  (48)

then ® and Q have a unique common attractor a € C%(U). Moreover, for an arbitrarily cho-
sen initial set 2y € C*(U), the sequence {Ap, ®(2p), QO(2p), @QO(2p), - - - } of compact sets
converges to the common attractor 4 of ©® and Q).

Further, settinga =6 =L =0, 3+ = 1and B # 0 in Theorem 1, we obtain the
following existence result of common attractors of Kannan-type Hutchinson-Wardowski
contractive operator.

Corollary 2. Let (U,d) be a metric space, {Y; (gc, lx),x = 1,2,3,--- ,¢} be an S-IFS, and
0,0 : C(U) — C¥(U) be mappings as defined in (3). If there exist S € V(S) and A > 0, for all
A, M € CH(U), the pair (©, Q) satisfies

Hi(©(«), Qo)) >0, implying

A+ S(Hy(©(20), Q(36))) < S(BHa (20, O) + 7Ha(36, Qo)) )

where B+ = Land B # 0. Then, ® and Q have a unique common attractor 2 in C*(U). Moreover,
for an arbitrarily chosen initial set Ay € C*(U), the sequence {7y, ©(7p), QO(2g), O®QO(2g), - - - }
of compact sets converges to the common attractor 4 of © and Q).

Next, if we choosea = =7y =0and 6 = % in Theorem 1, we obtain the following
result for Chatterjea-type Hutchinson-Wardowski contractive operator.

Corollary 3. Let (U,d) be a metric space, {Y; (gc, bx),x = 1,2,3,--- ,&} be an S-IFS, and
0,0 : C4(U) — C*(U) be mappings as defined in (3). If there exist S € V() and A > 0 such
that, for all a0, m € C*(U), the pair (©, Q) satisfies

Hy(O(xn),Q () >0, implying

1 (50)
A S(Hg(O(), (1)) < (ZHd(N, Q) + LHy (M, @9\()).
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Then, © and Q have a common attractor 2 € C4(U). If L < L, then common attractor
of © and Q) is unique. Moreover, for an arbitrarily chosen initial set Ay € C4(U), the sequence
{70, 0(29), QO(2)), ONO(2)), - - - } of compact sets converges to the common attractor 4 of ©
and Q).

Finally, if we set § = L = 0in Theorem 1, we obtain the following existence of common
attractors of Reich-type Hutchinson-Wardowski contractive operator.

Corollary 4. Let (U,d) be a metric space, {U; (g¢, lx),x = 1,2,3,--+ €} be an S-IFS, and

0,0 : CH(U) — C¥(U) be mappings as defined in (3). If there exist S € V(S) and A > 0, for all

A, M € CH(U), the pair (©, Q) satisfies

H;(O(n), Q(ar)) >0, implying 51)
A4S (Hg(O(0), ())) < S(aHg(2, M) + BHy (2, ON) + yHy (91, Qar)),

where & +y = 1 and v # 1. Then, ® and Q have a unique common attractor a € C*(U).
Moreover, for an arbitrarily chosen initial set Ay € C*(U), the sequence

{70, 0(29), QO(2)), ONO(2g), - - - } of compact sets converges to the common attractor 4 of ©
and Q).

Now, if we consider in Theorems 1 and 2 S?(U), the collection of all singleton sub-
sets of the space U, then S#(U) C C%(U). Furthermore, if we take a pair of mappings
(g, k) = (g,0) for each k, where g = 4 and ¢ = /1, then the pair of operators (©,Q)
becomes (O(a), Q(a)) = (g(a1),¢(a2)). As a result, the subsequent common fixed point
results are attained, respectively.

Corollary 5. Let (U,d) be a metric space, {U; (g¢, lx),x = 1,2,3,--- €} be an S-IFS, and
9,0 : U — U be mappings defined as (g¢, ) = (g,£) for each «, where g = g1 and ¢ = (1. If there
exist 3 € V() and A > 0, for all a1, a1 € U, the pair (g, ) satisfies

d(g(m), £(ae)) >0, implying A+ S(d(g(a), l(x)) < (Q (a1, @), (52)
where
erg(al,az) = txd(al, az) + ‘Bd(al,gul) =+ ’)/d(az, faz) =+ 5d(a1,€a2) + Ld(az,gal)

withe,p,v,6,L >0, a+ B+ v+26 =1and vy # 1. Then, g and £ have a common fixed point
u € U. Moreover, if « + 6 + L < 1, then the common fixed point is unique. Furthermore, for an
arbitrarily chosen initial set uy € U, the sequence {u, g(uo), Lg(10), 509(uo), - - - } converges to
the common fixed point u of g and £.

Corollary 6. Let (U,d) be a metric space, {U; (g¢, b)),k = 1,2,3,--- €} be an 3-IFS, and
9,0 : U — U be mappings defined as (g¢, ) = (g,£) for each «, where g = g1 and ¢ = (1. If there
exist § € V() and A > 0, for all ay, a1 € U, the pair (g, £) satisfies

d(g(a), U(m)) >0, implying A+ S(d(g(m), £(@))) < S(P (a1, ), (53)

where

P (a1, ) = max{d(% n),d(a, gm),d(2, la), foplel = tatmm) }

2

Then, g and £ have a unique common fixed point u € U. Moreover, for an arbitrarily chosen
initial set ug € U, the sequence {ug, g(uo), Lg(uo), glg(1tp), - - - } converges to the common fixed
point u of g and £.
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By considering g = ¢ and ® = Q) in Theorem 2, we return to Theorem 2.1 of [10].

Corollary 7 ([10]). Let (U,d) be a metric space, {U; g¢),x = 1,2,3,--- , e} be an S-IFS, and
@ : CY(U) — C*(U) be mappings as defined in (3). If there exist I € V() and A > 0, for all
A, M € CHU) with Hy(®(«), (1)) > 0, the following holds

A+ S(Hy(O(n),0())) < (max{Hd(ﬂ\[, M), Hy(N, ON), Hy (M, Oar),
(54)

Hy (2, ©a1) + Hy(ar, Ox() })
. .

Then, © has a unique attractor 2 € C*(U). Furthermore, for an arbitrarily chosen initial
set Ay € C4(U), the sequence {Ap, @(2p), ®*(Ap), ®3(2p), - - - } of compact sets converges to the
attractor 4 of ©.

By defining S(t) = In(t) for all t € (0, o0) in Theorem 2, we obtain the following:
Corollary 8. Let (U, d) be a metric space, {U; (g¢, b)),k = 1,2,3,- -+ e} bean S-IFS, and ©, () :

C(U) — C%(U) be mappings as defined in (3). If there exist k € (0,1), for all a, m € C*(U)
with Hy(®(«), ®(a1)) > 0, the following holds

S(Ha(O(210), Q1)) <x <maX{Hd(% 9), Hy (2, ON), Hy(91, Q1)
(55)

Hy(a, Qar) + Hy(m, ON)
> .

Then, ® and Q) share at most one common attractor 4 € Cd([U). Moreover, for any initial
compact set Ay, the sequence {2p, O(2), QO(2)), OONO(A)), - - - } of compact sets generated by
© and Q) will converge to the common attractor A.

With the aid of Lemma 4, Theorems 1 and 2 provide the following corollary:

Corollary 9. Let (U, d) be a metric space and {U; (g, b« ), x = 1,2,3,-- - , &} be an S-IFS. If there
exist 1,3y, -+, e € V() and A, Ay, - -+, Ae > 0 such that the pair (g, ) satisfy (9) and
the mapping G, := S — Sy is nondecreasing for each k = 1,2,3,- - - , ¢, then the mappings ©, () :
C(U) — C%(U) defined in (3) have a unique common attractor a € C%(U). Moreover, for an
arbitrarily chosen initial set 2 € C*(U), the sequence {2, ©(7p), QO(2(), @O (Ap), - - - } of
compact sets converges to the common attractor 4 of ® and Q).

Next, we provide a supporting example of Corollary 9.

Example 1. Let U = [0, c0) be endowed with the Euclidian metric d(x,{) = |k — {|. Define
gl U—=TU,3:(0,00) = Rand S : (0,00) = R,k =1,2as

K K
a(x) = 5 »n(K) = 1 forall x €U,

x 1 x+1
61(1{) = §+1, Ez(K) =

forall x €T,

and

%(a) = lna—|-17a %K(a) = 11‘1a—|—17xa fOT all a € (0,00),

166



Fractal Fract. 2024, 8, 651

where 17,17, € (0,00) forall k = 1,2. Then, by Proposition 2, S, 3 € V() and g, 1= S — S
are nondecreasing for each x. Now, we will prove that there exist A1, Ay > 0 such that the pair
(g, Ui ); k = 1,2 satisfy (9), which is equivalent to

gji_fﬁgleﬂx i —bel=e=C1) < oA, 4 =1, 2. (56)

Let x,& € X such that d(g,01) > 0and x # &. Suppose that § < x; then,

1o 1
lonx = i8]y (pn—trgl—pe—gl) _ Mem(\%w—a)—ﬂ—\x—a)

= ¢l e —¢|
1
= K_
SMEm(I% o 1[-Ie-)
ik —¢|
;em(I SORE )
Py
2
<02 M

le 1
L% = 68|y (1ax—ta2~Ir—gl) _ MJZ(H(K*@)*H*\K*@D

|k — ¢ |k — ¢
1
= Ki
‘4( g)’eﬂz(H(K—@—ﬂ—lK—iﬂ)
= =g
_ Lon( i -0~ 1|~k
4
1
4
<e —-0.2 e—/\Z.

Consider the S-IFS {U; (g¢, lx),x = 1,2} with the mappings ©,Q : C4(U) — C*(U)
defined as

ON) =n(N ng and QM) = b (n Uﬁl ) forall &, € CHU).
From Lemma 4, for all \(, M € c (U) such that Hy (O, Qar) > 0, we have
A+ S (Hg (O, Q) < S(Hy(2(, 1))
for S = max{q, S} and A = min{Ay, Ay} = 0.2. Thus, all conditions of Corollary 9
are satisfied. Moreover, for an arbitrarily chosen initial set 2y € C%(U), the sequence
{70, 0(20), QO(2p), OOO(Ap), - - - } of compact sets is convergent and has a limit point that is

the common attractor of ® and Q).

5. Application to Fractional Differential Equations

Let C; be the space of all continuous real-valued functions on J, where | = [0, 1]. Then,
Cj is a complete metric space with respect to metric d : C; x C; — [0, c0) defined by

d(w,v) = ||jw—1|e = ma]x|w(;4) —v(u)|, forall w,veC.
ne
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For a continuous function ¢ : [0,00) — R, the Caputo—Fabrizio derivative of order ¢,
¢, is defined as

g(n) = ﬁ

¢ /0;4(74 —s)" M (s)ds, n—1<o<nn=[c]+1,  (57)

where [0] denotes the integer part of the real number o and the Riemann-Liouville fractional
integral of order ¢ is defined as

1% g() = r(l /O "= ) Yy(s)ds, o >0, (58)

7)

provided the integral exists.
In this part, we apply our findings to demonstrate the existence of common solutions
to the following Caputo-Fabrizio fractional differential equations:

“0%q(n) = Ka(p, q(n))
{ 7(0) = 0,14(1) = ¢(0), (59)

and

{ 7o) = Ko, p(1)) (60)

where p € [0,1] and K1, K; : [0,1] x R — R.

Lemma 5 ([19]). Given u € [0,1], problem (59) is equivalent to the following integral equation:

1

q(p) = m./o.y(ﬂ—s)o Ky (s, 4(s dS+ / / s —w)" 'Ky (w, ¢(w))dwds. (61)

Now, define the operators Ly, £, : C; — Cj as follows:

£1(60) = g [0 =51 B s+ 2 [1 [ (s )7, ) s (62
and
Lalo) = oy [ (=907 Kals, o(6)ds + 2 [ [ = ) (o) (63

Note that a common fixed point of operators (62) and (63) is the common solution
of (59) and (60).

Theorem 3. Boundary value problems (59) and (60) have a common solution in Cj given that
(H1) there exists A > 0 such that, for all ¢, o € C;, we have

K1 (1, 9(1)) = Ka(p, 0(1))| < e Qa(p), p(1)),

where Q(q(1), (1)) = alq(p) — ()| + Bla(u) — L1g(p)) + vl (1) — Lop(p)| +6|qa(p) —
Lop()| + Llp(u) — Lrg(p)| witha, ,7,6,L = 0,0+ p+y+20 =land vy # 1;
(H2) Y < T'(0), where

Y = /O‘M(V _ S)Uflds +2u /01 /Os (S _ w)gfl(ei)\@(q(w), o(w)))dwds.
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Proof. Let g, p € Cj; then, for all 4 € [0,1], we have

Cra(h) — Lap ()] :' !

o /Oﬂ(y —5)7 UK (s, 4(s)) — Ka(s, p(s))]ds

2H / / )7 Ky (w, g(w)) — Ko (w, p(w))|dwds
S%/@ (n—s)""Ka(s, q(s)) — Ka(s, o(s))|ds

ZV / / s —w)" MKy (w, g(w)) — Ko (w, p(w)) [dwds
_%/ (1 — 571 (e Qe(5), 0(5)))ds

bt [ [ = w0 e a(w) ol s

v

gr(la) (€ Qe(s), 9(6)) [ (1 —s)7 ds
+ Q) o) [ [0 e QUgt), o) s
<y € Qe(s) 0(5))

Hence, (52) is satisfied for () = In(t) for all t € (0,00). Thus, with the aid of
Corollary (5), operators £1 and £, admit a common fixed point, and therefore boundary
value problems (59) and (60) have a common solution in J. [

6. Conclusions

This paper effectively creates a fractal set for an J-iterated function system consisting
of generalized 3-contractions, establishing the existence of a unique common attractor for
a range of Hutchinson—-Wardowski contractive operators. Our findings produce a wide
range of results for generalized iterated function systems that meet a variety of generalized
contractive requirements, contributing to the advancement of the field. The provided
illustrative example further validates our results, offering a comprehensive understanding
of the subject matter. Finally, the existence results of common solutions to fractional
boundary value problems are obtained, further extending the applicability of our work to a
broader range of mathematical problems.
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Abstract: This paper proposes an iterative algorithm for the search for common fixed points of two
mappings. The properties of approximation and convergence of the method are analyzed in the
context of Banach spaces. In particular, this article provides sufficient conditions for the strong
convergence of the sequence generated by the iterative scheme to a common fixed point of two
operators. The method is illustrated with some examples of application. The procedure is used to
approach a common solution of two Fredholm integral equations of the second kind. In the second
part of the article, the existence of a fractal function coming from two different Read-Bajraktarevi¢
operators is proved. Afterwards, a study of the approximation of fixed points of a fractal convolution
of operators is performed, in the framework of Lebesgue or Bochner spaces.

Keywords: fixed point approximation; quasi-nonexpansive maps; fractal functions; fractal convolution;
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1. Introduction

In this paper, we address the approximation of a common fixed point of a finite number
of mappings through an iterative method, and its applications to the study of fractal
functions involving two different operators. From a practical point of view, the problem of
finding common fixed points of two mappings appears in mathematical applications such
as convex optimization (see, for instance, [1]).

Das and Debata [2] extended the classical iteration proposed by Ishikawa [3] to find a
critical point of a single operator, acting on a normed space, to the case of the approximation
of a common fixed point of two maps S and T. The iterative scheme is the following:

Yn = (1 - D‘n)xn + o, Sxy, (1)

Xp+1 = (1 - ,Bn)xn + BnTyn, 2

for ay,, By € [0,1]. They considered quasi-nonexpansive maps defined on uniformly convex
Banach spaces. Takahashi and Tamura [4] studied the same method in the nonexpansive
case on a strictly convex Banach space. Khan and Takahashi [5] generalized the procedure
to deal with asymptotically nonexpansive operators.
In reference [6], Yadav proposed a variant of the iteration considered by Sahu [7] for
a single map, in order to include two different mappings. The recurrence is given by the
following steps:
Yn = (1 - ,Bn)Txn + ﬁnsxnr 3)

xn-i—l == T]/n/ (4)
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for B, € [0,1]. This method was called Y-iteration by the author. He gave sufficient condi-
tions on the space and the maps S and T in order to obtain weak and strong convergences
of the sequence (x,) to a common fixed point of both mappings, and presented some
examples of the application of the algorithm.

The single operator case proves that not all the fixed point approximation methods
are useful for all kind of mappings. The convergence of each procedure depends on the
underlying space and the properties of the map involved. Thus, it is desirable to have a
variety of algorithms to focus a given problem. We propose a different iterative method
for the search for common fixed points of a finite family of quasi-nonexpansive mappings,
based on an algorithm defined in [8].

One of the first results of common fixed point existence of a family of operators is due
to Browder [9]:

Theorem 1. Let X be a uniformly convex Banach space, and C C X be nonempty, bounded, closed
and convex. If {U, } is a commuting family of nonexpansive mappings U, : C — C, then the set
{U,\} has a common fixed point.

The proof of this theorem is based on the well-known fixed point result of the same
author for nonexpansive mappings on uniformly convex Banach spaces [9]. Theorem 1 is
an extension of of the Markov—Kakutani Theorem [10,11]. It is also a generalization of the
Theorem of De Marr [12], where C is assumed to be compact.

Afterwards, a great number of researchers expanded this result. For instance, R.E.
Bruck [13] considered this problem in a Banach space X and C C X satisfying some fixed
point conditions, given in the following definition.

Definition 1. Let X be a Banach space; a subset C C X has the fixed point property for nonexpansive
mappings if every nonexpansive map f : C — C has a fixed point. C has the conditional fixed point
property for nonexpansive mappings if every nonexpansive mapping f : C — C satisfies either
that f has no fixed points or that f has a fixed point in every nonempty bounded, closed and convex
f-invariant subset of C.

Example 1. If X is a uniformly convex Banach space, any subset C that is nonempty, bounded,
closed and convex has the fixed point property for nonexpansive mappings.

C = X, where X is a uniformly convex Banach space, has the conditional fixed point property
for nonexpansive mappings.

Both are consequences of Browder’s Theorem on the existence of fixed points (Theorem 1 of
reference [9]).

Bruck’s Theorem [13] states that if X is a real or complex Banach space and C C X
has the fixed point property and the conditional fixed point property for nonexpansive
mappings, and C is either weakly compact or bounded and separable, then any com-
muting family of nonexpansive self-mappings of C has a common fixed point. This is a
generalization of Browder’s common fixed point Theorem 1.

The existence of common fixed points of two maps was then historically linked to their
commutativity. There was a conjecture stating that if two maps f, g : [0,1] — [0,1] are
continuous and commute, they need to have a common fixed point. This hypothesis was
refuted by Boyce [14] and Huneke [15]. However, the fact is true if some additional conditions
are added on the underlying space X and the maps, as seen in Browder’s Theorem.

It is clear that commutativity and continuity are not necessary conditions for the
existence of common fixed points, and current research on the topic tries to remove both
conditions (see, for instance, [16,17]). A discussion and bibliography on this subject can be
found in reference [18].

We avoid in this article the problem of the existence of common fixed points (except in
the definition of fractal functions of Section 5), and focus on their search in case of existence.
We give sufficient conditions on the space and the maps for the strong convergence of a new
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procedure to approximate a common fixed point of the mappings S and T (Sections 2 and 3).
Through two examples, the algorithm is illustrated in the cases of the approximation of a
commom fixed point of two real maps and the search for a common solution of two integral
equations of Fredholm type (Section 4).

In a subsequent section we give conditions for the existence of a common fractal
function coming from two different Read—Bajraktarevi¢ operators (Section 5). Finally, we
consider an application to the approximation of fixed points of the fractal convolution of
two operators by means of the algorithm proposed (Section 6).

2. An Algorithm for the Approximation of Common Fixed Points of
Quasi-Nonexpansive Operators

In this section, we propose an algorithm for the approximation of a common fixed
point of two mappings. We start with a normed space X and two operators S,T: C — C,
where C C X is nonempty, closed and convex. The algorithm to find a simultaneous critical
point of S and T is given by the following iterative scheme:

Zy = (1 - '}’n)xn + 'Ynsxn/ ®)
Yn = (1 - ,Bn)xn + ﬁnznl (6)
Xpn+1 = (1 - lxn)}/n + oy Tyy, (7)

where ay, Bn, vn € [0,1] for n € N, and xg € C. This method will be called common
N-iteration, and it generalizes the N-iteration proposed in [8] for a single map. Throughout
the paper, Fs and Fr will denote the set of fixed points of S and T, respectively. We propose
the following definitions.

Definition 2. A sequence (x,) C C has the common limit existence property (CLE) with respect
to S and T if im0 ||xn — x*|| =1 € R for any x* € Fs N Fr, provided that Fs N Fr # &.

Remark 1. This definition can be generalized to a finite number of mappings (T1, To, ..., Ty).

Definition 3. A sequence (x,) C C has the approximate fixed point property (AF) with respect to
S iflimy o0 ||Xn — Sxu|| = 0.

Definition 4. Let X be a normed space. Amap U : C C X — X is quasi-nonexpansive if Fij # @
and
[[Ux — x| < []x —x7]], ®)

forany x € Cand x* € Fy.

Proposition 1. Let X be a normed space and C C X be nonempty, closed and convex. Let
S,T:C— C be two quasi-nonexpansive operators such that Fs N Fr # @&. The common
N-iteration has the CLE property; that is to say, for (x,) defined as in (5), (6) and (7),
limy 0 ||xn — x*|| =1 € R for any x* € Fs N Fr and any x € C.

Proof. Let x* € Fs N Fr and xy € C. According to (5),
[zn — x| < (L= yn)lfxn = X7 + ¥l |S 20 = 7] < 2w — 27| ©)
In the same way, using (6),

yn = [ < (1= Bu)llyn = x"|[ + Bullzn = x7[| < [Jxn — 27| (10)
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Finally,
[[xn1 = x| < (1= an)|lyn — X[+ anl|Tyn — x7[| < |lyn — "] < [[xn —x7|[. (1)

Consequently, the sequence (||x, —x*||) is non-increasing and bounded and thus
limy 0 ||xn — x*|| = I exists and it is real. (J

The next lemma can be consulted in reference [19].

Lemma 1. Let X be a uniformly convex Banach space, and let a sequence (A,) C X be such
that there exist p,q € R satisfying the condition 0 < p < A, < g < 1foralln € N. Let
(1), (yn) be sequences of X such that lim sup,,_, . ||xx|| < 7, limsup, . ||lya|| < 1, and
lim sup,,_, . |[Anxn + (1 = Ay)yn|| = 7 for some r > 0. Then, limy se0 ||Xn — yu|| = 0.

Theorem 2. Let X be a uniformly convex Banach space and C C X be nonempty, closed and
convex. If S,T:C — C are two quasi-nonexpansive operators such that Fs N\ Fr # @ and
0 <infy, <supyn <1,0 <infa, <supa, <1, then

o  The sequences (xy), (Yn) and (z,) defined in (5), (6) and (7) have the CLE property.
o (xy) has the AF property with respect to S and (y,) has the AF property with respect to T.

Proof. Let x* € Fs N Fr. By the previous proposition,  := lim;, s ||x, — x*|| exists and it
is real. According to (10),
lim sup, ., |lyn —x7[[ <, (12)

and
limsup, ., ||Tyn — x*|| <limsup, . [lyn — x*[| < L. (13)

Using Lemma 1 and the following equality
= Tim [l — 1] = im (11— @) (9 — 5%) + Ty — )|

we have that
Tim [[y, — Tyn|| = 0.

Hence, (y,) has the AF property with respect to T. Again, by the third step of the algorithm,

1 =27 < lyn = X7 + an|[Tyn = yul|-

Then,
I <liminfyeo ||yn — x*||. (14)

By (12) and (14), I = lim, o ||yn — x*||- Let us consider now that

yn = (| < (1= Bu)llxn — x*|[ + Bullzn — 27|,

yn = x| = Hxn = ™[] < Bu(llzn — x*|[ = [0 = x™[]) < |z = 2"[| = |20 — 27]].

Then,
lyn — x*[| < [lzn — x7]|.

Consequently,
I = lim ||y, — x*|| < lminf, e ||zn — x*||.
n—o0
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By (9), limsup, . ||z» — x*|| < I and hence | = lim, .« ||z — x*||. Consequently, the
sequences (Xy), (y») and (z,) have the CLE property, with the same limit:

lim [l —x°[| = lim [Jys —'[| = lim [[2, — ]|,
for x* € Fs N Fr. The quasi-nonexpansiveness of S implies that
lim sup,, . ||Sxy —x*|| < L
The equality
1= Tim [[z0 — || = Tim [[(1= 7)o — ) + 7 (S0 — ¥,
along with the inequality lim sup,,_,.||Sx,; — x*|| < [ imply, by Lemma 1, that
nll_{folo ||xn — Sxu|| =0,
and (x,) has the AF property with respect to S. [J

According to Proposition 1 and Theorem 2, the approximation properties of the
common N-iteration are true also for the two-step common N-iteration, given by the
following recurrence:

Yn = (1 —9n)xn + YnSxn, (15)

Y1 = (1 —an)yn + anTyn. (16)

where 0 < infy, <supvy, < land 0 < infa, < supa, < 1 (taking B, = 1 for all n in (6)).

This iterative scheme can be generalized to a finite number of operators with common
fixed points, in order to provide the following m-step common fixed point N-algorithm for
the mappings Ty, Ty, ..., Tiy : C — C such that N, Fr, # &t

x) = (1—ch)xu +chTixy, (17)

X2 = (1—c2)xl +AThxl, (18)

(19)

xho=(1—c)xi ol Tixd 7t (20)

(21)

X1 =2 = (L= o) x4+ e T, (22)

where0<infncil §supncf1 <lforalln>1,i=1,...,m,and xy € C.

3. Convergence Theorems for the Common N-Iteration

Throughout this section, we will assume a normed space X, C C X, C # &, and
S,T:C — C, such that Fs N Fr # @. We will consider the common N-iteration given by
(5), (6) and (7) with the conditions for a; and 7, given in Theorem 2.

Remark 2. The notation Id will represent the identity operator.
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Theorem 3. Let X be a uniformly convex Banach space and C C X be compact and convex. If
S, T :C — C are quasi-nonexpansive and closed, then the common N-iteration described converges
strongly to a common fixed point of S and T.

Proof. Since C is compact, the sequence (1, ) of the iteration has a convergent subsequence.
Letlim;_, yn; = X € C. Since (yy) has the AF property with respect to T, then ||y, — Tyy,||
tends to zero. Since Id — T is closed, then 0 = (Id — T)X, and X € Fr.

According to the third step of the algorithm,

en e =% = 11(1 = ) (o — %) + et (T, = %) 11 < [y, = 7l = 0.

Consequently, lim; Xpi1 =X

Since Id — S is closed and (x,) has the AF property with respect to S, then
0= (Id — S)x,and ¥ € Fs N Fr. The CLE property of (x,) implies that lim,, e ||x, — X|| = 0.
O

Corollary 1. Let X be a uniformly convex Banach space, and let C C X be compact andconvex. If
S,T:C — C are nonexpansive, then the common N-iteration described converges strongly to a
common fixed point of S and T.

Proof. A nonexpansive mapping with a fixed point is quasi-nonexpansive and continuous,
and we have the hypotheses of Theorem 3. [

Definition 5. Let X be a normed space. A mapping T : X — X, such that there exists B > 0
satisfying for any f, g € X the following inequality

ITf = TglI<[|f = gll+Bmin[|f = Tf|],|lg = Tgl[}, (23)

is a nonexpansive partial contractivity.
For B = 0, we have a nonexpansive mapping.

Corollary 2. Let X be a uniformly convex Banach space, and let C C X be compact andconvex.
If S,T:C — C are closed nonexpansive partial contractivities, then the common N-iteration
described converges strongly to a common fixed point of S and T.

Proof. A nonexpansive partial contractivity with a fixed point is quasi-nonexpansive, and
we are in the conditions of Theorem 3. [

Definition 6. Let X be a normed space, and C C X. A map T : C — X is demicompact if a
bounded sequence (x,) C C, such that (Tx, — x,,) is convergent, has a convergent subsequence. If
a sequence (x,) € C, such that (Tx, — x,,) is convergent to zero, has a convergent subsequence
(xn;), then T is demicompact at zero.

Remark 3. According to this definition, if T is demicompact at zero, (xy,) is bounded and it has the
AF property with respect to T, then there exists a convergent subsequence (xy, ).

Proposition 2. Let X be a uniformly convex Banach space, and let C C X be closed andconvex. If
S, T : C — C are quasi-nonexpansive and closed, and T is demicompact at zero, then the common
N-iteration described converges strongly to a common fixed point of S and T.

Proof. The CLE property of (y,) implies that the sequence (y,) is bounded. The AF prop-
erty of (y,) with respect to T implies that ||y, — Ty,|| tends to zero. As T is demicompact,
there is a convergent subsequence (Y, ). Let x* := limy 00 Y. Then, (Id — T)yyy, — 0.
Since T is closed, then 0 = (Id — T)x*, and x* € Fr.
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Regarding (x,), according to the last step of the algorithm,
[ = 7] = (1= @) (g, = ) + @ (Tymy, = X7) | < Yy = 7] = 0.

As (Id — S)xy,, 11 tends to zero due to the AF property of (x,) and Id — S is closed, then
0= (Id — S)x* and x* € Fs N Fr.

The CLE property of (x,) implies that the common N-iteration converges strongly to
x* for any xo € C. J

Corollary 3. Let X be a uniformly convex Banach space, and let C C X be closed and convex.
If S,T:C — C are nonexpansive and T is demicompact at zero, then the common N-iteration
described converges strongly to a common fixed point of S and T.

Corollary 4. Let X be a uniformly convex Banach space, and let C C X be closed andconvex. If
S, T : C — C are closed nonexpansive partial contractivities and T is demicompact at zero, then
the common N-iteration described converges strongly to a common fixed point of S and T.

Definition 7. Let X, Y be Banach spaces. Then, S : X — Y is demiclosed (at z € Y) if y, — y
and Sy, — z imply that Sy = z.

Remark 4. The symbol — denotes the weak convergence of a sequence.

The following demiclosedness principle for nonexpansive mappings can be consulted
in reference [20], Theorem 10.4:

Theorem 4. Let X be a uniformly convex Banach space, C a nonempty, closed and convex subset of
Xand T : C — X a nonexpansive mapping. Then, Id — T is demiclosed on C.

Definition 8. Let X, Y be Banach spaces. Then, S : X — Y is completely continuous if x,, — x
implies that Sx,, — Sx.

Remark 5. A completely continuous mapping is demiclosed.

Proposition 3. Let X be a uniformly convex Banach space, and let C C X be bounded, closed
and convex. If S, T : C — C are nonexpansive and T is completely continuous, then the common
N-iteration described converges strongly to a common fixed point of S and T.

Proof. Since C is bounded, closed and convex in a uniformly convex space, there exists
a weakly convergent subsequence (ynj) of (y,). That is to say, yn; — X. The AF property
of (yu) with respect to T implies that ||yn; — Tyy,|| tends to zero. According to Theorem 4,
Id — T is demiclosed and this implies that 0 = (Id — T)X, that is to say, X € Fr.

Since T is completely continuous, limjﬁoo Tynj = Tx = x. Then,

Yn; = (yn]. — Tyn ].) + Tyn; — X.

[ =] < [1(1 =, ) (v, =) + o, (Syn, =) 1] < [, ] = 0.

Since ((Id —-S )xn],+1) tends to zero due to the AF property of (x,) with respect to S, and
Id — S is continuous, then 0 = (Id — S)¥ and X € Fs N Fr.
The CLE property of (x,) implies its convergence to x. [

Remark 6. All the results obtained in this section are applicable to the case S = T, and the usual
N-algorithm for a single map defined in reference [8].
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4. Some Applications of the Common N-Iteration

In this section, we present two examples of the application of the common N-iteration.

4.1. Approximation of a Common Fixed Point of Two Mappings

The maps S, T : [0,1] — [0,1] given by S(x) = <\/ 1— x2/3)3 and T(x) = x have a
common fixed point at x* o~ 0.353553. The common N-iteration with all the scalars equal
to 1/2 has been used to approach this point. Namely, we have computed the successive
values of x;,, by means of the iterative scheme:

S Xn + Sxp
n — 2 7

Xn + 2Zn

yn: 2 7
_Yn+Tyn
R e

The abscissas xp = 0.1 and xp = 1 have been chosen as starting points of two performances
of the algorithm. The subsequent errors, computed as |x, — x*|, are collected in Table 1.
The left part gathers the errors for xy = 0.1 and the right part displays the case xg = 1.

Table 1. Approximation errors of the first values given by the N-algorithm for a common fixed point
of two maps starting at xg = 0.1 (left) and xy = 1 (right).

Iteration Error Iteration Error
0 0.25355 0 0.64645
1 0.10482 1 0.39645
2 0.04951 2 0.22717
3 0.02415 3 0.12388
4 0.01193 4 0.06521
5 0.00593 5 0.03355
6 0.00296 6 0.01703
7 0.00148 7 0.00858
8 0.00074 8 0.00431
9 0.00037 9 0.00216

10 0.00018 10 0.00108

4.2. Search for a Common Solution of Two Fredholm Integral Equations of the Second Kind

Let us consider the following integral equations of Fredholm type:

b
f0) =)+ [ Koy f)ay,

b
g0 =K@+ [ Ky,

where we look for a common solution in £2([a, b]). This problem is equivalent to the search
for a common fixed point of the operators S, T : £?([a,b]) — £?([a,b]) defined as

b
Su(x) = h(x) + [ K(xy)u(y)dy,
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b
Tu(x) = W)+ [ K (xy)um)dy.

It is well known that if K and K’ are such that K, K’ € £%(I x I), where I = [a,}], then
the operators S and T are linear and compact and consequently demicompact. They are
nonexpansive if

| KGepldxdy <1,
IxI

/ |K' (x, ) |dxdy < 1.
IxI

The following integral equations:

f = =1+ [ yfty)ay

1
) = (@ +1=e)+ [y

have a common exact solution at f(x) = e*. Let us apply the two-step common N-algorithm
(Brn = 0), and let us choose &, = v, = 1/2 for all n > 1. Thus, the N-iteration is given by
the following scheme:

(fn (e —1)+ /01 yfn(y)dy> /2,

fur1(x (gn (e* +1e)+/018n(y)d3/)/2-

Let the starting function be fy(x) = x. The error of every approximation is computed as

m = ([10) - reapa)

where f(x) is the exact solution. Table 2 collects the errors from the first to the twentieth
iteration. Figure 1 represents the exact common solution (in yellow) along with the first,
fourth, seventh and tenth approximations, respectively (in blue).

Table 2. Errors of the first twenty approximations given by the two-step N-algorithm for a common
solution of two Fredholm integral equations.

Iteration Error Iteration Error
1 0.94392 11 0.05539
2 0.71417 12 0.04041
3 0.53734 13 0.03031
4 0.40345 14 0.02273
5 0.30270 15 0.01705
6 0.22705 16 0.01279
7 0.17030 17 0.00960
8 0.12772 18 0.00719
9 0.09579 19 0.00539

10 0.07184 20 0.00405
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Figure 1. From upper left to bottom right, exact solution (yellow) along with the first, fourth, seventh
and tenth approximations (f1,fs,f7,f10) (blue).

5. Fractal Functions as Common Fixed Points of Two Different Operators

In this section, we find a fractal function as a common fixed point of two different
Read—-Bajraktarevi¢ operators.

According to the formalism of these mappings, we consider a compact real interval
I = [a,b], and a partition of it A : a = typ < 1 < tp... < tpy = b. Let us consider
I = [ty—1,tm), form =1,2,... M —1and Ip = [tm_1, tpm] and define Ly, : [ — I, such
that Ly, () = aut + by, and

Lu(t)) = tw_1,  Lm(ts) = tu. (24)

Let Sy, Ty be mappings on the space LF(I), that is to say, Sy, Ty, : LF(I) — LP(I), and
let us assume that 1 < p < oo. Let us define the operators of Read—Bajraktarevi¢ type
S,T:LP(I) — LP(I) given by

Sf(t) = Sm(f) oLy (#), (25)

Tf(t) = Tu(f) o Ly, (1), (26)

for t € I,. The next result gives sufficient conditions for the existence of a fractal function
as a common fixed point of S and T. Let ||-[|, denote the norm of the space LF(I) for
1<p<oeo.

Theorem 5. Let the operators Sy, Ty, meet the following conditions form =1,2,..., M:

1. There exists R > 0 satisfying [|Smf||, < Rand |[Tuf||, < R for any f € LP(I) such that
I£]l, < R.

2. Sy and Ty, are nonexpansive.

M . -1 _ M . -1 . ..

3. Ty (Zi:1 k1, (+)Si(f) o L; ()) =S (Zizl k1, ()T (f) o L; ()), where xy, is the indica-
tor map of I; or, equivalently, S, (ijo L;l()> =Ty (ij o L;l()> where L],*l =1,
forj=1,...,M.

Then, the operators S and T defined in (25) and (26) commute, they are nonexpansive and there
exists a fractal function f € LP(I) such that f is a common fixed point of S and T. This function
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can be approached using the common N-iteration of the maps S and T whenever 0 < infa, <
supa, < land 0 <infvy, <supy, < 1.

Proof. The Hypothesis (1) of the theorem enables the restriction of the domain and
codomain of the operators S and T to the closed ball with a center in the null function f
and radius R,B(fo, R) C L£P(I) since

ISFIl, <R,

ITfll, <R,

for f € B(fo,R). Thus, S and T can be defined from and onto the bounded, closed and
convex subset B( fo, R) of the uniformly convex Banach space £7(I). It is easy to check that
S and T are nonexpansive, since

M

1/p
ISf =Sfll, < <Z ﬂm) Smf = Smf'll, < 1f = fll

m=1

1/p

M

ITf = Tfll, < (Z “m) Tf = Tuf'll, < 11 = Flln
m=1

and E%Zl a, = 1 due to conditions (24). Moreover,

(ToS)f(Lmt) = T(Sf)(Lmt) = Tm(S)(#),

and
(SoT)f(Lmt) = S(Tf)(Lmt) = Sm(Tf)(t),
where “
Tu(Sf) = Tn @xz,.c)si(f) o L,-1<->> = Tu(Sif o L;())
and

M
Su(Tf) = Su (Z;KI,-(')Ti(f) oLf(-)) = Su(Tif o L;())

where Lj_1 : I; — I. The last two equations are equal due to the Hypothesis (3) of the theorem,

and, consequently, So T = T o S. Then, we have the hypotheses of Browder’s Theorem 1 for
C = B(fo,R), and S and T have a common fixed point f € B(fy,R) C LP(I).O

Example 2. The operators defined as Sy f = cmf, Tmf = Chuf for cm, Chy € R,|cml, |c)p| < 1, and
CmC; = cycjform,j=1,2,..., M, satisfy the hypotheses required.

6. Fixed Points of the Fractal Convolution of Several Types of Operators

In this section, we consider a special type of operators defined in (26),

Tf(t) = Tu(f) o Ly, (1), (27)

fort € I, and
T f(t) =uoLu(t) + km(f(t) —v(t)),

where u,v € LP(I) and k;, € R are constant and such that |k,,|< 1 form =1,2,...,M.In
this case, the operator T is a contraction since

ITf = TfNl, < KILF = fll,
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forany f, f' € LP(I) and k = max{|k,|} < 1. Then, T has a fixed point, usually denoted
as u®, called a-fractal function in previous papers (see, for instance, [21] for the two-
dimensional case). In other articles (see, for instance, [22]), u* has been considered as the
result of a binary internal operation in £7(I), that is to say,

u* =uxo.

The operation * has been called “fractal convolution”. This operation has useful prop-
erties such as idempotency, namely, u « u = u for any u € LP(I). Other features of
the fractal convolution can be consulted in reference [22]. From this background, we
have also defined a fractal convolution between operators on the same space defined, for
V,W: LP(I) = LP(I), as

(Vs W)f = (VF) * (Wf),

for f € LP(I).
The fractal convolution of operators also has the property of idempotency, that is to say,

VxV =V.

A straightforward consequence of this characteristic is that, if Fy and Fyy are the sets of
fixed points of V and W, respectively, then

(Fv N Fw) € Fyaw.

Namely, a common fixed point of V and W is a fixed point of V x« W.

In the following, we assume that V and W are such that Fy N Fiy # &,and V,W : C — C,
where C C LF(I) or C C BP(I), where BP(I) denotes the Bochner space of p-integrable
maps f : I — B, with B being a uniformly convex Banach space.

Let us consider C # @ and 1 < p < co. For the common N-iteration algorithm,
we will assume the following conditions on the scalars: 0 < infa, < supa, < 1 and
0 <infy, <supy, < 1.

The results obtained in previous sections for the common fixed points of two mappings
and their approximation are applicable to the search for fixed points of V x W. A summary
of these results, applied to V x W, is the following;:

e If Cis compact and convex and V, W are quasi-nonexpansive and closed, then the
common N-iteration converges strongly to a fixed point of V * W.

e If Cis compact and convex and V, W are nonexpansive, then the common N-iteration
converges strongly to a fixed point of V x W.

e If Cis compact and convex and V, W are closed nonexpansive partial contractivities,
then the common N-iteration converges strongly to a fixed point of V * W.

e If Cis closed and convex, V, W are quasi-nonexpansive and closed and W is demi-
compact at zero, then the common N-iteration converges strongly to a fixed point of
Vs W.

e If Cisclosed and convex, V, W are nonexpansive and W is demicompact at zero, then
the common N-iteration converges strongly to a fixed point of V * W.

e If Cisclosed and convex, V, W are closed nonexpansive partial contractivities and W
is demicompact at zero, then the common N-iteration converges strongly to a fixed
point of V = W.

e If Cis bounded, closed and convex, V, W are nonexpansive and W is completely
continuous, then the common N-iteration converges strongly to a fixed point of V x W.
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7. Conclusions

This article presents an iterative method to find common fixed points of two maps
S,T:C — C, where C is a nonempty, closed and convex subset of a normed space X. The
recurrence is called common N-iteration, and it is given by the recurrence:

Zy = (1 - ')’n)xn + "}/nsxn/ (28)
Yn = (1= Bn)xn + Buzn, (29)
Y1 = (1 —an)yn + anTyn. (30)

for ay, Bu, vn € 10,1] and xg € C.

It has been proved that (x,), (y») and (z,) have the CLE property, (x,) has the AF
property with respect to S, and (y,) has the AF property with respect to T. This article
provides sufficient conditions on X, C and the maps S and T for the strong convergence of
the algorithm to a common fixed point of S and T, in case of existence.

The procedure has been applied to the approximation of a common fixed point of
two maps defined in the interval [0, 1] and a common solution of two Fredholm integral
equations of the second kind.

This paper has proved the existence of a fractal function that is a common fixed point
of two different nonexpansive Read—Bajraktarevi¢ operators defined on £ (I) or B (I). In
the last section, the article gives sufficient conditions for the convergence of the algorithm
to a fixed point of a fractal convolution of operators V «+ W, where V, W : LP(I) — LP(I)
or V,W : BP(I) — BP(I). In both cases, the range of values of pis 1 < p < co.
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