
mdpi.com/journal/molecules

Special Issue Reprint

Gulliver in the 
Country of Lilliput
An Interplay of Noncovalent Interactions (Volume II)

Edited by 

Ilya G. Shenderovich



Gulliver in the Country of Lilliput: An
Interplay of Noncovalent Interactions
(Volume II)





Gulliver in the Country of Lilliput: An
Interplay of Noncovalent Interactions
(Volume II)

Guest Editor

Ilya G. Shenderovich

Basel • Beijing • Wuhan • Barcelona • Belgrade • Novi Sad • Cluj • Manchester



Guest Editor

Ilya G. Shenderovich

Faculty of Chemistry and

Pharmacy

University of Regensburg

Regensburg

Germany

Editorial Office

MDPI AG

Grosspeteranlage 5

4052 Basel, Switzerland

This is a reprint of the Special Issue, published open access by the journal Molecules (ISSN 1420-3049),

freely accessible at: https://www.mdpi.com/journal/molecules/special issues/4U03D6OMP4.

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

Lastname, A.A.; Lastname, B.B. Article Title. Journal Name Year, Volume Number, Page Range.

ISBN 978-3-7258-5341-0 (Hbk)

ISBN 978-3-7258-5342-7 (PDF)

https://doi.org/10.3390/books978-3-7258-5342-7

Cover image courtesy of Ilya G. Shenderovich

© 2025 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license. The book as a whole is distributed by MDPI under the terms

and conditions of the Creative Commons Attribution-NonCommercial-NoDerivs (CC BY-NC-ND)

license (https://creativecommons.org/licenses/by-nc-nd/4.0/).



Contents

About the Editor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

Ilya G. Shenderovich

Editorial to the Special Issue “Gulliver in the Country of Lilliput: An Interplay of Noncovalent
Interactions (Volume II)”
Reprinted from: Molecules 2025, 30, 2972, https://doi.org/10.3390/molecules30142972 . . . . . . 1

Maison Hardin, Matthias Zeller and Sergiy V. Rosokha

Halogen Bonding and Rearrangements in Complexes of N-Chlorosuccinimide with Halides
Reprinted from: Molecules 2025, 30, 639, https://doi.org/10.3390/molecules30030639 . . . . . . 5

Carlos Gonzalez-Valerio, Alejandro A. Peregrina-Lucano, Ricardo Manrı́quez-González, Aida
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Preface

Noncovalent interactions form the bridge between the ideal gas abstraction and the real world. In

the past, most studies were limited to the analysis of the single strongest interaction in a molecular

system under consideration, which was thought responsible for the most important structural

properties of the system. The current challenge therefore is to go beyond this limitation. The

publications collected in this Reprint highlight the interplay of noncovalent interactions in complex

molecular systems, emphasizing the roles of cooperativity and anti-cooperativity, solvation, reaction

fields, steric hindrance, intermolecular dynamics, and other subtle yet numerous contributions that

collectively define the realized molecular conformation, chemical reactivity, and condensed matter

structure.
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Editorial

Editorial to the Special Issue “Gulliver in the Country of
Lilliput: An Interplay of Noncovalent Interactions (Volume II)”

Ilya G. Shenderovich

Institute of Organic Chemistry, University of Regensburg, Universitaetstrasse 31, 93053 Regensburg, Germany;
ilya.shenderovich@ur.de

Noncovalent interactions are the bridge between the ideal gas abstraction and the
real world. In the past, most studies were limited to the analysis of the single strongest
interaction in a molecular system under consideration, which was held responsible for the
most important structural properties of the system. The current challenge is to surpass
this limitation.

The first edition of the Special Issue, “Gulliver in the Country of Lilliput: An Interplay
of Noncovalent Interactions”—which has been published as a standalone book—was
successful [1]. As such, the overarching goal of this accompanying Special Issue was to
gather insights into the interplay of noncovalent interactions within complex molecular
systems, including the roles of cooperativity and anti-cooperativity, solvation, reaction
fields, steric hindrance, intermolecular dynamics, and numerous other factors affecting
molecular conformation, chemical reactivity, and the structure of condensed matter.

The contributions that comprise this Special Issue can be broadly categorized into
three main themes: (i) the identification of specific interactions responsible for the ob-
served or predicted structures of heteromolecular systems [2–4]; (ii) the role of noncovalent
interactions in the behavior of molecules under confinement [5–7]; and (iii) the spectral
manifestations of such interactions in complex molecular systems [8–11].

The experimental study of Mihrin et al. [2] reports the structures of the phenol dimer,
trimer, and monohydrate embedded in inert neon matrices at 4 K. Specifically, large-
amplitude hydrogen-bond librational motions were measured and interpreted in terms of
the molecular structures of the corresponding complexes using extensive conformational
searches and computational optimizations employing both dispersion-corrected DFT and
wavefunction ab initio methodologies. Phenol clusters were found to exhibit, in addition to
the energy-dominating O–H···O cooperative hydrogen bonds, C–H···π contacts and com-
peting London dispersion forces between the aromatic rings. In the phenol monohydrate,
phenol behaves as the hydrogen-bond donor to water, in contrast to aliphatic alcohols,
which act as acceptors [12].

Rosokha et al. [3] investigated the role of halogen bonding in N-chlorosuccinimide
(SimCl) reactions with bromide and iodide. X-ray crystallography revealed halogen-
exchange products in both cases, exhibiting exceptionally short Br···Cl and I···Cl con-
tacts. DFT computations showed that SimCl·Br− and SimCl·I− complexes dissociate into
succinimide anions and interhalogen molecules (ClBr or ClI) without high-energy Cl+

intermediates, significantly lowering the N–Cl bond dissociation barrier. Consequently,
these rearrangements proceed efficiently even at −73 ◦C. This work highlights that halogen
bonds can be strong enough to facilitate chemical reactions [13].

Zhang and Wang [4] used DFT to explore whether 1,2,5-oxadiazole, 2,1,3-benzoxadiazole,
and their S-, Se-, and Te-analogues form complexes with fullerene C60 via an N→C dative

Molecules 2025, 30, 2972 https://doi.org/10.3390/molecules30142972
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bond [14]. They found that such a bond can form only when assisted by an N–Ch···C60

chalcogen bond (Ch = S, Se, Te), driven by σ-holes on the chalcogen. The interaction
energies associated with these chalcogen bonds increase by an order of magnitude from
S to Te. However, only for 1,2,5-telluradiazole and 2,1,3-benzotelluradiazole does the
combined effect of the N→C dative bond and N–Te···C60 chalcogen bond overcome the
significant repulsive deformation energy of C60, making these structures energetically
stable. The structures of the corresponding 1,2,5-oxadiazole and 2,1,3-benzoxadiazole
complexes with C60 are governed by π···π stacking interactions.

In their review, Buntkowsky et al. [5] highlight exemplary studies focusing on the
intriguing phase behavior exhibited by guest molecules confined within the pores of
MCM-41, SBA-15 mesoporous silicas, and their functionalized derivatives. By combining
advanced solid-state NMR techniques with molecular dynamics simulations, the authors
demonstrate that despite the cramped pore environments, the balance of intermolecular
forces—whether for small molecules such as water or octanol, or for surfactants like C10E6

or Triton X-100—frequently drives the formation of ordered structures. Notably, guest
diffusion within these mesopores is anisotropic and strongly dependent on the filling
level [15]. The authors anticipate that ongoing advances in molecular dynamics will soon
enable predictive modeling of these confined structures, which can then be validated
through targeted experimental studies.

Gómez-Salazar et al. [6] reported the development of a thiol-functionalized silica
adsorbent tailored to remove melanoidin-type compounds from organic wastes produced
during ethanol fermentation, alongside a UV–Vis spectroscopic method used to monitor
the process. Rapid adsorption kinetics and a high capacity for melanoidin removal arise
from the direct interaction of the guest with the thiol functional group, a reaction that
is well documented [16], rather than with the pristine silica surface. The adsorbent also
exhibits high thermal stability, making it well suited for industrial application and helping
to reduce wastewater pollution.

Jabłoński [7] presents a theoretical investigation into the factors that govern the se-
lective encapsulation of small guest molecules within the interior cavity of superphanes.
In its simplest form, a superphane consists of two aromatic rings held in a rigid, parallel
orientation by six –(CH2)2– linkers, creating a barrel-like hollow core. Modified super-
phanes, however, incorporate composite binding chains that not only adjust cavity size
but also provide specific noncovalent interaction sites for guest molecules, enhancing the
trapping selectivity [17]. Through energy-decomposition analyses, the results obtained
demonstrate that these engineered binding sites exert a greater influence on selectivity than
cavity volume alone.

Melandri et al. [8] describe a combined experimental and theoretical study of the rota-
tional spectrum of the 1:1 acrolein–MeOH (and MeOD) complex in the gas phase. Analysis
of the measured spectroscopic parameters unambiguously defines the complex’s confor-
mation, which agrees with high-level quantum-chemical predictions. A notable feature of
methanol spectra is the splitting of rotational lines due to hindered internal rotation of the
CH3 group. In every known 1:1 complex, the barrier to this methyl rotation decreases [18],
and in acrolein–MeOH it falls to about 60% of the monomer value. Importantly, this reduc-
tion does not correlate with complexation energy but instead arises from coupling with
an additional large-amplitude motion. While theory reproduces the qualitative trend, the
calculated barrier remains significantly higher than the experimental value. Resolving this
quantitative gap will require more sophisticated theoretical treatments in future studies.

Gómez and Cappelli [9] employ aqueous caffeine solutions to illustrate the advan-
tages of a fully polarizable QM/MM approach [19] for (i) predicting the optimal excitation
wavelength for resonance Raman spectroscopy and thereby achieving exceptionally low de-
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tection limits for caffeine quantification and (ii) elucidating how hydrogen-bond networks
shape caffeine’s spectral fingerprints. While the strongest solute–solvent interaction is the
N···H–O hydrogen bond between water and caffeine’s imidazole nitrogen, each of caffeine’s
two carbonyl groups can simultaneously coordinate up to two water molecules, substan-
tially increasing the stabilization energy of the first hydration shell. It would be highly
informative to quantify the entropic penalty associated with this enhanced stabilization
and to assess its impact on caffeine’s solubility in water.

Shenderovich [10] surveyed experimental data on how noncovalent interactions per-
turb the isotropic hyperfine coupling constant of the nitroxide radical TEMPO in a solution.
Because these interaction-induced shifts exceed the experimental measurement uncer-
tainty by two orders of magnitude, TEMPO serves as an exceptionally sensitive probe for
quantifying weak interactions in solution. These data were used to identify a practical
DFT functional and basis-set combination capable of reproducing the observed effects
and to assess the utility of TEMPO for studying competing hydrogen bonds (e.g., with
2,2′-bipyridinium [20]) and strong halogen-bond donors. The work demonstrates that ac-
curately interpreting the measured coupling constant changes in terms of specific complex
populations requires evaluating many candidate structures, whose relative abundances
cannot always be inferred from simple heuristics. Notably, like a P=O moiety [21], the N–O
group in TEMPO can simultaneously form two hydrogen bonds of comparable strength.

Stoumpos et al. [11] compared the intramolecular vibrations of pyridinium in one-
dimensional lead halide perovskites and in pyridinium halide salts by infrared absorption
and Raman scattering. Vibrational bands were rigorously assigned through DFT calcu-
lations aided by symmetry analysis. The modes that involve N–H motions exhibit pro-
nounced frequency shifts depending on whether the cation resides within the perovskite
channels or in the salt lattice, whereas changing the halide (Br− or I−) produces only
marginal effects. By analyzing these environment-sensitive shifts, one can qualitatively
gauge crystal-structure disorder or detect nonequivalent pyridinium sites. Thus, pyri-
dinium cations in hybrid organic–inorganic crystals serve as intrinsic spectroscopic probes,
reporting on their local lattice environment through changes in the selected vibrational
frequencies. Similarly, quasi-elastic neutron scattering studies of the rotational dynamics of
organic cations have proven effective for probing structural features in perovskites [22].
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Halogen Bonding and Rearrangements in Complexes of
N-Chlorosuccinimide with Halides

Maison Hardin 1, Matthias Zeller 2 and Sergiy V. Rosokha 1,*

1 Department of Chemistry, Ball State University, Muncie, IN 47306, USA; maison.hardin@bsu.edu
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Abstract: The role of halogen bonding (HaB) in the reactions of N-chlorosuccinimide
(SimCl), a versatile reagent in organic synthesis, was investigated through experimental
and computational analyses of its interactions with halides. The reactions of SimCl with Br−

or I− resulted in the crystallization of HaB complexes of chloride with N-iodosuccinimide
(SimI) or N-bromosuccinimide (SimBr). Computational analysis revealed that halogen
rearrangements, which occurred even at −73 ◦C, were facilitated by halogen bonding.
The dissociation of SimCl·Y− (Y = I or Br) complexes into a Sim− + ClY pair (followed
by the rotation and re-binding of the interhalogen molecules) bypassed the formation of
the high-energy Sim− + Cl+ pair and drastically (about tenfold) reduced the dissociation
energy of the N–Cl bond. Furthermore, while the dissociation energy of individual SimCl
is higher (and its HaB is weaker) compared to that of SimI or SimBr, the dissociation of the
N-Cl bond in SimCl·Y− requires less energy than in the complexes of SimBr or SimI. The
facile cleavage of such bonds in HaB complexes explains the high reactivity of SimCl and
its effectiveness as a halogenating agent.

Keywords: halogen bonding; N-chlorosuccinimide; halides; X-ray crystallography; DFT cal-
culations

1. Introduction

Halogen bonding, an attraction between electron-deficient halogen atoms and an
electron-rich species, has emerged in recent years as a powerful tool in crystal engineering
and molecular recognition [1–4]. Numerous studies have also demonstrated its substantial
role in the reactions of halogenated molecules and its utility in catalysis [5–8]. In particular,
both experimental and computational analyses have shown that strong halogen bonding
can facilitate electron and/or halogen transfer between interacting species [9–12]. The latter
can be viewed as a subclass of nucleophilic substitution reactions, referred to as halophilic
or SN2X substitutions, in which the nucleophile attacks a halogen substituent instead of the
carbon atom in a C–X bond [13].

It should be noted, however, that most studies of halogen bonding have focused on
iodo- and bromo-substituted molecules [1,2]. This choice is related to the better polariz-
ability of these heavier halogen atoms, which results in much stronger halogen bonding.
Halogen bonding via chlorine in most cases is relatively weak [14–17], and the role of this
interaction in the reactions of chloro-substituted molecules remains largely unexplored.

Given this context, it is of interest to evaluate the role of halogen bonding in the reac-
tions of N-chlorosuccinimides (SimCl). This molecule is a representative of N-haloimides,
common halogenating agents in which halogens are bonded to nitrogen atoms [18–20].

Molecules 2025, 30, 639 https://doi.org/10.3390/molecules30030639
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Furthermore, N-iodosuccinimide (SimI) and N-bromosuccinimide (SimBr) are known to be
very strong halogen-bond (HaB) donors, forming exceptionally short halogen bonds with a
variety of nucleophiles [21–24]. In contrast, despite the presence of a σ-hole on the surface
of the chlorine atom in N-chlorosuccinimide (SimCl, Figure 1) [25,26], which is comparable
in strength (~21 kcal/mol at 0.001 a.u. electron density) to that of the surfaces of iodine
and bromine in well-known HaB donors (e.g., bromoform [27]), attempts to obtain HaB
complexes of SimCl have been mostly unsuccessful.

Figure 1. Structure and surface electrostatic potential of SimCl (in kcal/mol at 0.001 a.u. electron
density).

For example, Stilinović et al. reported X-ray structures of several HaB complexes of
SimI and SimBr with various pyridines but noted that the isolation and characterization
of similar complexes with SimCl was hindered by rapid decomposition [25]. Our recent
study showed that the interaction of the structurally similar N-chlorosaccharin with quinu-
clidine led to chlorine transfer, yielding HaB complexes between N-chloroquinuclidinium
cations and chloride instead of a halogen bonded complex of chlorosaccharin [26]. As
such, the 2:1 complex of SimCl with chloride remains the only halogen-bonded asso-
ciation of this molecule reported in the Cambridge Crystallographic Data Centre [28].
In comparison, earlier studies on the interaction of SimCl with bromide resulted in
the formation of N-bromosuccinimide, while reactions of SimI with iodide produced
N-iodosuccinimide [29,30]. Eberson et al. hypothesized that such halogen exchanges
might occur through a halophilic process involving an activated complex with partial
bonds between chlorine and bromide or via an intracomplex electron-transfer mecha-
nism [29]. However, the absence of experimental or computational evidence has made it
difficult to validate these pathways.

The wide-ranging applications of N-chlorosuccinimide as a versatile reagent in organic
synthesis [31–33] underscore the importance of clarifying the role, if any, of halogen
bonding in its reactions. Moreover, this electrophilic molecule seems ideally suited for
exploring the potential effects of halogen bonding in the reactions of chlorinated molecules
in general. Therefore, in the current work, we conducted experimental and computational
investigations into the interactions of SimCl with the simplest monoatomic nucleophiles—
bromide and iodide anions.

2. Results and Discussion

2.1. X-Ray Structural Characterization of the Products of Interaction of SimCl with Bromide
and Iodide

The addition of methyltriphenylphosphonium bromide to a solution of SimCl in
dichloromethane and the slow evaporation of the resulting mixture at room temperature
(see Experimental section) produced colorless crystals 1. The FT-IR spectrum of these
crystals showed a substantial red shift in the C=O vibration frequencies and a blue shift in
the C-N stretching frequencies as compared to those of SimCl (Figure S1 and Table S1 in
the Supporting Information). X-ray crystallographic analysis revealed that the succinimide
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moieties in these monoclinic crystals (P21 space group, see Table S2 in the Supporting
Information for crystallographic, data collection, and refinement details) are bonded to
bromine atoms, which are, in turn, halogen-bonded to chloride anions (Figure 2). In
other words, the interaction of SimCl with bromide resulted in halogen exchange and the
formation of 1:1 HaB complexes between the resulting SimBr and chloride.

Figure 2. X-ray structure of 1 resulting from the interaction of SimCl with [Me(Ph3)P]Br. Color
code: dark gray—carbon, light gray—hydrogen, blue—nitrogen, red—oxygen, brown—bromine,
orange—phosphorous and green—chlorine.

The SimBr·Cl− complexes are nested between the benzene rings of the bulky counter-
ions (see crystal packing in Figure S2 in the Supporting Information). The Br· · ·Cl distance
of 2.659 Å (Table 1) in these complexes is 26% shorter than the sum of the van der Waals
radii of bromine and chlorine atoms [34], indicating a very strong interaction between these
species. The N–Br bond length of 1.919 Å in SimBr is elongated compared to the analogous
bond in individual SimBr (1.836 Å [35]) and in the previously reported 2:1 complex of
SimBr with chloride (~1.88 Å [36]).

Table 1. Geometric characteristics of N-X (intramolecular) and X· · ·Cl (intermolecular) bonds in
crystals 1–5.

Crystal N-X· · ·Cl Contact dN-X, Å dX· · ·Cl, Å ∠N-X· · ·Cl, deg

1 N-Br· · ·Cl 1.919(5) 2.6593(17) 179.4(2)
2 N-I· · ·Cl 2.141(3) 2.666(1) 178.99(8)
3 N-I· · ·Cl 2.145(7) 2.681(2) 179.1(2)
4 N-Br[Cl]· · ·Cl[Br] a 1.935(3) [1.76(3)] 2.731(9) [2.75(3)] 177.4(2) [176.9(14)]
5 N-Br[Cl]· · ·Cl[Br] a 1.926(3) [1.89(5)] 2.687(4) [2.67(7)] 178.74(11) [166(2)]

a Cl and Br atoms are disordered between two sites. E.s.d.’s are shown in parenthesis. Minor forms and their
characteristics are shown in brackets.

A similar evaporation of a dichloromethane solution containing a mixture of SimCl
and iodide (taken as a salt with n-tetrapropylammonium as the counterion) produced
crystals 2 (see crystal packing in Figure S3 in the Supporting Information). The changes in
the IR spectra of these crystals compared to SimCl were similar (e.g., a red shift in the C=O
stretching vibrations around 1700 cm−1 and a blue shift in the C-N stretching vibrations in
1150–1200 cm−1 range) as those in the crystals 1 (Figure S1 in the Supporting Information).
These colorless monoclinic plates 2 also comprised the product of halogen exchange, i.e.,
the SimI·Cl complex in which the succinimide moiety is bonded to iodine atoms, which
are, in turn, bonded to chlorine (Figure 3).
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Figure 3. X-ray structure of 2 resulting from the interaction of SimCl with [Pr4N]Br. Color code:
dark gray—carbon, light gray—hydrogen, blue—nitrogen, red—oxygen, magenta—iodine and
green—chlorine.

The I· · ·Cl distance in the SimI·Cl− complexes is 29% shorter than the sum of the
van der Waals radii of chlorine and iodine and the Br· · ·Cl distance in the complexes of
Cl− with SimBr in crystals 1. Also, the N–I bond in the SimI·Cl complexes (Table 1) is
significantly elongated compared to the bond in individual SimI (2.06 Å [37]). As with the
Br· · ·Cl distance, the I· · ·Cl bond in the SimI·Cl complexes is shorter and the N–I bond
is longer than that measured in the similar 2:1 complexes [36] and in the associations in
which Cl− is halogen bonded both with SimI and 1,3-bis(2,6-diisopropylphenyl)-2-iodo-
imidazolium [38].

To determine whether lowering temperatures (which commonly slow down reactions)
can suppress the halogen exchange, we conducted crystallization of the HaB complexes by
diffusing hexane into dichloromethane solutions of SimCl with bromide or iodide salts at
−70 ◦C to −75 ◦C. In the systems containing SimCl together with methyltriphenylphospho-
nium iodide, such low-temperature crystallizations produced colorless plates (crystals 3).
Similarly to the room-temperature crystallization, these monoclinic crystals (space group
P21) comprised the product of halogen exchange, i.e., a 1:1 HaB complex between SimI and
the chloride anion (Figure S4 in the Supporting Information). Although the counter-ions in
crystals 2 and 3 were different (Pr4N+ vs. MePh3P+), the geometric characteristics of the
SimI·Cl complexes in these crystals were very similar (Table 1).

The analogous low-temperature diffusion of hexane into a solution of SimCl and
methyltriphenylphosphonium bromide produced a mixture of colorless prisms (crystals
4) and plates (crystals 5). X-ray structural analysis revealed that both types of crystals
contained HaB complexes, with chlorine and bromine partially disordered between two
sites (Figures S5 and S6 in the Supporting Information). Specifically, one bromine atom was
covalently bonded to the nitrogen atom, while the other occupied the terminal halogen
position in the complex. The same was applied to chlorine. The product of halogen
exchange (where bromine is covalently bonded to nitrogen) represented the predominant
form in both crystals 4 and 5, but the disorder ratios differed between the two. Specifically,
the disorder ratio was 0.822(2):0.178(2) in the orthorhombic prisms 4, whereas the ratio was
0.940(3):0.060(3) in the monoclinic plates 5. Due to the small fraction of disordered bromine
at the terminal positions, the unit cell geometry of the latter was essentially identical to that
of the related crystals 1 (see Table S2 in the Supporting Information).

Overall, the results of the low-temperature crystallization demonstrated that addition
of iodide or bromide to the solution of SimCl results in halogen exchange even at −70 ◦C
to −75 ◦C. Under these conditions, the chlorine-to-iodine exchange proceeds much faster
than crystallization, so the resulting crystals did not contain the original SimCl. However,
the rate of chlorine-to-bromine exchange is apparently comparable to the crystallization
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kinetics. As a result, the resulting crystals contained minor fractions of the starting SimCl
molecules. To clarify the mechanisms underlying these processes and the reasons for the
differences observed in the systems with bromide and iodide anions, we conducted a
computational analysis of the bonding in these systems.

2.2. Computational Analysis of the Bonding in the Complexes of N-Chlorosuccinimides
with Halides

The M06-2X/def2-tzvpp computations (see the Materials and Methods for details)
produced HaB complexes between SimBr or SimI molecules and Cl− anions similar to
that measured in the solid state. In particular, the optimized complexes showed Br· · ·Cl
and I· · ·Cl separations, which were 23 and 29% shorter, respectively, than the van der
Waals separations (Table 2). The N-Br and N-I bonds were elongated as compared to those
in individual SimI and SimBr (listed in Table S3 in the Supporting Information). These
characteristics indicate strong halogen bonding in these complexes. In comparison, the
Cl· · · I and Cl· · ·Br separations in the optimized SimCl·I− and SimCl·Br− complexes were
about 10% shorter than the sums of the van der Waals separations, and the N-Cl bond
was within 0.03 Å of that of SimCl. Following the distinction in the HaB bond lengths, the
bindings energies of the terminal halogens in the SimI·Cl− and SimBr·Cl− complexes were
substantially larger than in the similar complexes formed by SimCl with various halides.

Table 2. Selected characteristics of the optimized SimX·Y− complexes.

SimX·Y− dN-X, Å dX-Y, Å ΔE, kcal/mol a qy,
b e qx,

c e

SimI·Cl− 2.159 2.659 −15.6 −0.72 0.33
SimBr·Cl− 1.884 2.793 −7.7 −0.86 0.27
SimCl·I− 1.685 3.401 −2.3 −0.95 0.22

SimCl·Br− 1.686 3.179 −2.9 −0.95 0.22
SimCl·Cl− 1.689 2.986 −3.6 −0.95 0.23

a Binding energy of Y− anion in the HaB complex, ΔE = E(SimX·Y−) − E(SimX) − E(Y−), where E(SimX·Y−),
E(SIMX), and E(Y−) are energies, including zero-point energies, of the optimized complexes, SimX, and halide,
respectively. b NBO charges on the terminal halogen (Y); c NBO charges on the middle halogen (X).

In agreement with the experimental data, the optimized SimI·Cl− and SimBr·Cl−

complexes showed substantial shifts in the C=O and C-N vibrations as compared to those
in the individual SimCl molecule (Figure S1 in the SI). The corresponding shifts in the
SimCl·I− and SimCl·Br− complexes were much smaller. Such distinctions are related
to the differences in the charge transfer from the halides to the succinimide moieties in
these complexes (which weaken C=O and strengthen C-N bonds). Specifically, the Natural
Bond Orbital (NBO) analysis [39] revealed that the negative charges are predominantly
localized on the terminal halogen atoms in all these complexes, while the central halogens
exhibit partial positive charges. However, the terminal chlorine atoms in the SimI·Cl−

and SimBr·Cl− complexes carry noticeably less than a unit negative charge, which is
characteristic of halide anions. Accordingly, substantial negative charge also resides on
the succinimide moieties (approximately −0.6 e and −0.4 e in SimI·Cl− and SimBr·Cl−,
respectively). In contrast, the charges on the terminal halogens in the complexes formed
by SimCl are within 5% of a unit negative charge, with only about −0.27 e residing on the
succinimide moieties.

To further clarify the differences between the X· · ·Cl halogen bonding involving chlo-
rine atoms in the SimCl complexes and those that formed by SimI or SimBr with chloride
anions, we performed a QTAIM analysis [40,41] of the optimized SimX·Y− associations.
The electron densities at the bond critical points (BCPs) along the Cl· · · I and Cl· · · I bond
paths in the SimCl·I− complexes obtained from this analysis (Table 3) are close to 0.01 a.u.
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The energy densities at these points are very small and positive. These characteristics are
typical of moderately strong, electrostatically driven supramolecular interactions [41].

Table 3. Electron and energy densities, as well as ELF at the BCPs on the N-X and X· · ·Y bond paths
in the optimized SimX·Y− complexes.

N-X Bond X· · ·Y Bond

SimX·Y− ρ(r) H(r) ELF ρ(r) H(r) ELF

SimI·Cl− 0.097 −0.038 0.385 0.052 −0.011 0.317
SimBr·Cl− 0.155 −0.100 0.612 0.033 −0.001 0.166
SimCl·I− 0.225 −0.180 0.809 0.013 0.001 0.062
SimCl·Br− 0.225 −0.181 0.807 0.015 0.001 0.062
SimCl·Cl− 0.224 −0.179 0.804 0.018 0.002 0.066

In contrast, the electron densities at the BCPs along the X· · ·Cl bond paths in the
SimX·Cl− complexes are significantly higher than 0.01 a.u., and the energy densities at
these BCPs are negative. These values suggest a partially covalent nature of the halogen
bonding in the SimI·Cl− and SimBr·Cl− complexes [41–43]. Consistent with the distinctions
in electron and energy densities at the BCPs, the electron localization function (ELF) values
along the X· · ·Cl bond paths in the SimI·Cl− and SimBr·Cl− complexes are much higher
than those in the SimCl·Y− complexes (Table 3).

The increase in the values of ρ(r) and ELF on the X· · ·Y bond paths in the SimI·Cl−

and SimBr·Cl− complexes, compared to the corresponding values in the SimCl complexes,
is accompanied by a substantial decrease in these values on the N-X bond paths. This
indicates that as the strength of halogen bonding increases, the adjacent covalent bond
involving the halogen atom weakens (Note that the strength of the I-Cl bonding in the
associations formed by SimI and chloride suggests that it be alternatively considered as a
complex between interhalogen ClI and Sim−. Yet, since the data in Table 3 indicate that N-I
interaction is somewhat stronger than I-Cl bonding, the SimI·Cl− seems preferable).

Most importantly, the energies of the optimized SimI·Cl− and SimBr·Cl− complexes
are lower than those of the corresponding SimCl·I− and SimCl·Br− associations with
the same composition. Specifically, the halogen rearrangement converting SimCl·I−
into SimI·Cl− lowers the energy of the system by 15.4 kcal/mol and the free energy
by 14.0 kcal/mol. The energy changes resulting from the rearrangement of SimCl·Br−

into SimBr·Cl− are smaller, with energy decreasing by 2.1 kcal/mol and free energy by
1.5 kcal/mol. The halogen exchange occuring without involvement of the HaB Complexes
(i.i., starting from the separate SimCl and I− or Br− and producing separate Cl− and SimI
or SimBr) is less termodynamically favorable. Specifically, ΔG = −2.1 kcal/mol in the case
of such Cl/I exchange, and the free energy of the separate SimBr and Cl−, is higher by
2.8 kcal/mol than the energy of the intial SimCl and Br−.

These data indicate that halogen bonding resulting in the formation of the SimI·Cl−

and SimBr·Cl− complexes makes the halogen rearrangement a thermodynamically favored
process in both systems. However, besides thermodynamics, the possibility of rearrange-
ment is controlled by the kinetics of these processes. Since the rearrangement involves
breaking the N-Cl bonds, the reaction rates are determined by the energies required for their
dissociation. It should be noted in this respect that the energy of heterolytic dissociation
of SimCl into Sim− and Cl+ is very large (214 kcal/mol, see Table S3 in the Supporting
Information). The homolytic dissociation of this molecule is less energy-intensive, with
an energy increase of 79 kcal/mol. Nevertheless, any process involving such dissociations
would be too slow to account for the halogen rearrangements observed at room or at
low temperatures. Another possible pathway starts with electron transfer from iodide or
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bromide, followed by the easy dissociation of the SimCl−· anion radical. However, the
energy of the pairs resulting from such dissociation (e.g., 88 kcal/mol relative to the starting
reactants for SimCl−·+ I· pair) are also too high.

Halogen bonding of SimCl with halides, however, dramatically reduces the dissoci-
ation energy of the N-Cl bond. For instance, the dissociation of the SimCl·Br− complex
into a succinimide anion and a ClBr molecule is accompanied by an energy increase of
24.5 kcal/mol and an even smaller free-energy change (Table 4).

Table 4. Dissociation energy (in kcal/mol) of the N-X bond in the HaB complexes.

SimX·Y− → Sim− +XY SimX·Y− → Sim· + XY·−

SimX·Y− ΔE ΔG ΔE ΔG

SimI·Cl− 31.2 21.4 64.5 52.9
SimBr·Cl− 26.7 16.6 58.0 46.1
SimCl·I− 15.8 7.4 49.1 38.2

SimCl·Br− 24.5 15.0 55.9 44.6
SimCl·Cl− 26.0 17.7 58.0 47.9

Furthermore, the dissociation of the SimCl·I− complex into a succinimide anion and a
ClI molecule results in a free energy increase of only 7.4 kcal/mol. It should be also noted
that while the negative charges in the SimCl·I− and SimCl·Br− complexes reside primarily
on the terminal halogen atoms (vide supra), the homolytic dissociations of these complexes
into Sim· radicals and ClY−· anion-radicals require significantly higher energy than the
dissociations into succinimide anions and neutral ClY molecules (Table 4).

The analysis of bonding indicates that the halogen rearrangements can be described
as dissociation of the SimCl·Y− complexes into succinimide anions and ClY molecules,
followed by the rotation and binding of ClY to Sim− via iodine or bromine which produces
more thermodynamically stable complexes. The energy scan (Figure 4, see Materials and
Methods for details) along the N-Cl and N-I bonds indicates that the dissociations of the
former and formation of the latter occur essentially without barriers.

Figure 4. Energy scan along the N-Cl and N-I bonds in the SimCl·I− and SimCl·I− complexes
(relative to the energy of SimCl·I−). Green and purple circles represent the energies of the optimized
SimCl·I− and SimCl·I− complexes, respectively, and the red circle shows the sum of the energies of
the individual SimCl− anion and ClI molecule.
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Taking the energies of the pairs of dissociated Sim− and ClY species as the barriers for
the rearrangements allows for estimating the rates of these processes (see the Experimental
section for details). In particular, the free energy of the Sim− + ICl pair relative to the
SimCl·I− complex of 7.4 kcal/mol implies that the rate constants of the rearrangement are
on the order of 107 s−1 at 298 K and 104 s−1 at 200 K. This corresponds to a half-life of the
SimCl·I− complex of less than a millisecond (even at −73 ◦C), which is much faster than the
rate of crystallization. The estimated rate of the rearrangement of the SimCl·Br− complex
at room temperature, about 102 s−1 (with t1/2~0.01 s), is also faster than the crystallization
kinetics. However, the estimated rate constant of this process at −73 ◦C (approximately
10−4 s−1) corresponds to a half-life of SimCl·Br− on the order of a few hours under these
conditions. This timescale is comparable to the rates of crystallization and implies (in
agreement with the experimental data) that some of the starting complex can co-crystallize
with the product of the rearrangement.

The data in Table 4 also show that the dissociation energies (and the corresponding free
energies) of the SimCl·I− and SimCl·Br− complexes are lower than those of the SimI·Cl−

and SimBr·Cl− analogs. This is surprising since the heterolytic and homolytic dissociation
energies of the individual SimCl molecule are higher than those of SimI and SimBr (Table
S3 in the Supporting Information). Moreover, the halogen bonds of SimI or SimBr with
chloride are stronger than those of SimCl with bromide or iodide which suggests a more
substantial weakening of the N-Br and N-I bonds in the HaB complexes of SimI and SimBr.
(This suggestion is consistent with the trend in N-X bond length increase and QTAIM
characteristics in Tables 2 and 3). However, the magnitude of the (negative) free energy
change in the reaction of the Cl+ cation (formally released by SimCl) with I− (or Br−)
anions is much higher than that of the reaction of I+ (or Br+) with Cl−. This difference
(approximately 77 kcal/mol for Cl+/I− vs. I+/Cl− reactions, see Table S4 in the Supporting
Information for details) more than compensates for the difference in the N-X bond dis-
sociation energies and explains the counter-intuitive trend in the thermodynamics of the
processes with different N-halosuccinimides. Furthermore, halogen bonding eliminates
the need to form the high-energy Sim− + X+ pair resulting from the dissociation of the
individual SimCl (since dissociation of the HaB complex proceeds directly to the Sim− +
XY pair without an additional energy barrier), which accounts for the fast kinetics of the
rearrangement.

3. Conclusions

The crystallization of SimCl with Br− and I− anions results in halogen rearrangements
and the formation of HaB complexes of SimI or SimBr with chloride. Computational
analysis shows that these rearrangements (which proceed efficiently even at −73 ◦C) are
facilitated by halogen bonding via chlorine atoms. Such SimCl·Y− complexes dissociate
directly into the Sim− + XY pair (followed by the rotation and re-binding of the interhalogen
molecule via heavier atom which leads to the more stable complex). The involvement of
HaB complexes makes halogen exchange thermodynamically favorable in the solutions of
SimCl with I− and Br−. It also eliminates the need for the formation of the high-energy
Sim− + X+ pair and dramatically (about tenfold) decreases the dissociation energy of the
N-Cl bond.

Furthermore, the formation of the HaB complexes and their facile dissociation into
succinimide anions and interhalogens represent, in essence, halophilic or SN2X substitution
reactions (in which nucleophiles attack halogen substituents and replace the group origi-
nally bonded with this atom). Thus, our results show that even relatively weak halogen
bonding via chlorine atoms plays a critical role in these processes.
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Notably, the dissociation energy of individual SimCl is higher than that of SimI or
SimBr, and the strength of HaB via the Cl atom in SimCl·Y− complexes is weaker than
that in the complexes of SimI and SimBr with chloride. Yet, the dissociation of SimCl·Y−

into Sim− + ClY pairs requires less energy than that of SimX·Cl−. This surprising result
is attributed to the much more favorable energy changes in the reactions of Cl+ (formally
released by SimCl) with X− compared to the X+ + Cl− reaction. Similar trends are likely
observed in the reactions of N-halosuccinimides with other nucleophiles. This explains
the higher reactivity of SimCl in solutions with various nucleophiles, its efficiency as a
halogenating agent, and the difficulties in obtaining halogen-bonded complexes of this
halogenated electrophile.

4. Materials and Methods

Commercially available N-chlorosuccinimide (SimCl), methyltriphenylphosphonium
iodide (MePh3PI), n-tetrapropylammonium iodide (Pr4NI), methyltriphenylphosphonium
bromide (MePh3PBr), hexane, and dichloromethane (all from TCI America), were used
without additional purification. Vibrational spectra of were measured with a Perkin-Elmer
Frontier FT-IR spectrometer with Universal ATR Sampling Accessory.

Single crystals 1–5 were prepared either by the evaporation of the solutions containing
mixtures of reactants at room temperature in dichloromethane or by the diffusion of
hexane into dichloromethane solution of the reactants at −73 ◦C. In particular, to prepare
crystals 1, 27 mg (0.2 mmol) SimCl was dissolved in 5 mL of dichloromethane and 71 mg
(0.2 mmol) of MePh3PBr was dissolved (separately) in 2 mL of dichloromethane, and
the solutions were combined. The slow evaporation of the mixture at room temperature
resulted in the formation of crystals suitable for the single-crystals X-ray measurements.
The X-ray structural analysis showed that they comprised HaB complexes of SimBr and
chloride with MePh3P+ counter-ions. Single crystals 2, comprising SimI·Cl− complexes
with Pr4N counter-ions, were prepared in a similar way by the evaporation of a mixture
of 27 mg (0.2 mmol) SimCl and 63 mg (0.2 mmol) of Pr4NI. To prepare single crystals 3, a
dichloromethane solution (5 mL) containing 13 mg (0.1 mmol) of SimCl was cooled down
to −78 ◦C in a Schlenk tube and combined at this temperature with a dichloromethane
solution (2 mL) containing 40 mg (0.1 mmol) of MePh3PI. The combined solution was
carefully layered with a 1:1 mixture of dichloromethane and hexane and then with hexane.
The Schlenk tube was placed in the cool bath and kept at −73 ◦C. The diffusion of (layered)
hexane into the dichloromethane solution of the mixture of SimCl and MePh3PI produced
crystals 3. A similar diffusion of hexane into a solution containing SimCl and MePh3PBr
at −73 ◦C resulted in the formation of two types of crystals—(orthorhombic) prisms 4

and (triclinic) plates 5. Both of them comprised HaB complexes in which chlorine and
bromine were disordered between two positions (with somewhat different populations in
4 and 5). The predominant form in both crystals (with populations of 0.82 and 0.94 in 4

and 5, respectively) showed bromine atoms bonded to the nitrogen atom of succinimide.
The minor fractions of bromine (0.18 and 0.06 in 4 and 5, respectively) were located at the
terminal position of the SimX·Y− complex. The chlorine showed the opposite distributions
between these two sites.

Single crystal structures for 1 and 2 were determined on a Bruker AXS D8 Quest
diffractometer with a fixed chi angle, a sealed tube fine focus X-ray tube with Mo Kα

radiation (λ = 0.71073 Å), a single crystal curved graphite incident beam monochromator,
and a PhotonII area detector. Single crystal structures of 3, 4, and 5 were determined
on a Bruker AXS D8 Quest 4 circle diffractometer, a microfocus X-ray tube with Cu Kα

radiation (λ = 1.54178 Å), and a PhotonIII area detector. Both instruments were equipped
with an Oxford Cryosystems low temperature device and examination and data collection
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of crystals were performed at 150 K. Reflections were indexed and processed, and the
files were scaled and corrected for absorption using APEX5 [44]. The space groups were
assigned using XPREP within the SHELXTL suite of programs, the structures were solved
by dual methods using ShelXT and refined by full-matrix least-squares against F2 with all
reflections using Shelxl2019 using the graphical interface Shelxle [45–48]. Crystals 1–3 were
twinned or multi-component, see the SI for details. If not specified otherwise, H atoms
attached to carbon and nitrogen atoms were positioned geometrically and constrained to
ride on their parent atoms, with C-H bond distances of 1.00, 0.99, and 0.98 Å for aliphatic
C-H, CH2, and CH3 moieties, respectively. Methyl H atoms were allowed to rotate but not
to tip to best fit the experimental electron density. Uiso(H) values were set to a multiple
of Ueq(C) with 1.5 for CH3, and 1.2 for C-H units, respectively. Crystallographic, data
collection and refinement details are listed in Table S1 in the SI.

Geometries of the complexes and their components were optimized without con-
straints via M06-2X/def2-tzvpp calculations (in dichloromethane, with a polarizable con-
tinuum model) using the Gaussian 09 suite of programs [49–52]. Our earlier studies [26,27]
showed that such calculations provide good modeling of the HaB complexes, and the
results are consistent with the experimental data. The absence of imaginary frequencies
confirmed that the optimized structures represent true minima. The binding energies
of the halide in the HaB complexes SimX·Y− (i.e., the strength of the X· · ·Y bond) were
determined as: ΔE = E(SimX·Y−) − E(SimX) − E(Y−), where E(SimX·Y−), E(SIMX), and
E(Y−) are energies, including zero-point energies, of the optimized complexes, SimX and
halide, respectively. Since the formation of the complex is accompanied by distortion
of the reactants, the binding energy represents a combination of preparation (distortion)
energy, Eprep, and interaction energy between distorted fragments, ΔEint. The energy scan
in Figure 4 was performed using opt = modredundant option in Gaussian 09 starting from
the coordinates of the optimized SimCl·I− complex. In these calculations, the N-Cl distance
was increased stepwise (starting from 1.685 Å) by 0.1 Å and the complexes were optimized
at each N-Cl separation. Initially, the increase in the N-Cl separation was accompanied by
the decrease in Cl-I separations from about 3.39 Å to 2.33 Å. During the first several steps,
the decrease in Cl-I separations was so significant that the N-I distance also decreased to
4.683 Å (as compared to the N-I distance of 5.076 Å in the initial complex). Once Cl-I bond
was fully developed, the N-I distances started to increase. A combination of the N-Cl bond
dissociation and the Cl-I bond formation resulted in a small (about 0.3 kcal/mol) bump at
steps 7–9. Then, similar calculations were repeated starting from the optimized geometry
of the SimI·Cl− complex. In this case, however, the I-Cl bonding in the starting complex
was much stronger, so there was no decrease in the N-Cl distances and there was no bump
on the energy scan.

Energies, as well as atomic coordinates of the calculated complexes are listed in the
ESI. Atomic charges were calculated using the NBO method [38] implemented in the
Gaussian 09 suite of programs. QTAIM analyses [39] were performed with Multiwfn [53]
using wfn files generated by Gaussian 09. The results were visualized using the molecular
graphics program VMD [54]. The rate constants of the halogen rearrangements were
estimated via the Eyring (transition-state theory) equation as k = (kT/h)K �=, where k and h
are the Boltzmann and Plank constants (transmission coefficient is assumed to be about
1), K �= = exp(−ΔG �=/RT) [55], and the free energy of the separate Sim− +XY pairs (which
represent the highest-energy point on the reaction pathway, Figure S5 in the Supporting
Information) relative to the free energy of SimX·Y− was taken as the activation free (Gibbs)
energy, ΔG �=.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/molecules30030639/s1, Figure S1. FT-IR spectra of N-haloimides
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and their complexes. Table S1. Selected experimental and calculated vibrational frequencies in
individual N-haloimides and their complexes; Table S2. Crystallographic, data collection, and
refinement details [56,57]. Figures S2–S6. X-ray structures of 1–5. Table S3. Bond lengths and
dissociation energies. Table S4. Calculated free energy changes for X+ + Y− reactions. Table S5.
Energies, ZPE and (Gibbs) free energies of the optimized complexes and individual SimX molecules.
Table S6. Atomic coordinates of the optimized complexes.
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35. Eraković, M.; Cinčić, D.; Molčanov, K.; Stilinović, V. A Crystallographic Charge Density Study of the Partial Covalent Nature of

Strong N···Br Halogen Bonds. Ang. Chem. Int. Ed. 2019, 58, 15702–15706. [CrossRef] [PubMed]
36. Ghassemzadeh, M.; Harms, K.; Dehnicke, K.; Fenske, D. Mu(2)-Halogeno Complexes of N-Bromosuccinimide and N-

Bromophthalimide—The Crystal-Structures of PPh4[X(N-Bromosuccinimide)2] and PPh4[X(N-Bromophthalimide)2] with X=Cl
and Br. Z. Naturforsch. B 1994, 49, 593–601. [CrossRef]

37. Padmanabhan, K.; Paul, I.C.; Curtin, D.Y. Structure of N-iodosuccinimide. Acta Cryst. 1990, C46, 88–92. [CrossRef]
38. Schulz, N.; Sokkar, P.; Engelage, E.; Schindler, S.; Erdelyi, M.; Sanchez-Garcia, E.; Huber, S.M. The Interaction Modes of

Haloimidazolium Salts in Solution. Chem. Eur. J. 2017, 24, 3464–3473. [CrossRef]
39. Weinhold, F.; Landis, C.R. Discovering Chemistry with Natural Bond Orbitals; Wiley: Hoboken, NJ, USA, 2012.
40. Bader, R.F.W. A quantum theory of molecular structure and its applications. Chem. Rev. 1991, 91, 893–928. [CrossRef]

16



Molecules 2025, 30, 639

41. Popelier, P.L.A. The QTAIM perspective of chemical bonding. In The Chemical Bond: Fundamental Aspects of Chemical Bonding; John
Wiley & Sons, Ltd.: Hoboken, NJ, USA, 2014; pp. 271–308.

42. Espinosa, E.; Alkorta, I.; Elguero, J.; Molins, E. From weak to strong interactions: A comprehensive analysis of the topological and
energetic properties of the electron density distribution involving X–H· · · F–Y systems. J. Chem. Phys. 2002, 117, 5529. [CrossRef]

43. Miller, D.K.; Loy, C.; Rosokha, S.V. Examining a transition from supramolecular halogen bonding to covalent bonds: Topological
analysis of electron densities and energies in the complexes of bromosubstituted electrophiles. ACS Omega 2021, 6, 23588–23597.
[CrossRef] [PubMed]

44. Bruker. Apex5 v2023.9-2, SAINT V8.40B; Bruker AXS Inc.: Madison, WI, USA, 2023.
45. Bruker AXS Inc. SHELXTL Suite of Programs, Version 6.14, 2000–2003; Bruker AXS Inc.: Madison, WI, USA, 2003.
46. Sheldrick, G. Crystal Structure Refinement with SHELXL. Acta Cryst. C 2015, 71, 3–8. [CrossRef]
47. Sheldrick, G.M. SHELXT—Integrated space-group and crystal-structure determination. Acta Crystallogr. A 2015, A71, 3–8.

[CrossRef] [PubMed]
48. Hübschle, C.; Sheldrick, G.; Dittrich, B. ShelXle: A Qt Graphical User Interface for SHELXL. J. Appl. Crystallogr. 2011, 44, 1281.

[CrossRef] [PubMed]
49. Frisch, M.J.; Trucks, G.W.; Schlegel, H.B.; Scuseria, G.E.; Robb, M.A.; Cheeseman, J.R.; Scalmani, G.; Barone, V.; Mennucci, B.;

Petersson, G.A.; et al. Gaussian 09, Rev. C.01; Gaussian, Inc.: Wallingford, CT, USA, 2009.
50. Zhao, Y.; Truhlar, D.G. The M06 suite of density functionals for main group thermochemistry, thermochemical kinetics, noncova-

lent interactions, excited states, and transition elements: Two new functionals and systematic testing of four M06-class functionals
and 12 other functionals. Theor. Chem. Acc. 2008, 120, 215–241.

51. Tomasi, J.; Mennucci, B.; Cammi, R. Quantum mechanical continuum solvation models. Chem. Rev. 2005, 105, 2999–3093.
[CrossRef] [PubMed]

52. Weigend, F.; Ahlrichs, R. Balanced basis sets of split valence, triple zeta valence and quadruple zeta valence quality for H to Rn:
Design and assessment of accuracy. Phys. Chem. Chem. Phys. 2005, 7, 3297–3305. [CrossRef] [PubMed]

53. Lu, T.; Chen, F. Multiwfn: A Multifunctional Wavefunction Analyzer. J. Comput. Chem. 2012, 33, 580–592. [CrossRef] [PubMed]
54. Humphrey, W.; Dalke, A.; Schulten, K. VMD—Visual Molecular Dynamics. J. Mol. Graph. 1996, 14, 33–38. [CrossRef] [PubMed]
55. Atkins, P.; de Paula, J.; Friedman, R. Physical Chemi: Quanta, Matter and Change; Oxford University Press: Oxford, UK, 2014; p. 848.
56. Sheldrick, G.M. CELL_NOW. Version 2008/4; University of Gottingen: Gottingen, Germany, 2008.
57. Regine, H.-I.; Sheldrick, G.M. Refinement of Twinned Structures with SHELXL97. Acta Cryst. 1998, B54, 443–449.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

17



Article

Color Compounds Removal from Tequila Vinasses Using
Silica Gel Adsorbents Functionalized with Thiol Moieties:
Equilibrium and Kinetics Studies

Carlos Gonzalez-Valerio 1, Alejandro A. Peregrina-Lucano 2, Ricardo Manríquez-González 3,

Aida A. Pérez-Fonseca 1, Jorge R. Robledo-Ortíz 3, Ilya G. Shenderovich 4,* and Sergio Gómez-Salazar 1,*

1 Chemical Engineering Department, University of Guadalajara—CUCEI, Blvd. Marcelino García Barragán
#1421, esq. Calzada Olímpica, Guadalajara 44430, Jalisco, Mexico;
carlos.gonzalez0543@alumnos.udg.mx (C.G.-V.); aida.perez@academicos.udg.mx (A.A.P.-F.)

2 Pharmacobiology Department, University of Guadalajara—CUCEI, Blvd. Marcelino García Barragán #1421,
esq. Calzada Olímpica, Guadalajara 44430, Jalisco, Mexico; aapl69@hotmail.com

3 Department of Wood, Cellulose, and Paper, University of Guadalajara—CUCEI, Zapopan 45150, Jalisco,
Mexico; ricardo.manriquez@academicos.udg.mx (R.M.-G.); jorge.robledo@academicos.udg.mx (J.R.R.-O.)

4 Faculty of Chemistry and Pharmacy, University of Regensburg, Universitaetstrasse 31, 93053 Regensburg,
Germany

* Correspondence: ilya.shenderovich@ur.de (I.G.S.); sergio.gomez@cucei.udg.mx (S.G.-S.)

Abstract: Tequila vinasses are organic wastes generated during ethanol fermentation at elevated
temperatures (≥90 ◦C) and pH ≤ 4.0, making them hazardous to the environment. This paper
describes a new, simplified UV–vis spectroscopy-based procedure for monitoring the adsorption of
color compounds in tequila vinasses onto silica-based adsorbents, along with an optimized synthesis
method to produce the most efficient sol–gel synthesized thiol-functionalized adsorbent. Under
optimized conditions, the uptake capacity of this adsorbent reaches 0.8 g g−1 in 90 min. Experimental
results demonstrate that the adsorbent has a specific affinity for melanoidin-type molecules. The
adsorbent demonstrates excellent thermal stability (~316 ◦C). The results of this work indicate that
the adsorbent possesses potential in the treatment of tequila vinasses from wastewater discharges.

Keywords: tequila vinasses; sol–gel; silica gel; adsorbent; adsorption

1. Introduction

Tequila is the most famous Mexican spirituous drink worldwide, produced from the
brewed must of an assortment of Agave tequilana var. Azul. The production of tequila
generates wastes called vinasses. These wastes are generated by the tequila industries
from the residual solution of fermented agave sugars after alcohol distillation. It has been
reported that about 10–12 L of vinasses are generated by each liter of tequila produced [1].
Tequila vinasses (ca. 80%) are mostly discharged to water bodies and agricultural lands
with almost null treatment representing a serious environmental risk [2]. Specifically,
tequila vinasses constitute a sort of wastewater possessing high degradation strength and,
consequently, a high degree of pollution since they are discharged at elevated temperatures
(≥90 ◦C), pH ≤ 4.0, and very high chemical oxygen demand (COD, 5–150 g L−1) [1–3].

The treatment of tequila vinasses wastes becomes complex due to the contained
compound composition and the large amounts generated. The compounds that grant
the dark brown color to tequila vinasses are called melanoidins. It is well known that
melanoidins are color compounds made up of aromatic heterocyclic structures with ionic
moieties that are difficult to degrade by microorganisms; hence, biological treatments,
in general, present bad yields, and combined waste treatments must be implemented to
improve degradation efficiencies [4]. Amongst the processes used to treat these wastes are
physicochemical, coagulation, sand filtration, Fenton oxidation, and membrane filtration [5].

Molecules 2024, 29, 5910. https://doi.org/10.3390/molecules29245910 https://www.mdpi.com/journal/molecules18
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These processes have proved to have high efficiencies for turbidity, and a chemical oxygen
demand (COD) removal of up to 70% and 80%. However, they present high operational
costs and high demand for reagents, making them less appealing. In contrast, the easy use
of functionalized adsorbents makes this process a suitable technology to solve the problem
presented by the tequila vinasses discharged into the environment [6]. For instance, there
are some reports which indicate that waste vinasses have been used as raw material to
obtain activated carbons and applied in dye removal and other components [7,8]; this is
attributed to the phenolic and ionic nature present in the carbons. Another example of this
methodology was presented by Caqueret et al. [9], who utilized activated carbon to adsorb
compounds present in beet vinasses.

Tequila vinasses constitute a complex mixture of water, fermentable sugars, organic
acids, esters, alcohols, furans, and phenolic compounds [10]. A current and reliable method
of analysis and a quantification of all the components of tequila vinasses is not available yet.
As a result, in most tequila vinasses, the unambiguous identification of all the compounds
present is far from being a reality. This situation makes it difficult to identify the compounds
of tequila vinasses in real samples. The traditional methods of analyzing vinasses use gas
chromatography–mass spectrometry (GC-MS) or liquid chromatography (LC) techniques.
For example, Lorenzo-Santiago et al. [10] drew upon a set of analytical methods which
included ultra-performance liquid chromatography (UPLC) and ultra-performance liquid
chromatography mass spectrometry (UPLC-MS) techniques to analyze some compounds
(furans and phenolic) and some sugars, respectively, of tequila vinasses from Amatitan,
Jalisco, Mexico. However, many tequila vinasses compounds, such as a significant amount
of melanoidins, were not analyzed. In another study, Govea-Paz et al. [11] evaluated total
sugars, total reducing sugars, and total phenols following the phenol–sulfuric, Miller, and
4-aminoantipyrine standard methods [12,13] when they studied the generation of biofuels
using tequila vinasses in a continuous stirred-tank reactor (CSTR) with biomass carriers
and an upflow anaerobic sludge blanket reactor (UASB) connected in series. Their results
indicated that feeding more concentrated vinasses produced a decrease in hydrogen and
methane production, coinciding with a 5 g/L-peak in reducing sugars. These studies
indicate the complexity of analytical techniques that must be used to obtain satisfactory
results about the tequila vinasses analysis. Based upon these results, in this work, a novel
and relatively simple procedure of tequila vinasses analysis is proposed. The procedure
involves a full UV-vis scan of tequila vinasses samples whose signals are further related to
the drained masses of vinasses to construct the calibration curve of the weight of solids/mL
vs. total absorbance. Then, to obtain the corresponding absorbances of all compounds
present in the tequila vinasses for each point of the curve, a full UV-vis scan was performed
in the range of 350–900 nm, followed by the numerical integration of the whole spectrum
using Simpson’s 1/3 rule.

To the best of our knowledge, the use of functionalized silica gel adsorbents in treating
tequila vinasses wastes has not yet been reported. The novelty of this work includes report-
ing on the synthesis and application of our newly prepared thiol-functionalized adsorbent
in the treatment of tequila vinasses for the first time. Also, the novelty includes the proposal
of a new analytical method to assess the tequila vinasses concentrations that is simpler and
more robust compared to the conventional ones such as UV-vis or HPLC techniques. So far,
no adsorbents of these types have been applied in the treatment of tequila vinasses, nor
in the newly proposed analytical method. Using these adsorbents, it is expected to obtain
improved removal efficiencies, fast removal kinetics, and substantial improvement in color
compounds removal. This work aims to report on the use of a thiol-functionalized silica
gel adsorbent to remove tequila vinasses color compounds. A simple analysis procedure of
tequila vinasses was proposed, and the adsorption features of real tequila vinasses samples
were studied through adsorption equilibrium and kinetic measurements. Various mathe-
matical models were tested with experimental data to elucidate the adsorption mechanism
of tequila vinasses on the adsorbent, and the rate-controlling mechanism in the kinetic
measurements. Finally, the solid adsorbent was characterized by mass spectrometry, N2
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adsorption, Fourier transform infra-red (FTIR), thermogravimetric analysis (TGA), and
solid-state NMR techniques to gain insights concerning the obtained solid features.

2. Results and Discussion

2.1. Synthesis of the MaMPTXX Adsorbents

Several trials were performed to obtain an optimum adsorbent with enhanced charac-
teristics such as minimal water solubility, maximized removal capacity of tequila vinasses
compounds, and improved ligand densities. The tests consisted of varying the synthesis
parameters, including the molar ratios of the functional precursor (FP) to the cross-linking
agent (CLA) and the amount of stabilizing agent (NaCl), as shown in Table 1.

Table 1. Molar ratios used in the synthesis of thiol-functionalized adsorbents for the treatment of
tequila vinasses.

Adsorbent

Molar Ratios TEOS
Hydrolysis

Time,
Min

TEOS/MPTS Co-
Condensation

Time, Min

Mixture
pH

SBET,

m2 g−1

Avg. Pore
Diameter

Dp, Å

qmax
a ,

mmol g−1TEOS Mixture MPTS Mixture
TEA

TEOS NaCl EtOH H2O MPTS NaCl EtOH H2O

Ma000 1 0.009 4 4 0 0 0 0 0.09 30 30 3.0 88.0 203.07 −
MaMPT001 1 0.009 4 4 0.25 0 3 1 0.12 30 30 3.0 278.27 56.69 −
MaMPT002 1 0.009 4 4 0.25 0.009 3 1 0.12 30 30 3.0 432.68 47.19 1.01

MaMPT003 1 0.009 4 4 0.5 0 3 1 0.12 30 30 3.0 238.12 39.29 −
MaMPT004 1 0.009 4 4 0.5 0.009 3 1 0.12 30 30 3.0 311.18 34.10 −
MaMPT005 1 0.009 4 4 1 0 3 1 0.12 30 30 3.0 6.44 211.30 −
MaMPT006 1 0.009 4 4 1.5 0 3 1 0.12 30 30 3.0 4.58 104.10 −

a Maximum uptake capacity of adsorbent measured by elemental analysis as total sulfur.

2.2. Adsorption Kinetic Results

The amount of tequila vinasses adsorbed on the MaMPT002 adsorbent as a function
of time is shown in Figure 1 for the three initial tequila vinasses concentrations studied
of 0.0052, 0.0137, and 0.0275 g mL−1. These concentrations were chosen to use an excess
of thiol functional groups on MaMPT002 adsorbent and, simultaneously, to ensure adsor-
bent saturation. The experimental results suggest that it is the initial concentration that
defines the adsorption rate, as higher concentrations lead to faster adsorption. From this
perspective, the adsorption interaction between tequila vinasses color compounds and the
MaMPT002 adsorbent is driven by the propensity of thiol groups to engage in interactions
with compounds in the tequila vinasses. In the cases of the two highest concentrations,
the equilibrium is attained after ~60 min, whereas in the case of the lowest concentration,
the equilibrium is reached after ~140 min. These results reveal that the MaMPT002 adsor-
bent possesses improved kinetics and makes it appealing for tequila vinasses wastewater
treatment applications.

Knowing the adsorption rates of the solid pellets is of paramount importance and
integral to the adsorption of tequila vinasses color compounds. Several steps are generally
recognized to be involved in the adsorption rate, from the fluid phase to the specific
adsorption sites located at the interior of the pellets, and these include the following:
(i) interplay with adsorption sites and (ii) diffusion to these sites. Three popular models
were tested to ascertain the rate-controlling mechanism of tequila vinasses compounds on
the MaMPT002 adsorbent, namely the following: (a) pseudo-first order (PFO), (b) pseudo-
second order (PSO), and (c) intraparticle diffusion (IPD) (see Supplementary Materials for
model descriptions). The experimental data were tested against each model to extract the
corresponding parameters, and the results were used to find the best-suited model to the
data. The results of fitting the kinetic models are shown in Figure 1a–d, and the values of
the regressed parameters are in Table 2. These parameters demonstrate that the PSO model
inadequately simulates the data, as the values of determination coefficients R2 for the three
concentrations are significantly lower than unity, and the maximum adsorption capacities,
qmax, are not close to the experimental values. The PFO model is observed to match the
experimental data better since the values of R2 are closer to unity and the qmax values
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match the experimental values better. This model indicates that a reversible reaction occurs
between tequila vinasses compounds and the thiol surface groups of the adsorbent, and a
dynamic equilibrium linking the two phases is set in the adsorption operation. The values
of the kinetic parameter of this model (k1) increase as the tequila vinasses concentration
increases due to increased molecular collisions. On the other hand, the PFO and PSO
models are not able to predict the mass transfer mechanism caused by diffusion. Because
of this, the intraparticle diffusion model (IPD) was tested with kinetic data. A poor fitting
between the model and the data can be seen in Figure 1d, which demonstrates that the
adsorption of tequila vinasses compounds does not conform to the intraparticle diffusion
mechanism. These results demonstrate that the adsorption kinetic data of tequila vinasses
more closely follow a PFO model and indicate that the chemisorption is the limiting step of
the adsorption rate of tequila vinasses compounds onto the MaMPT002 adsorbent.

Figure 1. Results of adsorption kinetics of tequila vinasses compounds on the MaMPT002 adsorbent
at three different initial conditions and fitting to three kinetic models. (a) Co = 0.0275 g mL−1,
(b) Co = 0.0137 g mL−1, (c) Co = 0.0052 g mL−1, (d) IPD model; symbols are experimental data,
continuous lines are IPD model predictions.

2.3. Adsorption Equilibrium Results
2.3.1. Effect of Tequila Vinasses Solution pH on Adsorption Extent

The capacity of the MaMPT002 adsorbent on the tequila vinasses compounds removal
was appraised at three different pH values (3.0, 3.55, and 4.0), distinctive of tequila industry
wastewater discharges [14]. Figure 2 shows the tequila vinasses adsorption isotherms on
MaMPT002 at 298 K. It is evident from Figure 2a–c that the pH has a slight effect on the
tequila vinasses removal capacities as the maximum amounts at all pH levels change only
slightly. At pH 3.55, the effective adsorption qe increases from 0.16 g g−1 to 0.801 g g−1 as
the equilibrium solution concentration Ce changes from 0.0035 g mL−1 to 0.026 g mL−1.

21



Molecules 2024, 29, 5910

Table 2. Results of regressed parameters of the adsorption kinetic models of tequila vinasses com-
pounds on the MaMPT002 adsorbent.

Parameters/Model

Initial Concentration of Tequila Vinasses Compounds,
g mL−1

0.0275 0.0137 0.0052

qmax exp (g g−1) 0.79 0.47 0.17

Pseudo-first order

qmax calc (g g−1) 0.61 ± 0.04 0.51 ± 0.02 0.19 ± 0.02
k1 (min−1) 0.2 ± 0.1 0.14 ± 0.03 0.016 ± 0.003

R2 0.6474 0.9004 0.9527

Pseudo-second order

qe calc (g g−1) 0.68 ± 0.06 0.53 ± 0.03 0.27 ± 0.04
k2 (g g−1 min−1) 0.3 ± 0.2 0.5 ± 0.3 0.05 ± 0.02

R2 0.7447 0.8587 0.9429

Intraparticle diffusion

KIPD (g g−1) × min−1/2) 0.18 ± 0.03 0.14 ± 0.03 0.01 ± 0.01

C (g g−1) 0.08 ± 0.07 0.10 ± 0.08 −0.06 ± 0.03

R2 0.8401 0.6476 0.7981

Figure 2. Experimental adsorption isotherms of tequila vinasses on the MaMPT002 adsorbent
and simulations using three common isotherm models at three different pH values. (a) pH = 3.0,
(b) pH 03.55, (c) pH = 4.0. (d) Effect of temperature on tequila vinasses uptake on the MaMPT002
adsorbent at three different temperatures.

An overall picture of the tequila vinasses adsorption mechanism on MaMPT002 has
been acquired by the direct application of several adsorption models (see Supplementary
Materials). Figure 2a–c show the fitting results of experimental isotherms, and Table 3
depicts the values of the regressed parameters of these models. In all models, the determi-
nation coefficient R2 was used as a criterion to assess the goodness of fit. The Freundlich
model is unacceptable because the R2 values are far from unity and it predicts adsorption
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capacity values, (qe), that are not close to the experimental data, especially at the lowest
pH value (Figure 2a). In the case of the Langmuir model, despite the highest values of
R2, this model cannot predict satisfactorily the values of qmax, also at the lowest pH value
(Figure 2a) and is unsatisfactory. In contrast, the Temkin model provides a quite accurate
simulation of qe at all three pH values, with R2 values close to unity.

Table 3. Fitting results of the adsorption isotherm models to experimental data of tequila vinasses
adsorption on the MaMPT002 adsorbent.

Parameters/Model
Initial pH of Tequila Vinasses Solution

3.0 3.55 4.0

qmax exp (g g−1) 0.78 0.80 0.77

Langmuir

qmax calc (g g−1) 0.99 ± 0.05 1.3 ± 0.2 1.2 ± 0.3
k1 (min−1) 147 ± 20 70 ± 25 95± 46.5

R2 0.9740 0.9285 0.8430

Freundlich

kF (Ln mg−n) 3.2 ± 0.7 6.5 ± 2.9 5.5 ± 3.0
n 2.7 ± 0.3 1.8 ± 0.3 2.0 ± 0.5

R2 0.9306 0.8808 0.7744

Temkin

AT 1302 ± 297 557 ± 110 667 ± 229
bt (J mol−1) 10948 ± 947 7834 ± 840 8307 ± 1534

R2 0.9642 0.9461 0.8556

The results of these experiments allowed us to study the interactions between the
predominant color compounds present in the tequila vinasses of the melanoidin-type (see
Section 2.4), and the thiol functional groups of the MaMPT002 adsorbent. In this regard,
it has been reported that the thiol groups can react with melanoidins through a covalent
bond via a heterocycle that involves redox reactions through Maillard-derived pyrazinium
compounds formed as byproducts of the oxidation of the pyrazinium radical cations [15].
A possible tequila vinasses uptake mechanism by the MaMPT002 adsorbent is shown in
Scheme 1. In this mechanism two paths are proposed to occur, (a) in the presence of the
nucleophilic thiols of the MaMPT002, melanoidins react to form the melanoidin-thioether
bond (undefined position), (b) in a previous step, melanoidins react with water to form
pyrazinium compound (such as the 2-hydroxy1,4-dihydropyrazine) which then react with
the thiol groups of MaMPT002 to form the corresponding melanoidin-thioether bond via
pirazinum ring.

2.3.2. Comparison of Different Effluent Adsorption Performance of the MaMPT002
Adsorbent with Different Adsorbents

For comparison, Table 4 shows the adsorption capacities reported in the literature
of the selected adsorbents applied in removing several types of vinasses based on the
maximum amount of vinasse removed for each adsorbent (qmax) and their specific surface
areas. It is noticed that the two activated carbons (Picachem 150 and Picachem 120 PN)
performed better than the bagasse fly ash but worse than both the peanut shell and the
MaMPT002 adsorbent. Despite their higher specific surface areas, low vinasse compounds
removal performance is also notorious in these carbons. These values suggest that the
surface area is not a determining factor in the quantity of vinasse removed and does not
confer high uptake efficiency.
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Scheme 1. Proposed adsorption mechanism scenarios of color compounds (e.g., melanoidins) from
tequila vinasses on the MaMPT002 adsorbent: (a) undefined thioether bond position in pirazinium,
and (b) by the thioether bond in 2 ring position [15].

Alternatively, the MaMPT002 adsorbent possesses a high specific surface area
(432.68 m2 g−1), characteristic of mesoporous silica gel adsorbents synthesized by the
sol–gel method. Moreover, the MaMPT002 adsorbent shows a similar vinasse removal
capacity but with a simpler synthetic procedure than a peanut shell adsorbent. Finally, the
thiol moiety in the MaMPT002 adsorbent confers a versatile alternative in the removal of
other complex systems, including several heavy metal ions such as mercury [16,17], and
lead [18]. The use of the sol–gel method for the synthesis of silica-based adsorbents allows
obtaining materials with a predetermined large pore diameter and a significant internal
surface area. Even pure silicon materials of this type significantly affect the mobility of
adsorbed molecules due to various non-covalent interactions and hydrogen bonding [19].
Although the energy of such non-covalent interactions is low and they are unstable under
ambient conditions, they still determine the average conformation of the partners [20].
Moreover, the adsorption capacity of such materials can be selectively and adaptively
significantly increased by the chemical functionalization of their internal surfaces [21–23].

Table 4. Comparison of vinasse uptake using adsorbent MaMPT002 with different materials.

Adsorbent Effluent Removed SBET (m2 g−1) qmax (g g−1) Reference

Picachem 150 Sugar beet vinasse 671.0 0.041 [9]
Picachem 120 PN Sugar beet vinasse 634 0.1 [9]

Peanut shell Sugarcane vinasse 40.71 0.562, 0.796 [24]
Bagasse fly ash Sugarcane vinasse − 0.017 [25]

MaMPT002 Tequila vinasse 432.68 0.801 This work

2.3.3. Effect of Tequila Vinasses Temperature on Adsorption Extent

The effect of tequila vinasses temperature on the adsorption extent of the MaMPT002
adsorbent was investigated at three temperatures (25, 30, and 40 ◦C) and a pH of 3.55 using
optimal conditions. It is apparent from Figure 2d that the removal capacity at 25–35 ◦C
undergoes minor changes; however, it decreased as the temperature increased to 40 ◦C.
The decrease in removal capacity demonstrates that the nature of the adsorption process
was exothermic and chemical [26].
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The thermodynamic variables standard free energy change (ΔGo), standard enthalpy
change ( ΔH0), and standard entropy change (ΔSo) for the adsorption of tequila vinasses
compounds on the MaMPT002 adsorbent, were determined by using the Van’t Hoff equa-
tion in the non-linear form as follows:

Kc = e[
ΔSo

R −( ΔHo
R ) 1

T ] (1)

By the third principle of thermodynamics, ΔGo can be calculated by the following:

ΔGo = ΔHo − T ΔSo (2)

where R is the universal gas constant (8.314 J K−1 mol−1), T is the absolute temperature,
and Kc is the dimensionless thermodynamic equilibrium constant. The dimensionless form
of Kc was obtained from the following definition [27]:

Kc =
1000 × Kt × molecular weight of tequila vinasses × tequila vinasses concentration

γ
(3)

where γ = tequila vinasses activity coefficient = 1 for a diluted solution; Kt represents the
best isotherm model fitted constant (e.g., Kt, the Toth equilibrium constant), determined
for each dataset corresponding to each temperature. Equation (1) was used to obtain the
thermodynamic parameters ΔHo and ΔSo by non-linear regression of the data using the
Levenberg–Marquardt algorithm. All calculations were conducted using the Origin V9.8
2021® software.

Figure 3 shows the results of non-linear fitting where the values of the Toth model
constants, Kt, were used for the calculations since this model was the one that best predicted
the data for all temperatures. Table 5 shows the values of the thermodynamic variables
obtained from Equations (1) and (2). It is evident from this figure that as the temperature
increases, the thermodynamic equilibrium constant (Kc) decreases, thus confirming that
the adsorption process of tequila vinasses compounds is exothermic [26,27]. This is also
confirmed by the negative sign of ΔHo, which indicates an exothermic process. The
magnitude of −89.18 kJ mol−1 suggests that a chemical adsorption process occurs between
the tequila vinasses compounds and the surface of the MaMPT002 adsorbent. The negative
value of ΔGo is characteristic of a spontaneous and favorable adsorption process. A decrease
in randomness at the liquid–solid interface takes place since ΔSo shows a negative value.
This reveals that the adsorption of tequila vinasses compounds occurs from a disordered
phase to an ordered phase on the adsorbent surface. Consequently, the adsorption process
of tequila vinasses compounds generates a more orderly rearrangement on MaMPT002
and the loss of the degree of freedom for tequila vinasses compound molecules. The
slight entropy loss depicted in Table 5 suggests that the molecules of tequila vinasses
compounds were not entirely adsorbed, but they were confined in the liquid contained in
the pore spaces in an analogous manner when gas molecules, such as CO2, are adsorbed
on coals [28].

Table 5. Thermodynamic parameters obtained by the non-linear regression of Equation (4).

T (K) Kc (mL g−1) Kc ΔS
◦

(kJ/mol) ΔH
◦

(kJ/mol) ΔG
◦

(kJ/mol)

− − − −0.266 −89.18 −
298 121.64 55.48 − − −10.02
303 75.27 34.33 − − −8.69
308 51.94 23.69 − − −7.36
313 0.35 0.16 − − −6.04
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Figure 3. Kc as a function of the inverse of temperature and the non-linear fitting to Equation (4).

2.4. Approximate Selectivity of the MaMPT002 Adsorbent for Different Tequila Vinasse
Compounds

Chromatograms in Figure 4 indicate a significant intensity decrease in a peak at a time
of ~6.4 min after adsorption (indicated by the circle in this figure). This is indicative of the
adsorption of compounds present in the tequila vinasses. The mass spectra of Figure 4
indicate a significant decrease in the intensity of most of the signals after adsorption
(Figure 4c), except for the signal at ~680 m/z. This is because the mass spectrometer
does not use a standard, but instead it uses the most abundant molecule or fragment
as a reference, and the intensity scale is organized around the most abundant fragment
with respect to the rest of the fragments. This suggests that the adsorbent shows little
selectivity for these molecules. It is worth noting that the complexity of the sample and the
large variety of possible molecules corresponding to these masses limit the presentation
of one proposal only based on their fragmentations and reported structures. The mass
spectrum of Figure 4b shows that the peak of the chromatogram at ~6.4 min corresponds to
molecules of 412.31 m/z. The removal of these molecules is further confirmed by a signal
decrease in the mass spectrum after adsorption (Figure 4c). On the other hand, to gain
insights about the identity of the molecules being adsorbed, the fragmentation pattern
corresponding to the molecules with 412.31 m/z was used (Table 6). The fragments with a
greater probability of coinciding with this mass are shown in Figure 5. According to the
results of the software Optimizer, the mass of 412.31 coincides with a type of molecule
called melanoidin. This proposal is based on reports by Hofman and Schieberle [15], which
included melanoidin structures capable of interacting with thiol groups. Melanoidins are
compounds generated by the Maillard reaction which grants a dark brown color to tequila
vinasses. Melanoidins show high chelation capacities toward different metal ions and
organic compounds. This poses an environmental problem since these properties make
them hazardous when discharged to water bodies and fertile lands because they can chelate
metallic ions needed for the flora and fauna of the ecosystem.

Table 6. Fragmentation pattern result of the molecular ion with 412.31 m/z from the Optimizer
software of the adsorption process of tequila vinasses on the MaMPT002 adsorbent.

The Final Product Ion, m/z Abundance

227.1 92341
165.1 13044
121.1 27677
57.2 18350
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Figure 4. Selectivity results of tequila vinasses adsorption on the MaMPTS002 adsorbent. (a) HPLC
chromatograms before and after adsorption; (b) mass spectrum before adsorption; (c) mass spectrum
after adsorption.

Figure 5. Fragmentation proposal of product ion with 412.31 m/z (based on the closest structure
reported of 412.51 m/z) obtained from the Optimizer software of the adsorption of tequila vinasses
on the MaMPT002 adsorbent.
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2.5. Physicochemical and Spectroscopic Characterization Results
2.5.1. Textural Properties

Figure 6 shows the N2 adsorption isotherms of the synthesized adsorbents. The
isotherms of samples MaMPT001-MaMPT004 (Figure 6a) are of the type IVa, conforming to
the IUPAC classification [29], and typical of mesoporous materials. In this case, capillary
condensation is accompanied by a hysteresis loop that resembles the H2b type more
according to this classification, which occurs when the pore width exceeds a given critical
size. This type of hysteresis is characteristic of pores with ink-bottle geometries and
is often presented by mesocellular silica foams and a few mesoporous ordered silicas
obtained after thermal treatment. Some authors have reported that the hysteresis loops
start appearing at pore widths of 4 nm [29,30]. This is confirmed in Figure 6b, where the
average pore sizes are ~4.2 nm. Samples MaMPT000, MaMPT005, and MaMPT006 exhibit
type II isotherms (Figure 6c) and are typical of the physisorption processes on nonporous
or macroporous adsorbents. As can be seen from Table 1, these materials presented the
lowest specific surface areas. Regarding the pore size distributions, in the case of samples
MaMPT001-MaMPT004 (Figure 6b), they depict narrow distributions with a monomodal
shape in the mesopore zone of ~2.0–5.0 nm due to the presence of the hysteresis loop
observed in the isotherm; a broad part of the distribution is also observed in the region of
macropores for these samples. These results imply that adsorbents possessing structures
with uniform pores were formed. The sharp slope of the desorption branch of the isotherm
proves the uniformity of these pore structures. The opposite situation is obtained in the
samples MaMPT000, MaMPT005, and MaMPT006 (Figure 6d), where broad distributions
are depicted in the range of pore sizes of ~5.0–145 nm, thus covering a significant amount
of the macropores region. A small amount of mesopores is observed in the case of samples
MaMPT005 and MaMPT006 represented by a narrow part of the distribution in the zone of
~2.6–4.0 nm.

Different parameters were investigated during the synthesis of adsorbents that can
significantly impact the generation of specific surface area, and in the tequila vinasses
compounds uptake capacity. These included the following: (1) TEOS:MPTS molar ratios,
(2) amount of NaCl, and (3) presence/absence of functionalizing compound (see Table 1).
One sample was prepared as described in Section 2.2 but without MPTS. The purpose
of synthesizing this sample was to take it as a reference point to compare the effect of
the presence of the MPTS molecule on the specific surface area and the tequila vinasse
compounds uptake capacities of the adsorbent. A positive effect of obtaining an increased
specific surface area can be observed in this table. Also, it is observed that the TEOS:MPTS
molar ratio plays an important role in forming specific surface area. In this sense, high
TEOS:MPTS molar ratios produce high specific areas, and low TEOS:MPTS molar ratios
produce small specific areas. This can be due to the existence of more and greater functional
group oligomers, which generate larger cavities around ligand functional groups, which,
in turn, contribute to a higher specific surface area (Figure 6e). Another parameter studied
was the presence of the stabilizing agent NaCl. The adsorbents MaMPT001 (278.27 m2 g−1)
and MaMPT002 (432.68 m2 g−1) differ by the presence of NaCl and present a difference
in specific surface areas of 154.56 m2 g−1. Murakata et al. [31] report that the presence of
salts significantly affects the formation of the surface area. Some authors attribute this
phenomenon to the fact that when a solid surface becomes in contact with an aqueous phase,
the surface becomes electrically charged due to the ionization or dissociation of functional
groups present on the surface, by the adsorption of ionic groups on the uncharged surface,
or the electrochemical polarization. In the case of silanol groups under the presence of
water, these groups can be dissociated to form Si − O− in alkaline media or Si − OH−

2 in
acidic media. The thickness of the electrical double layer is affected by the electrolytes
present and can alter the pore size distribution.
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Figure 6. Nitrogen adsorption isotherms and pore size distributions of synthesized adsorbents.
(a) Isotherms of samples MaMPT001 through MaMPT004; (b) isotherms of samples MaMPT000,
MaMPT005, and MaMPT006; (c) pore size distributions of samples MaMPT001 through MaMPT004;
(d) pore size distributions of samples MaMPT000, MaMPT005, and MaMPT00, (e) TEOS:MPTS molar
ratio effect on specific surface area.

2.5.2. TGA Results

Both thermal stability and thermal changes taking place inside of the MaMPT002
adsorbent were monitored by TGA before and after tequila vinasses removal. According
to Almaghrabi et al. [32], the silica matrices present a thermal stability of up to 600 ◦C.
Below 200 ◦C, a decrease in weight % is observed and associated with the loss of physically
adsorbed water (Figure 7a). Above 250 ◦C, the observed weight % loss is associated
with the decomposition of the aliphatic chains of MPTS [33]. A steep slope begins at
~316 ◦C attributed to the depletion of thiol components [34], constituting about 9.5% of the
total mass (corresponding to 3.23% of total sulfur). This result indicates that MaMPT002
adsorbent is thermally stable up to 316 ◦C. On the other hand, after the tequila vinasses
compounds uptake, Figure 7b depicts almost identical weight % loss patterns as before the
adsorption of tequila vinasses. In this case, only minor changes are observed in the amount
of weight lost and are associated with the adsorbed tequila vinasses. By comparing both
graphs, it can be concluded that the thermal stability of the MaMPT002 adsorbent is not
affected by the presence of tequila vinasses.
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Figure 7. (a) TGA results on sample MaMPT002 before tequila vinasses adsorption. (b) TGA results on
sample MaMPT002 after tequila vinasses adsorption. (c) FTIR spectrum of the MaMPT002 adsorbent.

2.5.3. FTIR Study Results

Figure 7c depicts the results of the FTIR analysis of the MaMPT002 adsorbent. Two
bands appear at 3400 cm−1 and 1600 cm−1 and correspond to the stretching and bending of
the -OH groups of silanol groups and adsorbed H2O, respectively. The signal at 1100 cm−1

is due to the stretching vibration of siloxane groups Si-O-Si present in the silica matrix.
The bands at 2900, 1400, and 690 cm−1 correspond to asymmetric stretching, scissoring
movement, and bending of the methylene group CH2, respectively, of the MPTS molecule.
A signal appears at 798 cm−1 corresponding to the Si-C bonds. The functional thiol group
(S-H) presents a weak stretching vibration signal at 2550 cm−1, and finally, the signal
observed at 798 cm−1 corresponds to the Si-C bonds.

2.5.4. Scanning Electron Microscopy (SEM)

The structural and morphological changes arising from contacting a tequila vinasses
solution with the MaMPT002 adsorbent were investigated by the SEM technique. The
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results indicate that the surface of the adsorbent comprises a clean and even collection
of particles (Figure 8a) before the contact with tequila vinasses. A significant change in
the surface is observed after tequila vinasses adsorption, where the adsorbent presents a
wrinkled and rugged clustered surface with some flat areas (Figure 8b).

 

Figure 8. SEM results of (a) tequila vinasses-free MaMPT002 adsorbent, and (b) MaMPT002 adsorbent
after tequila vinasses adsorption.

2.5.5. NMR Results

The propyl thiol-grafted moieties, and the silicon species attached and composing the
silica matrix of the MaMPT002 adsorbent, were measured by 13C and 29Si solid–state NMR
spectroscopy, respectively, as shown in Figure 9. In Figure 9a the zone around 12 ppm
depicts a broadened signal of two overlapping peaks associated with the carbon C-3 which
presents different chemical environments to those of the ligand. Carbons C-1 and C-2 of
the MPTS chain are identified by a signal at 28 ppm, and the one corresponding to carbon
C-4 of the unreacted and non-hydrolyzed methoxyl groups and present on the matrix
silica surface, appears at 45 ppm [18]. On the other hand, in the case of the 29Si spectrum
(Figure 9b), two main regions of the spectrum are clearly identified, one at −111 ppm
and the other one at −63 ppm which correspond, in general, to the Qm and Tm species.
Particularly, the signals shown in the zone of −111 ppm correspond to the Q4 species,
and the one at −101 ppm is attributed to a Q3 species [18]. This last signal confirms the
presence of free silanol groups, SiOH. In addition, the absence of signals at −92 ppm
demonstrates the absence of geminal silanols (Si (OH)2) in the adsorbent. Additionally,
the signals located at −65 ppm correspond to the T3 species, whereas the signal at −57
ppm is assigned to the T2 species. These results confirm the presence of the ligand groups
MPTS to the silica matrix either by two or three covalent bonds, as shown in the schemes
of Figure 8a. Furthermore, these results demonstrate that the surface density of the thiol
functional groups is higher than that of the residual Q3 species, Figure 8b.
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Figure 9. (a) 13C CP-MAS NMR spectrum of MaMPT002. (b) 29Si MAS NMR spectrum of MaMPT002.

3. Materials and Methods

3.1. Materials

(3-Mercaptopropyl) trimethoxysilane (MPTS) ≥ 99% was used as a functional precur-
sor (FP), and tetraethyl orthosilicate (TEOS) ≥ 99% as a cross-linking agent (CLA); these
reagents, sodium chloride, and triethylamine (TEA) ≥99.5%, were all purchased from
Sigma Aldrich (Toluca, Mexico). Hydrochloric acid ≥ 70% was purchased from Fermont
(Monterrey, Mexico); tequila vinasses were collected from a cooling reservoir in a tequila
facility at Amatitan, Jalisco, Mexico.

3.2. Synthesis of the Optimum Adsorbent

A set of adsorbents was prepared according to a method described by Lee et al. [35],
using the sol–gel modified process. In a typical synthesis, the FP and CLA were hydrolyzed
and partially homocondensed by mixing each separately with deionized H2O, NaCl, and
EtOH. All reactions were performed at a pH of 3 adjusted with 3.0 M of HCl dropwise
(used as a catalyst). The FP and CLA solutions were stirred for 30 min at room temperature.
Afterward, the FP and CLA solutions were mixed and stirred for another 30 min to allow
the co-condensation of the silanes. TEA was added to the mixture to induce gelation of the
system. The obtained gel was aged for 24 h at room temperature and dried in an oven at
60 ◦C for 24 h. After that, the obtained material was subjected to acetone/water washings
at 60 ◦C. A drying process was repeated at 60 ◦C for 24 h. Finally, the adsorbents were
ground and sieved to a particle size of 125–180 μm to minimize the external mass transfer
resistances, as reported elsewhere [36,37]. Different molar ratios of FP:CLA were studied
during the synthesis to select the optimum hybrid material from the set of adsorbents,
which had the largest specific surface area and the highest tequila vinasses removal capacity.
The optimum adsorbent was used for full characterization. The adsorbents were identified
as MaMPTXX where XX corresponds to the test number conducted at the different synthesis
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conditions. In a preliminary experiment, the seven adsorbents synthesized were assessed
for the maximum tequila vinasses adsorption from a 0.033 mg mL−1 tequila vinasses stock
solution. The results of this experiment indicated that the highest uptake of 0.80 g g−1

was obtained from the MaMPPT002 adsorbent, which can be attributed to its high specific
surface area (Table 1). This adsorbent was used for the subsequent characterization.

3.3. Analysis Procedure of Tequila Vinasses Color Solution

The colored solutions have been studied using several analyses based on the Lambert–
Beer law. It is well known that because tequila vinasses are a complex mixture of chemical
compounds, they present complicated UV-vis absorption profiles due to the set of different
molar extinction coefficients, thus displaying several peaks within a wide range of wave-
lengths. This presents a problem in assessing the accurate concentration of tequila vinasses
for a given component. To overcome this problem, in this work, a procedure is proposed
whereby the integration of the areas under the curve of UV-vis signals (using a Thermo
scientific Genesys 150 UV–visible spectrophotometer, Waltham, Massachusetts, USA) of a
full scan spectrum of wavelengths between 350 nm and 900 nm, were related to the drained
mass of the solution using different vinasse concentrations. A calibration curve of the
weight of the solids/mL vs. total absorbance was constructed by first placing an accurately
measured fixed volume of tequila vinasses (2 mL ± 0.01 mL) in two sets of 4 ceramic
crucibles, each at different vinasse:water volume ratios (2:0; 1.5:0.5; 1:1; 0.5:1.5; 0:2 mL of
tequila vinasses mL−1 of water). The first set of crucibles was dried until constant weight
in a vacuum oven at 50 ◦C. After that, the total dry weight was registered. This weight was
then divided by the original volume of tequila vinasses used so that the amount of the solids
of vinasses per mL was obtained and expressed in g of solids mL−1 of vinasses. For each
crucible of the second set, a full UV-vis scan was performed in the range of 350–900 nm.
The whole spectrum was numerically integrated using Simpson’s 1/3 rule (see Table S1 of
the Supplementary Materials) to obtain the corresponding absorbance of all compounds
present in the tequila vinasses for each point of the calibration curve. In the case of all
adsorption experiments (kinetics, and isotherms fixed bed), the previously diluted samples
were analyzed by performing the full scan in the UV-vis to find the corresponding total
absorbance and referred to the calibration curve to determine the concentration.

3.4. Kinetics of Vinasses Compounds Adsorption Experiments

Prior to the experiments, the solution of tequila vinasses was filtered and centrifuged
to remove the suspended solids and other components. Three different tequila vinasses
concentrations (0.0052, 0.0137, and 0.0275 g mL−1) were used to study the effect of the
initial solution concentration on the adsorption rate. In total, 20 mg of the MaMPT002
adsorbent and 2 mL of the vinasses solution at a pH of 3.55 were contacted in Eppendorf
tubes at varying times (5–200 min) and stirred at 25 ◦C in a temperature-controlled bath.
After adsorption, the final suspensions were filtered, and the collected solutions (final
solutions) were measured for tequila vinasses concentrations. Three replicate experiments
were conducted for each curve. The amount of tequila vinasses compounds adsorbed was
calculated by Equation (4):

q =
V

(
Ci − Cf

)

m
(4)

where q (g g−1) is the amount of tequila vinasses compounds adsorbed per mass unit of
adsorbent at a given time t, Ci and Cf (g L−1) are the initial and final solution of tequila
vinasses concentrations, respectively; V (L) is the solution volume, and m (g) is the mass of
adsorbent.

3.5. Vinasses Compounds Adsorption Isotherm Experiments

The adsorption equilibrium of tequila vinasses on the MaMPT002 adsorbent was
investigated using the batch mode to evaluate the maximum uptake capacity of adsor-
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bent at three different pH values (3.0, 3.55, and 4.0) common of the vinasse discharges
from tequila industries [17]. Tequila vinasses solutions at varying initial concentrations
(0.031–0.097 g mL−1) and fixed initial pH were placed in contact in Eppendorf tubes with
20 mg of adsorbent and stirred for 90 min in the temperature-controlled bath at 25 ◦C.
The suspensions were filtered, and the initial and final tequila vinasses solution concentra-
tions were measured. The amount of vinasses compounds adsorbed were calculated by
Equation (1). The values reported were the averages of three replicate experiments.

3.6. Selectivity of MaMPT002 for Tequila Vinasses Compounds

Tequila vinasses are a complex mix of more than two hundred diverse types of
compounds (e.g., monosaccharides, VFA, alcohols, minerals, melanoidins, among other
compounds) [38]. Therefore, due to the difficulty of identifying and quantifying each
compound that is adsorbed on the surface of the adsorbent, an approximate qualitative
measurement was implemented in this work. To this aim, a tequila vinasses solution (10
mL, initial solution) was contacted with the MaMPT002 adsorbent (5 g) for 24 h at 25 ◦C to
assess the selectivity of the adsorbent for the different tequila vinasses compounds. The
resulting suspension was filtered, and the collected solution was called the final solution.
Then, the initial and final solutions were diluted 1/100 and analyzed by HPLC-MS/MS.
By observing the differences in the presence/absence of the characteristic signals of the
spectra and chromatograms before and after tequila vinasses adsorption, one can gain
preliminary insights about the type of compound(s) being removed and qualitatively assess
the affinity/selectivity of the adsorbent for a group of compounds interacting with the
solid. An Agilent Technologies 1200® instrument coupled to a 6430B Mass Spectrometer
was used. A C18 Zorbax Eclipse XDB column (50 mm × 2.1 mm × 3.5 μm) was used. The
mobile phase was 0.1% v/v of formic acid in water and acetonitrile gradient, starting with a
ratio of 90% water and 10% acetonitrile, which after 5 min ended up in a ratio of 10% water
and 90% acetonitrile, at a rate flow of 0.5 mL min−1. The fragmentation of the molecule of
interest was identified with the aid of software Optimizer V9.09 from Agilent Technologies
Company (Santa Clara, CA, USA).

3.7. Physicochemical and Spectroscopic Characterization of the Adsorbent
3.7.1. Textural Properties of Adsorbent

Textural properties of the MaMPTXX adsorbents were measured by N2 adsorption–
desorption experiments at 77 K using a N2 adsorption equipment ASAP 2020 KMP Mi-
cromeritics (Norcross, GA, USA). Preceding the measurements, about 0.2 g of the samples
were conditioned at 423 K and a vacuum of 10 μmHg for 12 h to detach all possible species
adsorbed on the surface of the adsorbent, such as water and CO2 and all that could interfere
with the measurement. The specific surface area was determined by the Brunauer–Emmett–
Teller (BET) method using adsorption data in the relative pressure range of 0 < P/Po < 0.3,
the total pore volume was determined by adsorption at P/Po = 0.995, and the pore size
distribution was obtained by the Barrett–Joyner–Halenda (BJH) method.

3.7.2. Thermogravimetric Analysis (TGA)

The thermal stability of the MaMPT002 adsorbent was studied by TGA. Dried samples
were analyzed using a Discovery model analyzer from TA Instruments (Amarillo, TX,
USA) using dried samples. About 10–15 mg of the sample was placed in a platinum pan;
a temperature scanning range of 25–600 ◦C was used; the heating rate was 10 ◦C min−1

under a nitrogen atmosphere at 60 mL min−1.

3.7.3. Fourier Transform Infrared Measurements (FTIR)

The thiol functional groups on the surface of the adsorbent were investigated by FTIR
using the KBr method. A KBr salt and an amount of adsorbent were dried at 333 ◦K, mixed,
and compressed to obtain a KBr pressed disc. FTIR spectra were obtained with a FTIR
Spectrum One Perkin Elmer instrument equipped with an IR source and a KBr splitter. The
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spectra of the samples were obtained using 64 scans from 4000 to 500 cm−1 and a resolution
of 4 cm−1.

3.7.4. Scanning Electron Microscopy (SEM) Study

Changes in the textural properties and morphology of the MaMPT002 adsorbent
before and after tequila vinasses adsorption were studied using the SEM technique. A
JEOL JSM6610LV microscope (Akishima, Tokyo, Japan) was employed and operated at 15
kV at 14.92–15.02 mm using a gold coating for 20 s.

3.7.5. Solid–State NMR Spectroscopy
13C CP-MAS NMR was used to observe the carbon presence of the MPTS ligand

groups on the adsorbent; 29Si MAS NMR was conducted to obtain information about the
structure of the silicon matrix, and the grafting degree of the adsorbent through the Q
and T species. Preceding all experimental measurements, samples were desiccated during
48 h at 333 K. Solid–state NMR assessments were conducted at ambient temperature using
an Infinityplus spectrometer apparatus (Agilent) maintained under a magnetic field of
7 T and equipped with a changing temperature Chemagnetics–Varian 6 mm pencil cross-
polarization (CP) magic angle spinning (MAS) probe. 13C {1H} CP MAS NMR spectra
were acquired using a cross-polarization contact time of 3 ms, a 90◦ pulse with a length
of 5.0 μs, a relaxation delay of 5 s, with MAS at 7 kHz. 29Si{1H} CP MAS NMR spectra
were acquired using a cross-polarization contact time of 5 ms, a 90◦ pulse with a length
of 5.0 μs, a relaxation delay of 1 s, under MAS at 7 kHz. In general, the advantage of the
cross-polarization method in significantly increasing the signal-to-noise ratio is partially
offset by the fact that the signal intensity is no longer proportional to the concentration of
the corresponding structural units in the sample. This means that the ratio between the
Q3 and Q4 units cannot be measured using 29Si{1H} CP NMR. Such a measurement would
require a very long measurement time [39,40]. However, if the cross-polarization contact
time is long enough, the ratio between Q2, Q3, T1, and T2 units can be measured quite
accurately [41,42].

4. Conclusions

A propyl thiol-functionalized silica gel adsorbent was synthesized and applied in the
removal of tequila vinasses color compounds from tequila industries. Due to the difficulty
of unambiguously evaluating the amounts and types of tequila vinasses components ad-
sorbed, a simple analysis procedure was proposed and applied to analyze tequila vinasses
concentrations. The removal of tequila vinasses achieved a maximum uptake of 0.801 g g−1

at a pH of 3.55. The adsorption of tequila vinasses demonstrated rapid kinetics (~90 min).
The kinetic data matched the PFO model. The adsorption equilibrium isotherm data were
explained by the Temkin model. The MaMPT002 adsorbent revealed that vinasses up-
take capacities were enhanced/comparable to adsorbents possessing diverse complexing
functional groups found in other published works. The MaMPT002 adsorbent showed pref-
erential reactivity toward melanoidin-type compounds, as observed in the HPLC-MS/MS
study. A plausible approach to the identity of the removed melanoidin-type compound
with 412.31 m/z was proposed. The textural properties of the MaMPT002 adsorbent include
enhanced specific surface areas and pore sizes suitable for the easy diffusion of tequila
vinasses molecules to the adsorption sites. TGA results indicated that this adsorbent is
thermally stable up to 316 ◦C and the presence of tequila vinasses did not affect its thermal
stability. FTIR and solid–state NMR results confirmed the chemical functionalization and
the matrix solid structure of the MaMPT002 adsorbent. The results of this work suggest that
such adsorbents can be effective in treating tequila vinasses compounds from industrial
wastewater. The present work represents the first integral approximation to the develop-
ment of selective functionalized material to adsorb melanoidin-type compounds from the
vinasses of the tequila industry as well as the evaluation of its efficiency as adsorbent in
packed-bed systems.
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Abstract: This study examines experimental data on the influence of the surrounding medium
and non-covalent interactions on the isotropic hyperfine coupling constant, Aiso(14N), of the stable
nitroxide radical 2,2,6,6-Tetramethylpiperidin-1-yl)oxyl (TEMPO) in solution. The data were used to
identify a density functional theory functional/basis set combination that accurately reproduces the
experimental Aiso(14N) values. The variations in Aiso(14N) due to external factors are two orders of
magnitude greater than the accuracy of its experimental measurements, making Aiso(14N) a highly
sensitive experimental probe for quantifying these effects. Additionally, it was found that the proton-
accepting ability of the N-O• moiety in TEMPO resembles that of the P=O moiety, enabling the
simultaneous formation of two equally strong hydrogen bonds.

Keywords: TEMPO; EPR; hyperfine coupling constant; hydrogen bonding; non-covalent interactions

1. Introduction

The interaction of molecules with nitroxide radicals induces several characteristic
spectral changes. This interaction affects the chemical shifts and relaxation times of the
nuclei, as well as the appearance of the unpaired electron spin density on these nuclei. The
most important actual application of stable radicals is the technique of dynamic nuclear
polarization (DNP) [1]. This technique has many applications for molecular systems of
varying complexity [2–6].

Paramagnetic shifts induced by nitroxide radicals in surrounding molecules depend
on their interaction [7]. The most commonly studied nucleus for such analysis has been
the 13C nucleus [8–11]. The method of 13C NMR of TEMPO-functionalized polymers has
been used to study the thermoreversible phase transition of aqueous solutions of these
polymers [12]. Effects have also been observed on the 1H, 19F, and 15N nuclei [13]. The
method of 1H NMR was used to study the pressure effect on intermolecular interactions
with nitroxide radicals [14].

Intermolecular interactions with nitroxide radicals can be characterized by study-
ing their effect on the relaxation times of their diamagnetic partners [15–23]. The most
definitive confirmation of complex formation between diamagnetic molecules and nitrox-
ide radicals is the appearance of unpaired electron spin density on the nuclei of these
molecules [24,25]. Nitroxide radicals act as proton acceptors, with hydrogen bonding
being the most prominent mechanism for the formation of such complexes [26,27]. Com-
plexes with alcohols [28–34], anilines [35,36], amines [24], acids [37,38], water [39], and
phenols [40,41] are among the best studied.

On the other hand, intermolecular interactions cause two characteristic spectral
changes in the nitroxide radicals themselves. These interactions manifest in changes
in the isotropic hyperfine coupling constant Aiso(14N) [42,43] and variations in the relative
linewidths of the components of the radical EPR signal. This difference in linewidth de-
pends on the rate of rotational diffusion of the radical and can be used to study the physical
properties of viscous liquids [44], ionic liquids [45,46], polymers [47], micelles [48,49], and
inclusion complexes [50].
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All the above parameters can be used either individually or in combination when uti-
lizing radicals as probes to study complex molecular systems. However, in this publication,
only the effect of molecular complexation on Aiso(14N) will be considered and discussed.
This parameter is easy to measure, and, apparently, its changes are detectable even in cases
of weak and transient interactions [51]. Aiso(14N) can be used to analyze steric effects on
the accessibility of active sites [52–56] in a wide variety of weak proton donors and local
micropolarity [57,58]. Such an analysis may provide a better understanding of the factors
affecting the reactivity of these centers, whether through intramolecular interactions [59,60]
or external influences [61,62]. Other studies [63,64] suggest that Aiso(14N) can also serve as
a sensor for halogen bond properties [65,66].

The objectives of this study are as follows: (i) to identify a density functional the-
ory (DFT) functional/basis set pair that accurately reproduces the experimental values
of Aiso(14N) in aprotic solvents, which will then be used to interpret Aiso(14N) observed
experimentally (ii) in water and alcohols, and (iii) in toluene solutions of phenols; (iv) to
theoretically estimate the maximum possible value of Aiso(14N); and (v) to theoretically
estimate the effect of halogen bonds on Aiso(14N). The radical (2,2,6,6-Tetramethylpiperidin-
1-yl)oxyl (TEMPO) will be used as the model nitroxide radical. Figure 1 shows the molecular
structure of this stable radical and its EPR spectrum in toluene. Wherever possible, calcu-
lated Aiso(14N) values are compared with the corresponding experimental values available
in the literature.

Figure 1. EPR spectrum of 5 × 10−4 M (2,2,6,6-Tetramethylpiperidin-1-yl)oxyl (TEMPO) in toluene
at 300 K. Aiso(14N) = 1.55 mT, g = 2.0023.

2. Results and Discussion

2.1. The Best Functional/Basis Set Pair for Calculating Aiso(14N)

Different DFT functional/basis set pairs have been tested in the past for calculations
related to radicals. [67–69]. Here, several DFT functionals and basis sets were evalu-
ated to calculate Aiso(14N) for TEMPO in toluene. Both the geometry of TEMPO and its
Aiso(14N) were calculated using the polarizable continuum model approximation (PCM)
with SCRF=(Solvent=toluene). The observed experimental value of Aiso(14N) decreases
with increasing radical concentration [35,70]. Therefore, reliable calculated values of
Aiso(14N) should equal or exceed the experimental value. Table 1 reports the calculated
values of Aiso(14N) for selected DFT functional/basis set pairs.

The uPBE1PBE/LanL2DZ, uHSEH1PBE/LanL2DZ, and uHSEH1PBE/LanL2DZ pairs
give results that are very close to the experimental value of 1.551 mT. However, in all
cases, the calculated values are slightly lower than the experimental value. A possible
reason for this deviation is that the effect of the reaction field created by the polarization of
the surrounding dielectric cannot be correctly modeled within the PCM approach [58,71].
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This can be addressed using a fictitious external electric field [71–73]. However, since
the required field strength is solvent-dependent and cannot be estimated a priori, further
calculations will be performed using the PCM approximation. If this explanation is correct,
then the deviation between the theoretical and experimental values should increase with
increasing solvent polarity.

Table 1. Aiso(14N) for TEMPO in toluene calculated for selected DFT functional/basis set pairs.

DFT Functional Basis Set Aiso(14N), mT

— — 1.551 ± 0.002 1

uPBE1PBE LanL2DZ 1.5147
uPBE1PBE LanL2DZdp 1.4802
uPBE1PBE EPR-III 1.0214
uPBE1PBE 6-31G-J 1.0222
uPBE1PBE def2tzvp 0.9477
uPBE1PBE aug-cc-pVqZ 0.8147

uHSEH1PBE LanL2DZ 1.5154
uB3LYP LanL2DZ 1.4629
uTPSSh LanL2DZ 1.4233

uwB97XD LanL2DZ 1.4559
uM06 LanL2DZ 1.1013

1 Experimental value [52].

2.2. Aprotic Solvents

Table 2 reports the available experimental values of Aiso(14N) for TEMPO in aprotic
solvents. For some of these solvents, Aiso(14N) was calculated in the uPBE1PBE/LanL2D
approximation. Both the geometry of TEMPO and its Aiso(14N) were calculated in the
PCM approximation using the solvent under study. In most cases, the calculated values
are lower than the experimental ones. However, the deviations are not significant. The ob-
tained data do not enable one to confirm or refute the assumption above that the deviation
between the theoretical and experimental values increases with increasing solvent polar-
ity. Nevertheless, the calculations correctly reproduce the trend for Aiso(14N) to increase
with increasing solvent polarity. Notably, these changes are substantial enough to track
even small variations in polarity. The experimental measurement error is on the order of
0.001 mT, and the absolute value changes by 0.1 mT when transitioning from hexane to
(methanesulfinyl)methane (DMSO).

Table 2. Aiso(14N) for TEMPO in aprotic solvents.

Solvent uPBE1PBE/LanL2DZ, mT Experiment, mT

Hexane (ε ≈ 1.88) 1.4996 1.520 [70]
1.50 [74]

Cyclohexane (ε ≈ 2.02) 1.5042 1.540 [70]
1.51 [74]

CCl4 (ε ≈ 2.23) 1.5107
1.563 [75]
1.550 [70]
1.568 [35]

Benzene (ε ≈ 2.27) — 1.554 [76]

Toluene (ε ≈ 2.37) 1.5147 1.551 [52]

Oxolane (THF, ε ≈ 7.43) 1.5671 1.557 [77]

Dichloromethane (ε ≈ 8.93) — 1.587 [78]

DMSO (ε ≈ 46.83) 1.5959 —

Ionic Liquid — 1.604 [46]

Liquid CO2 — 1.549 [79]

Supercritical CO2 — 1.545 [79]

Mineral oil — 1.539 [46]
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2.3. Protic Solvents

Table 3 reports the available experimental values of Aiso(14N) for TEMPO in protic
solvents. For some of these solvents, Aiso(14N) in 1:1 complexes of TEMPO and a solvent
molecule was calculated in the uPBE1PBE/LanL2D approximation. Both the geometry of
the complexes and Aiso(14N) were calculated in the PCM approximation using the solvent
under study. The structures of some of these complexes are shown in Figure 2.

Table 3. Aiso(14N) in 1:1 complexes of TEMPO and selected solvent molecules.

Hydrogen Bond Donor uPBE1PBE/LanL2DZ, mT Experiment, mT

2-methylpropan-2-ol 1 1.7108 1.60 [74]
Pentan-1-ol — 1.61 [74]

3-methylbutan-1-ol — 1.61 [74]
2-methylbutan-2-ol — 1.58 [74]

Butan-2-ol 1.7256 1.60 [74]
Butan-1-ol — 1.61 [74]

Propan-2-ol — 1.61 [74]
Propan-1-ol — 1.62 [74]

Ethanol 1.7337 1.632 [77]
1.62 [74]

Methanol 1 1.7371 1.63 [74]

Water 1 1.7274 1.769 [44]
1.732 [75]

1 Aiso(14N) for TEMPO, calculated using the PCM approximation at ε = 78.36 (water), ε = 32.61 (methanol), and
ε = 12.47 (2-methylpropan-2-ol), are 1.5984 mT, 1.5933 mT, and 1.5802 mT, respectively.

Figure 2. The model structures of the selected 1:1 complexes of TEMPO with (a) water, (b) methanol,
and (c) 2-methylpropan-2-ol. Oxygen atoms are represented in red, nitrogen atoms in blue, carbon
atoms in grey, and exchangeable protons in white.

Figure 2a shows the structure of the complex with a water molecule. The calculated
Aiso(14N) value is lower than the experimental Aiso(14N) value in water. There are several
possible reasons for this. First, the effect of the reaction field created by the polarization of
the surrounding dielectric cannot be correctly modeled within the PCM approach [71–73].
Second, the proton-donating ability of a water molecule in water is greater than that of a
single water molecule [80]. Given these limitations, the calculation result can be considered
satisfactory and unequivocally indicates that the oxygen atom of TEMPO is involved in
the hydrogen bond network of water. Note that the calculated Aiso(14N) value in the PCM
SCRF=(solvent=water) approximation is only 1.5984 mT. Therefore, the hydrogen bond
leads to an increase in Aiso(14N) by more than 0.12 mT.

Figure 2b,c shows the structures of two 1:1 complexes of TEMPO with alcohol molecules.
For all studied alcohols, the calculated Aiso(14N) values in such complexes are similar to
those with water but significantly exceed the available experimental values of Aiso(14N) in
these alcohols, as seen in Table 3. On the other hand, these experimental values significantly
exceed the calculated Aiso(14N) values in the PCM SCRF=(solvent=alcohol) approximation.
The hydrogen bonds in these 1:1 complexes lead to an increase in Aiso(14N) by more than
0.13 mT. The observed difference between the calculated and experimental values indicates
that in alcohols, TEMPO may or may not be hydrogen-bonded. Greatly simplifying the
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real situation and assuming that there is an equilibrium between TEMPO molecules that
do not participate in any way in hydrogen bonding and TEMPO molecules forming the 1:1
complexes of optimal geometry with the alcohol molecules, one can write the following:
Aiso(14N)exp = xH·Aiso(14N)H + xf·Aiso(14N)f, where Aiso(14N)exp, Aiso(14N)H, and Aiso(14N)f

stand for the observed experimental value, the calculated value in the 1:1 complex, and
the calculated value for TEMPO in the PCM approximation, respectively. xH and xf are the
mole fractions of the hydrogen-bonded and free TEMPO molecules, respectively, and xH
+ xf = 1. Thus, xH = (Aiso(14N)exp − Aiso(14N)f)/(Aiso(14N)H − Aiso(14N)f). For TEMPO in
methanol, xH = (1.63 − 1.5933)/(1.7371 − 1.5933) ≈ 0.25. For TEMPO in 2-methylpropan-2-
ol, xH ≈ 0.15. Of course, these mole fractions must largely depend on the proton-donating
ability of the alcohol molecule and the temperature.

2.4. Interaction of TEMPO with Phenols in Toluene

Table 4 presents the available experimental values of Aiso(14N) for TEMPO in solutions
of phenols in toluene. For some of these phenols, Aiso(14N) in 1:1 complexes of TEMPO
and a phenol molecule was calculated in the uPBE1PBE/LanL2D approximation. Both the
geometry of the complexes and Aiso(14N) were calculated in the PCM approximation in
toluene. The structures of these complexes are shown in Figure 3.

Table 4. Aiso(14N) for TEMPO in 1:1 complexes with phenols in toluene. 1 The experimental values
were obtained for TEMPO/phenol concentrations of 5 × 10−4 M/0.01 M and 5 × 10−4 M/0.05 M.

Phenol uPBE1PBE/LanL2DZ, mT
Experiment [52], mT

0.01 M 0.05 M

Phenol 1.7415 1.565 1.607
4-nitrophenol 1.7852 1.595 1.633

2,5-dinitrophenol 1.8023 1.556 1.574
2,4,6-trinitrophenol 1.6242 1.552 1.557

2,6-di-tert-butylphenol — 1.552 1.554
1 The experimental and calculated Aiso(14N) values for TEMPO in toluene are 1.551 mT [52] and 1.5147 mT,
respectively.

Figure 3. The model structures of the 1:1 complexes of TEMPO with (a) phenol, (b) 2,5-dinitrophenol,
and (c) 2,4,6-trinitrophenol. Oxygen atoms are represented in red, nitrogen atoms in blue, carbon
atoms in grey, and exchangeable protons in white.

Phenol and 4-nitrophenol form with TEMPO hydrogen-bonded complexes, as seen in
Figure 3a. The mole fractions of these complexes in the studied solution can be estimated
using xH = (Aiso(14N)exp − Aiso(14N)Tol)/(Aiso(14N)H − Aiso(14N)Tol), where Aiso(14N)Tol

stands for the experimental value in toluene, 1.551 mT [52]. xH depends on the phenol
concentration. For concentrations of 0.01 M and 0.05 M, xH is approximately 0.07 and
0.29 for phenol and 0.19 and 0.35 for 4-nitrophenol, respectively.

The hydrogen bond with 2,5-dinitrophenol should be even stronger, as seen in Table 4
and Figure 3b. However, the estimated values of xH are only about 0.02 and 0.09 for
concentrations 0.01 M and 0.05 M, respectively. This indicates that the presence of a nitro
group in the ortho position greatly hinders the formation of the complex. If both ortho
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positions are occupied by nitro groups, 2,4,6-trinitrophenol, the hydroxyl group prefers
to form an intramolecular hydrogen bond with one of them, as seen in Figure 3c. The
calculated value of Aiso(14N) in such a complex is low, as seen in Table 4. The absence of
hydrogen bonding between 2,4,6-trinitrophenol and TEMPO in toluene is also confirmed
by the low experimental value of Aiso(14N). The same is true for 2,6-di-tert-butylphenol, as
seen in Table 4. Therefore, tert-butyl groups at the ortho positions block the proton-donating
ability of phenol just as they block the proton-accepting ability of pyridine [81].

Note that with a 5-fold increase in phenol concentration, the increase in xH values
depends on the type of phenol. For phenol, xH increases 4-fold, for 4-nitrophenol it doubles,
and for 2,5-dinitrophenol, it increases 5-fold. One can speculate that these changes reflect
the instantaneous concentration of the TEMPO/phenol hydrogen-bonded complexes of
different geometry in solutions at phenol concentrations of 0.01 M. Phenol is a weak proton
donor, resulting in short lifetimes for its hydrogen-bonded complexes at room temperature.
Consequently, most TEMPO molecules remain free when the phenol concentration is low.
2,5-dinitrophenol is a stronger proton donor, but the lifetime of its hydrogen-bonded
complexes is limited by steric interference from its ortho substituent. Therefore, most
TEMPO molecules remain free in this case, as well when phenol concentration is low. For
both phenols, the energy gain from hydrogen bonding is offset by entropy losses. When
most TEMPO molecules in solution remain free, a 5-fold increase in phenol concentration
leads to a 5-fold increase in the concentration of short-living hydrogen-bonded complexes.
In contrast, 4-nitrophenol is a strong proton donor with no steric hindrances to its hydrogen
bonding, so the instantaneous concentration of TEMPO/4-nitrophenol hydrogen-bonded
complexes is already significant at a phenol concentration of 0.01 M. In this case, an
increase in the phenol concentration causes only a limited increase in the instantaneous
concentration of the hydrogen-bonded complexes.

2.5. Interaction of TEMPO with Strong Proton Donors

What is the largest possible value for Aiso(14N) of TEMPO? The largest experimentally
measured values are around 2.18−2.19 mT [76,78], attributed to TEMPO-H+. Strong acids
can cause chemical degradation of the nitroxide paramagnetic center [82–85], so the actual
existence of the complexes discussed below cannot be confirmed here. The current goal is
to estimate the Aiso(14N) values that can be expected for complexes between TEMPO and
strong proton donors.

The calculated Aiso(14N) value for the TEMPO-H+ cation is 2.42 mT, as seen in Table 5,
with both its geometry and Aiso(14N) value calculated using the PCM approximation in
water. The orientation of proton donors relative to the N-O• moiety of TEMPO, as shown
in Figures 2 and 3, suggests that its proton-accepting ability may be similar to the P=O
moiety. This allows for the simultaneous formation of two hydrogen bonds of equal
energy [86,87]. This feature of the P=O moiety significantly influences the structure of its
hydrogen-bonded adducts [88–92]. The calculated Aiso(14N) for the TEMPO-2H2+ cation is
2.45 mT, as seen in Table 5. Both its geometry and Aiso(14N) value were calculated using
the PCM approximation in water.

Table 5. The calculated Aiso(14N) values of TEMPO in mT in complexes with selected proton donors.

Hydrogen-Bonded Complex uPBE1PBE/LanL2DZ O. . .H Distance, Å

TEMPO-H+ in water 2.4242 1 0.97
TEMPO-2H2+ in water 2.4540 1 0.99
TEMPO-HF in water 1.8508 1 1.53
TEMPO-2HF in water 2.0509 1 1.59

TEMPO-[H-pyridine]+ in toluene 1.8620 2 1.61
TEMPO-[H-BiPy]+ in toluene 1.7468 2 1.87
TEMPO-[H-Phen]+ in toluene 1.8145 2 1.71

1 The calculated Aiso(14N) value of TEMPO in water is 1.5984 mT. 2 The calculated Aiso(14N) value of TEMPO in
toluene is 1.5147 mT.
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To analyze the difference between TEMPO adducts with one and two hydrogen bond
donors, its complexes with hydrogen fluoride (HF) were examined. Figure 4a,b shows their
structures. Both the geometry of these adducts and their Aiso(14N) value were calculated
using the PCM approximation in water. Unlike the TEMPO cations discussed earlier, there
is a significant difference in Aiso(14N) for these adducts, as seen in Table 5. The formation
of the second hydrogen bond in the TEMPO. . .2HF adduct leads to a lengthening of
the O. . .H distances. Is the formation of two hydrogen bonds energetically favorable?
The hydrogen bond energy in these adducts can be defined as the difference between
(i) the sum of the electronic energies of a noninteracting TEMPO molecule and one or
two noninteracting HF molecules, and (ii) the electronic energy of the TEMPO. . .HF or
TEMPO. . .2HF adducts, all calculated using the PCM approximation in water. For the
TEMPO. . .HF adduct, the hydrogen bond energy is 49 kJ/mol, while for the TEMPO. . .2HF
adduct, it is 87 kJ/mol ≈ 2 × 44 kJ/mol. Therefore, similar to the P=O moiety, the N-O•
moiety in TEMPO can form two equally strong hydrogen bonds simultaneously.

 
Figure 4. The model structures of the complexes of TEMPO with strong proton donors. (a) Hydrogen
fluoride. (b) Two molecules of hydrogen fluoride. (c) Pyridine-H+ cation. (d) 2,2′-bipyridine-H+

cation. (e) 1,10-phenanthroline-H+ cation. Oxygen atoms are represented in red, nitrogen atoms in
blue, carbon atoms in grey, fluorine atoms in cyan, and exchangeable protons in white.

This has important implications: in water and other protic solvents, adducts with
two hydrogen bonds per TEMPO molecule are likely to exist. Aiso(14N) in these adducts
is larger than in 1:1 adducts. This may be another reason why the experimental Aiso(14N)
in water is greater than the calculated value for the 1:1 complex, as seen in Table 3. It also
implies that the actual concentration of hydrogen-bonded TEMPO forms in alcohols is
lower than what is estimated from the calculated Aiso(14N) for 1:1 complexes.

Figure 4c shows the structure of the 1:1 complex of TEMPO with the pyridine-H+

cation. Both the geometry and Aiso(14N) value were calculated using the PCM approxi-
mation in toluene. This cation is a stronger proton donor than alcohols and phenols. As a
result, the hydrogen bond in this complex leads to an increase in the Aiso(14N) value by
more than 0.3 mT, as seen in Table 5. The presence of such complexes in solution should
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be easy to detect. The O. . .H distance in this complex is similar to the O. . .H distances
in pyridine complexes with benzoic acid dimers [93]. However, the formation of the 1:2
adducts discussed earlier cannot be ruled out. In experimental studies of such systems, a
balance must be struck between competing factors: the solvent must be sufficiently inert
so as not to compete with the cation for interaction with TEMPO, while still maintaining
sufficient solubility of the cation.

The cis-conformation of the 2,2′-bipyridine-H+ ([H-BiPy]+) cation is stabilized by a
weak intramolecular hydrogen bond [94]. This bond plays a critical role in facilitating a
reversible intramolecular proton transfer [95]. Figure 4d,e shows the structures of the 1:1
complexes of TEMPO with [H-BiPy]+ and [H-Phen]+. Both the geometry and Aiso(14N)
value were calculated using the PCM approximation in toluene. The significant differences
in Aiso(14N) and the O. . .H distances in these complexes are likely attributed to the effect of
TEMPO on their intramolecular bonds, as seen in Table 5. In [H-Phen]+, this effect appears
to be more pronounced compared to [H-BiPy]+. Nevertheless, the changes in Aiso(14N)
should be readily detectable experimentally for both complexes. It would be instructive
to experimentally investigate whether a weak interaction with TEMPO can influence the
energy balance in [H-BiPy]+ and alter its conformation from cis to trans.

2.6. Interaction of TEMPO with a Strong Halogen Bond Donor

Figure 5 shows the structure of the 1:1 complex of TEMPO with iodo 2,2,2-trifluoroacetate.
Both the geometry and Aiso(14N) value were calculated using the PCM approximation in
hexane. The choice of such a strong halogen bond donor [96] and a low polarity solvent
was made deliberately to evaluate the maximum changes in Aiso(14N) expected for halogen
bonding. The calculated Aiso(14N) value of TEMPO in hexane, equal to 1.4996 mT, increases
to 1.8635 mT in this complex. The presence of such complexes in solution should be easily
detected, even if their mole fraction is low.

Figure 5. The model structure of the 1:1 complexes of TEMPO with iodo 2,2,2-trifluoroacetate in
hexane. The calculated Aiso(14N) value in this complex is 1.8635 mT. The calculated Aiso(14N) value
of TEMPO in hexane is 1.4996 mT. Oxygen atoms are represented in red, the nitrogen atom in blue,
carbon atoms in grey, and the iodine atom in purple.

3. Materials and Methods

The Gaussian 09.D.01 program package was used for geometry optimizations and
EPR calculations [97], employing the ωB97XD/def2tzvp and uPBE1PBE/LanL2DZ DFT
functional/basis set pairs, respectively [98–101]. The optimized geometries and the results
of selected EPR calculations are reported in the Supplementary Materials. All calculations
were performed using the PCM approximation. Although the results of such calcula-
tions are not highly sensitive to the specific value of the dielectric constant, applying
this correction is important to account for the effects of the surrounding medium [102].
This study does not address whether other solvent models, such as the Solvation Model
based on Density (SMD), the Conductor-like Polarizable Continuum Model (CPCM), or
the Conductor-like Screening Model (COSMO), provide better approximations for medium
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effects. There is no reason to expect that TEMPO is a particularly convenient model system
for answering this question. It is quite possible that when using one of these models, the
uPBE1PBE/LanL2DZ DFT functional/basis set pair will no longer be the most suitable for
EPR calculations. However, a more suitable pair can be easily found for the solvent model
in question using the approach outlined in Table 1.

4. Conclusions

The isotropic hyperfine coupling constant Aiso(14N) of the stable nitroxide radical
TEMPO can be measured experimentally with an accuracy of 0.001 mT. The variation in
this constant due solely to the polarity of the solvent is about 0.1 mT. The variations due to
halogen and hydrogen bonding are greater than 0.3 mT and 0.5 mT, respectively. Therefore,
Aiso(14N) serves as a highly sensitive experimental probe for detecting the effects of the
surrounding medium and non-covalent interactions.

Aiso(14N) can be calculated for model systems of required complexity with reasonable
accuracy using the uPBE1PBE/LanL2DZ approximation, which requires only moderate
computational effort. If higher accuracy is desired, more sophisticated methods can be
employed [103].

However, the most challenging aspect of such calculations is not the accuracy of the
computational method but accounting for the effects of the surrounding medium and the
presence of a variety of non-covalently bound complexes in solution, with diverse compo-
sitions and geometries. Each of these complexes exhibits a different Aiso(14N) value. The
structure and linewidth of the experimental spectrum depend on the relative concentration
of these complexes, their lifetimes, and their tumbling times. If a study does not involve
frozen solutions [104–106], interpreting the experimental spectra in terms of the structure
and geometry of the potential complexes will require evaluating numerous model struc-
tures, the relative average concentration of which, in solution, cannot always be reliably
predicted based on general assumptions [107]. Ideally, additional experimental measure-
ments at very low concentrations should also be performed. In any case, for TEMPO,
the list of possible model structures must include complexes featuring two conjugated
hydrogen bonds.

This work examines the influence of various non-covalent interactions on Aiso(14N)
without a thorough analysis of the changes in the electron density distribution caused
by these interactions, which, in turn, determines the observed changes in the Aiso(14N)
value. However, conducting such an analysis at a reliable level would require a separate,
specialized study based on the implementation of appropriate experimental studies. Such
studies are beyond the scope of this paper, although the results obtained here can help in
planning the practical part of such studies.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/molecules29215032/s1, Table S1: The optimized molecular structure
of TEMPO in toluene; Table S2: The optimized molecular structure of TEMPO in DMSO; Table S3: The
optimized molecular structure of TEMPO in n-Hexane; Table S4: The optimized molecular structure
of 1:1 complex of TEMPO and water; Table S5: The optimized molecular structure of 1:1 complex
of TEMPO and methanol; Table S6: The optimized molecular structure of 1:1 complex of TEMPO
and ethanol; Table S7: The optimized molecular structure of 1:1 complex of TEMPO and Butan-2-ol;
Table S8: The optimized molecular structure of 1:1 complex of TEMPO and 2-methylpropan-2-ol;
Table S9: The optimized molecular structure of 1:1 complex of TEMPO and phenol; Table S10: The
optimized molecular structure of 1:1 complex of TEMPO and 4-nitrophenol; Table S11: The optimized
molecular structure of 1:1 complex of TEMPO and 2,5-dinitrophenol; Table S12: The optimized
molecular structure of 1:1 complex of TEMPO and 2,4,6-trinitrophenol; Table S13: The optimized
molecular structure of [TEMPO-H]+; Table S14: The optimized molecular structure of [TEMPO-2H]2+;
Table S15: The optimized molecular structure of 1:1 complex of TEMPO and HF; Table S16: The
optimized molecular structure of 1:2 complex of TEMPO and HF; Table S17: The optimized molecular
structure of 1:1 complex of TEMPO and [H-pyridine]+; Table S18: The optimized molecular structure
of 1:1 complex of TEMPO and [H-BiPy]+; Table S19: The optimized molecular structure of 1:1 complex
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of TEMPO and [H-Phen]+; Table S20: The optimized molecular structure of 1:1 complex of TEMPO
and iodo 2,2,2-trifluoroacetate; Table S21: The isotropic Fermi contact couplings in TEMPO in toluene;
Table S22: The isotropic Fermi contact couplings in TEMPO in DMSO; Table S23: The isotropic Fermi
contact couplings in TEMPO in n-hexane; and Table S24: The isotropic Fermi contact couplings in 1:1
complex of TEMPO and water.
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Abstract: The rotational spectra of the 1:1 complex formed by acrolein and methanol and its deuter-
ated isotopologues have been analyzed. Two stable conformations in which two hydrogen bonds
between the two moieties are formed were detected. The rotational lines show a hyperfine structure
due to the methyl group internal rotation in the complex and the V3 barriers hindering the motion
were determined as 2.629(5) kJ mol−1 and 2.722(5) kJ mol−1 for the two conformations, respectively.
Quantum mechanical calculations at the MP2/aug-cc-pVTZ level and comprehensive analysis of the
intermolecular interactions, utilizing NCI and SAPT approaches, highlight the driving forces of the
interactions and allow the determination of the binding energies of complex formation.

Keywords: acrolein; methanol; hydrogen bond; microwave spectroscopy; molecular structure;
methyl internal rotation

1. Introduction

Hydrogen bonds (HBs) have long been of paramount interest to the chemical com-
munity. Some types of molecules (for example, alcohols [1], acids [2] and amides [3]) are
very prone to form HBs, both as donors and acceptors. The conformational preference
in forming HBs affects the energetics and kinetics of chemical reactions and the structure
of biological macromolecules [4,5]. Complexes involving aldehydes and alcohols are par-
ticularly interesting systems in HB studies because they often contain a combination of
stronger HBs and weaker secondary interactions. This study of clusters of aldehydes and
alcohols aims to determine the interaction sites and relative arrangement of monomers
and determine the intermolecular forces at play, and it lays the foundation for studies of
larger systems.

In the past few decades, the scientific community has made great progress in the
understanding of the nature and properties of the hydrogen bond. Hydrogen-bonded
clusters have enjoyed considerable attention from the scientific community due to their
importance in many fields of chemistry, e.g., in atmospheric and biological processes.
They also can serve as simple model systems to aid the understanding of the structures
and intermolecular interactions in bulk solutions. In this respect, clusters by water and
simple organic molecules like alcohols, which are often used as solvents in synthetic
processes (both in the lab and industries), play an eminent role. The cluster bonding
between water and alcohols with organic molecules can be very strong. This especially
holds for species in which the water or the alcohol can act both as a hydrogen acceptor and
a hydrogen donor, like in the case of 2-aminopyridine-water [6]. The formation of clusters
of organic compounds with small molecules can also change the geometry of the species.
For example, it was found that the clustering of benzaldehyde with a larger number of
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water molecules distorts the planar structure of the benzaldehyde moiety [7]. Very recently,
a similar behavior was detected for water clusters of salicylic acid [8]. Also, in crown
ethers, a change in the conformation of the organic molecule upon clustering with water
was observed [9]. Very often, several isomers with similar energies exist for organic water
clusters, so high-level ab initio calculations combined with rotational spectroscopy are
necessary to pin down the correct geometries of the clusters [10]. In a number of instances,
more than one isomer has been observed, as in the cases of 2- and 3-furonitrile [11],
and for the formamide-water cluster, even three different isomers could be detected [12].
Furthermore, the clustering of organic molecules, especially α-unsaturated aldehydes like
acroleine, can affect their reactivity and the product distributions of the reactions they
undergo [13–15]. Since acrolein is a major pollutant in the terrestrial atmosphere, this is of
high relevance.

Moving from water to methanol clusters increases the complexity of the spectra by
introducing the possibility of internal rotation of the methyl group. This phenomenon
and the associated rotational barrier have since long been a subject of great attention
from the spectroscopic community. For example, the cluster of thioacetaldehyde was
investigated by Judge et al. already in 1987 [16]. Clustering of methanol tends to lower
the internal rotational barrier. Earlier, this was attributed to the complexation, but more
recent research efforts have interpreted it as being due to an internal motion coupled
to the internal rotation of the methyl group, namely a librational motion of the entire
MeOH moiety, the methyl group or even the hydroxyl group [17,18]. Nevertheless, further
studies of different methanol clusters are necessary to fully understand this phenomenon,
since such endeavors have implications for understanding the stability and interactions of
complexes involving aldehydes and alcohols, contributing to the broader field of chemical
and biological molecular research. Expanding the number of systems studied also makes it
possible to identify the influence of changes in the nature of substituents on the nature and
energy of non-covalent binding and the existence of various conformers of adducts.

Acrolein (from here on ACR) is also one of the most important environmental pollu-
tants and plays an important role in the formation of atmospheric aerosols [19–21]. It is
also a very important synthetic intermediate in the chemical industry and is widely used
in resin production and organic synthesis [22]. Two conformations of ACR, s-trans and
s-cis, have been characterized by microwave spectroscopy [23–29], pointing out that the
s-trans form is more stable than the s-cis one by 9.2(5) kJ mol−1 [30]. The presence of those
two different conformers of the ACR monomer can make the investigation of the complex
formation more interesting, since the relative energy of the conformations can change
upon complexation. The rotational spectra of ACR involved in binary and ternary water
complexes and some of their isotopologues have been analyzed [31]. All the complexes
show a planar heavy atom skeleton and are stabilized by ring-like structures. In the binary
complex ACR-water [31], the conformation where the aldehyde oxygen forms an HB with
the water hydrogen and the water oxygen forms an HB with the methylene group are most
stable and the ACR adopts the s-trans form. The electron pairs located at the aldehyde
oxygen are quite efficient proton acceptors that can easily form an HB with proton donors,
like water, alcohols or other protonated compounds. At the same time, the oxygen atom of
methanol (from here on abbreviated as MeOH) can easily form another interaction with the
methylene hydrogen or aldehydic hydrogen atoms of ACR. In this case, it is possible that
the 1:1 complex of ACR and MeOH will also show a ring-like structure where aldehyde
oxygen interacts with hydroxyl hydrogen and hydroxyl oxygen interacts with methylenic
hydrogen or aldehydic hydrogen.

The rotational spectra of the MeOH monomer and those of many of its clusters
with other molecules have been studied [17,18,21,32–44]. The splitting of the rotational
lines caused by the internal rotation of the methyl group was always observed and the
determined barriers of the methyl group’s internal rotation in the complexes were lower
than the one determined for the MeOH monomer (4.463(4) kJ mol−1 [44]). For example,
in the 1:1 complex of MeOH-SO2 [37], the observed methyl top internal rotation barrier is
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V3 = 1.54(1) kJ mol−1 and in the more loosely bound MeOH-Ar complex [39], an even more
striking drop in the methyl torsional barrier height to about 0.82(2) kJ mol−1 was observed
in the experiment. The model used to deduce the barrier height is based on the assumption
that the methyl group rotates against a heavy frame, but the experimental data confirm
that the barrier reductions are not a result of complexation effects, but rather are related
to another large amplitude internal motion coupled to the internal rotation of the methyl
group. In the note by Fraser et al. [17], the decrease in the MeOH internal rotation barrier
observed in several methanol complexes with light partners is attributed to the effects
of a librational motion either of the whole MeOH moiety or of the methyl group taking
place in the complex. This might not be the case when a heavier moiety is complexed by
MeOH. For example, in a more recent study of the 1:1 complex of acrylonitrile−MeOH in
the gas phase using rotational spectroscopy [18], a consistent change was not observed in
the determined internal rotation parameters upon deuteration of the whole methyl group,
which led the authors to exclude that the decrease in the MeOH internal rotation barrier
after complexation is related to the coupling of another internal motion of the whole MeOH
moiety or the methyl group.

The study of the driving forces stabilizing the molecular complexes and the effects of
complexation on the structure and the internal motions are the aims of this study.

Rotational spectroscopy provides high resolution and exceptional sensitivity to the
molecular mass distribution and geometry, making it ideal for obtaining precise exper-
imental evidence of tautomeric equilibria. In the present study, a COBRA-type pulsed
supersonic-jet) spectrometer was employed to measure the radiofrequency spectrum of
the ACR-methanol cluster. Deuterated isotopologues of methanol were used to validate
the assignment of spectra, to assess the effects of deuteration on the A-E line splitting and
the influence of deuteration upon the methyl top internal rotation barrier of the cluster
and to compare those parameters with previously studied systems. The high spectral
resolution of state-of-the-art Fourier transform microwave spectrometers allows the full
resolution of closely spaced rotational spectra of isotopically labeled clusters. Ab initio
at the MP2/aug-cc-pVTZ were employed to identify the structures of the different clus-
ters and to determine their relative energies. Moreover, such calculations yield rotational
constants and electric dipole moment components of the different conformations, which
can aid the assignment of lines, identify experimentally observed isomers, and be used as
benchmarks for the experimentally found parameters (and vice versa). The combination
of rotational spectroscopy analysis and theoretical methods thus provides a synergistic
method for studying the structure and internal dynamics of isolated molecules and weakly
bound complexes.

2. Results and Discussion

2.1. Computational Results

For simplicity, the s-trans and s-cis conformations of ACR are labeled just t and c.
Distinct conformers of ACR-MeOH, which originate from the same conformer of ACR have
been further distinguished with a progressive number (1, 2 or 3). The choice of the initial
geometries was based on the previous study on ACR-water [31]. In that case, four planar
conformers, in which the water forms an HB with the ACR oxygen atom and a secondary
interaction involving the water oxygen with either the methylenic or the aldehydic ACR
hydrogen, were identified. In the ACR-MeOH case, the same kind of Cs arrangement is
found, where the methanol frame lies in the plane of acrolein, but also, two additional
non-planar conformers (one from each of ACR’s conformation and indicated by the number
3) were characterized. In both cases, the methyl group is located almost perpendicular
to the ACR’s plane. The theoretical (MP2/aug-cc-pVTZ) spectroscopic parameters and
relative energies of all conformers are reported in Table 1.

55



Molecules 2024, 29, 3444

Table 1. Ab initio (MP2/aug-cc-pVTZ) structures, rotational constants, electric dipole moment
components and relative energies of the different conformations of ACR-MeOH.

t-ACR-MeOH-1 t-ACR-MeOH-2 t-ACR-MeOH-3

   

A, B, C/MHz
μa, μb, μc/D
ΔEe/kJ mol−1

ΔE0/kJ mol−1

6233, 1390, 1145
−2.4, −0.5, 0.0

0
0

11158, 1036, 954
2.7, 0.6, 0.0

3.7
3.2

4905, 1692, 1373
−3.2, −1.4, 1.6

1.4
1.3

c-ACR-MeOH-1 c-ACR-MeOH-2 c-ACR-MeOH-3

   
A, B, C/MHz
μa, μb, μc/D
ΔEe/kJ mol−1

ΔE0/kJ mol−1

5974, 1505, 1211
−2.4, 0.0, 0.0

10.5
10.1

16485, 1007, 955
−2.5, 0.2, 0.0

13.5
12.7

4958, 1824, 1481
−3.0, −1.2, −1.8

11.0
10.9

The complexes of MeOH with t-ACR show, in general, lower energies than those
with c-ACR. In fact, the three lowest energy structures are the complexes of MeOH with
t-ACR and span about 3.7 kJ mol−1, and the lowest energy structure formed by c-ACR
(c-ACR-MeOH-1) is located 10.5 kJ mol−1 higher. This energy difference is very close to the
energy difference (9.2(5) kJ mol−1) determined for the two forms of the ACR monomer [30]
and the energy difference (9.9 kJ mol−1) for the t- and c-ACR complexes with water [31].

The six lowest energy structures (three originating from t-ACR and three from c-ACR)
all exhibit a strong OH···O HB and a weak C–H···O interaction. The hydroxyl group of
MeOH acts as a proton donor for the OH···O interaction and as a proton acceptor for the
C–H···O interaction. The conformations 1 and 3, in which the MeOH oxygen forms a weak
interaction with the methylenic hydrogen, are more stable than the conformations labeled
2 where the oxygen is bound to the aldehydic hydrogen. For example, the conformer
t-ACR-MeOH-2 is 3.7 kJ mol−1 higher in energy than t-ACR-MeOH-1 and the conformer
c-ACR-MeOH-2 is 3.0 kJ mol−1 higher in energy than c-ACR-MeOH-1.

Considering conformations 1 and 3, where the MeOH oxygen is bound to the methylenic
hydrogen, the planar conformers show lower energy than the non-planar ones, although, in
general, those differences are smaller than the ones between 1 and 2. The energy difference
between t-ACR-MeOH-3 and t-ACR-MeOH-1 is 1.4 kJ mol−1, and the energy difference
between c-ACR-MeOH-3 and c-ACR-MeOH-1 is 0.5 kJ mol−1.

2.2. Spectroscopic Results

According to the computational results, t-ACR-MeOH-1 is the global minimum, and
it shows the most intense spectrum originating from the μa electric dipole moment compo-
nent, which is much higher in value with respect to μb and μc (the latter one being zero by
symmetry). We started our experiment with the search for the J′ ←J′′: 3←2 μa-R rotational
transition of t-ACR-MeOH-1, and after the detection and fit of one group of rotational
transitions, the measurements were extended following new predictions to 42 rotational
transitions with the rotational quantum number J ranging from 1 to 6 and Ka ranging from
0 to 2, including μb type transition lines.

After finding all detectable rotational transition lines of the conformer t-ACR-MeOH-1,
the measurements were extended to detect those of conformer t-ACR-MeOH-2. From the
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calculated relative energy and considering the temperature prior to the expansion (273 K),
the population of t-ACR-MeOH-2 was predicted to be 19.6% of the global minimum, and
taking into account the values of the dipole moment components, the most intense μa lines
of t-ACR-MeOH-2 were predicted to be 22.0% of the most intense ones of t-ACR-MeOH-1.
Indeed, 42 rotational transitions with the rotational quantum number J ranging from 1
to 7 and Ka ranging from 0 to 2 were observed for t-ACR-MeOH-2, including μb type
transition lines.

The list of frequencies for both conformers is reported in the Supporting Information
(Tables S1–S4), while the spectral parameters of the observed conformations of t-ACR-
MeOH-1 and t-ACR-MeOH-2 obtained from a direct fit of the lines through the XIAM
program [45] are summarized in Table 2. The fitted rotational constants are within 3% of
the ones predicted from theory for both conformers. The detected μa-type and μb-type
rotational transitions and the non-observation of the μc-type lines confirm the assignment
to the planar conformers, which are in agreement with the zero value of the μc dipole
moment components for both two conformers.

Table 2. Experimental spectroscopic parameters of the parent and deuterated species of t-ACR-
MeOH-1 and t-ACR-MeOH-2 and the deuterated species.

t-ACR-MeOH-1 t-ACR-MeOD-1- t-ACR-MeOH-2 t-ACR-MeOD-2-

A/MHz 6180.152(3) [a] 6193.285(9) 11263.02(4) 11312(12)
B/MHz 1350.2493(7) 1345.401(2) 1009.515(3) 1004.652(2)
C/MHz 1116.9532(7) 1114.199(1) 933.289(3) 929.742(2)
DJ/kHz 0.905(6) 0.905(6) 0.724(9) 0.71(1)
DJK/kHz −4.30(9) −4.7(1) −37.1(2) −38(1)
d1/kHz −0.219(6) −0.217(9) −0.09(1) −0.082(9)
V3/kJ mol−1 2.686(3) 2.825(3) 2.722(6) 2.856(1)
δ/deg 0.089(7) 0.09(2) 2.896(5) 2.881(4)
F0/GHz 158.6(1) 159.3(2) 156.1(3) [156.1] [b]

Dc3J/kHz −1.25(5) −1.4(1) -
σ [c]/kHz 5.8 12.0 15.9 8.9
N [d] 42 46 42 24

Mcc/uÅ2 1.7991 1.8275 1.9915 2.0731
[a] Error in parentheses in units of the last digit. [b] The data in brackets were fixed at the corresponding normal
species values because they were not determined in the fit. [c] RMS error of the fit. [d] Number of lines in the fit.

As an example, the 303←202 transition for the t-ACR-MeOH-1 conformer is shown in
Figure 1 where the splitting of the rotational lines due to the internal rotation of the methyl
group of MeOH can be observed; A and E are methyl torsional state symmetry labels.

2.3. Determination of Spectroscopic Parameters and Torsion Barriers

From the fitting procedure performed on the experimental transition frequencies, in
addition to the rotational constants (A, B, C) and the quartic centrifugal distortion constants
(DJ, DJK and d1), internal rotation parameters are also obtained, as reported in Table 2. The
determined internal rotation parameters are V3, the three-fold barrier to internal rotation
of the methyl group, F0, the rotational constant of the internal rotor, and δ, the angle
between the internal rotor axis and the a-principal axis of inertia, while Dc3J is an empirical
internal-overall rotation distortion constant. The determined V3 is smaller in t-ACR-MeOH-
1 (2.686(3) kJ mol−1) than in t-ACR-MeOH-2 (2.723(6) kJ mol−1), but both conformers have
a low internal rotational barrier compared to the MeOH monomer (4.463(4) kJ mol−1 [44]).
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Figure 1. The 303←202 transitions of t-ACR-MeOH-1 and t-ACR-MeOD-1 enriched isotopologue
showing the methyl internal rotation A-E doublets. Each transition appears as a doublet (indicated
by square brackets) due to the instrumental Doppler effect.

In order to understand the reason for the lowering of the V3 barrier in the complex
compared to the MeOH monomer, the potential energy surface of the MeOH methyl torsion
was calculated by changing the dihedral angle of τ = HC-OH on the regular grid with
Δτ = 10◦. The results are shown in Figure 2 and the calculated data, expressed in red
bullets and dots, are well reproduced by the threefold function: V(τ) = 1

2 V3[1 + cos(3τ)],
which is shown as a green line for t-ACR-MeOH-1 and a blue line for t-ACR-MeOH-2.
The maximum value of t-ACR-MeOH-1 (3.32 kJ mol−1) represents the theoretical barrier
hindering the methyl group internal rotation in the complex, and it can be noted that
it is larger (about 26%) than the experimental values obtained for the normal species,
V3 = 2.686(3) kJ mol−1 for t-ACR-MeOH-1 (see Table 2). The difference between the
theoretical (3.45 kJ mol−1) and experimental (2.723(6) kJ mol−1) V3 values was also observed
in t-ACR-MeOH-2. It is possible to attribute these differences to the accuracy of the
theoretical method. This can be tested by calculating the barrier to internal rotation for
free MeOH with the same theoretical method (4.16 kJ mol−1) and comparing it to the
experimental barrier (4.50 kJ mol−1) [46]. The calculated barrier for free MeOH is indeed
lower than the experimental one but only by about 7%, which is much smaller than the
26% difference found for t-ACR-MeOH-1 and the 27% for t-ACR-MeOH-2. This difference
could be due to a lower accuracy of the method in calculating methyl torsional barriers in
molecular complexes or to a possible large amplitude motion coupled to the torsion for
which no evidence could be found in the experimentally measured rotational spectrum.

2.4. Deuterated Isotopologues

The rotational spectra of the deuterated isotope of methanol, abbreviated as t-ACR-
MeOD-1 and t-ACR-MeOD-2, were also measured. Similarly, to the spectra of the parent
species, the peaks of the deuterated isotopologues show up as doublets due to the in-
ternal rotation of the methyl group. The spectral parameters obtained with the same
fitting procedure used for the undeuterated species are summarized in Table 2, and the
observed transition frequencies of all measured isotopes are provided in the Supporting
Information (Tables S3 and S4). As shown in Table 2, the deuterated species t-ACR-MeOD-1
(V3 = 2.825(3) kJ mol−1) and t-ACR-MeOD-2 (V3 = 2.856(1f) kJ mol−1) shows a higher bar-
rier of V3 than the corresponding parent species t-ACR-MeOH-1 (V3 = 2.686(3) kJ mol−1)
and t-ACR-MeOH-2 (V3 = 2.723(6) kJ mol−1). One would therefore expect to find a larger
A–E splitting of the spectrum of the deuterated species t-ACR-MeOD-1. On the contrary,
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in the 303←202 transition (Figure 1), the deuterium-bonded dimer t-ACR-MeOD-1 shows
a splitting of only ~0.16 MHz, while the hydrogen-bonded dimer t-ACR-MeOH-1 is split
by ~0.18 MHz. The smaller A-E splittings in the deuterium-bound complexes are likely
due to the Ubbelohde effect, which is the shortening of the HBs upon deuteration [47]. The
effect of the shortening of the HB on the A-E splitting in deuterated complexes was also
observed in the ethanol–methanol dimer [43]. The A-E splittings for the deuterated species
t-ACR-MeOD-1 and t-ACR-MeOD-2 are summarized in Table S6.

Figure 2. Ab initio (MP2/aug-cc-pVTZ) methyl internal rotational potential energy surface for
(a) t-ACR-MeOH-1 and (b) t-ACR-MeOH-2.

In Table 2, the planar moments of inertia Mcc for the two species are also reported.
Their values are consistent with an overall planar structure of the complex where only the
methyl hydrogen atoms are out of the plane. The small differences between the values of
the two conformers and those of the deuterated species with respect to the parent species
can be attributed to small contributions of the low-frequency vibrational modes to the
experimentally determined moments of inertia.

2.5. Possible Presence of Other Isomers

Considering the relative energy value, the temperature prior to the expansion and
the dipole moment component’s values, the most intense μa lines of t-ACR-MeOH-3,
were predicted to be 72.0% of the most intense ones of t-ACR-MeOH-1. However, the
spectrum originating from conformer t-ACR-MeOH-3 was not found in the experiment.
This can be attributed to a relaxation of the population of this conformation onto that of the
global minimum during adiabatic expansion, and in order to confirm this, the potential
energy surface for the interconversion was calculated. This was performed by changing
the dihedral angle τ = CO-HO on a regular grid with a step of 5◦ for both conformers, and
the results are shown in Figure 3. In Figure 3a, one can see the conformations in which the
MeOH oxygen is bound to the methylenic hydrogen atom (conformers t-ACR-MeOH-1
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and t-ACR-MeOH-3), while in Figure 3b, are those where the MeOH oxygen is bound to
the aldehydic hydrogen (conformer t-ACR-MeOH-2). In the first case, the higher energy
conformer t-ACR-MeOH-3 gives rise to two equivalent minima, with respect to the ACR
plane. The population’s relaxation of this conformation to the global minimum t-ACR-
MeOH-1 during adiabatic expansion is demonstrated by the low barrier to interconversion
between the two conformations (approximately 0.1 kJ mol−1). On the contrary, when the
MeOH oxygen is bound to the aldehydic hydrogen (conformer t-ACR-MeOH-2), only
one minimum is found, as shown in Figure 3b, and the non-planar arrangement does not
correspond to a minimum. This can be ascribed to two reasons: the non-planar conformer
exists but was not optimized due to the accuracy of the calculation method, or the non-
planar conformer is not stable considering the weak intermolecular interaction between
MeOH oxygen and aldehydic hydrogen.

Figure 3. Ab initio (MP2/aug-cc-pVTZ) potential energy surface for the torsion of MeOH’s methyl
group around the OH bond for the (a) t-ACR-MeOH-1and (b) t-ACR-MeOH-2. In the upper panel,
this motion interconverts the in-plane conformer (absolute minimum) with the out-of-plane ones
(relative equivalent minima).

2.6. Analysis and General Discussion of the Clustering Interaction

The structure and the PES shown in Figure 3a are similar to the ones observed in
the acrylonitrile-MeOH complex [18] where the water molecular binds to acrylonitrile
forming a cyclic planar structure with a OH···N HB and a CH···OW (global minimum),
while a non-planar structure stabilized by the same interactions, but with the methyl group
perpendicular to the acrylonitrile plane, is at a relative minimum with two equivalent
forms. Also, in that case, the barrier to interconversion was found to be quite low (about
0.6 kJ mol−1), preventing the observation of the non-planar conformer in the jet expansion.

The HBs in the six optimized conformers can be better visualized by using Johnson’s
NCI method [48]. Figure 4 displays the NCI plots, revealing the pattern of intermolec-
ular interactions for all optimized conformations of ACR-MeOH. The gradient isosur-
faces are colored according to the corresponding values of sign(λ2) ρ. A negative sign of
sign(λ2)ρ (corresponding to blue regions) and small values of the reduced density gradi-
ent (RGD <0.5 a.u.) suggest stronger OH···O HB, while green regions indicate a weaker
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C–H···O attractive interaction. Positive values of sign(λ2)ρ and small values of the RGD
(<0.5 a.u.), corresponding to orange regions, suggest a weak repulsive interaction.

One can observe the relatively large orange regions between oxygen and hydrogen
in the c-ACR frame (Figure 4d–f), suggesting a weak repulsive intramolecular interaction
accounting for the lower stability of c-ACR compared to t-ACR where this repulsion
is absent (Figure 4a–c). Focusing on the most stable conformations of each series, one
can see that in conformations 1 (Figure 4a,d) and 2 (Figure 4b,e) the OH···O HB is of
similar strength, while the CH···O interactions in conformations 1 (CCH···Ow) are stronger
than those in conformations 2 (O=CH···Ow); this is in agreement with the results of the
theoretical calculation where conformations 1 have lower energy than conformations 2.

For comparison, Johnson’s NCI method is also applied to the complexes of ACR-water,
as shown in Figure 5. Two hydrogen bonds are formed between ACR and water in all four
conformations (Figure 5a–d): a stronger OH···O HB (the blue regions) and a weaker CH···O
interaction (the green regions), which correspond to the planar conformations of ACR-
MeOH described above (Figure 4a,b,d,e), respectively. The strengths of hydrogen bonds
are of the same level in view of the area of the NCI plots from ACR-water to ACR-MeOH.

A careful analysis of the geometrical parameters can also be performed. The OH···O/
CH···O distances are 1.914/2.353 Å and 1.922/2.608 Å in the ACR-MeOH conformers 1
and 2, respectively, and 1.923/2.385 Å and 1.928/2.636 Å in the ACR-W conformers 1 and
2. These values confirm the relative strength of the interactions discussed previously, with
the OH···O being the stronger interaction compared to the CH···O one and the latter being
strongest in conformer 1 compared to to conformer 2.

Figure 4. Cont.
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Figure 4. The NCI plots from the ab initio (MP2/aug-cc-pVTZ) outputs for conformers: (a) t-ACR-
MeOH-1, (b) t-ACR-MeOH-2, (c) t-ACR-MeOH-3, (d) c-ACR-MeOH-1, (e) c-ACR-MeOH-2 and
(f) c-ACR-MeOH-3. Left panel: gradient isosurfaces according to the values of the sign(λ2)ρ
(−0.04~0.04 a.u.). Color coding is blue (stronger attractive interactions), green (weaker attractive
interactions) and orange-red (repulsive interaction). Right panel: The reduced density gradient (RDG)
versus sign(λ2)ρ. Positive values of the sign(λ2)ρ indicate repulsive interactions, and negative values
of the sign(λ2)ρ indicate attractive interactions.
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Figure 5. The NCI plots from the ab initio (MP2/aug-cc-pVTZ) outputs for three conformers:
(a) t-ACR-W-1, (b) t-ACR-W-2, (c) c-ACR-W-1 and (d) c-ACR-W-2. (Left panel): gradient isosurfaces
according to the values of the sign(λ2)ρ (−0.04~0.04 a.u.). Color coding is blue (stronger attractive
interactions), green (weaker attractive interactions) and orange-red (repulsive interaction). (Right

panel): The reduced density gradient (RDG) versus sign(λ2)ρ. Positive values of the sign(λ2)ρ indicate
repulsive interactions, and negative values of the sign(λ2)ρ indicate attractive interactions.

Comparative analysis of the computational results of ACR-MeOH complexes and re-
ported experimental geometries of MeOH and ACR reveals several key structural changes
upon complexation. The O-H bond length in MeOH tends to be longer, and the ∠C5O6H11
angle is smaller after complexation. When compared to the ACR monomer, the com-
plexation leads to a longer C3=O4 bond and an extended O4-H10 distance. Additionally,
the ∠C2C3H10 angle becomes larger, whereas the angles ∠C1C2C3 and ∠O4=C3H10 de-
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crease. For the ∠C2C3O4 angle, it tends to increase in t-ACR-MeOH-1 but decreases in
t-ACR-MeOH-2. The determined barriers for the internal rotation of the methyl group
in these complexes are lower than those found for the MeOH monomer. According to
Fraser et al. [34], this is attributed to the effects of the librational motion of either the entire
MeOH moiety or the methyl group within the complex. Schmitt [40] points out that the
small absolute value of the barrier compared to the monomer is likely an artifact due to the
one-dimensional description of the large amplitude motion. In MeOH-HCl complexes [38],
the apparent barrier reduction arises from neglecting the large amplitude wagging motion
of the hydroxyl hydrogen relative to HCl. In the acrylonitrile-MeOH complex [18], the
results exclude the librational motion of the entire methanol moiety or the methyl group,
but the motion of the hydroxyl group cannot be excluded. In summary, the decreased
barrier is not due to complexation effects but is related to another large amplitude internal
motion, such as the motion of the hydroxyl group coupled with the internal rotation of the
methyl group.

Other complexes of small organic molecules with methanol have been characterized
by rotational spectroscopy and, in all cases, the global minimum is stabilized by similar
cyclic structures. In formamide-MeOH [41], there is an HB from the MeOH hydroxyl
hydrogen to the oxygen atom of formamide and one from the N-H group of formamide
to the MeOH oxygen. The corresponding OH···O and NH···O distances are quite short:
2.01(1) and 1.97(1) Å, respectively. In formaldehyde-MeOH [35], the HBs are from the
MeOH hydroxyl hydrogen to the oxygen of formaldehyde (2.097(6) Å) and from a CH
group of the second moiety to the MeOH oxygen, while in acrylonitrile-MeOH [18] the
HB is from MeOH to the cyano group and from the methylenic hydrogen to the MeOH
oxygen; the OH···N and CH···O distances being 2.257(1) and 2.484(1) Å (MP2/aug-cc-pVTZ
values). The shorter distances in formamide-MeOH seem to imply a larger binding energy,
which is indeed confirmed by the ab initio (MP2/aug-cc-pVTZ) value of 44.5 kJ mol−1

for this system compared to those calculated for formaldehyde-MeOH (24.1 kJ mol−1)
and acrylonitrile-MeOH (26.3 kJ mol−1). For the ACR-MeOH system, the HB distances
and energy binding values (30.4 kJ mol−1, MP2/aug-cc-pVTZ, Table 3) are found to be
halfway between the three systems cited above. The HB structure for ACR-MeOH has a
lower binding energy than formamide-MeOH and higher than formaldehyde-MeOH and
acrylonitrile-MeOH. Notably, the binding energy value for ACR-MeOH is slightly larger
than that of ACR−water (28.8 kJ mol−1 MP2/aug-cc-pVTZ, Table 3) [31].

Table 3. Ab initio binding energies calculated by MP2/aug-cc-pVTZ method (BE MP2), SAPT2+
(3)dMP2/aug-cc-pVTZ analysis and total binding energies (BE SAPT) for the complexes of methanol
and water with acrolein (in bold the observed conformations), all values in kJ mol−1.

Energies Electrostatic Induction Dispersion Exchange BE SAPT BE MP2

Acrolein-Methanol
t-ACR-MeOH-1 −46.15 −16.16 −20.45 54.08 −28.68 −30.4
t-ACR-MeOH-2 −38.67 −14.24 −17.15 44.22 −25.84 −26.8
t-ACR-MeOH-3 −43.84 −14.07 −22.36 53.60 −26.68 −29.1
c-ACR-MeOH-1 −45.38 −16.44 −20.75 54.23 −28.34 −29.4
c-ACR-MeOH-2 −38.39 −14.20 −17.04 44.08 −25.55 −26.3
c-ACR-MeOH-3 −43.96 −14.24 −23.41 54.59 −27.02 −28.9

Acrolein-Water
t-ACR-W-1 −44.43 −15.15 −17.96 49.78 −27.76 −28.8
t-ACR-W-2 −37.85 −13.69 −15.27 41.47 −25.35 −25.8
c-ACR-W-1 −42.90 −14.94 −17.94 48.63 −27.14 −27.6
c-ACR-W-2 −37.57 −13.66 −15.17 41.34 −25.05 −25.4

A quantitative understanding of the chemical nature of the NCIs can be achieved by
energy decomposition analysis, using the Symmetry-Adapted Perturbation theory (SAPT).
According to SAPT [49], the energy of the intermolecular interaction can be interpreted
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as the sum of different terms with defined physical meanings: electrostatic, induction,
dispersion and exchange-repulsion terms. The results, summarized in Table 3, show that
the intermolecular interactions become slightly stronger following the substitution of the
hydrogen atom in water with the methyl group in MeOH. These results are confirmed by
the ab initio binding energies (MP2-aug-cc-pVTZ) and are also reported in Table 3. The
dispersion interactions are mainly responsible for the increased total interactions and are
related to electron correlations in the whole molecules, and they become stronger as the
size of the molecules and the number of electrons increase.

3. Methods

The experiment was carried out with the COBRA-type pulsed supersonic-jet FTMW
spectrometer, which was previously described [50–53]. ACR and MeOH were acquired
from Sigma-Aldrich (St. Louis, MO, USA) (purity > 99%), while D2O was acquired from
Cambridge Isotope Laboratories, Inc. (Tewksbury, MA, USA) (purity 99.9%). All com-
pounds were used without further purification. For the preparation of the complexes,
samples of ACR (cooled to 273 K) and MeOH (at 298 K) were prepared in two separate con-
tainers, and helium, at a stagnation pressure of about 0.6 MPa, was made to flow over them
creating a 1% mixture of both ACR and MeOH in the carrier gas. The hydroxyl-enriched
deuterated isotope of methanol was prepared by directly mixing methanol with the D2O
sample in a 1:2 volume ratio.

The molecular beam was expanded via a solenoid valve (General Valve, Series 9,
nozzle diameter 0.5 mm) into a Fabry–Pérot cavity. This expansion allowed the molecules
and their complexes to reach low rotational temperatures (1–2 K), trapping the most
stable forms at their energy minimum. Spectral line positions were identified using Fourier
transformation of the time-domain signal with 8 k data points recorded at a 100 ns sampling
interval.

Geometry optimizations and subsequent harmonic frequency calculations were per-
formed at the MP2/aug-cc-pVTZ level using the GAUSSIAN 16 program [54]. This method
is known to provide very accurate results regarding both the geometries and energies. The
small size of the system allowed the use of this method, which is more computationally
expensive than DFT. The analysis of the spectral data was performed with the program
XIAM [45], which is based on the combined axis method [55] and directly supplies the V3
barrier to internal rotation, the angles between the internal rotation axis and the principal
axes and the moment of inertia of the internal top, while a set of rotational constants com-
mon to both the A- and E-states is provided (corresponding to the values for the infinite
barrier limit).

Johnson’s NCI method [48], which can visualize and quantify non-covalent interac-
tions through the reduced density gradient (RDG) of the electron distribution, was used to
study the non-covalent interactions between ACR and MeOH.

4. Conclusions

The rotational spectrum of the 1:1 complex of ACR and MeOH was studied to obtain
information on its structure, on the HBs and on the barrier hindering the methyl group’s
internal rotation in the complex. Two stable conformations of ACR-MeOH and their deuter-
ated istopologues have been measured. The determined rotational constants are coherent
with a cyclic structure (MP2/aug-cc-pVTZ) stabilized by a primary OH···O HB between
MeOH and the aldehyde group and a secondary one between the terminal CH group
and the MeOH oxygen, which were also characterized and visualized using NCI plots.
Splitting of the rotational lines due to the hindered internal rotation of the methyl group
was observed and the global analysis of the spectrum led to the determination of a V3 value
of 2.686(3) kJ mol−1 and 2.723(6) kJ mol−1 for the two conformations, respectively. These
values are about 40% lower than those experimentally determined for free MeOH, revealing
a significant discrepancy between the theoretical and experimental rotational barriers. This
demonstrates the importance of continuous improvement in computational chemistry
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techniques to achieve more accurate predictions and better alignment with experimental
observations. The finding that the reduced mass of the internal rotation motion is extremely
close to the calculated one allowed us to exclude that the lowering of the barrier could
be ascribed to a librational motion of the methyl group. The present findings thus have
implications for understanding large-amplitude motions within molecular complexes. Such
insights provide valuable empirical evidence that can enhance the accuracy of theoretical
models of internal dynamics in molecular chemistry, offering a deeper comprehension of
the factors influencing molecular behavior.
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Abstract: The identification and quantification of caffeine is a common need in the food and phar-
maceutical industries and lately also in the field of environmental science. For that purpose, Raman
spectroscopy has been used as an analytical technique, but the interpretation of the spectra requires
reliable and accurate computational protocols, especially as regards the Resonance Raman (RR)
variant. Herein, caffeine solutions are sampled using Molecular Dynamics simulations. Upon quan-
tification of the strength of the non-covalent intermolecular interactions such as hydrogen bonding
between caffeine and water, UV-Vis, Raman, and RR spectra are computed. The results provide
general insights into the hydrogen bonding role in mediating the Raman spectral signals of caffeine in
aqueous solution. Also, by analyzing the dependence of RR enhancement on the absorption spectrum
of caffeine, it is proposed that the sensitivity of the RR technique could be exploited at excitation
wavelengths moderately far from 266 nm, yet achieving very low detection limits in the quantification
caffeine content.

Keywords: Raman spectroscopy; Resonance Raman; caffeine; simulations; Molecular Dynamics;
hydrogen bonding; UV-Vis; Quantum Mechanics/Fluctuating Charges; non-covalent interactions

1. Introduction

Caffeine (1,3,7-trimethylxanthine) is a purine alkaloid that acts as a psychoactive drug
and stimulant agent [1]. It can be consumed from natural sources like coffee, chocolate,
and tea, but it can be found in other foods and beverages, and, in recent decades, also in
medications, because of the enhanced effect it provides in a mix with certain analgesics [2].
The effects of caffeine on cognitive or physical performance have been the subject of several
reviews [3–6].

Structurally, caffeine is a combination of two fused rings: pyrimidinedione, a six-
membered pyrimidine ring with two ketone groups linked to it at meta positions, and
imidazole, a five-membered ring with two nitrogen atoms. Caffeine’s structure is shown in
the innermost layer of the drop in Figure 1.

Due to the high level of caffeine consumption worldwide, controlling the caffeine
content of coffee, tea samples, and caffeine-containing food products is indispensable [7].
Moreover, this methyl xanthine, as well as diclofenac, ibuprofen, and acetaminophen, is
currently considered an emerging contaminant that poses health risks to aquatic life [8]
and poses a danger to the environment because of its persistence [9,10]. In fact, caffeine
and paraxanthine pollution in aqueous environments are declared to be ubiquitous [11].
Hence, the determination of caffeine is relevant in chemical analysis and it is desirable to
have practical methods for carrying it out in various matrices. Many analytical techniques
have been employed for that goal, among them Raman spectroscopy [7,12]. As a matter of
fact, the application of vibrational spectroscopy techniques to quantify nutraceuticals in
fruits and plants has proven successful [13], and Raman spectroscopy has been used for
quantitative analysis in the pharmaceutical industry [14,15].

The evolution of Raman as an extremely sensitive analytical tool was further boosted
by the discovery of several other Raman phenomena, including Resonance Raman (RR),

Molecules 2024, 29, 3035. https://doi.org/10.3390/molecules29133035 https://www.mdpi.com/journal/molecules69



Molecules 2024, 29, 3035

coherent anti-Stokes Raman scattering (CARS), and surface-enhanced Raman scattering
(SERS) [16,17]. All of them can improve the intensity of the Raman signal, thus overcoming
the low sensitivity caused by the inherently weak Raman scattering, and in most cases, they
can minimize the interference from fluorescence. In contrast to SERS, which is a method
where the sample is adsorbed onto a metallic substrate (gold, silver, etc.) [18], RR benefits
from choosing an excitation wavelength that couples to an electronic transition or photon
absorption of the target analytes and chromophore segments of material or macromolecules,
affording a much more intense Raman spectrum. Thus, some modes absent in normal
Raman spectra can be resonantly enhanced to appear in RR spectra. The combination
of the two techniques, RR and SERS, gives rise to surface resonance-enhanced Raman
spectroscopy (SERRS) and can greatly increase sensitivity by up to 10 orders of magnitude
compared to just using RR [7]. In the context of determining caffeine content, the low
solubility of the compound in water at room temperature has been a limitation to employing
conventional Raman methods; nonetheless, it has been investigated with the SERS modality
in various works [19,20]. SERS has afforded a simultaneous multiplexed quantification of
caffeine and its major metabolites theobromine and paraxanthine [21], and SERS-coupled
multivariate calibration has been recently used in the rapid prediction of caffeine in tea [22].
In addition, Frosch et al. [23] presented a fiber-array-based Raman hyperspectral imaging
technique for direct simultaneous in situ monitoring of different active pharmaceutical
ingredients, such as caffeine, in analgesic tablets. Without requiring metallic surfaces or
further agents, diluents, or matrices, RR represents an excellent technique for single or
simultaneous identification and quantification of multiple components of interest in a
sample thanks to its good selectivity and sensitivity [24–28]. To our knowledge, there is
only one experimental study in which RR has been used for the caffeine spectral analysis
of extremely diluted samples, such as 0.0022 M [29].

Figure 1. Pictorial view of caffeine dissolved in aqueous solution as treated in QM/FQ calculations.
Virtual sites for the atoms that are more prone to hydrogen bonding with the solvent, labeled N9,
O10, and O12, are shown in small green spheres.

Quantum chemical calculations are useful tools to properly describe and analyze
Raman and in particular RR spectra [30–35]. Some modeling with isolated caffeine in the
gas phase or describing the condensed phase using the Polarizable Continuum Model
(PCM) [36] or a microsolvation approach has been used in several works to assist the
peak assignments of Raman spectra [19,29,37–42]. Nevertheless, understanding the prop-
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erties and spectral behavior of caffeine in solution requires a computational strategy that
includes conformational sampling, environmental effects with a proper description of
hydrogen bonding (HB) interactions, the dynamical aspects of the solvation, and mutual
solute–solvent polarization [43]. Such features are all integrated into Quantum Mechan-
ics/Fluctuating Charges (QM/FQ) computational protocols developed during the last
years in our research group [44–46]. By following the protocol, we have previously studied
the absorption spectra of caffeine and similar xanthines [47,48] and so far we have also
computed RR spectroscopies on solvated amides [49], dipeptides [50], anionic ibupro-
fen [51], contaminants [52], doxorubicin (DOX) and DOX-DNA [53] complexes. As a
general finding, we have seen that the multiscale QM/FQ protocols outperform implicit
and non-polarizable QM/Molecular Mechanics approaches, and this is due to the atom-
istic treatment of the solvent molecules and thus of the solute–solvent interactions. On
the subject of intermolecular interactions, Natural Bond Orbitals (NBO) [54–56] and the
topological analysis of electron density as formulated in the Quantum Theory of Atoms in
Molecules (QTAIM) by Bader [57] are well-established tools for studying these cooperative,
non-covalent contacts and have been applied to diverse chemical systems [58].

The purpose of this paper is to use computational tools to analyze intermolecular
interactions and provide an overview of the chemical physics influence of the environment
when recognizing resonance enhancement in the Raman spectrum of caffeine in an aqueous
solution. Since the careful selection of a laser source that is appropriate for a specific
compound and the geometry of the spectrometer is essential to the efficient use of RR
spectroscopy as an analytical tool [59], several excitation wavelengths are proposed to
quantify the caffeine content in very diluted samples.

The next section outlines the computational steps, while the modeled electronic ab-
sorption, Raman, and RR spectral profiles for solvated caffeine are then discussed in light
of the solute–solvent interactions.

2. Results and Discussion

This section provides a characterization of the main interactions taking place when
caffeine is dissolved in water as well as a description of the multiscale QM/FQ simu-
lated electronic absorption, Raman, and RR spectra, whose quality and interpretation are
improved by an atomistic description of the environment in the modeling.

Geometrical and energetic aspects of isolated and hydrated forms of caffeine have been
the subject of investigation in earlier studies [38,40,60–62]. Structural analysis of caffeine
has revealed small barriers associated with the rotation of the methyl groups [47] which
are reported to be affected by non-covalent interaction with their neighboring functional
groups and by different degrees of hyperconjugation [39,63]. Despite its limited solubility
in water that is certainly overcome at moderate temperatures, caffeine solutions can be
seen as a series of non-covalent interactions, mainly HBs.

2.1. Caffeine· · ·Water Interactions

The hydrogen-bonding patterns of caffeine in an aqueous solution may be examined
from the MD trajectories. Caffeine has three specific solvation sites and five hydrogen bond
acceptor sites: four acceptor sites are provided by the carbonyl oxygen atoms and one by a
nitrogen atom in the imidazole ring. The solvent structure around those atoms is shown
in Figure 2a. The two carbonyl oxygen atoms, O10 and O12, are better solvated than the
N9 site, as reflected by the higher peak value in the RDFs associated with the former. The
corresponding running coordination numbers (RCNs) resulting from integrating the RDFs
over the first solvation shell give approximately 3.9 water molecules around the carbonyl
oxygens and 1.6 for the nitrogen, yielding a total of 5.5 water molecules close to caffeine. A
similar number was obtained in our previous work [47], with the difference being in the
incorporation of virtual sites (see Figure 1) in the lone pairs of O10, O12, and N9. Here,
it is clear that as a consequence of a more specific/directional interaction when adding
virtual sites, the peaks of the RDFs are higher and shifted to smaller distances (continuous
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vs. dashed curves in Figure 2a). After studying the influence of HB directionality on
vibrational cooling dynamics of methyl xanthines, Zhang et al. [64] suggested that HB
acceptors do not play a primary role in mediating vibrational energy flow from solute
to solvent. Unsurprisingly, the five water molecules in the first solvation shell coincide
with the average number of HBs between the caffeine and the solvent based on geometric
criteria (dX···Ow ≤ 3.5 Å and θHw−Ow−X ≤ 30◦, X being N9, O10, and O12 atoms in caffeine),
as can be inferred from Figure 2b. The hydration structure of caffeine in aqueous solution
has been studied in earlier [65] and recent [66] works using classical MD simulations, and
the same hydration patterns were found.
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Figure 2. (a) Radial distribution function between selected sites of caffeine and water molecules.
Running coordination numbers are also included (dashed lines). (b) Evolution in time of the number
of hydrogen bonds between caffeine and its surrounding water molecules.

To further pinpoint the source of the stabilization when caffeine is dissolved in an
aqueous solution, more selective scrutiny is included by performing a quantitative analysis
of intermolecular interactions with NBO and QTAIM approaches. Given that determining
explicit interactions of caffeine atoms with environmental molecules requires the explicit
presence of water molecules, the QM region was expanded on each snapshot to accommo-
date the first solvation shell in addition to caffeine, but still keeping the other FQ water
molecules. First, we resort to NBO to study NBO donor–acceptor interactions.

According to the NBO results, caffeine and its neighboring water molecules interact
through delocalizations from lone pairs (n) in the solvent to antibonding π∗ orbitals in
the solute, or from π Lewis type orbitals in caffeine to antibonding σ∗

Hw−Ow
in the water

molecules. However, the dominant specific solute–solvent contacts involve HBs with orbital
interactions from lone pairs (n) in the O10, O12, and N9 caffeine atoms to antibonding
(σ∗) orbitals in the water molecules. They are of the nOc → σ∗

Hw−O Oc = O10, O12,
nN9 → σ∗

Hw−O type. Their interaction energies on each frame, obtained via second-order
perturbation corrections to the Fock matrix, are presented as stacked histograms in Figure 3a.
The corresponding orbital overlap representation for one of the MD configurations where
caffeine more heavily interacts with five water molecules is depicted in Figure 3b.
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Figure 3. QM/FQ NBO stabilization energies. (a) Cumulative quantification of the strength of the
orbital interactions that keep caffeine in contact with adjacent water molecules. All stabilization

energies, E(2)
d→a, are associated with the nOc → σ∗

Hw−O Oc = O10, O12 charge transfers, and nN9 →
σ∗

Hw−O charge transfer. (b) Orbital representation within the NBO picture for the intermolecular
interactions in solvated caffeine for one randomly chosen configuration from the MD trajectory. The
QM region includes five explicit waters for that configuration, while the remaining solvent molecules
are treated at the FQ level.

The average values of stabilization energies in Figure 3 are around −E(2)
d→a = 7 kcal/mol

and −E(2)
d→a = 11 kcal/mol, for nOc → σ∗

Hw−O Oc = O10, O12, nN9 → σ∗
Hw−O, respectively,

which are associated with moderate or mild interactions, unlike the strong interaction
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found for charge-assisted HBs [51,67]. As is also true for the reported UV-Vis and ECD
spectra of captopril and naproxen [67], configurations with a large cumulative |E(2)

d→a| have
spectra that better match the experiments. The individual stabilization that those charge
transfers provide to the system is quantified in Figure S1 in the Supplementary Materials.

Two observations can be made from the cumulative plot in Figure 3a. First, the
different interaction strengths seen for each snapshot underline the variability in the
solvent arrangements around the caffeine molecule. This, in turn, directly affects the
spectra because as a result of such dynamical variability, assorted oscillator strengths and
Raman cross-sections are obtained for each snapshot. Second, given that the higher the
|E(2)

d→a| value, the stronger the interaction, the water contacts with the lone pair in the N9

atom are the strongest ones most of the time (−E(2)
d→a up to 26 kcal/mol, Figure S1), even if

all the interactions have the same nature. Interestingly, in the crystal structure of caffeine
hydrate, the only existing hydrogen bond between the crystallization water and the caffeine
molecule is noted to occur through the hydrophilic N9 center [68].

Further characterization of the hydration patterns of solvated caffeine is carried out by
analyzing the topological descriptors, particularly the electron density, ρ(rc), accumulated
at the BCPs that correspond to HBs. Figure 4 displays the distribution of the ρ(rc) values
for located N9 · · · Hw contacts in the whole group of configurations. Electron densities
at those points cover the [1.0 × 10−2, 5.0 × 10−2] a.u. interval. Similar to what happens
for the interaction with the other atoms susceptible to H-bonding in caffeine (Figure S2 in
the Supplementary Materials), the distributions are centered around 3.0 × 10−2 a.u., thus
exhibiting larger densities than the usual reference of the water dimer, 2.3 × 10−2 a.u. [69].
For the interactions studied in this work, the accumulations of electron densities at the
BCPs do not present any direct correlation with the −E(2)

d→a stabilization energies.
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Figure 4. Distribution of the electron densities at the bond critical points for the N9· · · Hw intermolec-
ular contacts between caffeine and water molecules along an MD trajectory.

2.2. Spectra

After sampling the caffeine· · ·water phase space through MD simulations and char-
acterizing the dynamic nature of their interactions, this section reports on the simulated
UV-Vis, Raman, and RR spectra of solvated caffeine, making a comparison with experimen-
tal data and offering a detailed view of the enhanced signals.

Convergence tests displayed in Figures S9–S11 in the Supplementary Materials in-
dicate that UV-Vis, Raman, and RR spectra remain unchanged when more than ≈100
uncorrelated snapshots are included. Next, the results and discussion built upon converged
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spectra averaged on 200 frames in each case. We recall here that for all of the spectral
calculations, the caffeine moiety is the only one treated at the QM level, whereas all the
water molecules are described with FQ.

2.2.1. UV-Vis Spectrum

The QM/FQ calculated absorption spectrum of solvated caffeine is shown in Figure 5
along with the experimental curve (dashed line) and the stick-like spectrum colored ac-
cording to every specific excited state. Two main bands characterize the UV-Vis absorption
spectrum. Excitations to S1 (black sticks) are mainly responsible for the appearance of
the band centered at around λmax,1 = 267 nm. In contrast, the band with the highest
absorption is located at λmax,2 = 206 nm and results from a more complex combination of
excitations. Experimental observations placed such bands at 273 nm and 205 nm, respec-
tively, [70,71] or at very similar values [38,39,61,72]. We have previously concluded [47]
that the vertical absorption in the lowest energy band corresponds to a π → π∗ electronic
transition involving the HOMO and LUMO orbitals, based on the canonical molecular
orbital decomposition [56]. In line with that assignment, Table S1 in the Supplementary
Materials reports, for a single snapshot, the nature of the electronic states giving rise to
the absorption spectrum. Beyond the fair agreement with the experimental spectrum, the
computed UV-Vis absorption spectrum helps recognize potential excitation wavelengths
for irradiating a solvated caffeine sample in RR spectroscopy (see below).
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Figure 5. QM/FQ and experimental UV–Vis absorption spectra of caffeine in aqueous solution.
Ten excited states, each one associated with a different stick color, were converged in the TD-DFT
calculations. The spectrum was convoluted with Gaussian functions using a FWHM of 0.6 eV. The
label S1 indicates the first excited states. Experimental reports collected from refs. [70,71] determine
the first maximum at 273 nm. The dashed vertical line indicates that there is no experimental
information below 200 nm.

Multiscale methodologies have also been employed by Skarmoutsos et al. [66] to
calculate absorption and emission spectra of caffeine in aqueous solution and the authors
emphasized the need for an explicit inclusion of the solvent for the correct reproduction of
the emission spectrum.

2.2.2. Spontaneous Raman and UV Resonance Raman Spectra

Despite having noticed in our previous publication that specific solute–solvent inter-
actions are not essential for the reproduction of excitation energies of caffeine in aqueous
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solution, they are found to be significant in the modeling of relative intensities of the
two main bands of the spectrum [47] and become fundamental when going to vibrational
spectroscopies as we have already exemplified for amides [49], dipeptides [50], and anionic
ibuprofen [51] cases.

Multiple works in the literature deal with the Raman spectra of caffeine at different
excitation sources. Some of the experiments refer to the hydrated and anhydrous crystalline
caffeine [42,68,73,74], whereas others cover caffeine solutions [29,75] and the effect of
different pH values on the Raman spectra [19,42]. Calculations have also been used as
guidelines for a reliable and complete vibrational assignment [19,40,42,60,76,77]. Since
caffeine does not have tautomers in water, only small changes are appreciated in the
peak assignments for the crystalline and solvated forms. The most relevant vibrational
frequencies in the 1000–2000 cm−1 range of the caffeine Raman spectra are ascribed to
the following:

• Carbonyl stretching frequencies, νC=O, experimentally reported to appear at 1647 and
1692 cm−1 (theoretically located at 1728 and 1670 cm−1, respectively) and due to the
two C=O groups couple into an in-phase and an out-of-phase stretching vibration. The
in-phase one is predicted to have less intensity (sometimes a half) than the out-of-phase
carbonyl vibration [40].

• C=C and C=N stretching modes in the purine ring system, νC=C and νC=N, at 1598 cm−1.
• Imidazole ring stretching plus νC−N + νC=C + C-H bend appearing as a peak

at 1549 cm−1.
• Symmetric CH-bending vibrations in the methyl groups appearing as a broad band or

a set of peaks [40] at 1488, 1470, 1454, and 1431 cm−1. These are collectively labeled as
δCM in ref. [29] and centered at approximately 1497 cm−1. Importantly, some of them
also include a contribution of the νC−N in the imidazole ring.

• Bending of C8-H atoms in the imidazole group combined with CH3 bending of methyl
groups, located at about 1437 cm−1. This peak is labeled as δC8−H in ref. [29].

• Joint quadratal ν(imidazolering), νC=N and bending of methyl groups at 1406 cm−1.
• Stretching in the imidazole ring νC−N plus some bending of methyl groups at 1362 cm−1.

It will be called νi−ring,1 in what follows.
• Trigonal C-N stretching vibrations in the imidazole ring combined with N-CH3 (M1)

stretching vibration at about 1335 cm−1. In some reports, this is the most intense
Raman peak and is labeled as νi − ring in ref. [29]. It will be termed as νi−ring,2 in the
next discussion.

• Mixed νN−CH3(M2), νC−N and νC−C in both rings expressed as a band centered at
1291 cm−1. The general νrings nomenclature proposed in ref. [29] for this peak will be
maintained here.

• CH3 rocking (in plane), ρCH3,M1 and ρCH3,M3 located at 1034 and 1079 cm−1, respectively.

The theoretical positions of those peaks in one specific frame and after averaging
the convoluted spectra along all MD snapshots are listed in Table 1. From the standard
deviations, it is noticed that the positions of some peaks are particularly sensitive to the
solvent arrangements, thus indicating either close contact with the solvent or limited vs.
more flexible vibrations due to the presence/absence of water molecules in the vicinities.
To offer a better description of the normal modes, Figure 6 depicts some selected ones.

Figure 7a shows the QM/FQ spontaneous (far from Resonance) Raman and the
experimental spectra [68] at ω0 = 1064 nm. We have chosen data from ref. [68] as a
reference because of the larger measurement region available to compare, but spectral
features are common to all experimental works. The calculated frequencies agree very well
with the experimental ones, and the computed intensities accurately capture the relative
intensities of the main peaks. Consistent with previous findings, the configurational wealth
translated in a diversity of sticks (Figure S5a in the Supplementary Materials) confers
the modeled spectrum with a natural inhomogeneous broadening that brings it close to
the measurements.
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Table 1. Raman and RR cross-sections in cm2 cm mol−1 sr−1 for selected vibrations of solvated
caffeine. Two peak positions are given: in one specific frame and after averaging the spectra along all
MD snapshots. StdDev stands for the standard deviation of the average position of the peak. The
experimental RR scattering condition is fully achieved with an incident wavelength of 266 nm, but
there is another more intense absorption maximum at about 205 nm (Figure 5). Enhancement factors
computed with respect to the Raman cross-sections at 1064 nm.

Vibration Position StdDev Raman RR RR 1 Enhancement Factor

cm−1 cm−1 @1064 nm @266 nm @210 nm @266 nm @210 nm

ρCH3,M1 1050/1049 5 5.07 × 10−10 0.0023 0.0084 4.54 × 106 1.66 × 107

ρCH3,M3 1101/1097 7 9.73 × 10−10 0.0026 0.0164 2.67 × 106 1.69 × 107

νrings 1308/1313 6 2.13 × 10−9 0.0026 0.0120 1.22 × 106 5.63 × 106

νi−ring,2 1360/1362 4 3.71 × 10−9 0.0011 0.0383 2.96 × 105 1.03 × 107

νi−ring,1 1396/1394 4 4.15 × 10−9 0.0034 0.0074 8.19 × 105 1.78 × 106

δC8−H 1455, 1469/1469 7 1.38 × 10−9 0.0014 0.0110 1.01 × 106 7.97 × 106

δCM 1517, 1538/1536 10 1.58 × 10−9 0.0013 0.0104 8.23 × 105 6.58 × 106

νC−C 1583/1583 4 5.90 × 10−10 0.0002 0.0140 3.39 × 105 2.37 × 107

νC=C + νC=N 1618/1624 6 2.12 × 10−9 0.0003 0.0265 1.42 × 105 1.25 × 107

1 Among the ω0 list used to compute RR cross-sections, this value is the closest one to the absorption maximum
at 205 nm.

ρCH3,M1, 1050 cm−1 ρCH3,M3, 1101 cm−1 νrings, 1308 cm−1
3

νi−ring,2, 1360 cm−1 νi−ring,1, 1396 cm−1 δC8−H, 1455 cm−1 δC8−H, 1469 cm−1

δCM, 1517 cm−1 δCM, 1538 cm−1 νC−C, 1583 cm−1 νC=C + νC=N, 1618 cm−1

Figure 6. Selected vibrational modes giving rise to the most enhanced peaks in the Resonance Raman
spectrum of caffeine in aqueous solution. Color code: C atoms in tan, O atoms in red, N atoms in
blue, and H atoms in light gray.

77



Molecules 2024, 29, 3035

(a) (b)

 600  800  1000  1200  1400  1600  1800

ω0 = 1064 nm

S
ca

tte
re

d 
in

te
ns

ity
 (

ar
b.

 u
ni

ts
)

Raman Shift (cm-1)

Exp
0

5.0×10-10

1.0×10-9

1.5×10-9

2.0×10-9

2.5×10-9

3.0×10-9

3.5×10-9

4.0×10-9

4.5×10-9

ω0 = 1064 nm

ν
C

=O

ν
C

=O

ν
C

=C
+ν

C
=N

ν
C

-C

δ
C

M

δ
C

8-
H

ν
i-

ri
n

g

ν
ri

n
g

s

ρ
C

H
3,

 M
1

ρ
C

H
3,

 M
3

ν
C

-C

S
ca

tte
re

d 
in

te
ns

ity
 (

cm
2  c

m
 m

ol
-1

 s
r-1

)

QM/FQ

 600  800  1000  1200  1400  1600  1800

ω0 = 266 nm

S
ca

tte
re

d 
in

te
ns

ity
 (

ar
b.

 u
ni

ts
)

Raman Shift (cm-1)

Exp
0

5.0×10-4

1.0×10-3

1.5×10-3

2.0×10-3

2.5×10-3

3.0×10-3

3.5×10-3

ω0 = 266 nm

δ
C

M

δ
C

8-
H

ν
i-

ri
n

g

ν
ri

n
g

s

ρ
C

H
3,

 M
1

ρ
C

H
3,

 M
3

S
ca

tte
re

d 
in

te
ns

ity
 (

cm
2  c

m
 m

ol
-1

 s
r-1

)

QM/FQ

Figure 7. Convoluted QM/FQ (top) and experimental (bottom) Raman spectra of caffeine in aque-
ous solution. (a) Spontaneous (far from Resonance) Raman spectra simulated and experimental
measurement from ref. [68] using 1064 nm as excitation wavelength. (b) UVRR spectra. RR inten-
sities were calculated with a 200 cm−1 damping factor. In the UVRR experimental spectrum [29]
(bottom panel), the authors reported that data at about 1550 cm−1 are affected by an experimental
laser satellite artifact and therefore were omitted. Raman and RR intensities were broadened using
Lorentzian functions with FWHM = 8 cm−1. No scaling factors were applied to the frequencies. See
also Figure S1a for atom numbering.

To investigate the RR enhancement pattern, Figure 7b compares the computed QM/FQ
RR spectrum of caffeine aqueous solution with UVRR scattering measurements reported
in ref. [29] and acquired at ω0 = 266 nm. Figure S5b in the Supplementary Materials
depicts raw data plotted as a stick-like RR spectrum. The convoluted RR spectrum follows
a similar pattern as that seen in the experiment and most experimental relative intensities
are well reproduced. The position of one of the computed absorption maxima in Figure 5
matches the experimental RR condition; thus, simulating at 266 nm preserves the resonance
enhancement observed in the experiment. Under this excitation, of particular spectroscopic
interest are changes involving ρCH3,M1, ρCH3,M3, νrings, νi−ring,2, δC8−H and δCM signals.
This result agrees with the earlier experimental RR studies of caffeine in solution by
Tavagnacco et al. [29]. The authors pointed out that this quite unselective peak enhancement
obeys the fact that the orbitals mainly contributing to the transition at 273 nm are highly
delocalized along the entire molecule. The Raman and RR intensities for those vibrations
are summarized in Table 1, for calculations performed at 1064 nm and 266 nm, respectively,
and the enhancement goes up to six orders of magnitude for some vibrations.

It was mentioned before that the strongest absorption band of solvated caffeine occurs
at 267 nm (273 nm in the experiments) and is merely owing to the contribution of the S1
excited state. Calculated Raman spectra at a 266 nm excitation wavelength using the ten
excited states and only S1 are shown in Figure S6a of the Supplementary Materials and are
virtually identical. Instead, using excited state gradients for states going from S2 (sticks in
cyan in Figure 5) to S10 (sticks in gray in Figure 5), which are the cause of the appearance
of the other more intense band (at 205 nm), produces an RR spectrum with weaker signals
and introduces new spectral features.

As is to be expected, the RR enhancement of some normal modes of caffeine in water
is highly dependent on the excitation wavelength. Based upon the results of the UV-Vis
spectra in Figure 5, the effect of using excitation wavelengths near the center of the highest
absorption band on the RR spectrum was also explored. As illustrated in Figure S6b of
the Supplementary Materials, choosing ω0 =210 nm leads to a quite different spectral
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profile that alters the intensity of the peaks revealing another enhancement pattern when
compared against the spectrum at ω0 = 266 nm. In that scenario, Raman signals around
1600 cm−1, νC=C, νC=N, and νC−C, as well as νi−ring,1 appear to be substantially enhanced.
Enhancement factors at 210 nm are tabulated in Table 1 and indicate that it is possible to
track the presence of caffeine by analyzing further signals that are selectively enhanced at
shorter wavelengths.

The observed signal enhancement in the RR spectrum can also be rationalized in terms
of the displacement of the excited states and Si geometries with respect to the ground
state. In the (VG|FC) approximation, such displacements are related to the shift vectors
(widely denoted as K) since the Duschinsky rotation is ignored. As noted in Figure 5, S1
dominantly contributes to the resonance when exciting caffeine in water at 266 nm. For
that particular excited state, a graphical representation of the shift vector, and in turn, of
the displacements, Δ1 obtained by projecting the excited state gradient onto the normal
modes is reported in Figure S7 in the Supplementary Materials for one of the snapshots
extracted from the trajectory. Noticeably, the most intense peaks in the RR spectrum (see
Table 1 for their positions) are associated with the normal modes exhibiting the largest
shifts/displacement values which is exactly the spirit of the short-time approximation,
although that one is better suited for the pre-resonance conditions [78,79].

To further investigate the relationship between the RR enhancement and the absorption
spectrum of caffeine, we split the 65,000–30,000 cm−1 range (154–333 nm) into 15 excitation
wavelengths and computed RR cross-sections. The resulting RREP is shown in Figure S8 in
the Supplementary Materials. Figure 8 displays an RREP portion for excitation wavelengths
in the vicinity of 266 nm, namely, 222, 235, 250, 267, 285, 307, and 333 nm, which are all
associated with the lowest energy band of the absorption spectra in Figure 5. RREPs
support the observation that the strongest Raman signals suggested to detect or quantify
caffeine come from enhancements with ω0 values around 210 and 266 nm.

Figure 8. Calculated QM/FQ Resonance Raman Excitation Profiles (RREP) of caffeine in aqueous
solution. In total, 200 structures were considered to achieve convergence at the QM/FQ level, with
B3LYP/6–311++G(d, p).
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3. Materials and Methods

To analyze the potential effect of the explicit water molecules on the spectra of solvated
caffeine, we initially computed all the spectra of interest both in the gas phase and in a
mimicked bulk solvent environment with the implicit model PCM. Results for Raman
and RR are shown in Figure S4 in the Supplementary Materials. Although the absorption
spectrum is less sensitive, vibrational spectra exhibit erroneous positions of the peaks and
overestimate the enhancement of some signals when compared against experiments. Due
to the discrepancies between the QM/PCM and the Raman and RR experimental data, we
opted to utilize an atomistic representation of the solvent in what follows.

There is a robust computational protocol, described by Giovannini et al. [44], to
compute spectra of molecular systems. Such a methodology relies on a fully atomistic and
polarizable classical modeling of the solvent coupled with a QM description of the solute.
Recently, it was successfully applied to simulate the UV-Vis spectra of a series of methylated
xanthines [47], including caffeine, in an aqueous solution. Under the assumption that
virtual sites could recover the correct directionality of hydrogen bonds between the solute
and solvent [49,80–83], we followed the same procedure outlined in ref. [47] but placed
virtual sites at the nitrogen atom, N9, of the imidazole ring, and at the oxygen atoms, O10,
and O12, of the pyrimidinedione ring, specifically at their centroid positions, determined by
the Boys localization procedure [84]. Figure 1 depicts the position of those dummy atoms.
MD simulations were performed in the GROMACS software, version 2020.3. Ref. [85] using
the General Amber Force Field (GAFF) [86] and TIP3P [87] force fields to describe inter
and intra-molecular interactions for caffeine and water molecules, respectively. From the
50 ns trajectory, we obtain the average number of solute–solvent HBs and extract the radial
distribution functions (RDFs) between water molecules and the carboxylic groups and the
nitrogen atom, N9, of the imidazole ring of caffeine, using the TRAVIS package [88,89]. We
also determine the number of waters in the first solvation shell by integrating the RDFs.

After extracting 200 uncorrelated snapshots from the trajectory and cutting them
into a solute-centered sphere with a radius of 17 Å (Figure 1), QM/FQ calculations
were carried out at the B3LYP/6-311++G(d, p)/FQ level in the Gaussian16 package [90]
exploiting the FQ parametrization proposed by Rick et al. [91]. The same QM level
of theory has been employed in other computational works concerning caffeine and
xanthines [38–40,47,61,63,70,77]. In spectral calculations, the caffeine molecule is the only
part of the system treated at the QM level. However, we expanded the QM region to
include the solvent molecules in the first solvation shell to estimate the strength of the
interactions between caffeine and water molecules in the closest contact. This is carried
out using the NBO analysis [54–56] in the NBO7 program [92]. Similar QM/FQ NBO
analyses have been conducted for common pharmaceuticals [51,67] and hypoxanthine [48]
in solution. Conventional bond critical points (BCP) of the electron density and localized
Natural BCPs topological descriptors are computed with the Natural BCP (NBCP) analysis
as implemented in NBO7 [92].

The caffeine geometry was optimized in each snapshot at the QM/FQ level by keeping
the solvent molecules fixed. Vertical excitation energies were then estimated by converging
10 excited states again exploiting the B3LYP/6-311++G(d, p)/FQ level in the linear response
time-dependent density functional theory (TD-DFT) framework. As a side note, optimizing
the solute, or including explicit water molecules during the TD-DFT calculation did not
have any effect on the UV-Vis absorption spectrum, as can be seen in Figure S3 in the
Supplementary Material (SM). The reported averaged absorption spectrum was obtained
by convoluting peak intensities with Gaussian functions and a full width at half maximum
(FWHM) of 0.6 eV.

On the optimized geometries, frequencies and excited state gradients were also com-
puted to model vibrational spectroscopies. Using analytical response theory as imple-
mented for QM/FQ [93], the spontaneous Raman spectrum was calculated in the dynamic
regime by setting the incident frequency (ω0) to match the experimental value of 1064 nm.
We used the QM/FQ approach adapted to RR spectroscopy in ref. [49] and computed
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the RR cross-sections by resorting to the time-independent sum-over-state formulation
detailed in refs. [79,94]. Among the diverse ways for modeling the excited-state Potential
Energy Surface, we chose the Vertical Gradient, Franck–Condon (VG|FC) approximation,
which assumes that the vibrational frequencies and normal modes of the excited state are
the same as those of the ground state, while the transition dipole moments are thought to
be unaffected by the geometry of the molecules. An RR excitation profile (RREP) was also
built by choosing several incident wavelengths and recomputing RR cross-sections. Sticks
for spontaneous Raman and RR were convoluted with Lorentzian profiles and FWHM
values of 8 cm−1. Final UV-Vis, Raman, and RR spectra were obtained by averaging over
the spectra of the MD snapshots. The convergence of QM/MM computed spectra was
closely examined by considering increasing numbers of snapshots (see Figures S9–S11 in
the Supplementary Materials).

4. Conclusions

In this study, interactions and spectral signatures of caffeine in aqueous solution
have been investigated from a computational perspective to understand the impact of the
dynamical variability of the solute–solvent interactions on modeled spectroscopies.

The configurational landscape of neutral caffeine in water was explored with MD
simulations. From the trajectory, the hydrogen bond formation between the caffeine and
surrounding waters was the dominating intermolecular interaction. The non-covalent
interactions in the caffeine–water complexes were thoroughly examined using NBO and
QTAIM. Among the three H-bonding sites, the caffeine interactions through the nitrogen
atom of the imidazole ring turned out to be stronger than those with the two C=O groups.

Building on the fact that several analytical methods—including UV-Vis and
Raman—have been proposed to determine the caffeine content in coffee samples or to
detect if this emerging and persistent micropollutant is present in the environment even at
very low concentrations, electronic absorption and mixed electronic–vibrational spectra
were also modeled. Computed spectral profiles obtained with a multiscale QM/FQ ap-
proach were compared with experimental UV-Vis, Raman, and RR data of solvated caffeine,
and a good agreement was found between simulated and experimental results. The quality
of the spectra upon atomistically treating the solvent confirmed that HB interactions play
an essential role in the caffeine spectral behavior. This underscores the robustness of a
computational protocol able to prioritize the explicit intermolecular interactions [62] and
the dynamical aspect of solvation, both important characteristics to be considered in the
reproduction of any spectra, but crucial when the presence of solvent molecules influences
the vibrational modes as also seen in the case of the RR spectrum of cytosine in water [35].
For caffeine, these modes are the carbonyl stretchings and C=N stretchings in the imidazole
ring, the latter being involved in one of the enhanced vibrations.

From the RREPs, the excitation wavelengths found to provide an intense enhancement
are those that match the maxima in the absorption spectrum, namely the close vicinity of
205 and 273 nm, mostly enhancing νi−ring and νC=C signals with enhancement factors up to
six orders of magnitude when compared to their intensities in conventional Raman. These
results suggest that RR can be employed as a quantitative technique regarding caffeine.
Indeed, experiments to monitor vibrational modes at specific excitation wavelengths,
shorter than the earlier tested ω0 = 266 nm, can be useful to more thoroughly detect and
quantify caffeine in different samples, which is a growing need because of the everyday
use of this stimulating agent.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/molecules29133035/s1, NBO and QTAIM analyses; Additional
plot concerning UV-Vis spectra; Analysis of electronic transitions; Raman and RR spectra in the gas
phase and PCM; Stick-spectra; Effect of specific excited states; Shift vector; RREP; Convergence plots.
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Abstract: The self-association mechanisms of phenol have represented long-standing challenges
to quantum chemical methodologies owing to the competition between strongly directional in-
termolecular hydrogen bonding, weaker non-directional London dispersion forces and C–H· · ·π

interactions between the aromatic rings. The present work explores these subtle self-association mech-
anisms of relevance for biological molecular recognition processes via spectroscopic observations of
large-amplitude hydrogen bond librational modes of phenol cluster molecules embedded in inert
neon “quantum” matrices complemented by domain-based local pair natural orbital-coupled cluster
DLPNO-CCSD(T) theory. The spectral signatures confirm a primarily intermolecular O-H· · ·H
hydrogen-bonded structure of the phenol dimer strengthened further by cooperative contributions
from inter-ring London dispersion forces as supported by DLPNO-based local energy decomposition
(LED) predictions. In the same way, the hydrogen bond librational bands observed for the trimeric
cluster molecule confirm a pseudo-C3 symmetric cyclic cooperative hydrogen-bonded barrel-like
potential energy minimum structure. This structure is vastly different from the sterically favored
“chair” conformations observed for aliphatic alcohol cluster molecules of the same size owing to the
additional stabilizing London dispersion forces and C–H· · ·π interactions between the aromatic rings.
The hydrogen bond librational transition observed for the phenol monohydrate finally confirms
that phenol acts as a hydrogen bond donor to water in contrast to the hydrogen bond acceptor role
observed for aliphatic alcohols.

Keywords: phenol cluster molecules; vibrational spectroscopy; neon matrices; large-amplitude
librational motion; hydrogen bonding; London dispersion forces; local energy decomposition

1. Introduction

Hydrogen bonding stands as a cornerstone in both the structure and function of
supramolecular chemical interactions, governing the majority of biological recognition
mechanisms and the properties of solvents, and guiding chemical reactivity. In intricate
environments, highly directional hydrogen bonds represent just one among several other
classes of non-covalent intermolecular interactions contributing to molecular association
mechanisms. Non-directional attractive London dispersion forces constitute an integral
component of every non-covalent interaction, contributing a substantial portion of the total
association energy within any given molecular aggregate growing with the size of the molec-
ular system. London dispersion forces become particularly important when the primary
bond is weaker than typical conventional hydrogen bonds, such as those between O-H· · ·N
and O-H· · ·O motifs [1]. In addition, secondary interactions such as non-conventional O-
H· · ·π hydrogen bonds and even weaker C-H· · ·π contacts often compete effectively with
conventional hydrogen bonds in aromatic molecular systems [2,3]. The complex interplay
between London dispersion, electrostatic forces, and weak donor-acceptor interactions
represents a significant theoretical challenge for predictive ab initio methods targeting
realistic supramolecular assemblies. Currently, only high-level post-Hartree-Fock ab initio
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quantum chemistry approaches such as coupled cluster theory CCSD(T) [4–6] consistently
provide accurate predictions of non-covalent interactions, particularly in the presence of
extensive van der Waals forces. However, the computational cost of these advanced ab
initio methods scales rapidly, rendering them impractical for larger molecular systems,
whereas lower-tier methods such as density functional theory (DFT), despite reliance on
empirical corrections, often fail to achieve the necessary chemical accuracy [7]. The pro-
totypical homocluster molecules of phenol (PhOH) have been investigated extensively
and have earned a place in benchmark databases for biomolecular systems [8], although
the computational costs for theoretical CCSD(T) predictions become prohibitive already
at the (PhOH)2 level due to the size of the aromatic fragments [9,10]. The introduction of
these aromatic structures facilitates the formation of intermolecular contacts involving the
π-electron clouds. The self-association mechanisms of phenol thus involve an interplay of
both conventional primary O-H· · ·O hydrogen bonds, substantial dispersive contributions
and secondary C-H· · ·π contacts constituting a perfect playground for the validation of
lower-tier theoretical methodologies with accurate spectroscopic findings.

The currently available experimental spectroscopic data primarily consist of structural
and vibrational observations for phenol dimer (PhOH)2 and phenol trimer (PhOH)3 as
well as various phenol microhydrate cluster molecules PhOH·(H2O)1-3 [11–20]. While both
microwave spectroscopy guided substitution structures and mid-IR transitions associated
with strongly active intramolecular vibrational OH-stretching modes have been reported
in the literature for these homo- and microhydrate cluster molecules, there are currently no
reported observations of the low-energy transitions associated with the large-amplitude
and highly anharmonic OH librational (hindered torsional) modes linked directly to these
(cooperative) hydrogen bond networks. This class of large-amplitude hydrogen bond
librational motion has been shown to be an accurate probe of the strength and directionality
of the intermolecular hydrogen bonds [21–23]. For aliphatic alcohols, the alkyl groups
in cyclic cluster molecules have previously been shown experimentally to avoid each
other due to steric hindrance resulting in chair-like potential energy minima for alcohol
trimers and “up-down-up-down” (relative to the hydrogen bond plane) minima for alcohol
tetramers [24]. Furthermore, the spectroscopic detection of these large-amplitude hydro-
gen bond librational modes reveals the most dominating contributions to the change in
vibrational zero-point energy upon complexation (ΔZPE) [25]. These observations help
to translate high-level ab initio quantum chemical predictions of electronic equilibrium
dissociation energies (De) into accurate semi-empirical ground-state dissociation energies
(D0), which is notoriously challenging from first principles quantum chemistry alone due
to the highly anharmonic nature of this class of large-amplitude vibrational motion [26–29].

In the present work, we provide for the first time spectroscopic assignments for
the experimentally less-accessible vibrational transitions associated with large-amplitude
hydrogen bond librational motions for phenol dimer, phenol trimer and isotopic vari-
ants of the phenol monohydrate (PhOH·H2O/PhOH·D2O) embedded in inert cryogenic
“quantum” neon matrices at 4 K. These experimental findings are complemented by sys-
tematic theoretical conformation searches and harmonic force field predictions employing
both dispersion-corrected DFT and ab initio methodologies of the most stable potential
energy minima. In addition, detailed analyses of the total interaction energies in these
phenol cluster molecules are carried out by means of a local energy decomposition (LED)
scheme to account for the competition between the different classes of intermolecular
non-covalent forces.

2. Results

2.1. Phenol Cluster Molecules

Figure 1 shows the mid-infrared absorption spectra of doped neon matrices embedded
with phenol at two different mixing ratios (by thermostating the phenol sublimation
vessel at 0 ◦C and at −5 ◦C, respectively). In the former, most concentrated neon matrix
experiment, a so-called pre-annealing spectrum (blue trace) was recorded immediately
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after the deposition of the sample and a post-annealing spectrum (red trace) was collected
after the annealing procedure.

Figure 1. The infrared absorption spectra of phenol embedded in solid neon at 4 K. In the two different
experiments shown, the phenol source sublimation vessel was thermostated at 0 ◦C (bottom) and
at −5 ◦C (top and bottom, respectively) during deposition to achieve different mixing ratios with
neon. The spectra of the 0 ◦C experiment were recorded before (blue trace) and after annealing of the
matrix at 9.5 K (red trace). The spectra have been normalized to the phenol monomer transitions in
the 650–575 cm−1 range. The experimentally observed transitions associated with the intramolecular
OH-stretching and the large-amplitude hydrogen bond librational modes of (PhOH)2 and (PhOH)3

are indicated with the respective band origins.

The primary distinct bands observed in the spectra above 3400 cm−1 are associated
with the strongly IR-active intramolecular OH stretching modes of phenol monomer and the
intensity-enhanced donor OH-stretching modes of phenol cluster molecules abundant in sub-
% concentrations relative to the monomer. The bands observed at 3655 cm−1, 3515 cm−1 and
3431 cm−1 belong to the free OH-stretching mode of phenol monomer [11,13], the hydrogen-
bonded donor OH-stretching modes of (PhOH)2 [11,13] and (PhOH)3 [11], respectively, in
agreement with the observed concentration dependency, the effects of annealing and reported
band origins from previous neon [11] and argon matrix isolation [14] and jet spectroscopy
investigations [15,16]. The band origins for phenol monomer and phenol dimer embedded
in neon have recently been revised with the latest observations at 3655 and 3515 cm−1,
respectively [13]. The donor OH-stretching mode of (PhOH)2 has previously been observed
at 3530 cm−1 in a jet REMPI investigation [15,16], whereas the dangling OH-stretching mode
of (PhOH)2 and the free OH-stretching mode of the monomer have previously been assigned
at 3654 cm−1 and 3657 cm−1 in jet expansions, respectively. Three transitions associated with
the OH-stretching modes of (PhOH)3 have previously been assigned upon jet-cooling at 3394,
3441 and 3449 cm−1 suggesting a cyclic structure of (PhOH)3 [15], which has subsequently
been confirmed by jet microwave spectroscopy [17–19].
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In the 400–800 cm−1 spectral range normally associated with the class of large-
amplitude (hindered) torsional motions, several additional broad but still distinct bands,
with intensities depending on both sample concentration and matrix annealing are ob-
served. In order to distinguish the size of the cluster molecules, the concentration de-
pendence and growth rate upon annealing of these bands were explored in additional
experiments employing the phenol sublimation temperature in the 0–10 ◦C range during de-
position. Figure 2a shows the spectral sampling of the doped neon matrix below 800 cm−1

at several different spatial locations limited to a diameter of approximately 3.5 mm of the
infrared probe beam. This provides a variation of the local mixing ratio between neon and
phenol molecules within the same matrix. The individual spectra have been normalized
using the phenol monomer transition intensities in the 650–575 cm−1 range, which are
not overlapped by the cluster molecule features. Figure 2b shows spectra below 800 cm−1

recorded before (black trace) and during annealing of the matrix at different steps (colored
traces), with the latter calculated by subtracting the cold absorbance spectrum from the
annealing spectra.
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(a) Spatial matrix spot probing

��� ��� ��� ��� ��� ��� ��� ��� ��� ��� ���

���

���

���

��	

��


���

���

��
��

�
��

�

��
�
�
�
� �

��
�
�
�
� �

��
�
�
�
� �

(b) Matrix annealing

Figure 2. (a) The spectral dependence of the phenol/neon mixing ratio by spatial spot probing.
The three shown spectra collected for spots with increasing phenol/ratio (the blue and red traces
collected for the lowest and highest phenol/neon mixing ratios, respectively) have been normalized
to the monomer transitions. The proposed dimer and trimer absorption features are differentiated
based on their different growth rates relative to the monomer bands. (b) The evolution of the neon
matrix spectra over time during annealing at 9.5 K. A series of difference spectra (annealing spectrum
subtracted the pre-annealing spectrum) collected at 3 min intervals during the annealing procedure is
shown. The colored difference spectra (the blue trace collected after 3 min and the red trace collected
after 15 min, respectively) show excess absorption relative to the pre-annealing spectrum (black trace)
demonstrating the progressive formation of phenol cluster molecules.

The experimental findings from the combined spatial spot probing and annealing of
the doped neon matrices allow the identification of two different sets of bands belonging to
phenol cluster molecules. The most distinct absorption feature below 800 cm−1, behaving as
a cluster molecule band even for very low phenol/neon mixing ratios and always appearing
in the spectra prior to annealing, is located at 605 cm−1. Its band intensity correlates well
with the OH-stretching band at 3515 cm−1 and this transition is therefore assigned to
the only large-amplitude hydrogen bond librational (strongly hindered OH torsional)
fundamental expected for (PhOH)2. The two other distinct bands observed at 557 cm−1

and 781 cm−1 show higher stoichiometry compared to the assigned (PhOH)2 features. The
most intense far-infrared band located at 557 cm−1 reveals the same concentration and
annealing dependencies as the mid-infrared OH-stretching band at 3431 cm−1 assigned for
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(PhOH)3. The intensity of the band at 781 cm−1 similarly shows strong correlation with
the 557 cm−1 and 3431 cm−1 bands with respect to the phenol mixing ratio and annealing
procedures; however, in the high concentration experiments the spectral overlap with some
broad satellite bands around 762 cm−1 impedes the exact correlations, tentatively assigned
to CH out-of-plane bending motions of (PhOH)2/(PhOH)3. These exclusively experimental
considerations suggest that the linked 557 cm−1 and 781 cm−1 bands should be assigned to
transitions associated with large-amplitude hydrogen bond librational motion of the most
stable conformation of (PhOH)3, which will be supported by complementary theoretical
predictions in the following.

Figure 3 shows the optimized molecular geometries of phenol and its hydrogen-
bonded cluster molecules (PhOH)2 and (PhOH)3 using various theoretical methodologies,
and provides the relative zero-point energy corrected ground-state dissociation energies for
the four most stable conformations predicted for the (PhOH)3 system. The computational
predictions of the molecular geometry for the (PhOH)2 system remain challenging even
for modern computer resources. The MP2 quantum chemical method, which in general
tends to provide consistent ab initio predictions for conventional hydrogen-bonded cluster
molecules, runs into an issue in the treatment of the intermolecular interactions between
the aromatic rings of the phenol fragments. Previously, a qualitatively correct structure has
only been obtained with this methodology in conjunction with counterpoise corrections
to account for the small basis set [10]. Considering the large basis set required to achieve
accurate vibrational frequency predictions, this theoretical approach becomes prohibitively
expensive. The optimized geometry of (PhOH)2 has been calculated using the MP2/AVQZ
methodology (Figure 3a), which has shown significant underestimation of the hydrogen
bonding in the complex, compared to what is observed in the experiment. Even with
this relatively large basis set, the conventional MP2 method suffers from a strong over-
binding effect between the aromatic rings, which in this case directly competes with
the hydrogen bond. In order to achieve the desired accuracy for all cluster molecules
investigated, the empirically scaled SCS-MP2 method and the dispersion-corrected hybrid
PW6B95-D4 DFT functional have been selected, both known to perform comparatively
well in the description of intermolecular non-covalent interactions [7]. These methods have
reproduced experimental data with reasonable consistency; however, there is variance in
the predicted dissociation energies and harmonic vibrational frequencies between the two
different approaches.

The predicted harmonic frequencies of vibrational modes for the conformations of
(PhOH)2, (PhOH)3 and PhOH·H2O are given in Table S1 in the Electronic Supplementary
Information (ESI). For the (PhOH)2 system, for which only one conformation has been
optimized (Figure 3b), both methods predict one highly IR-active transition where the band
associated with the hydrogen bond librational mode is experimentally observed in the
present work. For the even more challenging (PhOH)3 system, four different conformations
have been optimized. Both methodologies show a large energy gap between the most stable
cyclic pseudo-C3 symmetric barrel-like potential energy minimum structure involving
three cooperative OH· · ·O hydrogen bonds and the other three predicted energy minima
(Figure 3c). The less stable conformations 2–4 differ in the arrangements of the aromatic
rings, or substitute the conventional intermolecular OH· · ·O hydrogen bonds for the
non-conventional OH· · ·π bond or the stacking of aromatic rings. The differences in the
optimized geometries result in different rankings of the dissociation energy calculated for
the less stable conformations (Figure 3d,f).
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(a) (PhOH)2, MP2

(b) (PhOH)2

(c) (PhOH)3 conf. 1 (0)

(d) (PhOH)3 conf. 2 (6.9/9.6)

(e) (PhOH)3 conf. 3 (11.6/13.5)
(f) (PhOH)3 conf. 4 (7.7/8.5)

Figure 3. The optimized potential energy minima structures of the pure phenol cluster molecules
(a) (PhOH)2 (MP2/AVQZ level), (b) (PhOH)2 (PW6B95-D4/ma-def2-QZVP level) and (c–f) the
four different conformations of (PhOH)3. The relative zero-point energy corrected dissociation
energies D0 (the change of zero-point energy (ΔZPE) calculated at PW6B95-D4/ma-def2-QZVP//SCS-
MP2/AVQZ levels with electronic energies obtained at the DLPNO-CCSD(T)/AVQZ level, both
values in kJ·mol−1) are given in brackets for each conformation.

The simulated vibrational spectra for the four different conformations of (PhOH)3 are
shown in Figure 4. In this simulation, the calculated harmonic frequencies of the normal
modes have been scaled using a separate factor for the modes involving large-amplitude
hindered torsional motion of the OH-groups, which are estimated from the experimental
spectra. The predicted pseudo-C3-symmetric global potential energy minimum (conf. 1)
has two near-degenerate highly IR-active librational modes (Figure 5b) estimated around
550 cm−1. Owing to the pseudo-C3 symmetry, there are no other predicted intense transi-
tions associated with hydrogen bond librational modes in the 500–700 cm−1 range, unlike
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the asymmetric conformations 2–4, which all have at least two distinct IR-active hydrogen
bond librational transitions in this region (indicated by filled colored band areas). In the
case of conformation 2, one of the predicted hydrogen bond librational transitions has
severe spectral overlaps with other less perturbed intramolecular transitions (DFT simula-
tion); however, the two remaining highly IR-active hydrogen bond librational transitions
should still be observed clearly between 500 and 600 cm−1 for this conformation, which
is not supported in the present experiments. The second distinct transition assigned ex-
perimentally for (PhOH)3 in the present experimental work at 781 cm−1 is also supported
by the DFT and SCS-MP2 quantum chemical predictions. While the positions of the in-
tramolecular transitions seem better predicted by the DFT approach, both methods agree on
the position of the third IR-active transition associated with the concerted hydrogen bond
librational motion of the most stable C3 conformation of (PhOH)3 (Figure 5c), involving
all three O-H· · ·O motifs, which is close to the experimental value. The relative transition
intensity ratio between the two hydrogen bond librational transitions at 557 and 781 cm−1

of (PhOH)3 is also qualitatively reproduced, although the overlap with the transitions
attributed with perturbed intramolecular out-of-plane CH bending modes of (PhOH)2
and (PhOH)3 at higher concentrations makes more accurate analyses impossible. Together
with the near-degenerate donor OH-stretching transitions observed at 3431 cm−1, the two
transitions associated with hydrogen bond librational motion allow us to unambiguously
conclude that only the most stable pseudo-C3 barrel-like conformation is observed in the
present neon matrix experiments, both in the lower concentration regime and after being
formed via annealing under cryogenic conditions. This is in strong contrast to previous
findings for cyclic trimers of aliphatic alcohols, which have been shown to form “chair”
structures due to steric hindrance [24,30].

2.2. The Phenol Monohydrate

Figure 6 shows the spectra collected for neon matrices doped with pure phenol, pure
H2O and pure D2O together with spectra of phenol/H2O and phenol/D2O mixtures in the
OH-stretching range (3400–3700 cm−1) and the relevant range for the transitions associated
with large-amplitude hydrogen bond librational motion (500–670 cm−1). In between the
hydrogen-bonded OH-stretching transitions for (PhOH)2, (H2O)2 and (H2O)3, it is evident
that the simultaneous deposition of phenol and H2O reveal a new strongly IR-active
distinct band at 3499 cm−1, which has recently been assigned to the phenol monohydrate
PhOH·H2O [13]. The corresponding neon matrix isolation experiments for phenol/D2O
show that the assigned signal is indeed due to most stable conformation of this mixed cluster
molecule, as the band shifts only slightly (and broadens somewhat due to spectral overlap
with traces of the phenol-HDO complex), whereas the less stable conformation with water
as hydrogen bond donor to phenol would absorb in the entirely different OD stretching
region. This is supported by the quantum chemical results showing that the predicted
zero-point energy corrected dissociation energy D0 of the global potential energy minimum
(Figure 7a) is 9 kJ·mol−1 higher than predicted for the local minimum (Figure 7b). The
donor OH-stretching transitions of the phenol hydrates PhOH·(H2O)1-3 have previously
been observed in jet expansions at 3524 cm−1, 3388 cm−1 and 3345 cm−1 [20], respectively,
and the OH-stretching transition of the phenol monohydrate embedded in argon matrices
has been assigned at 3461 cm−1 [14].
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(a) DFT Simulation (b) SCS-MP2 Simulation

Figure 4. The simulated vibrational spectra of PhOH, (PhOH)2 and the predicted conformations of
(PhOH)3 using the DFT (PW6B95-D4) and SCS-MP2 methodologies. Harmonic vibrational mode
frequencies have been scaled separately using a scaling factor of 0.95 for the large-amplitude hydro-
gen bond librational modes and 0.97 for less perturbed intramolecular transitions. The predicted
large-amplitude hydrogen bond librational transitions are marked with filled areas. The striped
area indicates spectral overlap between a librational transition and a less perturbed intramolecular
transition. The band positions for the experimentally assigned librational transitions of (PhOH)2

and (PhOH)3 are indicated on the trace for the identified conformation. The experimental pre- and
post-annealing spectra are provided above the simulations.
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(a) (PhOH)2

(b) (PhOH)3 E-libration

(c) (PhOH)3 A-libration

(d) PhOH·H2O

Figure 5. Animations of the large-amplitude hydrogen bond librational modes of (a) (PhOH)2,
(b,c) (PhOH)3 and (d) PhOH·H2O associated with the experimentally assigned absorption bands.

Figure 6. The infrared absorption spectra of phenol (black trace, small traces of H2O), H2O (purple
trace) and D2O (brown trace) together with spectra of phenol/H2O (blue trace) and phenol/D2O
(green trace) mixtures. For the two mixtures the spectra after annealing of the matrix to 9.5 K (red
and orange traces, respectively) are shown below 650 cm−1. The new assigned transitions associated
with the large-amplitude hydrogen bond librational modes of the PhOH·H2O and PhOH·D2O
monohydrates are indicated in the spectra with their respective band positions.
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In the spectral region below 700 cm−1, a highly IR-active distinct band is observed at
642 cm−1 in the neon matrices doped simultaneously with phenol and H2O. Furthermore,
the band intensity responds significantly to annealing, indicating complex formation events
in the neon matrix. The band shifts slightly down to 638 cm−1 in the experiment where
phenol is deposited together with D2O. The small isotopic shift of this transition confirms
the proposed structure of the phenol monohydrate PhOH·H2O where the phenol molecule
acts as the hydrogen bond donor and the observed transition is straightforwardly assigned
to the large-amplitude donor librational motion of PhOH·H2O as visualized in Figure 5d.
We do not observe any features in the low-energy part of the spectrum which could be
clearly attributed to the less stable conformation.

(a) Conf. 1 (b) Conf. 2

Figure 7. The optimized global (a) and local (b) potential energy minima structures of the phenol
monohydrate (PhOH·H2O) employing the SCS-MP2/AVQZ level of theory.

2.3. Supporting Theoretical Analysis

The results of the LED analyses for the phenol cluster molecules PhOH·H2O, (PhOH)2
and (PhOH)3 are summarized in Table 1. The optimized potential energy minima structures
obtained from the PW6B95-D4/ma-def2-QZVP and SCS-MP2/AVTZ methodologies were
used for the subsequent LED analyses at the DLPNO-CCSD(T)/AVQZ level of theory. The
electronic equilibrium dissociation energies De and the zero-point corrected dissociation
energies D0 obtained from the higher DLPNO-CCSD(T) level on the optimized geometries
are denoted De(CC) and D0(CC), respectively. In the case of the smaller (PhOH)2 and
PhOH·H2O systems, geometry optimizations were also performed using the highest feasi-
ble SCS-MP2/AVQZ level to access the potential influence of the basis set size. The basis
set does not have a significant influence on the dissociation energies for (PhOH)2 as seen
from the minor 0.3 kJ·mol−1 (0.1 %) increase in De(CC), when calculated on the optimized
geometry employing the larger AVQZ basis set. However, the molecular properties ob-
tained directly from the method, specifically the value of change in zero-point energy upon
complexation ΔZPE, is much more dependent on the basis set. In that respect, the cheaper
DFT approach performs better for (PhOH)2, likely due to lower basis set requirements. In
general, when approaching the basis set limit, the SCS-MP2 method tends to underestimate
non-covalent interactions, as can be seen from the results for the PhOH·H2O system. Still,
the SCS-MP2 wave function approach provides more consistent results when dealing with
the larger (PhOH)3 conformations, when evaluated against the high-level DLPNO-CCSD(T)
energies based on the same respective optimized molecular geometries probably due the
larger contributions from London dispersion forces.
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Table 1. The electronic equilibrium dissociation energies (De) for PhOH·H2O, (PhOH)2 and (PhOH)3

calculated both directly using the theoretical approaches PW6B95-D4/ma-def2-QZVP (denoted
as DFT) and SCS-MP2 and the higher DLPNO-CCSD(T)/AVQZ level (De (CC)) on the respective
optimized geometries, the change of zero-point energy (ΔZPE), the zero-point energy corrected
dissociation energies (D0, D0(CC)), the interfragment dispersion energies (ΔEdisp, frag) and the sums
of the dispersive (∑Edisp) and non-dispersive parts of De (∑EN/D, given as De(CC)−∑Edisp [31,32]).
The SCS-MP2 results for PhOH·H2O are obtained using the AVQZ basis set. All values are given in
units of kJ·mol−1.

DFT SCS-MP2

PhOH·H2O (PhOH)2 (PhOH)3 PhOH·H2O (PhOH)2 (PhOH)3

Conf. 1 Conf. 2 Conf. 1 Conf. 2 Conf. 3 Conf. 4 Conf. 1 Conf. 2 Conf. 1 Conf. 2 Conf. 3 Conf. 4

De 27.9 18.3 27.8 76.3 74.4 71.7 73.1 26.6 17.8 31.7 95.5 85.4 85.2 87.0

De(CC)
28.9 19.8 30.0 89.2 80.8 78.0 81.6 28.8 19.7 30.1 90.1 81.7 78.5 82.4

* 30.4

D0 20.9 11.7 22.5 66.6 63.2 61.0 62.4 19.7 11.6 24.5 79.6 70.6 71.2 71.9

D0(CC) 21.8 13.2 24.8 79.5 69.6 67.3 70.9 22.0 13.6 23.0 74.3 66.9 64.5 67.3

ΔZPE
7.1 6.5 5.2 9.7 11.2 10.7 10.7 6.9 6.2 7.2 15.8 14.7 14.0 15.1

* 4.2

ΔEdisp, frag

15.7 25.6 27.0 18.6 20.5 26.3 31.8 20.8

8.5 9.1 17.8 15.9 12.6 17.5 14.3 8.3 8.5 21.8 20.1 12.9 18.5 17.9

15.9 12.2 15.5 13.1 20.1 12.5 16.9 14.1

∑Edisp
8.5 9.1 17.8 47.6 50.4 59.9 46.0 8.3 8.5 21.8 60.7 51.6 67.2 52.8

* 19.7

∑EN/D
20.4 10.7 12.3 41.7 30.5 18.1 35.7 20.6 11.3 8.3 29.4 30.0 11.3 29.6

* 10.6

* Optimized geometries and harmonic vibrational frequencies predicted at the SCS-MP2/aug-cc-pVQZ level.

The interfragment dispersion energies, obtained from the LED analysis, highlight the
primary differences between the intermolecular forces dominating in the PhOH·H2O and
the (PhOH)2 systems. Both for the DFT and the SCS-MP2 approach, the resulting electronic
equilibrium and zero-point energy corrected dissociation energies are almost identical for
the global potential energy minima conformations. However, whereas the interfragment
dispersion energy of (PhOH)2 constitutes as much as 72% of the De-value, this contribution
constitutes only 29% for the less electron-rich PhOH·H2O system.

While the increase in the basis set size in the calculated SCS-MP2 model of (PhOH)2
leads to only a minor change in the cumulative value of De, it causes over 2 kJ·mol−1

difference in the dispersion energy, suggesting a noticeable change in the predicted balance
of intermolecular forces and the strong competition with the hydrogen bond. When
comparing the predictions for the (PhOH)2 to (PhOH)3 systems with the AVTZ basis, the
interfragment dispersion energy of the (PhOH)3 system is lower by 1.3 kJ·mol−1, and the
proportion of Edisp in the total dissociation energy is also lowered to 67%. The distance
between the aromatic rings increases, e.g., the calculated interatomic distance between
C-atoms in the para-positions increases from 6 to 6.25 Å. Despite the cooperative effect, the
hydrogen bond length increases from 1.93 to 1.98 Å, while at the same time due to mutual
rotation of the rings, the hydrogen in the meta-position becomes oriented towards the
π-cloud of the adjacent fragment. The same can be observed for the DFT geometries. The
DFT structures overall show significantly lower weighting of the dispersive interactions
for the (PhOH)2 and (PhOH)3 structures.

The effect of hydrogen bond cooperativity is common for cyclic cluster molecules
and can be probed experimentally by the relative average hydrogen bond librational en-
ergy compared to the single hydrogen bond librational transition energy of the respective
dimer [24,30,33]. In the case of (PhOH)3, we observe experimental evidence of cooperativity
in the larger average observed hydrogen bond librational energy of 631 cm−1 (assuming
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the assigned 557 cm−1 transition is degenerate) relative to the observed librational band at
605 cm−1 for (PhOH)2. It is worth noting that only the high-level wavefunction-based meth-
ods properly capture this effect. The DFT approach predicts an almost exactly three-times
larger dissociation energy for the (PhOH)3 system with three cooperative intermolecular
hydrogen bonds relative to the dissociation energy of (PhOH)2. The high-level DLPNO-
CCSD(T) predictions of the DFT optimized molecular structures capture the experimental
findings that D0((PhOH)3) > 3×D0((PhOH)2) and so does the SCS-MP2 approach even
before the DLPNO-CCSD(T) refinement.

While we cannot quantitatively isolate the CH· · ·π interactions using the LED ap-
proach, we can roughly estimate the relative roles of this contact between the phenol
cluster molecules via selected structural parameters. In the (PhOH)2 system, the O-H· · ·O
angle is 127◦, and the planes of the aromatic rings are oriented near perpendicular around
the hydrogen bond axis. The bond angle in the (PhOH)3 system is 90◦. The structure of
(PhOH)4 was calculated using the DFT approach to extend this series (see ESI), and the
bond angle is 103◦ for this system. The CH· · ·π interaction is estimated as a function of
the distance from the hydrogen in the ortho-position to the center of the adjacent phenol
fragment. This distance is 3.75 Å, 3.30 Å and 3.37 Å for (PhOH)2-4, respectively. The
relatively unobstructed rotation of the rings in the dimer results in optimal orientation
that does not benefit a strong CH· · ·π contact. In the (PhOH)3 and (PhOH)4 systems, the
cooperative hydrogen bond networks constrict the mutual orientation of the rings, and
therefore the hydrogen bond angles become smaller, but this orientation favors the CH· · ·π
interaction. The CH· · ·π bond distance is shorter in (PhOH)3, but then increases again
when transitioning to (PhOH)4. This appears to be due to strengthening of the cooperative
hydrogen bond network resulting in an opening of the phenyl ring “barrel”-like structure.

3. Materials and Methods

3.1. Experimental Details

Phenol powder (Sigma-Aldrich, Søborg, Denmark, ≥99.5%) was purified by several
cycles of vacuum sublimation over pre-baked molecular sieves (4Å) to eliminate residual air
and moisture. Milli-Q grade regular water and isotopically enriched D2O (Sigma-Aldrich,
Søborg, Denmark, 99% D-atoms) samples were degassed under vacuum.

The experimental setup consists of a Bruker Vertex 80V Fourier-transform spectrometer
used with a DE-204 4 K (Advanced Research Systems, Inc., Macungie, PA, USA) closed-
cycle cryocooler. A transmission sample holder with a wedged diamond cold window
(Diamond Materials, GmbH, Freiburg im Breisgau, Germany) which can be cooled to
4.5–5.0 K is mounted onto the cold plate of the cooler. The cryocooler is surrounded by
a rotatable vacuum shroud equipped with two wedged diamond windows and a gate
valve allowing the insertion of the inlet system into the vacuum space of the cryostat. The
wedged diamond windows minimize spectral interference fringes from internal reflections
in the windows. The optical setup of the spectrometer consisted of a globar radiation source,
a germanium-coated KBr beam splitter together with a broad-band HgCdTe detector for
the complete infrared spectral range (4000–450 cm−1). A spectral resolution of 0.6 cm−1

was used throughout the measurements.
The inert gas matrix is obtained by simultaneous deposition of neon gas (99.999%, Air

Liquide Danmark A/S, Taastrup, Denmark) with vapors of the samples through separate
inlet tubes, which are brought to within 5 mm of the cold sample window using a motorized
stage. The neon is supplied from an MKS G-series mass flow controller, passing a 1 m-
long LN2-cooled coiled trap for impurities, at a flow rate of 6–8 sccm depending on the
desired mixing ratio. Water vapor was supplied from a variable-pressure (30–80 Pa) supply
volume through a small-flow Swagelok metering valve, and phenol vapor was deposited
directly from the sublimation vessel thermostated in the temperature range −5–10 ± 0.2 ◦C
throughout the deposition process.

Following acquisition of the initial (“pre-annealing”) matrix spectra, the samples
were annealed by raising the temperature to 9 K for 60 min using a LakeShore controller
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operating a resistive heater and a Si-diode temperature sensor attached to the cold head.
Subsequently, the heater was deactivated, allowing the matrix to cool again to 4–5 K
before recording the “post-annealing” spectra. This annealing procedure softens the neon
matrix and allows the diffusion of phenol molecules within the matrix and triggers the
self-association of phenol into hydrogen-bonded cluster molecules.

The deposition of the samples via separate inlet tubes creates intentional spatial
inhomogeneity in the phenol/water/neon mixing ratio, which is exploited to enable spatial
“spot-to-spot” matrix probing and differentiate between cluster sizes in the same experiment.
The effective diameter of the probed region of the matrix is comparable to the employed
3.5 mm aperture size. The background spectra were all collected of the evacuated cryostat
at room temperature.

3.2. Computational Details

The molecular geometries of the phenol cluster molecules were predicted using the
CREST (2.12, Bonn, Germany) [34] conformational search utility employing the GFN2-xTB
methodology [35]. The 20 most stable structures suggested by the utility for each cluster
molecule were then further optimized using several quantum chemical methods in ORCA
(5.0.4, Max-Planck-Institut für Kohlenforschung, Germany) [36]: the MP2 [37] and SCS-
MP2 [38] approaches with aug-cc-pVnZ [39] (n = T, Q) basis sets (denoted AVTZ, AVQZ),
and the hybrid dispersion-corrected PW6B95-D4 [40–42] functional with the ma-def2-QZVP
basis set [43,44] (later denoted as the DFT method). The optimized geometries of the most
stable structures were then used for the respective harmonic vibrational frequencies and
the dissociation energy calculations.

The electronic equilibrium dissociation energies (De) of the cluster molecules were
obtained by performing domain-based local pair natural orbital coupled cluster (DLPNO-
CCSD(T)) [45,46] single-point calculations on the respective DFT and SCS-MP2 geometries.
The cut-offs for the DLPNO methodology were set by the TightPNO keyword [47]. The
zero-point corrected ground-state dissociation energies (D0) of the cluster molecules were
calculated as the sum of the DLPNO-CCSD(T) electronic dissociation energies (De) and the
ΔZPE values from the respective base calculations.

The intermolecular London dispersion energies of the cluster molecules were extracted
using the DLPNO-based local energy decomposition (LED) scheme [31]. The procedure is
described in the literature [31,32].

The resolution of the identity approximation was used in all of the calculations with
the appropriate fitting basis sets [48–51]. The numerical “chain-of-spheres” approximation
(COSX [52,53]) was used with the MP2 level calculations. The calculations were all carried
out using the DTU Computing Center (DCC) cluster [54].

4. Conclusions

The self-association and microhydration molecular recognition mechanisms of phenol
have been explored experimentally by means of the less accessible vibrational transitions
associated with large-amplitude hydrogen bond librational motion. The present work
provides for the first time unambiguous spectroscopic assignments for the large-amplitude
and highly anharmonic hydrogen bond librational modes of the phenol dimer (605 cm−1),
the phenol trimer (557 and 781 cm−1) and two isotopic variants of the phenol monohydrate
(642 cm−1 for PhOH·H2O and 638 for PhOH·D2O) embedded in inert cryogenic “quantum”
neon matrices at 4 K. While accurate microwave spectroscopic information concerned
with the molecular structures of these systems has been reported in the literature previ-
ously, these new experimental findings provide important constraints for future high-level
quantum chemical models of the corresponding intermolecular potential energy surfaces.

The experimental findings have been complemented by extensive conformation search
sampling and further computational optimizations employing both dispersion-corrected
DFT and wavefunction ab initio methodologies of the most stable potential energy minima.
In addition, the local energy decompositions of the total interaction energies for these
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phenol cluster molecules have been extracted. The local energy decompositions reveal an
interplay of several binding mechanisms and active sites in the phenol cluster molecules
resulting in a complex internal competition of non-covalent forces. The pure cluster
molecules of phenol were found to exhibit OH· · ·O cooperative hydrogen bonds, CH· · ·π
contacts and strong competing London dispersion forces between the aromatic rings. The
larger phenol cluster molecules were calculated to have larger relative non-dispersive
energy components compared to phenol dimer.

The accurate determination of the molecular geometries and intermolecular potential
energy surfaces of these complexes is still challenging for the currently feasible levels of
theory, which for systems of this size are limited to meta-GGA DFT or MP2 approaches
with incomplete basis sets. The inconsistency between some of the energy parameters
predicted by the methodologies tested here highlights the necessity of the inclusion of the
state-of-the-art electronic structure methods in order to obtain reliable ab initio descriptions
of these prototypical phenol cluster molecules.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/molecules29133012/s1. The material contains the optimized potential
energy minima geometries of the (PhOH)1-4 and PhOH·H2O cluster molecules in XYZ format and the
predicted harmonic vibrational mode frequencies for the respective structures.
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4. Řezáč, J.; Hobza, P. Describing Noncovalent Interactions beyond the Common Approximations: How Accurate Is the “Gold
Standard”, CCSD(T) at the Complete Basis Set Limit? J. Chem. Theory Comput. 2013, 9, 2151–2155. [CrossRef] [PubMed]

5. Mehta, N.; Martin, J.M.L. Explicitly Correlated Double-Hybrid DFT: A Comprehensive Analysis of the Basis Set Convergence on
the GMTKN55 Database. J. Chem. Theory Comput. 2022, 18, 5978–5991. [CrossRef] [PubMed]

6. Becke, A.D.; Santra, G.; Martin, J.M.L. A double-hybrid density functional based on good local physics with outstanding
performance on the GMTKN55 database. J. Chem. Phys. 2023, 158, 151103. [CrossRef] [PubMed]

7. Goerigk, L.; Hansen, A.; Bauer, C.; Ehrlich, S.; Najibi, A.; Grimme, S. A look at the density functional theory zoo with the
advanced GMTKN55 database for general main group thermochemistry, kinetics and noncovalent interactions. Phys. Chem.
Chem. Phys. 2017, 19, 32184–32215. [CrossRef]

100



Molecules 2024, 29, 3012
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Abstract: The existence of the N→C dative bonds in the complexes between N-containing molecules
and fullerenes have been verified both theoretically and experimentally. However, finding stable
N→C dative bonds is still a highly challenging task. In this work, we investigated computationally
the N→C dative bonds in the complexes formed by fullerene C60 with 1,2,5-chalcogenadiazoles, 2,1,3-
benzochalcogenadiazoles, and 1,2,4,5-chalcogenatriazoles, respectively. It was found that the N→C
dative bonds are formed along with the formation of the N–Ch···C (Ch = S, Se, Te) chalcogen bonds.
In the gas phase, from S-containing complexes through Se-containing complexes to Te-containing
complexes, the intrinsic interaction energies become more and more negative, which indicates that
the N–Ch···C chalcogen bonds can facilitate the formation of the N→C dative bonds. The intrinsic
interaction energies are compensated by the large deformation energy of fullerene C60. The total
interaction energies of Te-containing complexes are negative, while both total interaction energies of
the S-containing complexes and Se-containing complexes are positive. This means that the N→C
dative bonds in the Te-containing complexes are more easily observed in experiments in comparison
with those in the S-containing complexes and Se-containing complexes. This study provides a new
theoretical perspective on the experimental observation of the N→C dative bonds in complexes
involving fullerenes. Further, the formation of stable N→C dative bonds in the complexes involving
fullerenes can significantly change the properties of fullerenes, which will greatly simulate and
expand the application range of fullerenes.

Keywords: N→C dative bond; chalcogen bond; chalcogenadiazole; fullerene C60

1. Introduction

The “dative bond” is not a new term. In 1999, the International Union of Pure and
Applied Chemistry (IUPAC) defined the dative bond as “the coordination bond formed
upon interaction between molecular species, one of which serves as a donor and the other
as an acceptor of the electron pair to be shared in the complex formed” [1]. Unlike covalent
bonds, dative bonds have more significant polarity, weaker strength, and longer bond
lengths. The distinctive features and nature of dative bonds have been reviewed exten-
sively [2–5]. In a relatively recent review article, Nandi and Kozuch detailed the historical
development of dative bonds and provided an outlook on their future advancement [5].
Currently, controversies related to dative bonds have become increasingly rare.

The well-known dative bond is the central bond in ammonia borane (H3N→BH3).
Like the case in H3N→BH3, the dative bond is always represented by an arrow from
the electron donor to the electron acceptor. There are many different kinds of dative
bonds [2–5]. Fullerenes are of considerable interest due to their unusual structures and
peculiar properties [6]. Through combined experimental and theoretical studies, Hobza and
colleagues have discovered the existence of N→C dative bonds in the complexes between
piperidine and fullerene molecules such as C60 and C70 [7–9]. The charge transfer from
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piperidine to fullerenes significantly changes the properties of fullerenes. Subsequently, it
was found by quantum chemical calculations that the N→C dative bonds also exist in the
complexes between piperidine and cyclo[n]carbons [10,11]. Further, the P→C dative bonds
were computationally found in the complexes involving molecular carbon materials [12,13].
The N→C/P→C dative bonds in these complexes are unstable due to the large deformation
energies of molecular carbon materials. This greatly limits the experimental observation
and further applications of N→C/P→C dative bonds. It is still a highly challenging task
to find stable N→C/P→C dative bonds in the complexes involving important molecular
carbon materials.

The N→C dative bond in the 1:1 complex between piperidine and fullerene C60 is
not very stable, whereas it is stable in the 2:1 complex between piperidine and fullerene
C60 [7]. This is mainly caused by two factors. First, the strong N–H···N hydrogen bond
between two piperidine molecules further stabilizes the 2:1 complex. Second, the stability
of the N→C dative bond is greatly enhanced by the σ-bond cooperativity with the N–H···N
hydrogen bond [7,14]. Note that the σ-bond cooperativity is a very common phenomenon
between noncovalent bonds of the same or different types [15]. As is well known, besides
hydrogen bonds, there are many other types of noncovalent bonds [16–20]. By similar
principles, other noncovalent bonds should also enhance the N→C dative bonds in the
complexes involving important molecular carbon materials. In this study, we focused on
the chalcogen bonds [21–23] and explored how and why they can enhance the N→C dative
bonds. Fullerene C60 was selected as a model molecule for the ball-shaped molecular carbon
materials. The small molecules 1,2,5-chalcogenadiazoles, 2,1,3-benzochalcogenadiazoles,
and 1,2,4,5-chalcogenatriazoles contain both nitrogen atoms and chalcogen atoms. They
are ideal model molecules for studying the chalcogen-bond-enhanced N→C dative bonds.
This is also one of the reasons why we are studying the influence of chalcogen bonds on
the N→C dative bonds first.

2. Results and Discussion

2.1. Complexes between Chalcogenadiazoles and Fullerene C60

At the outset of the research, we designed a series of complexes containing the N→C
dative bonds (Figure 1). After the initial structures of the complexes O-1, O-2, S-1, S-2,
Se-1, Se-2, Te-1, and Te-2 were fully optimized at the PBE0-D3/def2-TZVPP level of theory,
we found that only the complexes O-1 and O-2 did not exist and instead transformed
into corresponding complexes bound by the π···π stacking interactions. It can be clearly
seen from Figure 1 that the fullerene C60 molecules undergo significant deformation in
the PBE0-D3/def2-TZVPP optimized structures of the complexes S-1, S-2, Se-1, Se-2, Te-1,
and Te-2. Table 1 lists the N···C1 and Ch···C2 interatomic distances, intrinsic interaction
energies, total interaction energies, total dipole moments and Mulliken charges on N, C1,
Ch and C2 for the complexes S-1, S-2, Se-1, Se-2, Te-1, and Te-2.

Table 1. The N···C1 and Ch···C2 interatomic distances (d, Å), intrinsic interaction energies (ΔEINTR,
kcal/mol), total interaction energies (ΔE, kcal/mol), total dipole moments (μ, Debye) and Mulliken
charges (q, e) on N, C1, Ch and C2 of the complexes studied.

Complex d(N···C1) d(Ch···C2) ΔEINTR Δ μ q(N) q(C1) q(Ch) q(C2)

S-1 1.504 2.569 −4.52 20.85 8.14 0.081 1.121 0.351 −0.507

S-2 1.500 2.557 −8.75 18.13 10.18 0.090 1.153 0.381 −0.545

Se-1 1.480 2.467 −20.05 11.40 5.60 0.007 0.923 0.341 −0.221

Se-2 1.478 2.468 −24.04 8.35 7.59 −0.004 0.952 0.383 −0.241

Te-1 1.467 2.471 −42.54 −4.11 3.39 −0.142 1.019 0.443 −0.245

Te-2 1.466 2.464 −46.88 −7.32 4.92 −0.150 1.043 0.497 −0.245
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Figure 1. PBE0-D3/def2-TZVPP optimized structures of the complexes S-1, S-2, Se-1, Se-2, Te-1 and
Te-2. The red dashed line indicates the possibility of a chalcogen bond.

The Van der Waals radii of S, Se, Te and C are 1.80, 1.90, 2.06 and 1.70 Å, respec-
tively [24]. The Ch···C2 interatomic distances in Table 1 are all smaller than the sum of
the radii of two interacting atoms, which provides preliminary support for classifying
the Ch···C2 interactions as chalcogen bonds. The N···C1 interatomic distances are in the
range of 1.466–1.507 Å, which is clearly less than the interatomic distance of 1.606 Å for
the N→C dative bond in the complex between piperidine and fullerene C60 [7]. This
means that the covalent character of the N→C dative bonds in this study is significantly
enhanced. In Table 1, the intrinsic interaction energies and total interaction energies contain
the contributions of all the noncovalent interactions because it is difficult to completely
separate N→C dative bonds from other noncovalent interactions. From the S-containing
complexes through Se-containing complexes to Te-containing complexes, the intrinsic inter-
action energies become more and more negative. It is well known that the strength of a
chalcogen bond increases in the order of S < Se < Te. Hence, such a result indicates that the
N–Ch···C chalcogen bonds facilitate the formation of the N→C dative bonds. The intrinsic
interaction energies are compensated by the large deformation energies of the monomers.
Unlike the intrinsic interaction energies, the total interaction energies do not neglect the
deformation energies of the monomers. As shown in Table 1, the total interaction ener-
gies of Te-containing complexes are negative, while both total interaction energies of the
S-containing complexes and Se-containing complexes are positive. These results indicate
that the N→C dative bonds in the Te-containing complexes are more easily observed in
experiments in comparison with those in the S-containing complexes and Se-containing
complexes.

At the PBE0-D3/def2-TZVPP theory level, the calculated total dipole moments of the
monomers are in the range of 0–1.78 Debye. Compared to the monomers, the total dipole
moments of the complexes significantly increase. This also conforms to the characteristics of
dative bond formation. It is very convenient to employ the Mulliken charge for qualitative
estimation of possible changes in electron distribution, although it is often criticized that
Mulliken charge is arbitrary and heavily basis set dependent. Table 1 summarizes the
Mulliken charges on N, C1, Ch and C2. The Mulliken charges on Ch atoms are all positive
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and the Mulliken charges on C2 atoms are all negative, which once again demonstrates the
formation of chalcogen bonds.

In fact, we also calculated the complexes involving the 6:5 bonds of fullerene C60 at the
PBE0-D3/def2-TZVPP theory level. Figure S1 in the Supplementary Materials illustrates the
optimized structures and corresponding total interaction energies of the complexes S-2(6:5),
Se-1(6:5), Se-2(6:5), Te-1(6:5) and Te-2(6:5). Unlike the results in Figure 1 and Table 1, the
expected complex S-1(6:5) in Figure S1 does not exist, and the total interaction energies of
the Te-containing complexes in Figure S1 are not negative. In line with our predictions based
on the molecular electrostatic potentials of fullerene C60, the interactions between 6:5 bonds
of fullerene C60 and N–Ch bonds of chalcogenazoles are much weaker than the interactions
between 6:6 bonds of fullerene C60 and N–Ch bonds of chalcogenazoles. On the other hand,
Table S1 in the Supplementary Materials also lists the calculated results for the complexes
S-1, S-2, Se-1, Se-2, Te-1 and Te-2 at the low-cost PBE0-D3/6-31G(d) or PBE0-D3/SDD level
of theory. Comparing the calculated results of Tables 1 and S1, it can be observed that the
low-cost PBE0-D3/6-31G(d) or PBE0-D3/SDD calculations yield qualitatively consistent
results with those from high-cost PBE0-D3/def2-TZVPP calculations. Therefore, if the sole
purpose is to conduct large-scale computational searches for stable N→C dative bonds
in large complexes involving large molecular carbon materials, we recommend utilizing
low-cost PBE0-D3/6-31G(d) or PBE0-D3/SDD calculations.

2.2. Molecular Electrostatic Potential Maps of Chalcogenadiazoles

So far, there is still one question left unanswered: Why do the complexes O-1 and O-2
in Figure 1 not exist? To address this question, we plotted the electrostatic potential mapped
electron density surfaces for 1,2,5-chalcogenadiazoles and 2,1,3-benzochalcogenadiazoles.
Figure 2 shows that, except for 1,2,5-oxadiazole and 2,1,3-benzooxadiazole, other chalco-
genadiazoles all have two σ-holes on the chalcogen atoms. In 1,2,5-oxadiazole and 2,1,3-
benzooxadiazole, the electrostatic potentials on the extensions of the N–O bonds are all
negative, which means that the N–O···C chalcogen bonds cannot be formed in the two
complexes. When N–O···C chalcogen bonds are absent, N→C dative bonds are also absent;
when N–Ch···C (Ch = S, Se, Te) chalcogen bonds are present, N→C dative bonds are also
present. Clearly, the formation of chalcogen bonds determines whether N→C dative bonds
form or not.

 

Figure 2. The electrostatic potential mapped electron density surfaces (isoval = 0.001 au) of 1,2,5-
chalcogenadiazoles and 2,1,3-benzochalcogenadiazoles. The most positive electrostatic potential of
each σ-hole (VS,max) is also shown. The electrostatic potentials are given in kcal/mol.

Figure 3 shows the correlation between the most positive electrostatic potentials of σ-
holes of 1,2,5-chalcogenadiazoles and the intrinsic interaction energies of S-1, Se-1 and Te-1.
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Figure 4 shows the correlation between the most positive electrostatic potentials of σ-holes
of 2,1,3-benzochalcogenadiazoles and the intrinsic interaction energies of S-2, Se-2 and Te-2.
The correlation coefficients (R-Square) in Figures 3 and 4 are both close to 1, indicating a
very strong correlation between VS,max and ΔEINTR. The value of VS,max determines the
strength of a chalcogen bond. At the same time, the more stable the complex, the more
stable the N→C dative bond. Once again, it proves that the formation of chalcogen bonds
determines the formation of N→C dative bonds.

Figure 3. The correlation between VS,max (kcal/mol) of 1,2,5-chalcogenadiazoles and ΔEINTR

(kcal/mol) of S-1, Se-1 and Te-1.

Figure 4. The correlation between VS,max (kcal/mol) of 2,1,3-benzochalcogenadiazoles and ΔEINTR

(kcal/mol) of S-2, Se-2 and Te-2.

2.3. AIM Analyses

As can be seen in Figure 1, according to the bonding situation of the nitrogen atom,
it can be determined that a N→C dative bond is formed between the nitrogen atom and
the carbon atom. In previous studies, the dative bonds with significant covalent bond
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components were also referred to as “dative/covalent bonds”, “covalent/dative bond” or
“covalent dative bonds” [8,10,11,25]. Therefore, we will no longer discuss the nature of
N→C dative bonds in this section and instead focus on the nature of chalcogen bonds.

The AIM theory was often used to study the nature of the noncovalent bonds [26–30].
Figure 5 shows the bond critical points and bond paths for the complexes Se-1 and Se-2.
The molecular graphs of S-1 and Te-1 are almost the same as the one of Se-1, and the
molecular graphs of S-2 and Te-2 are almost the same as the one of Se-2 (Figure S2). For the
sake of clarity, only the bond critical points and bond paths are shown in Figures 5 and S2.
The electron density, Laplacian of electron density, eigenvalues of the Hessian of electron
density and ellipticity at the Ch···C2 bond critical point of each complex are summarized
in Table 2.

Figure 5. The bond critical points (small red dots) and bond paths of the complexes Se-1 and Se-2.

Table 2. The electron density (ρb), Laplacian of electron density (�2ρb), eigenvalues of the Hessian
of electron density (λ1, λ2, λ3) and ellipticity (ε) at the Ch···C2 bond critical point of each complex.
All the values are given in atomic units.

Complex ρb �2ρb λ1 λ2 λ3 ε

S-1 0.0393 0.0659 −0.0336 −0.0257 0.1253 0.3091

S-2 0.0398 0.0683 −0.0345 −0.0259 0.1287 0.3305

Se-1 0.0550 0.0493 −0.0509 −0.0491 0.1493 0.0370

Se-2 0.0544 0.0517 −0.0495 −0.0489 0.1502 0.0136

Te-1 0.0645 0.0302 −0.0618 −0.0544 0.1464 0.1355

Te-2 0.0651 0.0313 −0.0623 −0.0559 0.1496 0.1138

The bond paths between Ch and C2 and the corresponding bond critical points can be
clearly seen in the representative Figure 5. This is a necessary condition for the formation
of the N–Ch···C2 chalcogen bond. The electron densities at the bond critical points of
the N–Ch···C2 chalcogen bonds range from 0.0393 to 0.0651 au. In contrast, the electron
densities at the bond critical points of hydrogen bonds range from 0.002 to 0.035 au [26,27].
The larger electron density means a much stronger noncovalent bond. Here, the N–Ch···C2
chalcogen bonds should belong to strong chalcogen bonds. The Laplacian of electron
density is the sum of λ1, λ2 and λ3. According to AIM theory, the Laplacian of electron
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density is positive at the bond critical point of a noncovalent bond [31]. The values of
�2ρb in Table 2 are all positive at the Ch···C2 bond critical point of each complex, which
proves once again that the Ch···C2 contacts are of chalcogen bonds. The ellipticity ε can be
calculated using the formula λ1/(λ2 − 1), and it can be used to assess the π character and
structural stability of a bond. In Table 2, the values of ε are all very small, which indicates
that the N–Ch···C2 chalcogen bonds are all very stable. This is consistent with the results
of electron densities at the Ch···C2 bond critical points.

2.4. Complexes between Chalcogenatriazoles and Fullerene C60

It is meaningful to expand the complexes studied above to include more complexes.
First, the fullerene C60 in the complexes can be replaced by other fullerene molecules
or other molecular carbon materials. The results should be very similar. Second, the
chalcogenadiazole can be replaced by its derivatives or other similar molecules. Here, we
studied the complexes between 1,2,4,5-chalcogenatriazoles and fullerene C60.

Figure 6 shows the PBE0-D3/def2-TZVPP optimized structures of the complexes N–S,
N–Se and N–Te along with the N···C1 and Ch···C2 interatomic distances. Similarly, the
Ch···C2 interatomic distances in Figure 6 are all smaller than the sum of the radii of two
interacting atoms, which indicates the formation of the N–Ch···C2 chalcogen bonds. At
the same time, the bonding situation in the three complexes clearly shows the formation of
the N→C dative bonds. The intrinsic interaction energies of the complexes N–S, N–Se and
N–Te are −0.11, −18.55 and −43.62 kcal/mol, respectively, whereas the total interaction
energies of the complexes N–, N–Se and N–Te are +27.22, +17.44 and +1.21 kcal/mol,
respectively. The positive total interaction energies indicate that these three complexes
are difficult to form in the gas phase. In fact, the calculated total interaction energy of the
complex between piperidine and fullerene C60 is also positive, but it has been detected
by both FTIR spectra and NMR spectroscopy [7]. As pointed out above, the influence
of the chemical environment around the complexes is also very important and must be
considered during the experimental process. Aside from the 1,2,4,5-chalcogenatriazoles, we
believe that there should be many similar nitrogen-containing organic compounds that can
form stable chalcogen-bond-assisted N→C dative bonds with molecular carbon materials.

Figure 6. PBE0-D3/def2-TZVPP optimized structures of the complexes N–S, N–Se and N–Te. The
red dashed lines represent the chalcogen bonds. The numbers shown are the interatomic distances
(Å). The red dashed lines represent chalcogen bonds.

3. Materials and Methods

Unless otherwise stated, the structures and properties of all the monomers and com-
plexes were calculated using the PBE0 density functional with Grimme’s D3 dispersion
correction in conjunction with the def2-TZVPP basis set [32–34]. The Becke–Johnson
damping function and ultrafine integration grid were used in all PBE0-D3/def2-TZVPP
calculations [35]. The basis set superposition error was corrected with the conventional
counterpoise method [36].
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The calculations of noncovalent systems have always required extreme caution [37,38].
Bickelhaupt and colleagues carried out benchmark calculations for the chalcogen bonds
with the type of D2Ch···A– (Ch = S, Se; D, A = F, Cl) [38]. They found that some density
functionals with specific dispersion corrections could give varying results for the chalcogen
bonds. In this study, we calculated the complexes at the PBE0-D3/def2-TZVPP theory level.
Our previous publications have shown that the PBE0-D3/def2-TZVPP calculations are
reliable for the study of noncovalent systems [39,40]. Further, benchmark calculations on
the dative bonds have been performed by employing a relatively small complex between
fullerene C20 and piperidine [7]. The results again proved the reliability of the PBE0-
D3/def2-TZVPP calculations for the study of the dative bonds.

It is also highly meaningful to study the reliability of results at low computational
costs. Due to the generally large size of molecular carbon material systems, low-cost
computations make studying these systems feasible. Using a small basis set 6-31G(d) for
the S/Se-containing complexes and the small pseudopotential basis set SDD for the Te-
containing complexes, the structures, harmonic frequencies, and energies of the complexes
considered in this study were calculated at the PBE0-D3, PBE0, B3LYP-D3, B3LYP and
M06-2X levels of theory, respectively. Let us add here that calculations involving heavy
atom systems require the use of pseudopotential basis sets. The frequency calculations
show that the structures of the complexes are true minima on their respective potential
energy surfaces. For the geometries and energies of the complexes studied, quantitative
differences exist between low-cost and high-cost computational results, but qualitative
consistency can be achieved.

The fullerene C60 has two different types of carbon–carbon bonds as follows: the 6:6
bonds between two hexagons [1.401(10) Å] and the 6:5 bonds between a hexagon and a
pentagon [1.458(6) Å] [41]. The 6:6 bonds are shorter than the 6:5 bonds and are more akin
to the nature of double bonds. Figure 7 shows the electrostatic potential mapped electron
density surface of fullerene C60. The electrostatic potentials above the 6:6 bonds are more
negative than those above 6:5 bonds. The C atoms of fullerene C60 act as the electron donors
upon the formation of the N–Ch···C chalcogen bonds. Therefore, only the interactions
between 6:6 bonds of fullerene C60 and N–Ch bonds of chalcogenazoles were considered in
this study.

Figure 7. The electrostatic potential mapped electron density surface (isoval = 0.001 au) of fullerene
C60. The color bar is in kcal/mol.

The formation of the N–Ch···C chalcogen bonds was analyzed employing Bader’s
“atoms in molecules” (AIM) theory [31]. Despite some controversies, the AIM theory
remains a very useful tool for analyzing noncovalent interactions. The AIM analyses
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were performed with the AIM2000 software, version 2.0 [42]. The most positive electro-
static potential of each σ-hole of chalcogen atoms in 1,2,5-chalcogenadiazoles and 2,1,3-
benzochalcogenadiazoles was calculated using the Multiwfn software, version 3.7 [43,44].
Other calculations were carried out with the GAUSSIAN 09 program package [45].

4. Conclusions

The N→C dative bonds in the complexes between chalcogenadiazoles and fullerene
C60 have been investigated by employing quantum chemical calculations. The research
scope has been further expanded to the complexes between 1,2,4,5-chalcogenatriazoles
and fullerene C60. The results clearly show that the N–Ch···C chalcogen bonds facilitate
the formation of the N→C dative bonds in these complexes. From then S-containing
complexes through Se-containing complexes to Te-containing complexes, the complexes
become increasingly stable as the N–Ch···C chalcogen bonds become stronger. Attractive
N→C dative bonds and N–Ch···C chalcogen bonds together can overcome the significant
repulsive deformation energy of fullerene C60. We therefore predict that the N→C dative
bonds in the complexes between Te-containing molecules and fullerenes should be more
easily observed experimentally and further applied. Indeed, following this line of thought,
more stable complexes bound by the N→C dative bonds can be designed and synthesized.
The formation of stable N→C dative bonds in the complexes containing fullerenes can
significantly change the properties of fullerenes. Such a molecular modification strategy
will greatly simulate and expand the application range of fullerenes.

In this study, we only focused on the chalcogen-bond-assisted N→C dative bonds.
Naturally, the other noncovalent bonds such as halogen bonds, pnictogen bonds, tetrel
bonds, etc., can also facilitate the N→C/P→C dative bonds in the complexes involving
important molecular carbon materials. The relevant research is currently ongoing in our
laboratory. On the other hand, all the calculations in this study were performed in the gas
phase. It must be pointed out that the chalcogen-bond-assisted N→C dative bonds may
be more stable in certain solvents. The solvation effect is also one of our future research
focuses. We did not consider the case for the planar molecular carbon materials in this
study. This issue also awaits further investigation in the future.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/molecules29112685/s1, Figure S1: The PBE0-D3/def2-TZVPP
optimized structures and corresponding total interaction energies of the complexes involving the
6:5 bonds of fullerene C60; Figure S2: The molecular graphs of the complexes S-1, S-2, Te-1 and Te-2;
Table S1: The calculated results at the PBE0-D3/6-31G(d) or PBE0-D3/SDD level of theory; Cartesian
atomic coordinates for the complexes and monomers optimized at the PBE0-D3/def2-TZVPP theory
level; Cartesian atomic coordinates for the complexes optimized at a variety of low-cost levels
of theory.
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Abstract: The main topic of the article is to provide the characteristics of individual intermolecular
interactions present between three lantern-like superphanes and the H2O, NH3, HF, HCN, and
MeOH molecules trapped inside them. Despite the large cavity, the freedom of the trapped molecules
is significantly limited by the presence of numerous interaction sites on the side chains of the
superphane molecule. It is shown that the molecule trapped inside the superphane is stabilized
mainly by only one or, less often, two strong hydrogen bonds involving the imino nitrogen atom,
but QTAIM calculations also suggest the presence of many other intermolecular interactions, mainly
hydrogen bonds involving imino or central hydrogen atoms from the side chains of the superphane
molecule. Moreover, it is also shown that the structural simplification of the side chains does
not significantly affect both the size of the superphane molecule and the obtained encapsulation
energies, which is important in modeling this type of carceplexes. Noticeably, the parent superphane
considered here was previously synthesized by the group of Qing He, so the results obtained will
help in understanding this type and similar systems.

Keywords: superphane; cyclophane; carcerand; carceplex; endohedral complex; encapsulation;
intermolecular interaction; hydrogen bond; inclusion complex; guest–host interaction

1. Introduction

Undoubtedly, superphanes constitute the most unusual subgroup of cyclophanes [1–3].
This uniqueness is primarily related to the aesthetically beautiful symmetry of their struc-
ture, most often comparable with a six-bladed pinwheel, a lantern, or a barrel. Namely,
superphanes consist of two parallel or almost parallel benzene rings (or other aromatic
rings [2]) joined together by as many as six bridges [4]. In the simplest representa-
tive of superphanes, [26]superphane (i.e., [26](1,2,3,4,5,6)cyclophane), these are ethylene
bridges [5–10], while the somewhat larger [36]superphane (i.e., [36](1,2,3,4,5,6)cyclophane)
has six trimethylene bridges [11–19]. The structures of both of these simple superphanes
are shown in Figure 1.

Although the trapping abilities of these superphanes are severely limited or even
impossible due to too small size of the internal cavity, one may expect that these abilities
increase significantly in larger superphanes with longer side chains [19]. Experimental
verification of this possibility may, however, be greatly hampered due to the challenging
complexity of the organic synthesis of superphanes. On the other hand, trapping can be
greatly facilitated by using multiple binding sites or even charged groups on the side chains
of the carcerand superphane molecule. Indeed, very recently, the group of Qing He for the
first time synthesized a large-sized lantern-like superphane 1 (Figure 2) and showed that
it was able to trap a water dimer [20]. This dimer was stabilized by numerous hydrogen
bonds involving disubstituted benzene rings (position 2) and imino protons.

Molecules 2024, 29, 601. https://doi.org/10.3390/molecules29030601 https://www.mdpi.com/journal/molecules114
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Figure 1. Side and top views of the [26] (two from the left) and [36] (two from the right) superphanes.

Figure 2. Side and top views of the lantern-like superphane (1) synthesized by He et al. [20].

Shortly thereafter, the same group in a series of papers showed the possibility of
trapping small molecules and anions by various similar superphanes [21–24]. The trapped
species included (2Cl−·H2O) and MeOH [21], ReO−

4 , DMSO, and (H2O·MeOH) [22],
H2PO−

4 and AsO3−
4 [23], or I2 and I−3 [24]. The trapped species interact with many

binding sites of a given superphane through hydrogen bonds. As has often been em-
phasized [20–24], the obtained superphanes are characterized by extremely high selectivity
towards trapped species over many other types of competing ions, and the obtained
carceplexes show high thermal stability in a wide range of pH. Therefore, the obtained
superphanes may be extremely important, e.g., in the removal of toxic ions (such as AsO3−

4 )
from wastewater. Similar superphanes were also obtained by the group of Jovica D. Bad-
jić [25,26]. Similarly, this group explored the possibility of selectively trapping a wide
variety of ions [26], showing that the barrel-shaped hexapodal superphane they obtained
(see Figure 3) easily binds tetrahedral oxyanions, such as SO2−

4 or HPO−
4 [25]. High selec-

tivity and different ion trapping times result from the specific slotted structure of the side
surface of the superphane. It is also noted that the accommodation of the trapped ion is
facilitated by the adaptation of the appropriate conformation of the trapping superphane
host molecule.

Figure 3. Side and top views of the superphane synthesized by Badjić et al. [25].
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It is also worth mentioning the recent articles by Oh et al. [27] and by Zhao et al. [28].
The obtained carcerands contain only three rather than six side chains, but they also show
high recognition towards tetrahedral oxyanions, such as H2PO−

4 and SO2−
4 . Thus, these

examples are evidence that it is not necessarily the number of side chains closing the
internal cavity that is crucial in trapping anions, but rather the number of binding sites.
In turn, importantly, these binding sites act actively by forming numerous hydrogen bonds
to the trapped species. Thus, these are clear examples of the key role of hydrogen bonds in
the recognition and binding of various chemical species.

The research results show that the trapped species are stabilized inside the super-
phane cage thanks to many hydrogen bonds [20–26]. The article aims to characterize
the hydrogen bonds formed between five fundamental molecules (H2O, NH3, HF, HCN,
and MeOH) trapped in the cavity of superphane 1 and the donor and acceptor centers of
this superphane molecule. In addition to the geometric parameters of the found hydrogen
bonds, an important issue will be the total guest· · · host interaction energy, and especially
the estimated interaction energies of the most important individual hydrogen bonds and
other intermolecular interactions found. In contrast to the unavailability of this parameter
experimentally, the energy of an individual interaction can be relatively easily estimated
based on theoretical studies. Another important goal is to investigate the influence of the
type of side chain on the structure of the obtained carceplexes, especially on the pattern
of the hydrogen bonds formed and their energy. For this reason, the side chains in the
parent superphane 1 were gradually reduced to those present in superphanes 2 and 3. The
1 → 2 step involves replacing the benzene ring in the side chains with the -CH=CH-CH2-
fragment having a double bond, while the 2 → 3 replacement involves saturating this bond,
i.e., introducing the -CH2-CH2-CH2- fragment (see Figure 4). As a result of these changes,
the obtained superphanes 2 and 3 have a significantly simplified structure with the lack of
as many as six side benzene rings (Figure 5), but the binding sites are retained (Figure 4).

Figure 4. Side chains in superphanes 1, 2, and 3. Hydrogen atoms participating in hydrogen bonds
with the guest molecule are labeled as follows: Hi—imino H atom, Hc—central H atom.

Figure 5. Superphanes 2 and 3.
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2. Results and Discussion

2.1. Characteristics of Intermolecular Interactions in Carceplexes Guest@1

As seen from Figures 2 and 5, the considered superphanes 1, 2, and 3 are large enough
that the guest molecules (H2O, NH3, HF, HCN, or MeOH) trapped inside them have quite
a lot of freedom. However, this freedom should be somewhat suppressed by the pres-
ence of distinct binding sites, such as the imino nitrogen and the proton from either the
central or the imino C-H bond (Figure 4). The specific slotted structure of superphanes
and their limited internal spaces result in relatively small distances between the atoms of
the superphane and the guest molecule. Consequently, the molecular graphs obtained for
the considered carceplexes quite often feature numerous bond paths between the super-
phane atoms and the molecules trapped in them, thus suggesting the occurrence of many
intermolecular interactions. The multitude and diversity of intermolecular interactions are
visible in the representative molecular graphs of 14a and 15a, i.e., the most stable forms
of the carceplexes HCN@1 and MeOH@1, respectively (Figure 6). The former of these
systems contains 11 bond paths between the trapped guest molecule (i.e., HCN) and the
superphane, while the latter one features as many as 17 such bond paths.

The general characteristics (type, values of the electron density at the bond critical
point (ρbcp), interaction energies according to Equation (2) (BE), and their sum (∑BE)) of
the various individual interactions between the guest molecule and the superphane atoms
indicated by the presence of corresponding bond paths are given in Table 1. Additionally,
the encapsulation energy (Eb) (Equation (1)) is also shown.

Figure 6. Molecular graphs (ring critical points and cage critical points have been removed for better
clarity) of carceplexes 14a (i.e., the form a of HCN@1) and 15a (i.e., the form a of MeOH@1). Atoms of
the guest molecule and all host atoms connected to them through bond paths are marked in light blue.

Table 1. Characteristics of individual intermolecular interactions in carceplexes guest@1. The domi-
nant interactions and their energies (BE) are marked in boldface.

Carceplex SP Guest Eb
a ∑BE b

Intermolecular Interaction

n c Type d ρbcp
e BE f

11a 1 H2O −18.8 −14.2 2 N· · ·H-O 0.024 and 0.030 −4.7 and −5.9
1 C-Hi · · ·O 0.006 −0.7
3 C-Hc · · ·O 0.005–0.010 −0.4 to −1.4

11b 1 H2O −16.8 −11.6 2 N· · ·H-O 0.006 and 0.022 −0.6 and −4.1
2 C-Hi · · ·O 0.010 and 0.013 −1.5 and −2.2
2 C-Hc · · ·H-O 0.008 and 0.010 −1.0 and −1.6
1 C(π)· · ·O 0.006 −0.6
1 C-Hi · · ·H-O 0.004 0.0
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Table 1. Cont.

Carceplex SP Guest Eb
a ∑BE b

Intermolecular Interaction

n c Type d ρbcp
e BE f

12 1 NH3 −12.9 −9.9 1 C-Hi · · ·N 0.012 −1.8
5 C-Hc · · ·N 0.002–0.019 0.3 to −3.4
2 C-Hi · · ·H-N 0.004 and 0.008 −0.2 and −1.1
2 N· · ·H-N 0.006 and 0.010 −0.6 and −1.4

13a 1 HF −19.7 −16.4 1 N· · ·H-F 0.052 −10.8
2 C-Hi · · · F 0.006 and 0.010 −0.5 and −1.5
3 C-Hc · · · F 0.004–0.010 −0.2 to −1.6
1 C(π)· · · F 0.003 0.2
1 N· · · F 0.006 −0.7

13b 1 HF −18.5 −14.7 1 N· · ·H-F 0.046 −9.5
2 C-Hi · · · F 0.004 and 0.012 −0.2 and −2.0
3 C-Hc · · · F 0.003–0.011 0.1 to −1.7
1 N· · · F 0.007 −0.8

14a 1 HCN −16.2 −13.9 1 N· · ·H-C 0.027 −5.3
1 N· · · (H-C) 0.009 −1.2
1 C-Hc · · ·C 0.005 −0.4
1 C-Hi · · ·C 0.010 −1.5
3 C-Hc · · ·N 0.004–0.015 −0.2 to −2.6
2 C-Hi · · ·N 0.006 and 0.008 −0.5 and −1.2
1 C(π)· · ·N 0.003 0.1
1 Ci · · ·N 0.002 0.2

14b 1 HCN −16.2 −14.6 2 N· · ·H-C 0.008 and 0.029 −1.1 and −5.8
1 C-Hc · · ·C 0.007 −0.8
1 C-Hi · · ·C 0.009 −1.2
1 C(π)· · ·C 0.004 0.0
3 C-Hc · · ·N 0.005–0.014 −0.4 to −2.3
2 C-Hi · · ·N 0.006–0.008 −0.6 and −0.9
1 C(π)· · ·N 0.002 0.3

15a 1 MeOH −19.2 −13.0 2 N· · ·H-O 0.004 and 0.012 −0.2 and −1.9
1 C-Hc · · ·O 0.011 −1.7
3 C-Hi · · ·O 0.003–0.008 0.2 to −1.1
3 C(π)· · ·H-C 0.001–0.009 0.5 to −1.2
2 C-Hc · · ·H-C 0.002 and 0.011 0.3 and −1.8
3 C-Hi · · ·H-C 0.007–0.009 −0.8 to −1.2
1 C-Hc · · · (H-C) 0.010 −1.6
1 Ci · · ·H-C 0.005 −0.5
1 N· · ·H-C 0.003 0.1

15b 1 MeOH −18.3 −13.3 2 N· · ·H-O 0.006 and 0.010 −0.6 and −1.5
3 C-Hc · · ·O 0.010–0.013 −1.4 to −2.1
1 C(π)· · ·O 0.004 −0.1
2 C-Hi · · ·H-C 0.010 and 0.010 −1.5 and −1.5
2 Ci · · ·H-C 0.007 and 0.008 −0.8 and −1.0
2 C(π)· · ·H-C 0.005 and 0.006 −0.3 and −0.7

a Encapsulation energy (in kcal/mol) given by Equation (1). b Total binding energy (in kcal/mol) obtained by
summing over individual interactions, i.e., ∑BE = ∑iBEi . c Number of intermolecular interactions of a given type.
d Type of a given interaction in the format atom/bond(superphane)· · · atom/bond(guest). The subscripts i and c
refer to the imino group and the central position, respectively (see Figure 4), while C(π) denotes the carbon atom
from the central benzene ring. e The value of the electron density (in au) at the bond critical point (bcp) of a given
interaction. f Binding energy (in kcal/mol) according to Equation (2) for a single interaction.

2.1.1. Intermolecular Interactions in H2O@1

Geometry optimizations of several starting H2O@1 structures led to two forms, 11a

and 11b (Figure 7), with clearly different characteristics of the intermolecular interactions
between the trapped water molecule and the superphane 1 (Table 1). The binding energy
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of the more stable form 11a (−18.8 kcal/mol) is dominated by two strong (−5.9 and
−4.7 kcal/mol) hydrogen bonds between the O-H bonds of the water molecule and the
nitrogen atoms of the imino groups of the superphane 1. The N· · ·H distances are 1.969 and
2.068 Å, respectively, and the N-H-O angles are 164◦ and 148◦. So both of these hydrogen
bonds are far from linear (Figure 7). According to QTAIM (i.e., Quantum Theory of Atoms
in Molecules [29–31]), the water molecule in 11a is additionally weakly (BE is from −0.4 to
−1.4 kcal/mol) stabilized by as many as four hydrogen bonds between the oxygen atom
of water and the C-H bonds of 1, with one hydrogen atom coming from the imino group,
while as many as three from the benzene rings in the side chains. The total binding energy
of all the interactions demonstrated by the presence of bond paths is −14.2 kcal/mol.

Figure 7. Structures of carceplexes 11a (left) and 11b (right). The dominant N· · ·H-O hydrogen
bonds are marked with a green dashed line.

The slightly less stable (Eb = −16.8 kcal/mol) form 11b is dominated by only one
N· · ·H-O hydrogen bond with an energy of −4.1 kcal/mol, while the second N· · ·H-O
hydrogen bond is, according to QTAIM, very weak (only −0.6 kcal/mol). This is also
visible in the values of the lengths and angles of both hydrogen bonds, which are 2.108 and
2.724 Å and 154◦ and 120◦, respectively. Additionally, according to QTAIM, the water
molecule is also stabilized by two C-Hi · · ·O hydrogen bonds and two C-Hc · · ·H-O in-
teractions, for which BE is from −1.0 to −2.2 kcal/mol (Table 1). Comparison of the
type of bond paths in carceplexes 11a and 11b shows that changing the position of the
water molecule causes the C-Hc · · ·O bond paths to ’switch’ to C-Hc · · ·H-O. Moreover,
the molecular graph for 11b also shows energetically irrelevant C(π)· · ·O and C-Hi · · ·H-O
bond paths. The total binding energy of all the intermolecular interactions traced by bond
paths is −11.6 kcal/mol.

Taking into account the results obtained for both forms of carceplex H2O@1, it can
be concluded that the trapped water molecule is stabilized mainly by two (in 11a) or one
(in 11b) strong N· · ·H-O hydrogen bonds, but these bonds are accompanied by numerous
interactions that involve imino or central C-H bonds.

2.1.2. Intermolecular Interactions in NH3@1

Carceplex NH3@1 is the only one for which only one form was obtained (Figure 8).
The interaction between NH3 and 1 is weaker (−12.9 kcal/mol) than the previously dis-
cussed H2O· · · 1 in H2O@1. The NH3 · · · 1 interaction is mainly dominated by C-Hc · · ·N
hydrogen bonds (BE of the strongest of them is −3.4 kcal/mol) and, to a much lesser extent,
C-Hi · · ·N (−1.8 kcal/mol). According to QTAIM, the trapped ammonia molecule inter-
acts with the superphane 1 also through its N-H bonds, forming two N· · ·H-N hydrogen
bonds (BE are −0.6 and −1.4 kcal/mol) and two weak C-Hi · · ·H-N contacts (−0.2 and
−1.1 kcal/mol). Despite the relative weakness of the interactions (perhaps except one
C-Hc · · ·N hydrogen bond), their large number (10) makes the ∑BE value relatively large
at −9.9 kcal/mol.
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Figure 8. Structure of the 12 (i.e., NH3@1) carceplex. The green dashed lines indicate the two strongest
C-H· · ·N hydrogen bonds, with BEs of −3.4 and −1.8 kcal/mol.

Both C-H· · ·N hydrogen bonds marked with the green dashed line in Figure 8 are
quite long, 2.272 and 2.489 Å. These bonds are also clearly far from linear, the C-H-N angle
being 158◦ and 152◦, respectively.

2.1.3. Intermolecular Interactions in HF@1

Carceplexes HF@1 deserve special attention. Although the total binding energy
(−19.7 kcal/mol for form 13a and −18.5 kcal/mol for form 13b) is only slightly higher
than for the H2O@1 carceplexes, the HF· · · 1 binding is mainly due to the formation of the
very strong (−10.8 kcal/mol in 13a and −9.5 kcal/mol in 13b) hydrogen bond N· · ·H-F.
This is also visible in the very short N· · ·H distance, which is 1.701 and 1.747 Å in 13a

and 13b, respectively. This is a clear confirmation of the fact that the HF molecule is
an excellent proton donor. This has also been recently demonstrated with examples of
hydrogen bonds to the carbene electron lone pair [32]. The N· · ·H-F hydrogen bonds in 13a

and 13b are closer to being linear, the N-H-F angle amounts to 175◦ and 166◦, respectively.
The structures of both obtained forms of carceplex HF@1 (i.e., 13a and 13b) along with
N· · ·H-F hydrogen bonds are shown in Figure 9.

Figure 9. Structures of carceplexes 13a (left) and 13b (right). The dominant N· · ·H-F hydrogen
bonds are marked with a green dashed line.

The HF molecule contains a strongly electronegative fluorine atom with electron lone
pairs. It is therefore not surprising that the obtained molecular graphs suggest the presence
of many hydrogen bonds to this atom (see Table 1). Namely, in the case of both forms,
the molecular graphs show two C-Hi · · · F bond paths and three C-Hc · · · F bond paths.
Although, of course, these hydrogen bonds are much weaker (up to −2.0 kcal/mol in 13b)
than N· · ·H-F, their multitude suggests a not necessarily negligible contribution to the total
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binding of the trapped HF molecule. The ∑BE values are −16.4 and −14.7 kcal/mol in 13a

and 13b, respectively.

2.1.4. Intermolecular Interactions in HCN@1

The HCN molecule can be both a proton donor and a proton acceptor, so it was
interesting to see its main sites of interaction after trapping. Geometry optimizations led to
two forms of the HCN@1 carceplex with equal binding energies (−16.2 kcal/mol) and very
similar arrangements of the HCN molecule (Figure 10).

Figure 10. Structures of carceplexes 14a (left) and 14b (right). The dominant N· · ·H-C hydrogen
bonds are marked with a green dashed line.

QTAIM calculations indicate a clear dominance of one of the two N· · ·H-C hydrogen
bonds (in 14a, one of the bond paths leads to the critical point of the H-C bond of the HCN
molecule). Its energy is −5.3 and −5.8 kcal/mol in 14a and 14b, respectively. Its length is
2.007 and 1.984 Å, respectively, and the N-H-C angle is 166◦ and 155◦, respectively, so the
slightly shorter and stronger bond in 14b is more bent. The second N· · ·H-C hydrogen
bond is much weaker, with an energy of only ca. −1 kcal/mol. However, this leading
N· · ·H-C type hydrogen bond is accompanied by many different interactions with the C
atom, and especially N (Table 1), which results, of course, from the presence of an electron
lone pair on this atom. This situation is well illustrated by the molecular graph of carceplex
14a shown earlier in Figure 6. Among these interactions, the greatest stabilization comes
from one C-Hc · · ·N hydrogen bond (−2.6 and −2.3 kcal/mol in 14a and 14b, respectively),
again showing that the central C-H bond (Figure 4) is a good proton donor. The ∑BE values
are ca. −14 kcal/mol and are only slightly lower than the Eb value (−16.2 kcal/mol).

2.1.5. Intermolecular Interactions in MeOH@1

The MeOH molecule is the largest of all guest molecules considered here. Additionally,
it contains an extensive methyl group, so the presence of many different bond paths between
this molecule and the host superphane 1 should be expected. Indeed, this is confirmed by
the results presented in Table 1 and the molecular graph shown for 15a in Figure 6. This
form features as many as four different interactions stronger than −1.5 kcal/mol. These
are: N· · ·H-O (−1.9 kcal/mol), C-Hc · · ·H-C (−1.8 kcal/mol), C-Hc · · ·O (−1.7 kcal/mol),
and C-Hc · · · (H-C) (−1.6 kcal/mol). However, the molecular graph (Figure 6) also shows
the presence of three bond paths for the C-Hi · · ·O interaction, three for C(π)· · ·H-C, three
for C-Hi · · ·H-C, and one for Ci · · ·H-C and N· · ·H-C. Although these interactions are
much weaker (and some are even slightly destabilizing according to Emamian’s formula 2),
the energy of some of them is ca. −1 kcal/mol. The binding energy of all interactions traced
by the presence of bond paths is −13.0 kcal/mol, much lower (by ca. 6 kcal/mol) than the
encapsulation energy (−19.2 kcal/mol), showing that other long-range interactions are
also important.
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The molecular graph of the second found form of MeOH@1 carceplex, i.e., 15b, is
considerably poorer in the variety of bond path types (Table 1). Somewhat surprisingly,
according to QTAIM, the strongest are two C-Hc · · ·O hydrogen bonds with energies of
−2.1 and −2.0 kcal/mol (the third C-Hc · · ·O is weaker with BE of −1.4 kcal/mol), while
the standard N· · ·H-O hydrogen bonds have energies of only −1.5 and −0.6 kcal/mol.
Interactions with the methyl group in MeOH are also relatively important, especially
with the participation of (two) protons of the imino groups. The binding energies of both
these C-Hi · · ·H-C contacts are −1.5 kcal/mol. Although the total number of interactions
indicated by the presence of bond paths is much smaller (12) than in 15a (17), the ∑BE
value is similar (−13.3 kcal/mol).

A large number of diverse (weak) interactions results in the fact that the encapsulation
energies of these carceplexes (−19.2 and −18.3 kcal/mol for 15a and 15b, respectively)
belong to the highest among all obtained and are similar to those for HF@1. It is quite
significant that the standard N· · ·H-O hydrogen bond, i.e., to the highly polarized O-H
bond, is, according to QTAIM, not the dominant interaction (especially in 15b). Instead,
QTAIM calculations suggest a large energetic contribution from interactions involving the
oxygen atom and the methyl group of the MeOH molecule. It is worth adding that the
distances between the hydroxyl hydrogen atom of methanol and the nearest nitrogen atoms
in the superphane are quite large; in the case of carceplex 15a, the distances are 2.400 and
as much as 2.844 Å, while in the case of 15b, 2.468 and as much as 2.702 Å. Moreover,
the N· · ·H-O hydrogen bonds are significantly bent. It can therefore be assumed that the
large nonlinearity of the N· · ·H-O hydrogen bonds together with their considerable length
is the reason for their weakness. The structures of the obtained MeOH@1 carceplex forms
(i.e., 15a and 15b) are shown in Figure 11.

Figure 11. Structures of carceplexes 15a (left) and 15b (right).

2.2. Influence of the Type of Side Chain

Another aim of the research on the carceplexes considered here was to investigate
the influence of the type of side chain on the height of the superphane molecule and the
strength of the guest· · · superphane interaction. These issues will be discussed in the next
two subsections.

2.2.1. Influence of the Type of Side Chain on the Height of the Cage

Table 2 shows the values of the distance between the centers of opposite benzene
rings, which can be taken as a parameter describing the height of the cage created by the
superphane molecule.

It is worth noting first that the structural reduction of side chains in the superphane
molecule (see Figure 4) leads to a slight decrease in the cage’s height, most significantly in
the case of 1 → 2 (from 9.15 to 8.96 Å). Encapsulation does not cause significant changes in
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the height of the superphane molecule cage. This result confirms the relatively large cavity
space and stiffness of the side chains.

Table 2. The distance (in Å) between the centers of the two confining benzene rings of a superphane.

Superphane
H2O NH3 HF HCN MeOH

a b c a b a b a b a b

1 9.15 9.18 9.16 n/a 9.11 n/a 9.21 9.18 9.10 9.10 9.08 9.05
2 8.96 8.97 9.01 n/a 8.91 8.93 9.03 n/a 8.94 n/a 8.81 n/a
3 9.05 9.09 9.07 9.08 9.02 9.04 9.12 9.10 9.02 n/a 8.99 n/a

2.2.2. Influence of the Type of Side Chain on the Encapsulation Energy

The obtained encapsulation energy values of all considered carceplexes are given in
Table 3.

Table 3. Encapsulation energies (in kcal/mol) for various forms of the guest@superphane carceplexes.

Superphane
H2O NH3 HF HCN MeOH

a b c a b a b a b a b

1 −18.8 −16.8 n/a −12.9 n/a −19.7 −18.5 −16.2 −16.2 −19.2 −18.3
2 −19.6 −16.5 n/a −13.1 −13.0 −23.1 n/a −18.4 n/a −17.5 n/a
3 −16.6 −15.6 −14.2 −12.9 −12.5 −18.3 −16.4 −15.8 n/a −18.0 n/a

The obtained results show that the structural reduction of the side chains of super-
phane 1 does not significantly affect the encapsulation energies. This result is important as
it shows that the guest@1 carceplexes can be successfully modeled by the less computa-
tionally demanding guest@2 and guest@3 carceplexes. Importantly, except for MeOH, the
1 → 2 exchange leads to an increase in the encapsulation energies (i.e., they become more
negative) of the most stable forms, while the 1 → 3 exchange leads to a decrease in these
energies (i.e., they become less negative). Thus, the guest molecule is most stable when
trapped by superphane 2 and least stable in a carceplex formed by superphane 3. It would
be interesting to see whether this relationship would hold for the species considered by
Qing He’s [20–24] and Jovica D. Badjić’s [25,26] groups, but so far superphanes 2 and 3

have not been synthesized yet.
The greatest increase in stabilization occurred for the HF molecule (from −19.7 kcal/mol

in 13a to −23.1 kcal/mol in 23, i.e., by 3.4 kcal/mol), so it is particularly worth taking a
closer look at this case. The structure and molecular graph of the most stable carceplex 23

are shown in Figure 12.
Similarly to carceplexes 13a and 13b, the stabilization of the system is dominated by

the N· · ·H-F hydrogen bond, but in the case of carceplex 23, this bond is much stronger.
According to Equation (2), its energy is −12.1 kcal/mol, while −10.8 and −9.5 kcal/mol
in 13a and 13b, respectively. The exceptional strength of this bond is also reflected in
its extremely short length, which is only 1.657 Å. QTAIM calculations suggest, how-
ever, that such a high stabilization of carceplex 23 is also due to the significant partic-
ipation of three relatively strong C-H· · · F hydrogen bonds, two involving the central
H atoms (−2.7 and −2.0 kcal/mol) and one involving hydrogen from the imino group
(−1.6 kcal/mol). The remaining interactions visible in Figure 12 are not significant (−0.8
kcal/mol for the third hydrogen bond C-Hc · · · F, −0.2 kcal/mol for the second hydrogen
bond C-Hi · · · F, and −0.6 kcal/mol for the contact N· · · F). The total binding energy for all
HF· · · 2 interactions visible in Figure 12 is −20.1 kcal/mol, which is greater than −16.4 and
−14.7 kcal/mol for 13a and 13b, respectively (Table 1).
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Figure 12. Structure (left) and molecular graph (right) of the most stable HF@2 (i.e., 23) carceplex.
In the subfigure on the left, the most important N· · ·H-F hydrogen bond is marked with a green
dashed line. In turn, in the molecular graph on the right, ring critical points and cage critical points
have been removed for greater clarity. Additionally, the hydrogen atom of the HF molecule is
highlighted in light blue.

On the contrary, the strongest weakening via the 1 → 3 structural modification has
occurred for water. Namely, the encapsulation energy decreased from −18.8 kcal/mol
in 11a to −16.6 kcal/mol in 31a, i.e., by 2.2 kcal/mol. QTAIM calculations suggest that
this weakening of carceplex stabilization is mainly due to a slight weakening of both
N· · ·H-O hydrogen bonds, from −5.9 and −4.7 kcal/mol in 11a to −5.1 and −4.3 kcal/mol
in 31a, however, this weakening is partially compensated by slightly stronger C-H· · ·O
bonds (their total binding energy is −5.3 kcal/mol in 31a while only −3.6 kcal/mol
in 11a). The weakening of the N· · ·H-O bonds is also suggested by their lengthening,
from 1.969 and 2.068 Å in 11a to 2.033 and 2.094 Å in carceplex 31a. Moreover, both of these
bonds are strongly non-linear (158◦ and 154◦, respectively).

3. Methodology

Geometry optimizations of the superphanes 1 (see Figure 2), 2 and 3 (see Figure 5)
and their carceplexes with H2O, NH3, HF, HCN, or MeOH were performed at the ωB97X-
D/6-31G(d) level of theory, i.e., within the ωB97X-D exchange-correlation functional [33]
of Density Functional Theory [34,35] and the 6-31G(d) basis set [36,37]. As shown [38],
within the group of the 200 tested exchange-correlation functionals, ωB97X-D proved to be
one of the best for general purposes, including the reliable description of intermolecular
interactions. Moreover, as shown earlier [9], this functional well reproduced the crystal-
lographic structure of [26]superphane. Frequency analysis were performed to confirm
true minima on the potential energy surface. In each case, all frequencies were positive,
confirming that stable forms were always obtained. It should be noted that the multiplicity
of binding sites in the side chains of the tested superphanes may lead to many minima on
the potential energy surface, i.e., to various forms of the obtained carceplexes. Therefore,
geometry optimizations have started with several different initial geometries, which in
some cases have led to different final carceplex geometries, although in some cases only
one such complex has been obtained. For convenience, the obtained guest@superphane
carceplexes have been marked as ijk, where i denotes the superphane molecule (i.e., 1, 2,
or 3; see Figures 2 and 5), j numbers the guest molecule, 1 for H2O, 2 for NH3, 3 for HF, 4

for HCN, and 5 for MeOH, while k, being a, b, or possibly c, refers to the corresponding
forms of carceplex ij in order from the most stable to the least stable.

Despite the relatively small size of the basis set used for geometry optimization (due
to the large size of the considered superphanes, many degrees of freedom, and therefore
high computational cost), the total energies were then calculated (single point calculations)
using larger 6-31++G(d) basis set, containing diffuse functions on all atoms. Geometry
optimizations, frequency analysis, and single point calculations were performed using the
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Gaussian 16 package [39]. Graphical representations of the systems were obtained with the
GaussView 6 program [40].

The encapsulation energy was calculated as the difference between the total energy of
the complex (carceplex) and the sum of the total energies of the superphane and the guest
molecule trapped in it:

Eb = E(carceplex)− E(superphane)− E(guest) (1)

One of the goals of this work is to assess the strength of individual hydrogen bonds
and other intermolecular interactions involved in the overall superphane· · · guest binding.
Determining the energies of individual hydrogen bonds is not easy using experimental
methods, but it is relatively simple using tools of theoretical chemistry. For this purpose,
Espinosa’s formula E = 1

2 Vbcp [41] is most often used, based on the value of the potential
energy density determined at the so-called bond critical point (bcp) [29–31] of a given bond
(interaction). However, due to numerous objections to this formula (see [42] and especially
point 2.5.1 in the review article [43]), it was not used here. Firstly, due to the negativity
of Vbcp, the obtained value of E is always negative, thus describing each interaction as
stabilizing. Secondly, it should be recalled that Espinosa’s formula was actually derived
only for X-H· · ·O hydrogen bonds (X = C, N, O) and its application to other types of
interactions is not necessarily correct. For this reason, improved versions of this formula
can be found in the literature [42,44,45]. It can also be objected that the values of fitting
bond energies were obtained using a mixture of various theoretical methods. On the other
hand, Emamian et al. [46] showed that among various wave function–based descriptors of
hydrogen bonds, the electron density determined at the bond critical point correlates best
with the binding energy. Therefore, their Equation (2) was used in this work:

BE = −223.08 · ρbcp + 0.7423 (2)

where ρbcp is the value (in au) of the electron density at bcp of a given hydrogen bond.
As Emamian et al. emphasized in the abstract of their article [46], this formula can be used
to estimate the binding energy of individual hydrogen bonds, e.g., in biomolecules. It
should be noted, however, that, as Equation (2) shows, the value of the electron density at
the bond critical point itself could in principle be used as a measure of the strength of a
given interaction. Molecular graphs and electron density values at the bond critical points
of individual interactions were obtained using the AIMAll program [47].

4. Conclusions

The main topic of the article was to provide the characteristics of intermolecular
interactions present between trapped H2O, NH3, HF, HCN, or MeOH molecules and
the lantern-like superphane (1) acting as a host, previously synthesized by the group of
Qing He [20]. It has been shown that despite the large internal cavity of the superphane
molecule, the freedom of the trapped molecules is significantly limited by the presence of
numerous interaction sites. In addition to imino nitrogen atoms, which most often form
only one or, rarely, two strong hydrogen bonds to the trapped guest molecule, the presence
of numerous weaker hydrogen bonds involving central or imino C-H bonds deserves
special attention. QTAIM calculations suggest that other interactions indicated by the
presence of bond paths are less important.

It has also been shown that a slight structural simplification of the side chains of the
encapsulating superphane 1 (consequently leading to superphanes 2 and then 3) has no
significant effect on the cage height and has only a minor effect on the encapsulation energy
of a given guest molecule. Therefore, it is concluded that the carceplexes obtained by the
Qing He group as well as other similar systems can be successfully modeled by using
these slightly simplified superphanes 2 and 3. The use of these superphanes also leads to a
lower computational cost while, as shown, maintaining the main conclusions regarding the
characteristics of the interactions in the guest@1 system.
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10. Jabłoński, M. Determining Repulsion in Cyclophane Cages. Molecules 2022, 27, 3969. [CrossRef] [PubMed]
11. Sakamoto, Y.; Miyoshi, N.; Shinmyozu, T. Synthesis of a “Molecular Pinwheel”: [3.3.3.3.3.3](1,2,3,4,5,6)Cyclophane. Angew. Chem.

Int. Ed. Engl. 1996, 35, 549–550. [CrossRef]
12. Sakamoto, Y.; Miyoshi, N.; Hirakida, M.; Kusumoto, S.; Kawase, H.; Rudzinski, J.M.; Shinmyozu, T. Syntheses, Structures, and

Transannular π–π Interactions of Multibridged [3n]Cyclophanes. J. Am. Chem. Soc. 1996, 118, 12267–12275. [CrossRef]
13. Hori, K.; Sentou, W.; Shinmyozu, T. Ab Initio Molecular Orbital Study on Inversion Mechanism of Trimethylene Bridges of

[33](1,3,5)- and [36](1,2,3,4,5,6) Cyclophanes. Tetrahedron Lett. 1997, 38, 8955–8958. [CrossRef]
14. Bettinger, H.F.; Schleyer, P.v.R.; Schaefer III, H.F. [36](1,2,3,4,5,6)Cyclophane–A Molecular Pinwheel and Its Correlated Inversion:

NMR and Energetic Considerations. J. Am. Chem. Soc. 1998, 120, 1074–1075. [CrossRef]
15. Yasutake, M.; Sakamoto, Y.; Onaka, S.; Sako, K.; Tatemitsu, H.; Shinmyozu, T. Crystal structural properties of a pinwheel

compound: [36](1,2,3,4,5,6)cyclophane. Tetrahedron Lett. 2000, 41, 7933–7938. [CrossRef]
16. Yasutake, M.; Koga, T.; Sakamoto, Y.; Komatsu, S.; Zhou, M.; Sako, K.; Tatemitsu, H.; Onaka, S.; Aso, Y.; Inoue, S.; et al. An

Alternative Synthetic Route of [35](1,2,3,4,5)Cyclophane, and Structural Properties of Multibridged [3n]Cyclophanes and Their
Charge-Transfer Complexes in the Solid State. J. Am. Chem. Soc. 2002, 124, 10136–10145. [CrossRef]

17. Nogita, R.; Matohara, K.; Yamaji, M.; Oda, T.; Sakamoto, Y.; Kumagai, T.; Lim, C.; Yasutake, M.; Shimo, T.; Jefford, C.W.; et al.
Photochemical Study of [33](1,3,5)Cyclophane and Emission Spectral Properties of [3n]Cyclophanes (n = 2–6). J. Am. Chem. Soc.
2004, 126, 13732–13741. [CrossRef] [PubMed]

18. Fujitsuka, M.; Tojo, S.; Shinmyozu, T.; Majima, T. Intramolecular dimer radical anions of [3n] cyclophanes: Transannular distance
dependent stabilization energy. Chem. Commun. 2009, 1553–1555. [CrossRef] [PubMed]
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Abstract: We investigate vibrations of the pyridinium cation PyH+ = C5H5NH+ in one-dimensional
lead halide perovskites PyPbX3 and pyridinium halide salts PyHX (X− = I−, Br−), combining infrared
absorption and Raman scattering methods at room temperature. Internal vibrations of the cation were
assigned based on density functional theory modeling. Some of the vibrational bands are sensitive to
perovskite or the salt environment in the solid state, while halide substitution has only a minor effect
on them. These findings have been confirmed by 1H, 13C and 207Pb solid-state nuclear magnetic
resonance (NMR) experiments. Narrower vibrational bands in perovskites indicate less disorder in
these materials. The splitting of NH-group vibrational bands in perovskites can be rationalized the
presence of nonequivalent crystal sites for cations or by more exotic phenomena such as quantum
tunneling transition between two molecular orientations. We have shown how organic cations in
hybrid organic–inorganic crystals could be used as spectators of the crystalline environment that
affects their internal vibrations.

Keywords: halide perovskites; Raman scattering; IR absorption; solid-state NMR; molecular vibrations

1. Introduction

The last decade has witnessed an increase in the interest in hybrid organic–
inorganic lead-based halide perovskites due to their optoelectronic and photovoltaic
applications [1–4]. This family of materials is valuable due to the wide variety of crystal
structures, the most studied and used of which are three-dimensional (3D) lead halide per-
ovskites with the chemical formula APbX3 (X− = I−, Br−, Cl−). The 3D crystal framework
is formed by the corner-shared lead-halide octahedra and small organic cations A+ between
them (A+ = CH3NH3

+ = MA+, HC(NH2)+ = FA+). Substitution of the organic cation A+

by a larger cation leads to the formation of low-dimensional perovskite-like structures,
consisting of two-dimensional (2D) sheets [5,6] or one-dimensional (1D) chains [7,8] of
lead-halide octahedra and the organic cations filling the space between them. Further, for
brevity, such structures are designated as low-dimensional perovskites.

The movement of organic cations in hybrid lead halide perovskites and their low-
dimensional analogues is the key to understanding the features of the crystal structure and
its phase transitions. In case of 3D hybrid lead halide perovskites, order–disorder changes
in the methylammonium (MA+) and formamidinium (FA+) cations were shown to be
responsible for the distortion of the lead halide inorganic framework leading to the dynamic
disorder at high temperatures [9–13]. MA+ and FA+ cations behave similarly in the high-
temperature and intermediate-temperature phases, rotating isotropically and reorienting
between their preferred orientations, respectively [9,14–19]. In the low-temperature phase,
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MA+ cations still have an ordered three-fold rotational axis [17,20], while the FA+ cations
are locally disordered, exhibiting a glass-like state in the arrangement of the cations [14].
In 2D perovskites, large organic cations have greater freedom of motion compared to 3D
perovskites and tend to interact with each other by weak intermolecular forces and with
the inorganic framework through strong electrostatic interactions [5,6,21–23]. In addition,
the motion of organic cations in these materials is responsible for order–disorder structural
phase transitions with their symmetry breaking due to the concerted alignment of organic
cations across a specific dipole moment vector direction [24–26]. For 1D hybrid halide
perovskites, a major group of which are perovskites with face-shared octahedra assembled
into the inorganic chains, organic cations are found to demonstrate behavior similar to that
in their 2D counterparts [27–30].

To study the organic subsystem of hybrid halide perovskites, neutron [9] and X-ray
diffraction (XRD) [9,10,24–32], solid-state nuclear magnetic resonance (NMR), quasielas-
tic neutron scattering (QENS) [14–17], Raman [10–13,21–24,33] scattering methods and
density functional theory (DFT) modeling [22,31,34] are widely used. The vibrational prop-
erties of inorganic perovskite frameworks have been studied in the literature [5,10,21,23].
Insufficient attention has been paid to the use of such relatively experimentally conve-
nient methods as infrared (IR) and Raman spectroscopy for the study vibrations of the
organic subsystem in perovskites. Organic cations are spectators of the crystalline environ-
ment [22,35]. The polarized Raman spectroscopy of organic vibrations could be used to
determine the crystal orientation [33] and the cation movement [20].

Of particular interest is the movement of the simple aromatic pyridinium cation
PyH+ = C5H5NH+, which stabilizes both perovskite-like compounds and PyHX (X− =
I−, Br−) salts [36–40]. The hybrid halide perovskites PyPbX3 (X− = I−, Br−) have the 1D
structure of face-shared octahedra chains [31,32,41,42].

In this work, we studied the vibrational properties of the pyridinium cation in hybrid
halide perovskites PyPbX3 (X− = I−, Br−). IR and Raman spectra of these perovskites are
compared with ones for PyHX (X− = I−, Br−) salts. Based on theoretical modeling, we
identified the observed vibrations. Frequencies were identified that were most sensitive
to changing the crystalline environment of the PyH+ cation from salt to perovskite, while
replacing halogen usually had less effect. The latter statement is also confirmed by the
solid-state NMR examination of organic cations. We also address the possible origins of the
splitting of several bands involving cation NH-vibrations in perovskites.

2. Results and Discussion

2.1. Synthesis and Crystal Structure

Pyridinium lead trihalide PyPbX3 (X− = I−, Br−) single crystals (see photos of the
samples on Figure S1) were grown by the slow counterdiffusion of ions from individual
solutions of lead(II) halides and pyridine in hydrohalic acid in the silica gel filled U-tube.
Pyridine hydrohalides PyHX (X− = I−, Br−) were synthesized by adding concentrated
hydrogen halogenides drop-wise with constant stirring to the solutions of ethanol and
pyridine. More details on the synthesis can be found in the Methods section (Section 3).

The typical crystal structure of PyHX salts (X− = I−, Br−) is shown in Figure 1a [43].
Upon heating from cryogenic to room temperature, these materials undergo an order–
disorder phase transition from the monoclinic to the rhombohedral phase, in which the
previously frozen PyH+ cations begin to rotate around the pseudo-six-fold axis (“C6”)
(Figure 1c) [37–39]. The order–disorder phase transitions and molecular motions of the
PyH+ cation in various compounds have been studied [36–40,44–47]. Pyridinium internal
vibrational modes are shown to be sensitive to such phase transitions [48–51].
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Figure 1. Typical crystal structure of PyHX [43,52] (a) and PyPbX3 [31,32,41,42] (X− = I−, Br−) (b).
(c) PyH+ cation. Gray—carbon atoms; blue—nitrogen atoms; white—hydrogen atoms; orange—
halide atoms; dark grey—PbX6 octahedra.

The crystal structure of PyPbX3 (X− = I− , Br−) perovskites consists of 1D chains
of face-shared lead halide octahedra and tightly packed PyH+ cations between them
(Figure 1b) [31,32,41,42]. At room temperature, the compounds crystallize in the orthorhom-
bic space group Pnma with each unit cell containing two chains running down the crys-
tallographic b-axis and isolated from one another by individual PyH+ cations [32]. In
the case of the simple salts, pyridinium cations can be found in a totally disordered state
(PyHI, 293 K) [43] or a totally ordered state (PyHBr, 100 K) [52] depending on whether the
intermolecular forces are strong enough to dominate over the thermal motion.

In both cases, the pyridinium cations remain essentially isolated from their surround-
ings. Thus, to analyze their internal vibrations, we will consider the vibrations of free
cations as a first approximation and then estimate the influence of the crystalline envi-
ronment on them. Another possible approach is to calculate the vibrations of cations in
clusters, which are fragments of the crystal lattice [34].

2.2. Symmetry Considerations

To identify vibrations of pyridinium cations, we first consider the benzene (C6H6)
molecule. We would like to note that the assignment of vibrational modes in the spectra of
these molecules is a subject of discussion in the literature. To denote the vibrational modes
of the PyH+ cation, we follow the Wilson notation [53], which was introduced to denote
vibrational modes of the benzene C6H6 molecule and has been commonly used for the
vibrational modes assignment of C6H6 derivatives [49,51,54].

The benzene C6H6 molecule belongs to the D6h point group and contains a main C6
axis which contains S6 and S3 axes. Three C2 and three C2′ axes are perpendicular to the C6
axis and are passing through the middle of the bonds between carbon atoms and carbon
atoms themselves, respectively. There are one σh, three σv and three σd planes, an inversion
center, as well as twelve irreducible representations (see the character table in Table S1).

The PyH+ cation (Figure 1c) can be considered as a C6H6 molecule in which one of
the carbon atoms is replaced by a nitrogen atom. It leads to the loss of benzene symmetry
operations except for the reflection in the one vertical plane σv, rotation around the C2′ axis
lying in the σv plane and reflection in the horizontal plane σh (Figure S2). These symmetry
operations form the C2v point group (see the character table in Table S2) and should be
renamed as C2′ → C2, σh → σd and σv → σv. The twelve irreducible representations of
the D6h point group are reduced to the four irreducible representations of the C2v point
group (Table S3), which are A1, A2, B1, B2. Here, we align the C2 axis with the x-axis in
the Cartesian coordinate system. Indexes 1 and 2 denote the symmetry and asymmetry
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with respect to the reflection in the σv plane. Indexes A and B denote the symmetry and
asymmetry with respect to the rotation around the C2 axis.

The C6H6 molecule and PyH+ cation both have N = 12 atoms and 3N = 36 degrees of
freedom. In the case of an isolated cation or molecule, only the change in the position of the
atoms relative to each other matters. Therefore, 36 degrees of freedom can be reduced by 6,
of which 3 are translational movements and 3 are rotational movements of the molecule
or cation as a whole. This results in 3N − 6 = 30 internal vibrational modes of an isolated
C6H6 molecule or PyH+ cation. These modes are generated by one of the irreducible
representations of the corresponding point symmetry group. The C6H6 molecule has
doubly degenerate normal modes. For the PyH+ cation, this degeneracy is removed and
resulting modes are denoted by indexes a or b. This notation was introduced by Wilson [53]
and is widely used [54,55].

2.3. DFT Modeling

IR and Raman wavenumbers and intensities of internal vibrational modes of the
single C6H6 molecule and PyH+ cation were calculated using DFT modeling (see Table 1).
We use C6H6 modes notations recently refined by Gardner et al. [55] based on Wilson’s
original work [53]. Correlating the vibrations of pyridinium with the established Wilson
nomenclature for benzene requires care. We have assigned Wilson notation to pyridinium
vibrational modes based on the correspondence between irreducible representations of the
C6H6 molecule and PyH+ cation (Table S3), calculated IR and Raman intensities for both
molecules (Table 1) and the motions of atoms (Figure S3). Closely lying vibrations with the
same symmetries could interact and mix upon transition from benzene to pyridinium. We
denote such modes with a dash. In the strict sense, these modes could not be considered
as pure Wilson modes, but they are combinations of them. It also could be seen from the
comparison of atomic motions in Figure S3 and in Wilson modes [53,55].

Table 1. Calculated internal vibrational modes of C6H6 molecule and PyH+ cation, and experimental
bands for pyridinium salts and perovskites.

Benzene C6H6 (Calculated) Pyridinium PyH+ (Calculated) Experiment, Freq., cm 1 (IR,R) 

 Sym. 
Freq., 
cm 1 

IthIR, 
arb.u. 

IthR, 
arb.u.  Sym. 

Freq., 
cm 1 

IthIR, 
arb.u. 

IthR, 
arb.u. PyHI PyHBr PyPbI3 PyPbBr3 

16 E2u 410.06 0.0 0.0 
16b B1 389.19 0.851 0.269 

390 
(-,w) 

399 
(-,w) 

380 
(-,s) 

379 
(-,w) 

16a A2 401.53 0.0 0.001 (-,0) (-,0) (-,0) (-,0) 

6 E2g 622.21 0.0 4.718 
6a A1 622.88 0.014 2.883 

607 
(-,s) 

607 
(-,s) 

607 
(-,s) 

608 
(-,s) 

6b B2 646.15 0.398 5.125 
633 
(-,s) 

635 
(-,s) 

635 
(-,s) 

634 
(-,s) 

11 A2u 686.61 725.940 0.0 11  B1 674.76 92.175 0.019 
681 

(-,w) 
685 

(-,w) 
657 

(-,w) 
662 

(-,w) 

4 B2g 718.77 0.0 0.001 4  B1 743.62 88.368 * 0.022 
753 

(-,w) 
757 

(-,w) 
726 

(-,w) 
727 

(-,w) 

10 E1g 862.47 0.0 0.977 
10b  B1 855.74 6.213 * 0.119 

887 
(-,s) 

891 
(-,w) 

(-,0) 
835 

(-,w) 
10a A2 882.32 0.0 0.005 (-,0) (-,0) (-,0) (-,0) 

17 E2u 987.00 0.0 0.0 
17b  B1 989.76 1.795 0.049 

993 
(s,0) 

993 
(s,0) 

968 
(s,0) 

971 
(s,0) 

17a A2 1008.38 0.0 0.031 (0,0) (0,0) (0,0) (0,0) 
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Table 1. Cont.

Benzene C6H6 (Calculated) Pyridinium PyH+ (Calculated) Experiment, Freq., cm 1 (IR,R) 

 Sym. Freq., 
cm 1 

IthIR, 
arb.u. 

IthR, 
arb.u.  Sym. Freq., 

cm 1 
IthIR, 
arb.u. 

IthR, 
arb.u. PyHI PyHBr PyPbI3 PyPbBr3 

1 A1g 1011.61 0.0 98.763 1 A1 1018.61 3.442 * 52.390 
1007 
(s,s) 

1008 
(s,s) 

1008 
(s,s) 

1008 
(s,s) 

5 B2g 1016.96 0.0 0.0 5  B1 1046.99 0.573 0.0 (0,0) (0,0) (0,0) 
1016 
(m,0) 

12 B1u 1022.46 0.0 0.0 12 A1 1048.31 1.280 10.132 * 
1027 
(s,s) 

1028 
(s,s) 

1025 
(s,s) 

1026 
(s,s) 

19 E1u 1059.14 24.137 0.0 
19a A1 1078.43 3.178 1.006 

1052 
(s,s) 

1054 
(s,s) 

1058 
(s,m) 

1058 
(s,m) 

19b B2 1081.89 5.159 0.317 
1041 
(s,m) 

1046 
(s,m) 

14 B2u 1174.67 0.0 0.0 14 B2 1198.20 3.550 0.913 
1150 
(s,s) 

1151 
(s,s) 

1156 
(s,s) 

1158 
(s,s) 

8 E2g 1197.33 0.0 5.225 

8a A1 1225.74 2.207 5.432 
1186 
(s,s) 

1188 
(s,s) 

1188 
(s,s) 

1189 
(s,s) 
1193 
(s,s) 

8b B2 1290.23 4.616 3.836 

1236 
(s,s) 

1238 
(s,s) 

1240 
(s,s) 

1252 
(w,s) 

1245 
(s,s) 

1247 
(s,s) 

1248  
(s,s) 

1258 
(w,s) 

15 B2u 1337.39 0.0 0.0 15 B2 1359.06 10.665 * 0.483 
1327 
(s,w) 

1330 
(s,w) 

1323 
(s,w) 

1324 
(s,w) 

3 A2g 1380.96 0.0 0.0 3 B2 1414.57 3.511 0.166 
1364 
(s,w) 

1367 
(s,w) 

1371 
(s,0) 

1375 
(s,0) 

18 E1u 1510.48 18.87 0.0 

18a A1 1516.10 21.546 0.322 
1478 
(s,w) 

1480 
(s,w) 

1478 
(s,0) 

1479 
(s,w) 
1482 
(s,w) 

18b B2 1573.78 39.154 0.135 
1526 
(s,w) 

1527 
(s,0) 

1527 
(s,0) 

1529 
(s,s) 

1532 
(s,0) 

1536 
(s,s) 

9 E2g 1634.35 0.0 12.694 

9b B2 1647.59 38.561 * 9.756 
1602 
(s,s) 

1600 
(s,s) 

1600 
(s,s) 

1603 
(s,s) 

9a A1 1664.58 34.814 * 15.265 
1629 
(s,s) 

1632 
(s,s) 

1632 
(s,w) 

1633 
(s,s) 

1635 
(s,w) 

1637 
(s,s) 

13 B1u 3156.58 0.0 0.0 13  A1 3201.51 0.254 60.939 * ? ? ? ? 

7 E2g 3166.22 0.0 133.318 
7b  B2 3217.55 0.758 79.950 ? ? ? ? 

7a  A1 3550.84 163.241 * 77.094 
2934 ** 

(s,?) 
2818 ** 

(s,?) 
3102 ** 

(s,?) 
3064 ** 

(s,?) 

20 E1u 3181.82 47.147 0.0 
20a  A1 3219.39 11.864 33.911 * ? ? ? ? 
20b  B2 3229.71 21.724 10.687 * ? ? ? ? 

2 A1g 3192.01 0.0 421.879 2  A1 3231.40 0.273 240.672 
3075 
(?,s) 

3084 
(?,s) 

3087 
(?,s) 

3096 
(?,s) 

The table is sorted by calculated frequencies of benzene. Symbols: ′—mixed modes; *—modes with substantial
growth in activity in PyH+ in comparison with C6H6; **—modes position calculated as center-of-mass of the
broad band; s—strong band; w—weak band; 0—vibration is not observed in the experiment; —-no data for this
region; ?—unable to determine frequency.
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For some PyH+ cation vibrational modes, a substantial growth in activity is observed
compared to those for the C6H6 molecule. Such modes are marked with an asterisk
in Table 1. However, in several cases, the PyH+ cation mode inherits the activity of
a vibrational mode of the C6H6 molecule, which was used as an additional criterion
for mode designation. Next, the calculated pyridinium modes were correlated with the
experimentally obtained ones.

2.4. Vibrational Spectra Summary

The experimental IR and Raman spectra were measured for PyHX salts and PyPbX3
perovskites (X− = I−, Br−) at room temperature (Figures 2–4). The description of IR and
Raman experiments could be found in the Methods section (Section 3). In this work, we
focus on internal vibrations of the PyH+ cation lying above 350 cm−1. We will discuss
three spectral regions: the low-frequency region 80–930 cm−1 (Figure 3, only Raman),
medium-frequency region 930–1700 cm−1 with fingerprint vibrations (Figure 2, both IR
and Raman) and high-frequency region of hydrogen modes 1700–3600 cm−1 (Figure 4, both
IR and Raman). Correlating calculated cation vibrations with observed bands is a rather
difficult task, but simultaneous analysis of IR and Raman spectra in four different materials
makes this correlation more reliable. Below, we will consider in more detail the various
spectral regions and give reasons for the chosen correlation presented in Table 1. Here, we
adopted the notation of ν8, ν9, ν14, ν15, ν18 and ν19 modes of benzene from Gardner et al.’s
work [55]. Notation in other works may differ [51,54].

 

Figure 2. IR and Raman spectra of PyHX salts (a,b) and PyPbX3 perovskites (X− = I−, Br−) (c,d) at
T = 300 K; *—combination modes; ×—KI contamination bands (observed also in KI powder). (e) Cal-
culated IR (red) and Raman (blue) intensities of PyH+ cation modes.
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Figure 3. Raman spectra of PyHX salts (a,b) and PyPbX3 perovskites (X− = I−, Br−) (c,d) at T = 300 K
in the low-frequency region. (e) Calculated Raman intensities of PyH+ cation modes.
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Figure 4. IR and Raman spectra of PyHX salts (a,b) and PyPbX3 perovskites (X− = I−, Br−) (c,d) at
T = 300 K in the high-frequency region. (e) Calculated IR (red) and Raman (blue) intensities of PyH+

cation modes.

Three vibration modes (ν16a, ν10a, and ν17a) have the A2 symmetry. The vibrations
of this symmetry are forbidden in IR spectra. Calculations also showed that the Raman
intensity of these modes is negligible. Therefore, these bands were not identified in the
spectra. The intensities of unidentified vibrations in the experimental spectra are marked
with the symbol “0” in Table 1.
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2.5. Vibrational Spectra in Medium-Frequency Region

Let us consider the medium-frequency region 930–1700 cm−1 (Figure 2). The fully
symmetric A1 vibrational modes ν1, ν12, ν8a, ν18a and ν9a are clearly recognized in all IR
and Raman spectra with approximately the same frequencies in different compounds,
which indicate that they are insensitive to the crystalline environment.

The doubly degenerate benzene mode ν19 splits into ν19a and ν19b modes of different
symmetry in the pyridinium cation. The calculated splitting of these modes is 3.5 cm−1.
This is quite consistent with the broad unresolved band observed in salts around 1050 cm−1.
However, in perovskites, the crystal field causes a more significant splitting of these modes
for around 7 cm−1 so that they could be potentially resolved in the IR spectra.

The vibrations ν8b, ν18b, ν9b (mainly consisting of stretching νCN and in-plane bending
δNH modes) and ν19b, ν14, ν15, ν3 (mainly consisting of stretching νCC and in-plane bending
δCH modes) have the B2 symmetry. Except for the ν19b vibration, all of them have the same
frequency in the vibrational spectra of both perovskites and salts.

In the medium-frequency region, several overtones and combination modes of in-
tense low-frequency vibrations are also observed. In order to identify these modes, the
wavenumbers and intensities of normal modes and their combinations were refined by
modeling in the anharmonic approximation (Table S4). The combination modes found in
the spectra are summarized in Table S5 and marked by an asterisk in Figure 2.

For most of the modes with the A1 and B2 symmetries in this frequency range, no
significant differences in position are observed for perovskites and salts. The ν5′ and ν17b′
vibrations (out-of-plane bending γNH and γCH modes, respectively) have B1 symmetry and
low intensities in Raman spectra. The ν5′ vibrational band fully overlaps with other bands
in the 1000–1050 cm−1 region of the IR spectra of salts. Narrower vibrational bands in the IR
spectra of perovskites make it possible to assign the band at 1016 cm−1 to the ν5′ mode. In
contrast, the frequency position of the ν17b′ vibration is clearly defined in the IR spectra. It
significantly lowers its frequency for perovskites compared to salts (from 993 to 969 cm−1)
and changes its shape. For PyHX (X− = I−, Br−) salts, it has been noticed that there is a
connection between the behavior of the vibrational band at 993 cm−1 and stretching νNH
mode with the strength of the hydrogen bond [54]. The ν17b′ vibration frequency is lower
in perovskites as a manifestation of hydrogen bond weakening in comparison to salts.

2.6. Vibrational Spectra in Low-Frequency Region

For the low-frequency region of 80–950 cm−1, only the Raman spectra were recorded
(Figure 3). Experimental IR intensities of the vibrational bands in this region are marked
with the symbol “-” in Table 1. The ν10b′ , ν4′ and ν11′ vibrations with B1 symmetry in this
region involve the γNH mode and lower the frequency in perovskites compared to salts.
Accurate determination of the positions of these modes is important because they have
high IR activity, which will lead to the appearance of overtones and combination modes
in the spectrum. Measuring these modes with basic IR spectroscopy instruments is not
possible. However, they are observed as weak lines in Raman spectra. Measured frequen-
cies were used to determine spectral positions of overtones and combination frequencies in
the spectrum.

The ν6b (in-plane bending δCC mode) and ν6a (out-of-plane bending γCC and γCN
modes) can be clearly assigned in Raman spectra, and its wavenumbers are almost the
same for salts and perovskites. The wavenumbers of ν16b vibrations (out-of-plane bending
γCC and γCN modes) can also be estimated for all compounds in Raman spectra, but
the manifestation of ν16a vibrations (in-plane bending δCC and δCN modes) in spectra of
perovskites is uncertain.

The low-frequency intense band at 135 cm−1 in Raman spectra of halide salts is known
as the rotational mode and does not depend on halide anion or hydrogen bond strength [56].
In perovskites, vibrations below 200 cm−1 correspond to the motion of the lead halide
network. Its frequencies show dependency on halide atom substitution and are lower in
PyPbI3 compared to PyPbBr3.
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2.7. Vibrational Spectra in High-Frequency Region

The vibrational structure of the IR spectrum of halide salts and perovskites in the
region of 1700–3400 cm−1 (Figure 4) is complex. Therefore, there is no accurate assumption
of the stretching vibration frequency positions, which is marked with the symbol “?” in
Table 1. The exceptions are the strongest vibrational band at 3075–3096 cm−1 in the Raman
spectra (ν2′ mode) and the broadest vibrational band at 1700–3300 cm−1 in the IR spectra
(ν7a′ mode).

The complexity of the IR spectrum of halide salts is explained by Fermi resonances
of the stretching νNH mode (ν7a′ ) with overtones and combinations of PyH+ internal
modes [56–58]. An increase in the frequency and a decrease in the intensity of the ν7a′
vibrational structure in the IR spectra indicates a significant hydrogen bond weakening in
perovskites compared to salts. This trend and less intense and narrower Fermi resonances
at the same frequencies also reveal a slight hydrogen bond weakening in PyPbI3 perovskite
compared to PyPbBr3. The low-frequency component of the ν7a′ vibrational structure
at 1700–2100 cm−1 (so-called “C-band”) [58] for PyPbBr3 perovskite is slightly shifted
to the higher frequencies compared to PyPbI3, which is a manifestation of the higher
vibrational coupling of the νNH mode with other modes in this spectral region. The bands
at 1800–1880 cm−1, 1920–1990 cm−1 and 2010–2030 cm−1 are formed by the stretching
νNH mode coupling with 2ν10b′ , 2ν17b′ and 2ν1 modes, respectively. The higher frequency
bands at 2880–3400 cm−1 are formed by the νNH mode coupling with 2ν18a, 2ν18b, 2ν9b,
2ν9a modes and combinations of the last ones with lower modes.

For all IR and Raman spectra, narrower vibrational bands in the spectra of perovskites
are observed compared to salts, which is due to the less disorder in perovskites. It can also
be emphasized that most internal vibrational modes are not sensitive to the crystal structure
(salt or perovskite) and halide anion (iodide or bromide). The exceptions are vibrational
bands containing out-of-plane bending γNH (ν11′ , ν4′ , ν10b′ , ν17b′ , ν5′ ) and stretching νNH
modes (ν7a′ ), which are shown to be strongly affected by the environment [48–51,54,55].
Thus, the observation of these modes can provide information about the crystal structure
of the material.

2.8. Vibration Splitting Effect

The intriguing feature of PyPbX3 (X− = I−, Br−) vibrational spectra is the splitting
of the ν8a, ν8b, ν18a, ν18b, ν9b, ν9a vibrational bands containing the in-plane δNH mode
(Figure 5). Such an effect can originate from one of several sources: (i) intermolecular
coupling of vibrations of molecules in equivalent positions in the unit cell at Z > 1 (Davydov
splitting); (ii) the existence of two crystallographically non-identical cation positions in
the unit cell (crystal cite effect); and (iii) the switching of cations between non-equivalent
positions, leading to the splitting of involved vibrational modes.

The large interaction distance in the perovskite crystal structure speaks against the
Davydov splitting effect. Splitting of the abovementioned bands was observed in the
vibrational spectra of pyridinium salts of tungstophosphoric acid [59,60]. A possible
explanation for this phenomenon is the mechanism of quantum tunneling of the cation
between two positions, leading to the splitting of vibrations containing the NH-group
bending mode. Possible mechanisms to explain the splitting observed in perovskites are
the switching of pyridinium cation between non-equivalent positions and the presence of
two nonequivalent crystal sites of pyridinium cations. Determining the specific nature of
these splittings is possible by combining XRD and IR studies at lower temperatures. In
hybrid organic–inorganic perovskites, at temperatures below room temperature, order–
disorder phase transitions could be observed, caused by the “freezing out” of the movement
of organic cations in the lattice. The corresponding change in the symmetry could be found
from XRD data. A related issue is the presence of a pseudo two-fold axis passing through
the center of C-N bond in the pyridinium cation in perovskite crystals at room temperature,
which is a manifestation of the frustrated rotation of the cation between two symmetry
equivalent positions.
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Figure 5. IR and Raman spectra of PyHX salts (a,b) and PyPbX3 perovskites (X− = I−, Br−) (c,d) at
T = 300 K in the region of split bands. *—combination modes; ×—KI contamination bands (observed
also in KI powder).

2.9. Solid-State NMR Study

The 1H, 13C and 207Pb NMR spectra of PyPbX3 (X− = I−, Br−) with the assignment of
the signals are shown in Figure 6. There seems to be no significant difference in the state
of the pyridinium cation in bromine- and iodine-based perovskite samples, except for a
somewhat larger line width in the case of bromine-based perovskite, which is probably due
to a larger number of structural defects in the crystalline sample. Nevertheless, in both cases,
the spectra are reasonably well resolved, and only one set of relatively narrow 1H and 13C
NMR signals is observed. The chemical shifts of 207Pb NMR signals are noticeably different
from those of 3D perovskites. We speculate that the values around –200 ÷ –300 ppm for
PyPbBr3 and around 900–1000 ppm for PyPbI3 could be indicative for the formation of 1D
chains of lead-halide octahedra.
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Figure 6. The 1H (one-pulse) (a), 13C (CP) (b) and 207Pb (Hahn-echo) (c) MAS (12.5 kHz) NMR
spectra of PyPbI3 (red) and PyPbBr3 (blue) recorded at T = 298 K.

3. Methods

Synthesis. Pyridinium lead trihalide PyPbX3 (X− = I−, Br−) single crystals were grown
by the slow counterdiffusion of ions from individual solutions of lead(II) halides and
pyridine in hydrohalic acid with 1 M concentrations in the silica gel filled U-tube. This
counterdiffusion-in-gel crystallization (CGC) method could be used for synthesis of high
quality hybrid organic–inorganic low-dimensional perovskites and 3D perovskites [61].
XRD data are presented in the Supplementary Materials (Figure S4). Pyridine hydrohalides
PyHX (X− = I−, Br−) were synthesized by adding concentrated hydrogen halogenides
drop-wise with constant stirring to the solutions of 5 mL of ethanol and 1 mL of pyridine.
The resulting solutions were kept at a temperature of 3–5 ◦C for 12 h, then filtrated and
rinsed with ethanol and dried. More details on the PyHX synthesis could be found in
Selivanov et al. [31].

DFT Calculations. IR and Raman spectra for the PyH+ cation and C6H6 molecule were
simulated in the harmonic approximation using the Gaussian 16 software package. The
wavenumbers and IR intensities of normal and combination modes were refined in the
anharmonic approximation for PyH+ cation. For all calculations, the B3LYP functional and
6-311+G(d,p) basis set with one set of polarizing functions for heavy atoms (d-type) and
hydrogen (p-type) were used.

Raman Measurements. The experimental unpolarized Raman spectra of PyHX and
PyPbX3 (X− = I−, Br−) were acquired at T = 300 K using the Horiba Jobin-Yvon LabRam
HR800 confocal Raman spectrometer (Horiba Jobin-Yvon, Oberursel, Germany) in backscat-
tering geometry (see Figure S5 for the scheme of the Raman measurements). The equipment
used a diffraction grating with a cell of 1800 L/mm and the aperture was 150 × 150 μm.
Laser radiation was focused through a 100× objective lens. A solid-state laser with a
wavelength of 532 nm was utilized as the radiation source. The actual laser power applied
to the sample was around 6 mW, with 10 s of accumulation time and 6 repetitions.

IR Measurements. PyHX and PyPbX3 crystals were subjected to grinding in a mortar
and mixed with KX powders (where X− = I−, Br−) in a weight ratio of 1:10 for I and 1:3
for Br, respectively. IR absorption spectra were recorded in the 850–4000 cm−1 spectral
range with a spectral resolution of 2 cm−1 applying the Happ–Gensel apodization using a
research-grade FT-IR spectrometer Thermo Nicolet iS50 (Thermo Scientific, Waltham, MA,
USA). Spectrometer was equipped with a DTGS detector and a KBr beamsplitter.

Solid-state NMR Measurements. The 1H, 13C and 207Pb NMR measurements were per-
formed using Bruker Avance III 400WB NMR spectrometers (Bruker, Ettlingen, Germany)
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(working frequency 400.23 MHz for 1H, 100.65 MHz for 13C and 83.73 MHz for 207Pb). The
spectra were recorded under magic angle spinning conditions (MAS; spinning rate 12 kHz)
at room temperature using 4.0 mm rotor. 13C MAS NMR spectra were measured using
cross-polarization (CP) technique (2 ms contact time); 207Pb NMR spectra were measured
using Hahn echo technique. The relaxation delays were set to 120 s for 1H, 2–5 s for 13C
and 1 s for 207Pb. Liquid TMS at 0 ppm was used as an external reference for 1H and 13C
spectra. Pb(NO3)2 at −3482 ppm (under 4 kHz spinning with 25 ◦C room temperature)
was used as an external reference for 207Pb spectra.

4. Conclusions

We conducted a study of the internal vibrations of the pyridinium cation PyH+ in four
materials: PyHX salts and PyPbX3 (X− = I−, Br−) 1D-perovskites. The bands experimentally
observed in the Raman scattering and IR absorption spectra were identified by analyzing
the symmetry of vibrations and comparing them with the results of DFT calculations
for a free benzene molecule and a pyridinium cation. Most internal vibrations of PyH+

are not significantly influenced by the crystalline environment. However, vibrational
modes ν11′ , ν4′ , ν10b′ , ν17b′ , ν5′ and ν7a′ undergo strong shifts upon the transition from
salts to perovskites. What these modes have in common is the presence of NH-group
movements in them, which, apparently, are influenced by the environment, in particular,
by the changes in the strength of the hydrogen bond. In perovskites, splitting of non-
degenerate modes ν8a, ν8b, ν18a, ν18b, ν9b, ν9a is observed. This phenomenon can be
explained by different mechanisms, which could be distinguished by a joint XRD and IR
study at lower temperatures. This work illustrates the different crystalline environment
influence on organic cations behavior such as vibrational band shifts, changes in their
intensities and width and splitting of non-degenerate levels. In this way, organic cations act
as spectators, probes of the crystalline environment in hybrid organic–inorganic crystals,
including halide perovskites, and provide valuable information on the dynamics of the
system. Thus, spectroscopy of internal vibrations of organic cations can be a convenient
and informative tool for studying these new materials towards new photonics applications.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/molecules29010078/s1, Figure S1: Photos of PyPbI3 (a) and PyPbBr3
(b) single crystals; Table S1: Character table of D6h point symmetry group; Figure S2: Transformation
of C6H6 to PyH+ by symmetry elements; Table S2: Character table of C2v point symmetry group;
Table S3: Correspondence between the irreducible representations of the D6h and C2v point symmetry
groups; Figure S3: Calculated atomic displacements in internal normal modes of the PyH+ cation.
The notation in Wilson nomenclature and symmetry of the modes are labeled. Red crosses and
dots indicate out-of-plane atomic displacements; Table S4: Calculated anharmonic fundamental
modes (from 1 to 30), overtones (Over) and combination modes (Comb) of the PyH+ cation; Table S5:
Combination modes recognized in the experimental vibrational spectra; Figure S4: Powder XRD
patterns simulated from the single crystal data (a,c) and measured for grounded single crystals (b,d)
for PyPbI3 (a,b) and PyPbBr3 (c,d); Figure S5: The scheme of the Raman measurement experiment.
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39. Szafrański, M.; Szafraniak, I. Phase Transitions and Pressure Effects in Simple Pyridinium Salts. J. Phys. Condens. Matter 2003,
15, 5933. [CrossRef]
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Abstract: This review gives an overview of current trends in the investigation of confined molecules
such as water, small and higher alcohols, carbonic acids, ethylene glycol, and non-ionic surfactants,
such as polyethylene glycol or Triton-X, as guest molecules in neat and functionalized mesoporous
silica materials employing solid-state NMR spectroscopy, supported by calorimetry and molecular
dynamics simulations. The combination of steric interactions, hydrogen bonds, and hydrophobic
and hydrophilic interactions results in a fascinating phase behavior in the confinement. Combining
solid-state NMR and relaxometry, DNP hyperpolarization, molecular dynamics simulations, and
general physicochemical techniques, it is possible to monitor these confined molecules and gain deep
insights into this phase behavior and the underlying molecular arrangements. In many cases, the
competition between hydrogen bonding and electrostatic interactions between polar and non-polar
moieties of the guests and the host leads to the formation of ordered structures, despite the cramped
surroundings inside the pores.

Keywords: confinement; NMR; molecular dynamics; mesoporous silica

1. Introduction

Ordered periodical mesoporous silica (PMS) [1,2], like MCM-41 (Mobil Composition of
Matter No. 41) [3] and SBA-15 (Santa Barbara Amorphous) [4,5] and their many derivates,
exhibit characteristic narrow pore-diameter distributions and large specific surface areas.
Their high chemical stability makes them easy to handle under ambient conditions. Their
reactive surface silanol groups (Si-OH) provide an easy pathway to chemical functionaliza-
tion and tailored surface design, e.g., by post-synthetic grafting of functional groups such as
amino, amide, carboxyl, phosphate [6,7], or by co-condensation with molecules containing
such groups [8,9]. They have a high application potential in many technical processes, such
as heterogeneous catalysis, separation technology, encapsulation of molecules, drug deliv-
ery, or selective adsorption [10–12]. Moreover, they provide an ideal model environment
investigating the physicochemical properties of fluid guest molecules confined in a porous
environment, showing strong competition with solid–liquid and liquid–liquid interactions
or in biomineralization [13].

Revealing these properties necessitates the combination of several analytical and
computational techniques, such as X-ray (XRD) and neutron diffraction techniques for the
investigation of crystallinity and long-range order [14–17], small angle scattering (SAXS and
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SANS) for the characterization of the pore geometry and pore ordering, differential scanning
calorimetry (DSC) [18] for the study of phase or glass transition processes in confinement,
gas adsorption (BET, BJH) for the characterization of the pore ordering, specific surface areas
and pore diameters [19,20], solid-state NMR (SSNMR), and NMR diffusometry [21–25],
possibly supported by Dynamic Nuclear Polarization (DNP) [26–33], to boost the NMR
sensitivity or chemical shift calculations to help in the interpretation [34,35], or the study
of the local ordering and dynamics on the molecular level and molecular dynamics (MD)
simulations for the modelling of the dynamics and structures of the confined guests in the
host material.

Hydrogen-bonded liquids in nanoscale confinements are a highly topical field of
research [36]. In view of their enormous relevance to science and application, particularly
intensive research efforts ascertained the properties of neat water and aqueous solutions
under such circumstances [37,38]. Also, the properties of confined alcohol molecules
in dependence on the size and chemistry of the confining framework were often a re-
search focus [36,39]. In such investigations, phase behaviors, structures, and dynamics
of hydrogen-bonded liquids were addressed, applying a wide range of experimental and
computational methods [39]. For studies of dynamical aspects, broadband dielectric spec-
troscopy [40], quasielastic neutron scattering [41], NMR spectroscopy and diffusometry [42],
and MD simulations [43,44] were very suitable methods. Various comprehensive review
articles summarized these research efforts [36–41,43,44].

Here, we review NMR approaches to the structural and dynamical properties of
hydrogen-bonded liquids in porous frameworks. In doing so, we build upon several
review articles covering this topic [45–49]. Using isotope selective approaches in NMR
spectroscopy, both rotational motion and translational diffusion in confinement were suc-
cessfully determined. To characterize the reorientation of confined molecules, 2H NMR
studies of deuterated compounds proved to be a powerful tool [50–52]. In particular, when
combining 2H spin-lattice relaxation (SLR) analysis, including 2H field-cycling relaxome-
try [53,54], with 2H stimulated-echo experiments (STE), it was possible to follow MD over a
broad range of correlations times [55–57], τ ≈ 10−11–100 s. Furthermore, NMR experiments
in magnetic field gradients enabled measurements of self-diffusion coefficients [23]. In
these approaches, it was advantageous to use a static field gradient (SFG) rather than a
pulsed one [58,59]. The SFG method enabled an application of stronger gradients and, in
this way, an observation of diffusion on smaller-length scales down to roughly 100 nm.
By exploiting these capabilities, it was possible to ensure that diffusion inside a particular
framework is probed, e.g., inside a given pore, whereas distorting effects from an escape
of the confinement can be neglected, e.g., fast displacements in empty space between
mesoporous silica particles.

While these NMR approaches provide a quantitative evaluation of the molecular
motions present, their qualitative interpretation on the molecular level can be challenging.
To overcome this challenge, MD simulations provide a powerful theoretical approach
to gain such molecular level insights. In MD simulations, an ensemble of molecules is
allowed to evolve in time to obtain essentially a movie that reveals the present dynamic
processes, intermolecular interactions, and the resulting structural patterns. The potentials
of all bonding and non-bonding interactions between all present atoms must be defined at
each time increment in order to obtain a new set of velocities at which each atom moves
during the next simulation step. In ab-initio MD (AIMD) simulations, the potentials are re-
calculated ab-initio at each simulation time step [60]. The AIMD method is computationally
very demanding, limiting its use to smaller-sized systems. For that reason, more commonly
used are MD simulations that employ classical potential functions during the simulation.
Bonding interactions typically consist of harmonic oscillator functions to describe chemical
bonds and bond-angle vibrations and sinusoidal functions to describe the energy barriers
for dihedral rotations. Non-bonding interactions are typically comprised of the Coulomb
potential between (partial) charges and the Lennard Jones potential for describing the
London dispersion forces. Numerous sets of parameters classically describing all of these
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interactions have been developed over time, and are referred to as force fields. Some of
the most popular force fields include AMBER [61,62], OPLS/AA [63], CHARMM [64],
and GROMOS [65]. To reduce computation times, some forcefields lump groups of atoms
together, as is the case for the GROMOS force field where CH2 groups for example are
described as one constituent. Even more coarse-grained force fields have been developed,
as well such as the MARTINI [66] force field that was specifically optimized for simulating
polymers. The quality of the classical force field is assessed by comparison between
simulated and experimental data. Aside reproducing experimental data, the most common
analysis tasks of the MD simulations include the evaluation of radial distribution functions,
which provide direct insights into the structural organization of the studied systems, and
thus the present interactions, as well as the inspection of various correlations functions,
from which time constants of present dynamics can be extracted and compared with
experimental values. In the case of systems that engage in hydrogen bonding, these
can be directly assessed from MD simulations, which experimentally is very difficult to
achieve [67]. The interested reader is referred to several references for more details about
MD simulations, such as the application of periodic boundary conditions and the pressure
and temperature equilibration procedures [68,69].

In a recent review [47] some of us gave an extensive overview about the state of the
art of confinement studies of small molecules, such as confined water, small aromatic
molecules, alcohols, or carbonic acids [50,70–77] hosted in these materials, and discussed
how the confinement affects thermophysical properties such as freezing and melting
points of the guest molecules. While confinement effects on small guest molecules with
simple physicochemical properties in mesoporous environments are well investigated,
until recently not much was known about the local structures of more complex molecules,
such as surfactants, in mesoporous confinement. In continuation with the previous review,
the present paper gives an overview of a series of newer studies, where more complex
molecules are confined inside these materials. The larger number of functional molecular
sites permits a larger number of possible interactions, which enables these molecules
to form more complex or richer structures than simple small molecules like benzene or
pyridine. Of particular interest here is the competition between surface–guest hydrogen
bonds and intermolecular (and possibly also intramolecular) guest–guest hydrogen bonds.
This review only summarizes the findings since 2020. For a very extensive overview of
older work, the reader is referred to the previous review [47].

The rest of this review is organized as follows: Section 2 gives an introduction into the
preparation and surface modification of the mesoporous host materials and the investigated
surfactants; Section 3 discusses the physicochemical properties of these guest molecules
in their bulk phases and their behavior inside the confinement; and the review concludes
with a Summary and Outlook into possible future developments in the field.

2. Materials and Methods

2.1. Host-Materials

Mesoporous silica materials like MCM-41 or SBA-15 combine large and adjustable (via
the preparation) pore sizes, specific volumes, and specific surface areas with high thermal
stability, low specific weights, and narrow pore-diameter distributions [78–80]. Both types
of materials are relatively easy to prepare and to functionalize, following, e.g., the synthesis
protocol by Grünberg et al. [81,82] or Grün et al. [83] (for details, see refs. [36,80,84]). Their
quality, pore dimensions, and surface parameter can be easily determined by the combina-
tion of nitrogen adsorption (BET and BJH), 29Si SSNMR spectroscopy, and SAXS. Important
to note is that freshly prepared samples contain a substantial amount of surface-bound wa-
ter molecules [49,85,86], which in general have to be removed for confinement [22] studies
employing special drying protocols for the preparation of “water-free” silica samples [87].
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2.2. Probe Molecules

The probe molecules considered in this review are water, octanol, ethylene glycol, and
the surfactants E5, polyethylene glycol, C10E6, and Triton-X (see Figure 1). Each of these
chemical structures contains hydroxy as well as ether moieties, which both can engage
in hydrogen-bonding interactions. While octanol, C10E6, and Triton-X have only a single
hydroxyl group, which can interact with the silica surfaces, water, ethylene glycol (EG),
and its polymers (PEGs) can interact via two terminal hydroxyl groups. Moreover, in the
case of E5, C10E6, and PEG, there is a length-dependent number of ether-oxygens, which
can serve as a hydrogen-bond acceptor in competition to the hydroxyl groups.

Figure 1. (A) Structures of 1-Octanol, EG, and the surfactants studied in this work. Except for E5, the
surfactants are polydisperse mixtures (exact compositions are given in ref. [88]). (B) Sketch of neat
and functionalized mesoporous silica material.

2.2.1. 1-Octanol

1-octanol, an unbranched saturated fatty alcohol with the molecular formula
CH3(CH2)7OH, is commonly employed in the synthesis of esters. Owing to the hydrophilic
hydroxy-group and the lipophilic alkyl chain, it is an ideal small model surfactant. It is
often employed for evaluating the lipophilicity of pharmaceutical products. A quantitative
measure for this is the water octanol partition coefficient or p-value Kow [89]. It can be
employed, e.g., for estimations of the partitioning of dissolved drug molecules between
the cytosol and lipid membranes of living systems in pharmacology, or the behavior of wa-
ter/oil mixtures in geology or environmental science [90]. Water–octanol mixtures are ideal
model systems of the phase behavior of immiscible liquids in bulk and confined phases
by combinations of solid-state NMR techniques such as 1D 1H-MAS NMR, 29Si-CP-MAS
(Cross-Polarization Magic Angle Spinning) NMR, and 1H/29Si-HETCOR-(FSLG)-NMR
(Heteronuclear Correlation by Frequency Switched Lee–Goldburg Decoupling) combined
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with MD simulations are commonly employed in such studies. The combination of these
techniques reveals important information such as the distributions of the two liquids inside
a confinement, as was shown recently by Kumari et al. in a series of papers [91–93].

2.2.2. Ethylene Glycol, Pentaethylene Glycol, and Polyethylene Glycol (PEG)

Ethylene glycol (EG) is the smallest vicinal diol and the simplest example of a poly-
hydric alcohol. EG finds wide application in the production of polyester fibers and for
antifreeze formulations. Owing to the presence of the two hydroxyl groups, it can be em-
ployed as a simple model for confined liquids that can interact via several hydrogen bonds
with host surface groups. Typical examples of these studies include NMR studies of small
confined molecules inside zeolites [22,94–96] or mesoporous silica materials [45,97–99]
and their functionalized derivates [100,101]. The low molecular weight representatives of
polyethylene glycols (PEG, H-[O-CH2-CH2]n-OH) possess environmentally benign proper-
ties including no toxicity, low vapor pressure, reducing exposure through inhalation and
biodegradability. PEG is widely and relatively inexpensively available with an industrial
annual production of about 500,000 tons per year [102]. Commercial PEG is manufactured
as polydisperse mixtures, where the average molar weight is part of the product name. For
example, PEG200 has an average molar weight of approximately 200 g mol−1. PEG is a
very good solvent for a wide variety of chemicals including some mineral salts [103], which
facilitates its use, e.g., in transition metal catalyzed reactions, including heterogeneously
catalyzed reactions where the transition metal catalyst is immobilized on a solid material of
large surface area [104]. Accordingly, PEG has been increasingly used as a very attractive
alternative solvent for Green Chemistry [105]. Its properties as an alternative solvent for
chemical synthesis were reviewed in several recent articles [106–108]. To further aid these
efforts in heterogenous catalysis using PEG as a solvent, they need to be studied under
confinement to understand how their physical and chemical properties change under these
conditions as a function of the degree of polymerization. Such studies should combine
experimental studies employing NMR and thermodynamic measurements with theoretical
methodologies such as MD simulation in order to be able to correctly interpret experimental
results at the molecular level. In this review, confinement studies of the monomer EG, two
different EG polymers, namely E5, a monodisperse polymer with chain length of five and
a polydisperse polymer with a distribution of chain lengths (PEG200), are reported and
compared to the commercial surfactants C10E6 and Triton X-100 (see Figure 1).

2.3. Simulation Methods

As there are a number of excellent reviews on MD simulations [109–111], here, only
the salient features relevant for this review are shortly summarized. The simulations were
carried out using the GROMACS platform [112,113]. For liquids, the typical simulation
protocol consisted of the steps of randomly inserting usually 1000 molecules into a virtual
box that is chosen in size to be too large, removing close contacts between atoms that may
have arisen during the random molecule insertion, letting the density equilibrate at the
desired constant simulation temperature and pressure, and finally, after establishing the av-
erage density, simulating long enough at constant temperature and volume corresponding
to the average density so that the system reaches the diffusive regime, which then allows
extraction of the self-diffusion coefficient. For PEG200, simulation times of 300 ns were
typical at a temperature of 328 K saving at least 10,000 frames for analysis. The simulations
results summarized in this review were mostly obtained with the OPLS/AA force field.
As is common, periodic boundary conditions were employed along with a Verlet cutoff
scheme [114], and treatment of long-rang electrostatic interactions were employed with a
smooth Particle-Mesh Ewald (PME) grid-wise cubic interpolation [115]. Temperature con-
trol was established with the Bussi–Donadio–Parinello velocity-rescaling thermostat [116],
while pressure was controlled with the Parrinello-Rahman barostat [117,118]. Analysis
of the obtained simulations was carried out mainly using modules available with the
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GROMACS platform augmented by some self-developed script files that can be found
along with a very detailed description of the simulation details in Hoffmann et al. [119].

2.4. Differential Scanning Calorymetry (DSC)

The DSC analysis were performed using a Heat Flux DSC. In this type of DSC, the
sample and the reference are heated through the same heating source. Nitrogen was used
as the purge and protective gas during the experiments.

The samples mentioned in this review were prepared and packed under inert condi-
tions and tested within a temperature range of 100 to 300 ◦C under various heating/cooling
rates, depending on the sample. For more detailed information about a specific sample, the
reader is referred to the original papers [48,120].

3. Exemplary Studies

When studying the temperature-dependent dynamics of confined molecules that
readily crystallize, such as water, it is important to consider that confinement usually affects
the freezing and melting behaviors. This necessitates the determination whether specific
findings relate to the fully liquid state above the melting temperature (Tm) or the partially
frozen state below this temperature. In partially frozen states, crystalline regions near the
pore center coexist at equilibrium with a liquid layer at the pore wall [45,52,121–123]. As
specific examples of NMR reorientation and diffusion studies on fully liquid or partially
frozen states in nanoscale confinements, we will discuss the dynamical properties of water
(H2O and D2O), ethylene glycol, and LiCl aqueous solutions in native and functionalized
mesoporous silica. This approach will provide detailed insights into the dependence of the
rotational and diffusive motions of hydrogen-bonded liquids on the size, i.e., the diameter
d, of the pores and the chemistry of their walls.

3.1. Water and Ion Dynamics

In partially frozen states, the molecules of the liquid layer interact with the porous
framework in their immediate neighborhood very closely, enabling detailed insights into
the influence of the confinement chemistry on liquid dynamics. Exploiting this possibility,
2H NMR was utilized to investigate D2O reorientation near different biomimetic interfaces,
specifically near silica walls functionalized with various amino acids [58,124]. It was found
that the rotational correlation times τ obtained from 2H SLR analysis were longer in the
functionalized than the pristine silica pores, but with values strongly dependent on the
type of the amino acid; see Figure 2. The longest correlation times were observed for
lysine (LYS), followed by alanine (ALA) and, finally, glutamic acid (GLU) functionalization.
Based on these results, it was concluded that the flexibility of the surface groups is not the
decisive parameter for the mobility of neighboring water molecules [58]. Instead, it was
proposed that water reorientation is slower near amino acids with basic residues than near
those with acidic ones. In addition, it is evident from Figure 2 that, independent of the
functionalization, water dynamics exhibited a high temperature dependence in the narrow
interfacial layers between the pore walls and the ice cores, described by an activation of
about 1 eV, corresponding to nearly 100 kJ/mol.

Other studies employed very narrow confinements with diameters of d ≈ 2 nm to fully
suppress crystallization of water [53,56,57]. In these cases, a combination of 2H SLR and
STE studies provided access to the slowdown of water reorientation when approaching a
glass transition. An important question of such research was to what degree the dynamics
of confined water resembles that of bulk water in the supercooled regime, which is difficult
to access due to rapid crystallization. In particular, it was vigorously debated whether
or not dynamical crossovers observed for confined water [40,125,126] may be taken as
evidence for the existence of a second critical point associated with a liquid–liquid phase
transition of bulk water, which was proposed to be at the origin of water’s anomalies [127].
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Figure 2. Rotational correlation times τ of D2O in pristine (d = 5.4 nm) [57] and functionalized [124]
mesoporous silica. For the functionalization, SBA-15 silica was functionalized via co-condensation
with 3-(aminopropyl)triethoxysilane (APTES), yielding SBA-APT (d = 6.8 nm). Afterwards, the amino
acids lysine (LYS, d = 5.8 nm), alanine (ALA, d = 5.9 nm), or glutamic acid (GLU, d = 5.6 nm) were
coupled to this SBA-APT batch. The surface densities of the linked amino acids were 0.4–0.5 nm−2.
The dashed lines are Arrhenius fits with activation energies of ca. 1 eV.

Electrolyte solutions in nanoscale confinements are of enormous relevance across
various fields. Their applications in heterogeneous catalysis and energy conversion are
fundamental to modern society, and ion channels are crucial for the biological functions
of living cells. However, many properties of electrolyte solutions in interfaces remain
insufficiently understood to this day. The isotope selectivity of NMR was exploited to
separately analyze water and ion dynamics for LiCl solutions in the bulk [128] and vari-
ous confinements [129,130]. Figure 3 shows diffusion coefficients of LiCl–7H2O solution
obtained from 1H and 7Li SFG studies, which reflect the mobility of the water molecules
and lithium ions, respectively. This composition, which is close to the eutectic one, was
chosen to suppress crystallization and enable investigations in a broad temperature range.
For the bulk solution, it was found that the 1H diffusivity was slightly larger than the 7Li
diffusivity, and both exhibited a prominent non-Arrhenius temperature dependence typical
of many glass-forming liquids. When confining the LiCl–7H2O solution to a pristine silica
pore with a diameter of d = 3.0 nm, the difference of the 1H and7Li diffusivities increased
to nearly an order of magnitude, and the temperature dependence again changed to an
Arrhenius behavior with an activation energy of Ea = 0.26 eV [129]. It was argued that
these prominent confinement effects resulted from Stern layer formation at the usually
negatively charged silica walls. In a silica material with dye molecules grafted to the inner
surfaces, even smaller 7Li diffusion coefficients were reported [130]. To rationalize this
finding, it was conjectured that these bulky functional groups protrude into the interior
of the pores and, in this way, form obstacles for the long-range transport of the highly
hydrated lithium ions.
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Figure 3. 1H and 7Li diffusion coefficients of a LiCl-7·H2O solution in the bulk [128], in
pristine silica pores with a diameter of d = 3.0 nm [129], and in functionalized silica pores
(APT + DYE, d = 5.8 nm) [130]. For the functionalization, SBA-15 was functionalized with APTES
via co-condensation, and then further modified by adding 4-(5-methoxormatioridin-4-yl)thiazol-4-
yl)benzoic acid dye molecules, yielding a grafting density of ~1 dye molecule per nm2. The dashed
line is a VFT interpolation of the 1H diffusion coefficients of the bulk solution. The solid lines
are Arrhenius fits of the 1H and 7Li diffusion coefficients in the pristine pores, yielding the same
activation energy of Ea = 0.26 eV.

Despite their high practical relevance, a comprehensive understanding of the partially
frozen states of confined liquids is still lacking. For example, it is unclear whether these
two-phase states are ergodic, i.e., whether the crystalline and liquid phases exchange
molecules over time. 2H NMR spectroscopy yielded important information about the
ice–water equilibrium in silica nanopores below the melting temperature Tm [131]. The
method exploited the fact that the 1D 2H NMR line shape enabled a discrimination between
molecules in the different phases; see Figure 4. Specifically, molecules of the less mobile
ice phase contributed a broad Pake pattern (ν �= 0, in general), while those of the more
mobile water phase added a narrow Lorentzian line (ν ≈ 0). Under such circumstances,
2D 2H NMR spectra provided access to an exchange between both fractions. Specifically,
molecules that belonged to water prior to the mixing time (tm) exhibited ν1 ≈ 0 and became
ice during this period of the 2D experiment so that they showed ν2 �= 0, produced a Pake
spectrum along the frequency axis ν1 = 0. Vice versa, molecules that were a part of the
ice phase before the mixing time tm and of the water phase afterwards contributed such
line shape along ν2 = 0. Together, a cross-like 2D spectral intensity along the frequency
axes indicated ice–water exchange during the mixing time tm. In a 2D 2H NMR spectrum
of D2O in SBA-15 pores measured at 220 K for a mixing time of tm = 5 ms, a cross-like
intensity along the frequency axes was clearly observed; [131] see Figure 4. Unlike in a 1H
NMR approach [132], where spin diffusion was faster and at the underlying process of an
exchange between the magnetizations of ice and water phases, the 2H NMR findings could
be traced back to an exchange of molecules between both phases. Explicitly, a detailed
analysis of the mixing-time dependence of the cross-like and other 2D spectral intensities
revealed that the residence time of a molecule in either phase was characterized by an
exchange time of 5.7 ms at 220 K. Thus, the ice–water equilibrium was highly dynamic, or,
in other words, ergodicity restoration occurred relatively fast for the two-phase state of
water in nanoscale confinement. In this context, it should be mentioned that the crystal
structure of confined ice was discussed for years, and the existence of stack-disordered ice
comprising interlaced layers of cubic ice (Ic) and hexagonal (Ih) ice was proposed in recent
studies [133,134].
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Figure 4. 1D and 2D 2H NMR spectrum of D2O in SBA-15 silica pores with a diameter of d = 5.4 nm
at 220 K [131]. A mixing time of tm = 5 ms was used to record the 2D spectrum. The dashed lines
indicate the frequency axes ν1 = 0 and ν2 = 0 of the 2D spectrum.

3.2. Octanol

In the following, it is described how solid-state NMR techniques combined with MD
simulations and thermodynamic techniques can be employed to investigate the structural
arrangement and dynamics of confined molecules, employing monohydric alcohol 1-
octanol [92,135] as a model compound for surfactants. The techniques employed for these
investigations were originally developed for the study of confined isobutyric acid [136,137].

The structural arrangement of the octanol molecules [92] can be investigated with the
application of 1H/13C CP-MAS FSLG HETCOR experiments (see Figure 5, left panel). These
HETCOR experiments are sensitive to the magnetic dipolar interaction, thus providing
information about the distance between the carbon nuclei of the octanol and the carbon
and silica protons of the octanol and the silica host, respectively. By variation of the contact
time in these experiments, it is possible to sense how close various moieties of the confined
solvent molecules are to the pore surface. The analysis of the resulting spectra allows
to deduce neighborship relations, which can be interpreted in terms of orientations and
arrangements of confined molecules relative to the pore surfaces of the silica host (Figure 5,
right panel).

 

Figure 5. Left: Low temperature 1H/29Si CP-MAS FSLG HETCOR obtained with 9 ms contact time
of an 80:20 mol% 1-octanol:water mixture confined in SBA-15. Referencing of the 1H-dimension was
performed by employing the technique described in ref. [93]. Right: Graphical visualization of a
feasible bilayer formation of 1-octanol (blue) inside the pore. Water molecules (blue) are concentrated
near the pore wall, as well as in the pore center (adapted from Kumari et al. [92]).
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The dynamics of 1-octanol-d17 in its bulk phase and confined in mesoporous silica
SBA-15 were also investigated by a combination of DSC experiments and 2H-variable
temperature solid-state NMR (solid-echo and MAS NMR experiments) in the region of the
solid–liquid phase transition [135]. Compared to previous studies of smaller molecules
such as benzene [50,138], naphtalene [139], or bipyridine [140], where relatively broad
activation energy distributions were observed, the DSC results could be modeled by the
Kissinger model, employing a single activation energy of (313.6 ± 2.1) kJ mol−1 for the
bulk and a single activation energy of (172 ± 17) kJ mol−1 for the confined octanol [141].
The smaller activation energy of the confined octanol is reflected in its lower melting
point, which is approximately 38 K below the bulk value (e.g., 219.7 K versus 257.3 K at a
heating rate of 5 K min−1). The larger uncertainty in the value of the confined molecules is
already an indication of larger structural disorder and the coexistence of different species
with different melting points [142]. In order to gain further insights into the effects of
the confinement on the octanol, the 2H-solid state NMR spectra of bulk and confined
octanol are compared in Figure 6A,B. Generally, the melting points observed in the NMR
experiments agree with those determined using the DSC measurements. Their line-shape
analysis (Figure 6C) reveals a superposition of different spectral components. The static
spectra below the melting point display a superposition of two Pake patterns with different
width and intensity. The broader Pake pattern shows CQ ≈ 170 kHz just until the melting
point, a value typical for an immobile deuteron of a -CD bond [143]. The quadrupolar
coupling constant of CQ ≈ 55 kHz of the narrower Pake pattern is characteristic for a
CD3-group moving around its C3-axis in a three-fold jump [144]. Accordingly, the two
Pake patterns are assigned to the methyl and methylene deuterons of the alkyl chain.
An additional narrow Lorentzian signal appears close to the melting point. This type
of signal is characteristic for the onset of melting and the presence of mobile molecules.
Below temperatures of 195 K for bulk octanol-d17 and 170 K for octanol-d17 in SBA-15, an
additional broad and unstructured component is present in the static spectra. The latter is
attributed to deuterons whose motions are falling into the intermediate exchange regime
and have relatively short effective T2 values [145,146]. This interpretation is corroborated
with the 2H MAS NMR spectra, where only the large and the small Pake pattern are
visible, plus the narrow Lorentzian signal close to the melting point of the respective
compound, but not the broad unstructured component, due to its short T2. The distribution
of activation energies for the melting process is calculated from the mole-fractions of the
spectral components employing the Roessler model [147] (see ref. [135] for details).

The resulting distributions of activation energies of melting corroborated the results
of the Kissinger analysis. For the bulk octanol-d17, a narrow distribution of a well-ordered
crystalline solid was observed [135], and for the confined octanol a broad distribution
denoting a melting process involving species in a distribution of different environments
and activation energies, and possibly a distribution of rigidly and less-rigidly ordered
molecules [71,142], was observed. Moreover, the melting curves for the confined octanol-
d17 exhibit clear deviations between the experimental and calculated curves towards lower
temperature, which are indicative for a non-Gaussian distribution of activation energies.
Additionally, this non-Gaussian distribution is illustrated by the numerical derivative of
the experimental data (Figure 6, right), especially for the confined octanol-d17 under MAS
conditions. For this sample, a shoulder on the low-temperature flank of the main curve
is visible, indicating lower melting points for the molecules involved in the pre-melting
process compared to the full melting.
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Figure 6. Comparison of 2H MAS NMR spectra and solid echo 2H spectra of (A) bulk octanol-d17 and
(B) octanol-d17 confined in mesoporous SBA-15 as a function of temperature. Exemplary line-shape
analysis of a static spectrum and calculated distributions of activation energies are shown in the
bottom panels: (C) line-shape analysis of the solid echo 2H NMR spectrum of bulk octanol-d17 at
150 K (black) revealing (blue) narrow Pake pattern of methyl deuterons; (orange) broad Pake pattern
of methylene deuterons and unstructured component (green) of deuterons with short relaxation
times. (D,E): Distribution of activation energies for the melting process, calculated with the Roessler
model (blue: octanol-d17 in SBA-15, red: bulk octanol-d17, solid lines: MAS conditions, dashed lines:
static conditions). (Adapted from Döller et al. [135]).

In studies of guests that are not fully isotope labelled, it is often necessary to employ
DNP enhancement for the characterization of the confined guest molecules. The efficacy of
these DNP enhancements in hyperpolarized NMR crucially depends on a good compati-
bility between the polarizing agent (PA), which is typically a dissolved organic mono- or
bi-radical, and the employed frozen solvents, often called the DNP matrix. A homogeneous
distribution of the radicals, both in space and orientation, is necessary to achieve good
enhancements. In order to investigate this, Döller et al. [148] studied the behavior of four
different commercially available DNP polarizing agents confined in the non-ionic model
surfactant 1-octanol as analyte and established a novel relative quantification method for
the comparison of the proportion of the direct and indirect polarization transfer pathway
efficacies, which is able to take concentration effects into account. This study revealed that
the hydrophilicity of the PA is the key factor in the way polarization is transferred from the
polarizing agent to the analyte.

3.3. Ethylene Glycol

As the starting point of the investigation of larger confined guest molecules who are
capable to perform several hydrogen bonding interactions, a study involving partially
deuterated ethylene glycol monomer (EG-d4) in its bulk phase, confined in SBA-15, as well
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as APTES-modified SBA-15 was conducted. A combination of thermodynamic measure-
ments, solid-state NMR, and MD simulations were employed [120]. The phase behavior
(i.e., melting, crystallization, glass formation, etc.) of EG-d4 in these three systems was
studied using DSC (Figure 7). Through line-shape analysis of the 2H ssNMR spectra
recorded at different temperatures, two signal patterns were identified for each of the three
investigated systems: a Lorentzian pattern, indicative of a liquid-like state, and a Pake
pattern characteristic of a solid-like state. Using a two-phase model, the distribution of
activation energies for the dynamic processes in each system was calculated. The spectra
reveal an interesting behavior of the confined EG. On the one hand, similar to the previ-
ously studied confined 1-octanol [135], the 2H NMR spectra indicated the formation of a
crystalline solid inside the pores at reduced phase transition temperatures compared to
unconfined EG. On the other hand, DSC scans of the same samples, shown exemplarily in
Figure 7, indicated the formation of an amorphous glass under rapid cooling. Interestingly,
during the heating phase of the DSC temperature cycle, the formed amorphous glass re-
laxes to form a crystalline solid that later melts at further elevated temperatures. Moreover,
the behavior of the EG depends strongly on the surface modification of the SBA-15 host.
On non-functionalized surfaces, strong hydrogen-bonding interactions between EG and
surface silanol groups were revealed by causing a slowing down of EG dynamics [149].

In contrast, in the case of APTES-functionalized surfaces, where the polar surface-
silanol groups are, to a large extent, removed by the binding of the APTES, the surface is far
less polar and has a much lower capacity to form hydrogen bonds with EG-molecules [150].
This results in weaker interactions between pore-surface and EG molecules, placing more
importance to the EG–EG interactions and a higher tendency to form crystalline EG phases.
As a result, a substantially larger portion of EG in the pore remains solid after the first
melting event. These effects are schematically shown in the lower panel of Figure 7 (see ref.
Haro et al. [120] for more details).

The rotational motion and translational diffusion of EG in mesoporous silica is studied
in detail in refs. [120,149]. To determine the pore-size dependence of these dynamics
unaffected by crystallization, a 1H and 2H NMR study focused on the fully liquid state
above Tm [149]. Correlation times (τ) from 2H SLR measurements indicated that the
molecular reorientation mildly slows down as the pore size decreases to d = 2.4 nm;
see Figure 8. A slightly more pronounced pore-size dependence was observed for the
diffusion coefficients (D) from 1H SFG experiments. However, both reorientation and
diffusion exhibited similar temperature dependencies. In both cases, the non-Arrhenius
temperature behavior of the bulk liquid turned into Arrhenius behavior in sufficiently
severe confinements. In more detail, the Stokes–Einstein–Debye (SED) relation,

Dτ =
2
9

R2
H

was obeyed not only in the bulk liquid, where the experimental values of τ and D indicated
a hydrodynamic radius of RH = 1.15 Å, but also in the silica pores. However, the different
pore-size dependencies of the rotational and translation motions manifested themselves
in reduced hydrodynamic radii, e.g., RH = 0.8 Å for the narrowest confinement with
d = 2.4 nm. Correlation times τ of EG in lysozyme and elastin matrices obtained from 2H
NMR SLR and STE studies resembled those in silica pores [151]. In particular, an Arrhenius
temperature dependence with an activation energy of Ea ≈ 0.6 eV was also observed. Thus,
the dynamics of EG does not depend on the exact chemistry of a confining framework, at
least as long as the latter allows for a formation of hydrogen bonds.
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Figure 7. (A–C): DSC scans of EG confined in SBA-15 decorated with APTES at scan rates of
5 K min−1 (A), 10 K min−1 (B), and 15 K min−1 (C), respectively. At 5 and 10 K min−1, only partial
freezing is observed during cooling, as evidenced by the broad negative peak near 205 K. As the
sample relaxes during heating, the release of heat near 200 K indicates the formation of a crystalline
solid that then melts again in two steps near 200 K and 260 K, where the latter is presumed to indicate
the presence of EG not confined in the pores. At 15 K min−1 (and higher rates, not shown) the small
step between 150–160 K during cooling indicates formation of a glass. (D–F): 2H ssNMR spectra
obtained in the temperature range between 200 and 230 K for EG-d4 in SBA-15 (sample 2). (D) 2H
static NMR experimental data, (E) fitted 2H static NMR spectra, and (F) 2H MAS experimental data.
(G,H): Schematic illustration of the arrangement of EG-d4 molecules inside the pores of (G) pristine
SBA-15 and (H) APTES-functionalized SBA-15. This picture includes the formation of crystal-like
structures of EG-d4 in the middle of the pores, as well as amorphous structures of EG-d4 close to the
pore wall.
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Figure 8. Temperature-dependent correlation times τ (solid symbols) and diffusion coefficients D
(open symbols) of EG in the bulk liquid and in silica pores with the indicated diameters d [149]. The
axis scaling superimposes τ (from 2H SLR on EG-d4) and D−1 (from 1H SFG on EG-h6) data given
the SED relation is valid, and the hydrodynamic radius amounts to RH = 1.15 Å. The solid lines are
Arrhenius fits of the correlation times, yielding activation energies of Ea = 0.55 eV for d = 2.4 nm
and d = 3.3 nm and Ea = 0.60 eV for d = 4.9 nm. The crosses are correlation times τ calculated from
the diffusion coefficients D using a hydrodynamic radius of RH = 0.8 Å and RH = 0.9 Å for the pore
diameters of d = 2.4 nm and d = 4.9 nm, respectively.

3.4. Polyethylene Glycol and Related Surfactants
3.4.1. Experimental Studies

In the next step, the EG polymers E5 and PEG200 were studied in confinement and
compared to the commercially available surfactants C10E6 and Triton X-100 [152]. Two
different mesoporous silica materials (SBA-15 and MCM 41) were impregnated with these
surfactants. DSC was employed to confirm the confinement of the surfactants in the pores
of their host materials. DNP enhanced solid state 13C MAS-NMR spectra were recorded for
these materials, showing that both the direct as well as the indirect polarization transfer
pathways are active for the carbons of the polyethylene glycol moieties of the surfactants
(see Figure 9). The presence of the indirect polarization pathway implies the presence of
molecular motion with correlation times faster than the inverse Larmor frequency of the
observed signals. The intensities of the signals were determined, and an approach based on
relative intensities was employed to ensure comparability throughout the samples. From
these data, the interactions of the surfactants with the pore walls could be determined.
Additionally, a model describing the surfactants’ arrangement in the pores was developed.
It was concluded that all carbons of the hydrophilic surfactants, E5 and PEG200, interact
with the silica walls in a similar fashion, leading to similar polarization transfer pathway
patterns for all observed signals. For the amphiphilic surfactants C10E6 and Triton X-100,
the terminal hydroxyl group mediates the majority of the interactions with the pore walls
and the polarizing agent. From these data, models of the distribution of the surfactants
and PA in confinement can be built (see Figure 9).
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Figure 9. Upper panel: DNP-enhanced 13C MAS ssNMR spectra revealing the competition between
direct and indirect polarization of the confined surfactants. Lower panel: Schematic illustration of
the distribution of the PA and the surfactant in the pores: (a) the hydrophilic surfactants E5 and
PEG200, and (b) the amphiphilic surfactants C10E6 and Triton. Adapted from ref. [152].

Finally, in ref. [153] it is shown how linewidth and DNP intensities are able to provide
very detailed structural information about confined surfactants, employing C10E6 confined
in SBA-15 modified with aminopropyltriethoxysilane (APTES) as an example. The struc-
tural interpretations were largely deduced from the trends in linewidths and intensities
of the observed dynamic DNP-enhanced solid state 13C spectral features originating from
the direct and indirect polarization transfer. These findings illustrate that DNP may not
only be used to boost signal intensity, but also as a tool to obtain chemical information
related to structure and intermolecular interactions. Specifically, for the case of C10E6,
as shown in Figure 10, it was found that at low surface coverage of SBA-15 with APTES
(“SBA-5%” where 5: 95 equivalents of APTES: tetraethyl orthosilicate (TEOS) were used
during synthesis) the polar portion of the C10E6 molecules interact competitively with the
polar polarizing agent as well as the abundantly present hydroxy surface functional groups.
These competitive interactions result in a more disordered assembly of C10E6 molecules
around the polarizing agent, as shown in Figure 10a, compared to the situation shown in
Figure 10b where the APTES surface coverage is increased by about 4-fold (“SBA-20%”,
i.e., 20:80 equivalents of APTES:TEOS), and thus is overall much less polar. In another set
of experiments, we tried to repeat a similar study with 1-octanol as the confined molecule.
Unfortunately, the DNP enhancements were too small for this purpose. However, we
discovered that the ratio of direct and indirect spectral intensities along with their build-up
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times of bulk unconfined 1-octanol, can be used as a polarity measure of the polarization
agent [148].
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Figure 10. Illustration of (a) SBA-5%, (b) SBA-20% impregnated with a hydrophilic polarizing agent
(PA) in C10E6. The larger APTES coverage in SBA-20% renders the pore surface to be less polar than
in SBA-5%, which supports formation of a structured bilayer arrangement of C10E6 within the pore.
The gray blocks represent the silica pore wall, and the red oval area represents the region around the
polarizing agent where nuclei cannot be detected using NMR. The green oval represents the region to
which nuclei may receive polarization directly from the polarizing agent. Adapted from Hoffmann
et al. [119].

3.4.2. Molecular Dynamics Simulations of PEG

The force fields used in MD simulations to describe the bonded and nonbonded
interactions between all involved atoms of PEG need to be validated against experimen-
tal results. This initial task was recently completed for PEG200, which, to the best of
our knowledge, was the first report on MD simulations of mixtures of ethylene glycol
oligomers [154]. Widely available forcefields were tested for their accuracy. While some
force fields reproduced reasonably well experimental densities and self-diffusion coeffi-
cients for diethylene glycol, the agreement of the self-diffusion coefficients and viscosities
progressively worsened with increasing oligomer length.

Adjustments to the All-atom optimized potentials for liquid simulation (OPLS-AA)
force field regarding the hydroxy end-group charges and the dihedral potential barrier for
rotation around the terminal C-C axis were found to improve agreement with experimental
data. These adjustments had to be optimized for each oligomer. It was observed that the
changes to the OPLS-AA force field reduced overall hydrogen bonding interactions and
shifted them from inter- to intra-molecular hydrogen bonding. A remarkable propensity
for intramolecular hydrogen bonding was observed for tri- and tetra-ethylene glycol.
Typical structural configurations are shown in Figure 11, and illustrate how these two
molecules maximize the proximity of the hydroxy hydrogen atoms to intramolecular
oxygen atoms. The increased tendency of intramolecular interactions leads to smaller
end-to-end distances and radii of gyration, explaining the observed decrease in viscosity
and concurrent increase in self-diffusion. Overall, neither the modified nor the unmodified
forcefield showed any indication of preferential association of oligomers to form clusters.
Instead, PEG200 may be regarded as a random mixture of its ethylene glycol oligomer
components. Experimental values of density, viscosity, and self-diffusion coefficient of
PEG200, as well as its ethylene glycol oligomer components up to nonaethylene glycol, to
which the simulation results were compared to, have only been recently become available,
covering a range of temperatures from room temperature to 358 K [155,156]. The trends of
these data are important for promoting PEG200 as a solvent, and warrant a brief summary
here.
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Figure 11. MD simulation sample snapshots of triethylene glycol (a) and tetraethylene glycol;
(b) oligomers illustrating typical structural configurations. The dotted line highlights close proximities
of hydroxyl hydrogen atoms to oxygen atoms.

Since water can readily be absorbed from the atmosphere, it is the main impurity of
PEG and its oligomer components. The effect of water impurities on the physical properties
was tested, and was found to hardly affect these three physical properties up to mole
fractions of about 0.15. The temperature dependence showed linearity for density and
followed an Arrhenius-type behavior for viscosity and self-diffusion,

ln(X(T)) = lnA ± Ea

RT
(1)

where X(T) represents the temperature-dependent property, and the sign before the second
term of the right-hand equation is positive for viscosity and negative for the self-diffusion
coefficients, T is the temperature, R the gas constant, Ea is the activation energy, and A is the
pre-exponential factor. Interestingly, the Ea values were within experimental uncertainty
the same for viscosity and self-diffusion, indicating that the same activation barriers exist
for translational motion and momentum transfer. Moreover, with respect to neat oligomer
components, the straightforward relationships of the physical properties, with respect
to the number of ethylene oxide repeat units, n, shown in Equations (2)–(4), could be
established allowing the prediction of these properties for higher oligomers.

Molar Volume, V : V(T)/cm3·mol = (0.0303 n + 0.0079)T + 30.11 n + 14.38 (2)

Viscosity, η : ln(η(T)/mP·s) = −8.619 +
456.1n + 28851

RT
(3)

Self-diffusion coefficient, D : ln
(

D(T)/m2·s−1
)
= 11.268 +

456.1n + 28851
RT

(4)

It was also tested if the composition for PEG200 varies significantly from vendor
to vendor, which was not the case. Even if it did, it would be inconsequential because
of the remarkable finding that the properties of PEG do not depend on its composition
as long as the average molar weight is not changed. This conclusion was based on the
observation that a binary tri- and hexaethylene glycol mixture with an average molar weight
of 200 g mol−1 possesses the same properties as PEG200, as exemplarily shown in Figure 12
for the viscosity and the self-diffusion coefficient. Finally, the binary system of tri- and
hexaethylene glycol showed ideal mixing behavior. Thus, the three investigated physical
properties were found to be reasonably predictable for PEG200 by mole-fraction weighted
averaging of the properties of their individual ethylene glycol oligomer components, as
can be seen in the left panel of Figure 12.
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Figure 12. Left: Natural logarithms of viscosity (left y-scale) and self-diffusion coefficients (right
y-scale) as a function of inverse temperature: experimentally for PEG200 (squares) with least square
fit (solid line), experimentally for binary mixture of tri- and hexaethylene glycol with average molar
weight of 200 g·mol−1 (crosses), and calculated for PEG200 from mole-fraction weighted averages
of the individual component properties obtained from Equations (3) and (4) (plusses). Right: Bulk
viscosity as a function of solute molarity in PEG200 at 358 K for added TEMPO (from BP Bio as
squares and AA Blocks as circles) and 5-TBIPA (triangles). The viscosity of neat PEG200 (solid
diamond) is taken from Hoffmann et al. [156], and the solid lines serve as guides for the eye.

Overall, these findings illustrate that applications using PEG200 as solvent should
be robust with respect to tolerance to batch-to-batch variations from the same or different
vendor sources and levels of water impurity. In preparation for future MD simulations
of solutions with PEG as the solvent, experimental data have also been measured for two
different solutes of interest in PEG200, namely 2,2,6,6-tetramethylpiperidinyloxyl (TEMPO)
and 5-tert-butylisophthalic acid (5-TBIPA) [157]. 5-TBIPA was chosen as a model reagent
for the synthesis of MOFs [158]. TEMPO is a widely used stable free radical with applica-
tions in chemical transformations [159,160], particularly as a redox catalyst [161]. It was
primarily chosen in that study because many polarization agents in DNP-enhanced NMR
studies are based on TEMPO as the free radical moiety [162–168]. As exemplified for the
viscosity (right panel of Figure 12), the addition of 5-TBIPA increases solution density and
viscosity. Combined with the finding that 5-TBIPA consistently self-diffuses at about half
the rate as PEG200 at all investigated experimental conditions [157], this suggests strong
attractive solute–solvent interactions, likely through hydrogen bonding interactions. In
contrast, the addition of TEMPO causes lower solution densities and viscosities, suggest-
ing that the solute–solvent interactions of TEMPO lead to an overall weakening of the
intermolecular interactions present compared to neat PEG200. Furthermore, while the
viscosity increases with 5-TBIPA addition, it was found that the PEG self-diffusion remains
essentially unaffected, contradicting the Stokes–Einstein relation

D =
kBT

ξπηr
, (5)

where viscosity and self-diffusion are inversely proportional to each other at constant
temperature (kB: Boltzmann constant, T: temperature, r: hydrodynamic solute radius, ξ: a
constant typically between values of 4–6).

Deviations from the Stokes–Einstein relation were also reported for the PEG-related
surfactant C10E6 dissolved in cyclohexane [169,170]. In contrast to PEG, the additional
alkyl chain leads to the formation of reverse micellar aggregates. The size of the aggregates
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increases with increasing surfactant concentration. Addition of water further increases the
size of the aggregates, as water preferentially resides inside the reverse micelle due to its
interactions with the hydrophilic heads of the surfactant compared to the hydrophobic
cyclohexane continuous phase. Thus, the water is in a prison consisting, in this case,
of reverse micelles in a nonpolar fluid medium. Using the independently measured
surfactant self-diffusion coefficients and the solution viscosity, the calculated radii using
the Stokes–Einstein relation undergo a maximum as a function of surfactant concentration
instead of continuously increasing. This can be explained by a change in mass transport
where at low solute concentrations all surfactant solute species (monomers, dimers, small
aggregates) contribute to the average self-diffusion coefficient, while at a high-solute
concentration, the aggregates have become too large to significantly contribute to the mass
transport that is thus now dominated by the monomer species (along with dimers/lower
oligomers). Pictorially, at a high-solute concentration, the surfactant monomers are hopping
from aggregate to aggregate, which in comparison are stationary. This also implies that
there remain significant numbers of surfactant monomers present even at high surfactant
concentrations, which shows that reverse micellar formation proceeds through a series of
chemical equilibria steps, monomer to dimer, dimer to trimer, etc. Such gradual formation
of the reverse micelle is in sharp contrast to the typical micelle formation in aqueous
solution where a large number of surfactant solutes form in one step one very large
micellar aggregate, and the chemical equilibrium is shifted so far to the micelle formation
that the concentration of unaggregated surfactant monomers is negligibly small. The
same phenomenon of an apparent maximum of aggregate size with increasing solute
concentration has also been observed for some ionic liquids dissolved in solvents of low
polarity [71,72,171,172], as shown in Figure 13 exemplary for 1-ethyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)amide in dichloromethane, illustrating that this phenomenon is
more broadly applicable. Interestingly, more reasonable aggregate radii could be obtained
when employing the ratio of surfactant solute and cyclohexane solvent self-diffusion
coefficients, i.e., without the viscosities entering the evaluations. This shows how viscosity
and self-diffusion are decoupled in these systems thus leading to an apparent breakdown
of the Stokes–Einstein relation.

m

r

Figure 13. Apparent average solute radii as a function of solute concentration for C10E6 in cyclohex-
ane (circles) at 283.15 K and for 1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)amide in
dichloromethane at 288.15 K (triangles). The lines are guides for the eye.

4. Summary and Outlook

This paper reviews recent advances in characterizing, in particular, surfactants con-
fined in microporous and mesoporous materials, employing solid-state NMR techniques,
calorimetry, and MD simulations. It is shown that the combination of these techniques
is capable of revealing detailed insights into the structural arrangement and dynamics of
the confined guest molecules, which arise from the interplay between guest–guest and
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guest–host interactions. It is shown that the simultaneous presence of multiple hydrogen-
bonding sites and polar/non-polar moieties in the guests leads to the formation of ordered
structures, despite the cramped surroundings inside the pores. A number of examples from
the groups of the authors were given to highlight this fascinating emergence of order in the
narrow pores. Finally, the review concludes with some thoughts on the future direction of
the field. It is anticipated that, due to advancements in MD simulation techniques includ-
ing the recently reviewed advancements of extracting NMR relevant parameters directly
from aiMD simulations [173], it will be more and more feasible to predict the structural
arrangements of the confined guest molecules a priori, and later probe these predictions by
the combination of calorimetry, solid-state NMR, and DNP.
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168. Bothe, S.; Nowag, J.; Klimavičius, V.; Hoffmann, M.; Troitskaya, T.I.; Amosov, E.V.; Tormyshev, V.M.; Kirilyuk, I.; Taratayko, A.;
Kuzhelev, A.; et al. Novel Biradicals for Direct Excitation Highfield Dynamic Nuclear Polarization. J. Phys. Chem. C 2018, 122,
11422–11432. [CrossRef]

169. Hoffmann, M.M.; Bothe, S.; Gutmann, T.; Buntkowsky, G. Combining Freezing Point Depression and Self-Diffusion Data for
Characterizing Aggregation. J. Phys. Chem. B 2018, 122, 4913–4921. [CrossRef] [PubMed]

170. Hoffmann, M.M.; Too, M.D.; Vogel, M.; Gutmann, T.; Buntkowsky, G. Breakdown of the Stokes-Einstein Equation for Solutions of
Water in Oil Reverse Micelles. J. Phys. Chem. B 2020, 124, 9115–9125. [CrossRef] [PubMed]

171. Scharf, N.T.; Stark, A.; Hoffmann, M.M. Ion pairing and dynamics of the ionic liquid 1-hexyl-3-methylimidazolium
bis(irifluoromethylsulfonyl)amide (C6mimNTf2) in the low dielectric solvent chloroform. J. Phys. Chem. B 2012, 116, 11488–11497.
[CrossRef] [PubMed]

172. Cade, E.A.; Petenuci, J.; Hoffmann, M.M. Aggregation Behavior of Several Ionic Liquids in Molecular Solvents of Low Polarity--
Indication of a Bimodal Distribution. ChemPhysChem 2016, 17, 520–529. [CrossRef] [PubMed]

173. Mazurek, A.H.; Szeleszczuk, Ł.; Pisklak, D.M. A Review on Combination of Ab Initio Molecular Dynamics and NMR Parameters
Calculations. Int. J. Mol. Sci. 2021, 22, 4378. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

169





MDPI AG
Grosspeteranlage 5

4052 Basel
Switzerland

Tel.: +41 61 683 77 34

Molecules Editorial Office
E-mail: molecules@mdpi.com

www.mdpi.com/journal/molecules

Disclaimer/Publisher’s Note: The title and front matter of this reprint are at the discretion of the Guest

Editor. The publisher is not responsible for their content or any associated concerns. The statements,

opinions and data contained in all individual articles are solely those of the individual Editor and

contributors and not of MDPI. MDPI disclaims responsibility for any injury to people or property

resulting from any ideas, methods, instructions or products referred to in the content.





Academic Open 

Access Publishing

mdpi.com ISBN 978-3-7258-5342-7


