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Editorial

Advances in Study of Time-Delay Systems and Their Applications:
A Second Edition

Libor Pekař

Faculty of Applied Informatics, Tomas Bata University in Zlín, Nad Stráněmi 4511, 76005 Zlín, Czech Republic;
pekar@utb.cz

1. Introduction

The delay phenomenon is a common feature of industrial, communication, economic,
biological, and similar systems and processes, and it significantly affects their stability and
dynamics. It can markedly deteriorate the quality of control performance in feedback loops.
Studying the influence of delays on system stability, dynamics, and control performance
poses a challenging mathematical problem. System and control theories have addressed
this issue for nearly a century, dating back to the seminal work by Volterra [1]. Modern
control theory faces growing demands for enhanced quality and performance in both
industrial applications and everyday life—demands that are difficult to meet using con-
ventional methods. Achieving these goals requires a deeper understanding of controlled
systems with delays. Despite significant advances in artificial intelligence techniques and
strategies in recent years, distinguished scholars continue to propose innovative solutions
to longstanding challenges and identify new open problems stemming from an increasingly
profound understanding of this domain.

This collection focuses on recent developments in the analysis and control design of
time-delay systems (TDSs). The goal was to attract quality and novel papers in the field of
“Time-Delay Systems and Their Applications”. It is anticipated that these top-tier research
papers will have a considerable impact on the international scientific community and will
inspire further advancements in the field.

2. Overview of Special Issue Contributions

The call for this Special Issue attracted 28 leading researchers in the field of TDSs,
who collectively submitted 10 manuscripts. After a rigorous review process, however, only
eight high-quality contributions were accepted and published. Based on the affiliation
of the corresponding authors, three of the accepted papers are from China [2–4], while
the remaining research papers were authored by scholars from Bulgaria [5], Jordan [6],
Russia [7], Saudi Arabia [8], and Spain [9].

Two of the papers primarily investigate the exponential stability of TDSs. Sedova
and Druzhinina [7] addressed the problem of uniform exponential stability for nonlinear
time-varying TDSs. They applied the Razumikhin method to establish sufficient condi-
tions for exponential stability and proposed an extension of the approach to time-varying
systems. Specifically, they allowed the time-derivative of the constructed Razumikhin
function to be indefinite and derived a new upper estimate on its rate of decrease. The
results obtained can be viewed as extensions of those presented in earlier works [10,11],
as well as a representation of known sufficient conditions for the exponential stability of
linear delay equations. Applying the exponential stability conditions derived in this study
to specific examples revealed that previously related results were either inapplicable or
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yielded different exponential estimates for the solutions. It was noted that the Razumikhin
method led to stability conditions that were sufficient but unnecessary, resulting in overly
conservative outcomes. Various approaches were then proposed to reduce this conser-
vatism, and numerous results were reported in this area. The paper included a comparison
with other findings [10,12–14], and the authors concluded that no universally good stability
criterion currently exists.

Another paper in the Special Issue, authored by Lang and Lu [4], evaluates the expo-
nential incremental stability of TDSs and presents the relevant criteria for both continuous
and discontinuous right-hand sides. The authors proposed and proved sufficient conditions
for the exponential incremental stability of solutions in systems with continuous right-hand
sides. Before addressing the incremental stability of systems with discontinuous right-hand
sides, they established conditions for the existence and uniqueness of the Filippov solu-
tion. Then, by constructing a sequence of systems with continuous right-hand sides and
applying an approximation method, they derived sufficient conditions for the exponential
incremental stability of systems with discontinuous right-hand sides. Numerical experi-
ments with a linear TDS and a Hopfield neural network with time delay were conducted to
verify the theoretical results. For future research, the authors aim to develop methods for
constructing continuous TDSs to approximate discontinuous systems more effectively.

The stability of TDSs is closely related to their asymptotic behavior. Two other papers
are primarily focused on the asymptotic behavior of solutions in a particular nonlinear
neutral TDS and on novel criteria for oscillation [8], as well as the asymptotic behavior
of another type of neutral TDSs [6], respectively. The former contribution, authored by
Mesmouli et al., investigates stability, asymptotic stability, and exponential stability using
the Banach fixed-point theorem. Under certain conditions, the matrix measure serves as
the key tool for tackling these three types of stability in a system that includes two Volterra
terms and a nonlinear term. The results obtained generalize the findings of [15] and the
authors’ recent research [16]. The work is another example of the advantage of using the
fixed-point method over Lyapunov’s method.

Batiha et al. [6] studied the oscillatory behavior of solutions to second-order differential
equations (DEs) with neutrality conditions. They developed analytical criteria that highlight
the dynamics of these equations and explain the associated oscillation patterns. Notably,
the paper contributes to a deeper understanding of the mathematical properties of this
class of DEs, enhancing the ability of researchers to address similar problems in various
contexts. In particular, it emphasizes the dual effect of neutrality conditions in shaping
the behavior of solutions, underscoring the potential to extend existing models to more
complex, real-world applications. This research also adds to the existing literature [17,18]
by providing precise criteria for assessing the nature of oscillatory solutions, laying a strong
foundation for future studies. Further exploration of oscillatory effects in the context of
higher-order DEs may reveal new patterns and offer deeper insight into the mathematical
structure of these systems, enabling broader applications and greater understanding of
more general systems.

The asymptotic behavior of solutions to nonlinear partial DEs (PDEs)—a key aspect in
understanding their long-term dynamics—is the focus of another contribution to the Special
Issue, authored by Ge and Du [3]. The paper addresses the global well-posedness and
asymptotic behavior of solutions to non-autonomous Navier–Stokes equations (NANSEs)
with infinite time delay and node determination. Using a mathematical framework based
on a specialized function space, the authors demonstrated the well-posedness of the system,
under the assumption of Lipschitz continuity with respect to time. In addition, they showed
that the long-term behavior of strong solutions could be characterized by their values at
a finite number of spatial nodes. The inclusion of an infinite delay term enabled the
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application of existing theoretical results to analyze the well-posedness and asymptotic
behavior of the NANSEs under delay effects. This work provides theoretical support and
specific examples for studying nonlinear PDEs with time-delay effects. It also validates
the relevant conclusions obtained from time-delay DEs and offers insights into research
methods applicable to nonlinear PDEs with other time-delay effects, further reinforcing
findings from previous time-delay DE studies [19,20].

Nedzhibov [5] presented a detailed exposition of two spatio-temporal dynamic mode
decomposition (STDMD) variants—the parallel and sequential STDMD methods. The
author introduced the underlying matrix representations and highlighted their respective
computational frameworks for analyzing spatio-temporal data. To address limitations
inherited from the classic dynamic mode decomposition (DMD) algorithm, the study pro-
posed extensions incorporating delay-embedding techniques [21]. In addition, numerical
experiments were performed to validate the efficacy of the proposed extensions in over-
coming the shortcomings of traditional DMD methods [22]. The results demonstrated the
enhanced performance of delay-embedded STDMD, showcasing its utility in analyzing
complex spatio-temporal datasets. Future research directions were also highlighted. This
work advances spatio-temporal DMD methodologies by introducing extensions that en-
hance the robustness and accuracy of the analysis. The proposed approaches offer valuable
tools for researchers and practitioners seeking more profound insights into the dynamics
of complex spatio-temporal systems.

The problem of semi-global polynomial synchronization (SGPS) for high-order bidi-
rectional associative memory neural networks (HOBAMNNs) with multiple proportional
delays was addressed by Cong, Zhang, and Zhu in [2]. The authors initially derived
delay-dependent SGPS criteria for the error dynamical system and then provided the
corresponding controller gain. Illustrative examples were presented to demonstrate the ap-
plicability of their findings. The main contribution of this work lies in the first investigation
of SGPS for HOBAMNNs with multiple proportional delays. By directly deriving easily
implementable sufficient criteria based on the definition of SGPS, the proposed approach is
applicable to a broader class of neural network models. Future research aims to explore
general decay synchronization, which includes polynomial, exponential, logarithmic, and
other forms of synchronization [23].

Finally, a comprehensive study on the evolution operator that generates the state tra-
jectory of dynamical systems combining delay-free dynamics with several types of delays
was conducted by De la Sen et al. [9]. In the first part of the study, explicit expressions were
derived for the evolution associated with the state-trajectory solution of a class of linear
time-varying differential delay-free systems. The impulsive-free part of the dynamics ma-
trix function was assumed to be bounded, piecewise-continuous, and Lebesgue-integrable
at all times. Both the absence and presence of impulsive actions in the system dynamics
matrix were described. The obtained results were subsequently extended to systems with
constant point delays, with the evolution operators that generate the trajectory solutions
given explicitly. In the general case, these operators were non-unique in the impulsive
scenario. The parameterization of impulsive actions at specific time instants occurred in
the delay-free dynamics and in the various matrices of delayed dynamics, followed by
an immediate return to the previous configuration. These impulsive actions were inter-
preted as instantaneous, abrupt switching changes in the parameterization, which might be
non-unique, as the necessary impulsive gains to monitor the switched parameterizations
can vary in achieving a suitable right limit of the solution trajectory. In addition, the
boundedness of the solution trajectory of the impulsive TDS was investigated. It was found
that an appropriate distribution of impulsive time instants can potentially stabilize a TDS,
even if the delay-free dynamics is unstable.
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3. Conclusions

All the above-mentioned authors deserve sincere gratitude for their valuable contribu-
tions to this Special Issue. We also extend our deep appreciation to the reviewers for their
insightful comments and efforts in improving the quality of the submissions. We believe
that these high-quality research papers will have a meaningful impact on the international
scientific community and will further motivate research on the analysis and control of
TDSs, both at the theoretical level and in real-world applications.

Funding: This author’s work was funded by the internal research project of the Faculty of Applied
Informatics, TBU in Zlín, No. RVO/CEBIA/2024/001.

Conflicts of Interest: The author declares no conflicts of interest.

Abbreviations

The following abbreviations are used in this manuscript:

DE Differential equation
DMD Dynamic mode decomposition
HOBAMNN High-order bidirectional associative memory neural network
NANSE Non-autonomous Navier–Stokes equation
PDE Partial differential equation
SGPS Semi-global polynomial synchronization
STDMD Spatio-temporal dynamic mode decomposition
TDS Time-delay system
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Semi-Global Polynomial Synchronization of High-Order
Multiple Proportional-Delay BAM Neural Networks

Er-yong Cong 1,2,*, Xian Zhang 3,4,* and Li Zhu 1

1 Department of Mathematics, Harbin University, Harbin 150086, China; zhuli1980@hrbu.edu.cn
2 Heilongjiang Provincial Key Laboratory of the Intelligent Perception and Intelligent Software,

Harbin University, Harbin 150080, China
3 School of Mathematical Science, Heilongjiang University, Harbin 150080, China
4 Heilongjiang Provincial Key Laboratory of the Theory and Computation of Complex Systems,

Heilongjiang University, Harbin 150080, China
* Correspondence: cey1979@163.com (E.-y.C.); xianzhang@ieee.org (X.Z.)

Abstract: This paper addresses the semi-global polynomial synchronization (SGPS)
problem for a class of high-order bidirectional associative memory neural networks
(HOBAMNNs) with multiple proportional delays. The time-delay-dependent semi-global
polynomial stability criterion for error systems was established via a direct approach. The
derived stability conditions are formulated as several simple inequalities that are readily
solvable, facilitating direct verification using standard computational tools (e.g., YALMIP).
Notably, this method can be applied to many system models with proportional delays after
minor modifications. Finally, a numerical example is provided to validate the effectiveness
of the theoretical results.

Keywords: semi-global polynomial stability; high-order BAM neural network; semi-global
polynomial synchronization; proportional delays; controller gains

MSC: 93D20

1. Introduction

Due to nonlinear computing capabilities and powerful parallel processing, neural
networks (NNs) have played an important role in fields such as addressable memory,
pattern recognition, and optimization control in recent decades [1,2]. A high-order NN
capable of simulating auto-associative, hetero-associative, and multi-associative memory
was proposed by Lee et al. [3] in 1986. Subsequently, various aspects of higher-order models
have been extensively studied [4,5]. These higher-order NN models have higher fault
tolerances, larger storage capacities, faster convergence speeds, and stronger approximation
properties than first-order NNs.

Bidirectional associative memory NNs (BAMNNs) [6,7] consist of two layers of hetero-
geneous associative circuits, which extend the functionality of single-layer NNs and have
the functions of memory and information association. In 1990, Simpson [8] put forward a
class of HOBAMNNs. Since then, scholars had a strong interest in the research of delayed
HOBAMNNs. In general, time delays considered for HOBAMNNs can be classified as
constant delays [9], time-varying delays [10,11], leakage terms [12,13], and distributed de-
lays [14]. In the implementation of NNs, in addition to the aforementioned types of delays,
there also exists another crucial category of proportional delays. This is an unbounded
time-varying delay that is different from constant delay, bounded time-varying delay, and

Mathematics 2025, 13, 1512 https://doi.org/10.3390/math13091512
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distributed delay. The stability results of other types of time-delay systems cannot be
applied to proportional delay systems directly too. For some time, an increasing number of
scholars have started to pay attention to proportional-delay NNs (PDNNs) [15–18].

Pecora and Carroll proposed the concept of synchronization based on drive–response
systems in [19]. It represents a state in which two or more systems exhibit common dynamic
behaviors. When studying the dynamic behaviors of NNs, synchronization plays a crucial
role. Since Zhou proposed the PDNNs in [20], the synchronization of PDNNs has also re-
ceived much attention. A large number of manuscripts have emerged regarding the study of
different types of synchronization problems for PDNNs: for example, asymptotic synchro-
nization [21–23], exponential synchronization [24–27], finite-time synchronization [28–32],
and fixed-time synchronization [33–35]. Regarding the implementation of synchronization
between PDNNs, the majority of articles initially convert the proportional-delay drive–
response systems into drive–response systems featuring constant delays and time-varying
coefficients by means of nonlinear transformations. Then, corresponding methods are
applied to derive sufficient conditions for synchronization: for example, the Lyapunov
functionals (cited in [21,24,26,28,35]); the Lyapunov functionals and M-matrix method
(cited in [27,36]); the matrix measure method (cited in [27]); the differential inequality
techniques and the analysis approach (cited in [33,37,38]); the Lyapunov function and
analytical methods (cited in [39]); the reciprocally convex technique combined with a
new Lyapunov–Krasovskii functional (cited in [22]); the matrix measure strategy and the
method based on the finite-time stability theorem of the Lyapunov approach (cited in [29]);
the figure analysis method (cited in [30]); and the mean value inequality analysis (cited
in [23]).

Polynomial stability differs from asymptotic stability and exponential stability.
In terms of convergence rates, it is weaker than exponential stability and lies between
asymptotic stability and exponential stability [17,18]. In the context of stability analyses for
NNs, global power-rate stability and global polynomial stability are closely related con-
cepts, both describing the convergence behavior of system trajectories over an unbounded
state space. Global polynomial synchronization (GPS) is also an important synchronization
method for PDNNs. It is a type of decaying synchronization, and its convergence rate is no
higher than that of global exponential synchronization. In recent years, polynomial synchro-
nization (PS) has emerged as a significant research direction in NN dynamics, achieving
notable theoretical and practical advancements [40–46]. References [40,41] investigate the
global power-rate synchronization (GP-RS) problem in different NNs. In [40], by utilizing
the Leibniz rule for fractional-order derivatives and an extended comparison technique,
the delay-dependent criteria for GP-RS were derived. In [41], by means of impulsive delay
differential inequalities, sufficient conditions for achieving GP-RS in chaotic NNs under
delay-dependent impulsive control laws are established. Zhou et al. [42] pioneered the
concept of PS for recurrent NNs, employing inequality analysis techniques and construct-
ing Lyapunov functionals to derive delay-dependent sufficient conditions for ensuring
exponential synchronization and PS in drive–response systems. Subsequent studies ex-
panded this framework to diverse NN architectures. For complex-valued inertial PDNNs,
researchers developed synchronization criteria using a non-separated approach [43]. In
the context of inertial PDNNs, scholars designed feedback controllers and reduced er-
ror systems to first-order differential equations through order reduction. By leveraging
derivative definitions, matrix norm properties and Lagrange’s mean-value-theorem novel
proportional-delay differential inequalities were established, resulting in matrix-norm-
based synchronization criteria [44]. Addressing high-dimensional quaternion-valued sys-
tems, researchers achieved GPS through nonlinear controllers that integrate quaternion
algebra with advanced inequality techniques [45]. Practical applications were further
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explored in parameter-uncertain proportional-delay memristive NNs, where the Lyapunov
stability theory and inequality analysis yielded synchronization criteria that successfully
applied to image encryption systems [46]. Collectively, these works have systematically
advanced PS methodologies, demonstrating theoretical completeness in model generality,
controller design, mathematical tool innovation, and real-world implementation.

The central aim of this paper is to devise a control law capable of ensuring the SGPS
of multiple proportional-delay HOBAMNNs. The main contributions of this paper are
as follows:

(1) This is the first study on the SGPS of multiple proportional-delay HOBAMNNs,
and the definition of SGPS here is obviously different from that of GPS.

(2) This paper proposes a direct derivation method based on the system’s solution.
Different from previous research results, it avoids using nonlinear transformation to
convert PDNNs into constant delay NNs. This method simplifies the research process,
avoids the complexity brought by constructing the Lyapunov–Krasovskii functional,
and makes the structure of the paper more reasonable.

(3) The established SGPS criterion not only enhances the convergence rate and accuracy but
also enables straightforward implementation using the MATLAB R2016b 9.1 toolbox.

The remaining portion is structured as follows. The elaboration and preparatory work
of the problem will be conducted in the next section. The major achievements of this
research, a new standard for SGPS, are presented in Section 3. Illustrative examples are
provided in Section 4 to verify the validity of the obtained results. Finally, in Section 5, we
present our conclusions.

Notation: The real number and positive integer sets are denoted by R and N+, re-
spectively. The symbol Rl×s denotes the set consisting of l × s matrices. Rl×s

� and Rl×s� are
subsets of Rl×s, with the former containing all nonnegative matrices and the latter contain-
ing all positive matrices. In a similar vein, we also utilize R� and R�, among others. For
s ∈ N+, let Rs be the linear space of all s-dimensional column vectors over R. The column-
vectorizing operator is denoted by col(·). The notations ‖ · ‖2 and ‖ · ‖∞ represent the
Euclidean norm and ∞-norm on Rs, respectively.

2. Problem Description

Consider a class of multiple proportional-delay HOBAMNNs, which can be de-
scribed as follows:

ζ̇i(t) = −aiζi(t) + ∑
j∈Zm

[
bij hj(ϑj(t)) + cijlj(ϑj(pijt))

]
+ ∑

j∈Zm

∑
l∈Zm

dijl h̄j(ϑj(pijl t))h̄l(ϑl(pijl t))

+Ii(t), i ∈ Zn, t ∈ [t0, ∞), (1a)

ϑ̇j(t) = −âjϑj(t) + ∑
i∈Zn

[
b̂ji h̃i(ζi(t)) + ĉji l̃i(ζi( p̂jit))

]
+ ∑

i∈Zn

∑
r∈Zn

d̂jir ˜̄hi(ζi( p̂jirt)) ˜̄hr(ζr( p̂jirt))

+ Ĩj(t), j ∈ Zm, t ∈ [t0, ∞), (1b)

ζi(s) = ϕi(s), ϑj(s) = ψj(s), δt0 ≤ s ≤ t0, i ∈ Zn, j ∈ Zm,

δ = min
{

min
i∈Zn ,j∈Zm

pij, min
i∈Zn ,j∈Zm

p̂ji, min
i∈Zn ,j,l∈Zm

pijl , min
i,r∈Zn ,j∈Zm

p̂jir

}
(1c)

8
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where ζi(t) and ϑj(t) denote the ith and jth neuronal state of layer-X and layer-Y, re-
spectively; t0 ≥ 0 is the initial time; hj(·), h̃i(·), lj(·), l̃i(·), h̄j(·), and ˜̄hi(·) are nonnegative
activation functions; pij, p̂ji, pijl and p̂jir denote the proportional delays: 0 < pij < 1,
0 < p̂ji < 1, 0 < pijl < 1, and 0 < p̂jir < 1. ai and âj are positive constants; constants bij, b̂ji,
cij, and ĉji represent the connection weights; dijl and d̂jir are the second-order nonnegative
connection weights; ϕi(s), ψj(s) ∈ C[δt0, t0] stands for the initial functions. Ii(t) and Îj(t)
denote the external inputs on the i-th and j-th neuron at time t. Zk = {1, 2, . . . , k}, k ∈ N+.

We require these assumptions:

Assumption 1. There is h̄j,
¯̃hi ∈ R� such that hj(0) = h̃i(0) = 0, 0 ≤ hj(α1)−hj(α2)

α1−α2
≤ h̄j and

0 ≤ h̃i(α1)−h̃i(α2)
α1−α2

≤ ¯̃hi for any α1, α2 ∈ R subject to α1 �= α2, i ∈ Zn and j ∈ Zm.

Assumption 2. There is l̄j,
¯̃li ∈ R� such that lj(0) = l̃i(0) = 0, 0 ≤ lj(α1)−lj(α2)

α1−α2
≤ l̄j and

0 ≤ l̃i(α1)−l̃i(α2)
α1−α2

≤ ¯̃li for any α1, α2 ∈ R subject to α1 �= α2, i ∈ Zn and j ∈ Zm.

Assumption 3. There is ¯̄hj,
¯̄̃hi,∈ R� such that h̄j(0) = ˜̄hi(0) = 0, 0 ≤ h̄j(α1)−h̄j(α2)

α1−α2
≤ ¯̄hj and

0 ≤ ˜̄hi(α1)− ˜̄hi(α2)
α1−α2

≤ ¯̄̃hi for any α1, α2 ∈ R subject to α1 �= α2, i ∈ Zn and j ∈ Zm.

Assumption 4. The activation functions h̄j(·) and ˜̄hi(·) satisfy −γ̃
(1)
j ≤ h̄j(s) ≤ γ̃

(1)
j , −γ̃

(2)
i ≤

˜̄hi(s) ≤ γ̃
(2)
i for any t ≥ t0, s ∈ R, i ∈ Zn, j ∈ Zm, where γ̃

(1)
j and γ̃

(2)
i are positive scalars.

We regard higher-order BAMNN (1) as a master drive system and consider the follow-
ing form of slave matching response systems:

˙̂ζi(t) = −ai ζ̂i(t) + ∑
j∈Zm

[
bijhj(ϑ̂j(t)) + cijlj(ϑ̂j(pijt))

]
+ ∑

j∈Zm

∑
l∈Zm

dijl h̄j(ϑ̂j(pijl t))h̄l(ϑ̂l(pijl t))

+Ii(t) + Ui(t), i ∈ Zn, t ∈ [t0, ∞), (2a)

˙̂ϑj(t) = −âjϑ̂j(t) + ∑
i∈Zn

[
b̂ji h̃i(ζ̂i(t)) + ĉji l̃i(ζ̂i( p̂jit))

]
+ ∑

i∈Zn

∑
r∈Zn

d̂jir ˜̄hi(ζ̂i( p̂jirt)) ˜̄hr(ζ̂r( p̂jirt))

+ Ĩj(t) + Vj(t), j ∈ Zm, t ∈ [t0, ∞), (2b)

ζ̂i(s) = ϕ̂i(s), ϑ̂j(s) = ψ̂j(s), δt0 ≤ s ≤ t0, i ∈ Zn, j ∈ Zm, (2c)

where Ui(t) and Vj(t) are the controllers for realizing the SGPS.
Let εi(t) = ζi(t) − ζ̂i(t) and ε̃j(t) = ϑj(t) − ϑ̂j(t). Take εi(t) and ε̃j(t) as the syn-

chronization error variables. Then, from Equations (1) and (2), we can obtain the error
dynamical system:

ε̇i(t) = −aiεi(t) + ∑
j∈Zm

[
bijh∗j (ε̃j(t)) + cijl∗j (ε̃j(pijt))

]
+ ∑

j∈Zm

∑
l∈Zm

dijl

[
h̄j(ϑj(pijl t))h̄

∗
l (ε̃l(pijl t))

+h̄∗j (ε̃j(pijl t))h̄l(ϑ̂l(pijl t))
]

−Ui(t), i ∈ Zn, t ∈ [t0, ∞), (3a)

9
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˙̃εj(t) = −âj ε̃j(t) + ∑
i∈Zn

[
b̂ji h̃∗i (εi(t)) + ĉji l̃∗i (εi( p̂jit))

]
+ ∑

i∈Zn

∑
r∈Zn

d̂jir

[
˜̄hi(ζi( p̂jirt)) ˜̄h∗r (εr( p̂jirt))

+ ˜̄h∗i (εi( p̂jirt)) ˜̄hr(ζ̂r( p̂jirt))
]

−Vj(t), j ∈ Zm, t ∈ [t0, ∞), (3b)

εi(s) = ρi(s), ε̃j(s) = �j(s), δt0 ≤ s ≤ t0, i ∈ Zn, j ∈ Zm, (3c)

where
h∗j (ε̃j(·)) = hj(ε̃j(·) + ϑ̂j(·))− hj(ϑ̂j(·)),
h̃∗i (εi(·)) = h̃i(εi(·) + ζ̂i(·))− h̃i(ζ̂i(·)),
l∗j (ε̃j(·)) = lj(ε̃j(·) + ϑ̂j(·))− lj(ϑ̂j(·)),
l̃∗i (εi(·)) = l̃i(εi(·) + ζ̂i(·))− l̃i(ζ̂i(·)),

h̄∗j (ε̃j(·)) = h̄j(ε̃j(·) + ϑ̂j(·))− h̄j(ϑ̂j(·)),
˜̄h∗i (εi(·)) = ˜̄hi(εi(·) + ζ̂i(·))− ˜̄hi(ζ̂i(·)).

ρi(s) = ϕi(s)− ϕ̂i(s), �j(s) = ψj(s)− ψ̂j(s)

Due to Assumptions 1–3, we deduce that

|h∗j (ω)| ≤ h̄j|ω|, |h̃∗i (ω)| ≤ ¯̃hi|ω|,
|l∗j (ω)| ≤ l̄j|ω|, |l̃∗i (ω)| ≤ ¯̃li|ω|,
|h̄∗j (ω)| ≤ ¯̄hj|ω|, | ˜̄h∗i (ω)| ≤ ¯̄̃hi|ω|, ω ∈ R, i ∈ Zn, j ∈ Zm. (4)

Remark 1. Assumptions 1–4 guarantee the existence and uniqueness of the solutions to the
considered differential equations, ensuring that the solutions of the system will not diverge within a
finite time, thus guaranteeing the effectiveness of the stability analysis. The assumptions about the
activation functions prevent the nonlinear terms from causing system instability due to excessive
amplification in the state space. In the analysis of the synchronization error dynamics, these
assumptions help simplify the estimation of the coupling terms and interaction terms.

Let
εi(t) = ζi(t)− ζ̂i(t), ε̃j(t) = ϑj(t)− ϑ̂j(t).

Definition 1 ([18]). The HOBAMNN (1) is said to be semi-globally polynomially stable, if there
exist scalars R > 0, K > 0, and β > 0 such that(

‖ζ(t)‖2
2 + ‖ϑ(t)‖2

2

)1/2 ≤ K‖(ϕ, ψ)‖∞

(
1 + t
1 + t0

)−β

for any t ≥ t0, ϕ ∈ C([δt0, t0],Rn) and ψ ∈ C([δt0, t0],Rm) subject to ‖(ϕ, ψ)‖∞ < R, where

ζ(t) = col(ζ1(t), ζ2(t), . . . , ζn(t)), ϑ(t) = col(ϑ1(t), ϑ2(t), . . . , ϑm(t)),

‖(ϕ, ψ)‖∞ = sup
s∈[δt0,t0]

max{‖ϕ(s)‖∞, ‖ψ(s)‖∞},

10
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ϕ(s) = col(ϕ1(s), ϕ2(s), . . . , ϕn(s)), ψ(s) = col(ψ1(s), ψ2(s), . . . , ψm(s)).

Specifically, when R = +∞, HOBAMNN (1) is defined as globally polynomially stable.

Remark 2. Global polynomial stability requires that the system polynomially converges to the
equilibrium state under all initial conditions in the entire state space. In contrast, semi-global
polynomial stability requires that the system polynomially converges to the equilibrium state
corresponding to the initial conditions within some fixed bounded set. In the case of global polynomial
stability, the polynomial decay rate is consistent for any initial state, but for semi-global polynomial
stability, the decay rate depends on the selected set.

Definition 2. The response HOBAMNN (2) and HOBAMNN (1) are said to achieve SGPS,
if there exist scalars R > 0, K > 0, and λ > 0 such that any solution (ε(t), ε̃(t)) of error
dynamical system (3) satisfies(

‖ε(t)‖2
2 + ‖ε̃(t)‖2

2

)1/2 ≤ K‖(�, �̃)‖∞

(
1 + t
1 + t0

)−λ

for any t ≥ t0, � ∈ C([δt0, t0],Rn) and �̃ ∈ C([δt0, t0],Rm) subject to ‖(�, �̃)‖∞ < R, where

ε(t) = col(ε1(t), ε2(t), . . . , εn(t)), ε̃(t) = col(ε̃1(t), ε̃2(t), . . . , ε̃m(t)),

‖(�, �̃)‖∞ = sup
s∈[δt0,t0]

max{‖�(s)‖∞, ‖�̃(s)‖∞},

�(s) = col(�1(s), �2(s), . . . , �n(s)), �̃(s) = col(�̃1(s), �̃2(s), . . . , �̃m(s)).

That is, the error system (3) controlled by the controllers Ui(t) and Vj(t) is semi-globally
polynomially stable.

The objective of this paper is to design a state feedback controller of the following form:

Ui(t) = (μi − ai)εi(t), i ∈ Zn, t ≥ t0,

Vj(t) = (μ̃j − âj)ε̃j(t), j ∈ Zm, t ≥ t0, (5)

which allows HOBAMNNs (1) and (2) achieve SGPS, where μi > 0 and μ̃j > 0 are the con-
troller gains to be determined. In other words, the goal is to derive new sufficient conditions
that ensure that the error dynamical system (3) exhibits semi-global polynomial stability.

3. Main Results

Lemma 1 ([18]). Let κ(x) = (τ̄ − γ)(x − T) − τ ln( 1+x
1+T ), x ∈ (−1, T], where γ, τ̄, τ, and

T are positive scalars such that τ̄ − γ ≥ τ and T > t0. Then, for all x ∈ [t0, T], the following
inequality holds: κ(x) ≤ 0; that is, τ̄(x− T)− τ ln( 1+x

1+T ) ≤ γ(x− T) for any x ∈ [t0, T].

Theorem 1. Under Assumptions 1–4, let known positive scalars ζ, ϑ, λ, μi, μ̃j, ηi, and η̃j be
subject to

λ < min
(

min
i∈Zn

(μi − ηi), min
j∈Zm

(μ̃j − η̃j)

)
(6)

if there are ζ̃i > 0 and ϑ̃j > 0 such that
1 + Δ̃i ≺ ζ̃i, (7a)

1 + ℵ̃j ≺ ϑ̃j, (7b)

11



Mathematics 2025, 13, 1512

where
Δ̃i = ∑

j∈Zm

Δ̃ijϑ̃j, Δ̃ij = Θij + Ξij,

ℵ̃j = ∑
i∈Zn

ℵ̃ji ζ̃i, ℵ̃ji = Θji + Ξji,

Θij =
|bij|h̄j + |cij|l̄j p−λ

ij

ηi
, Θji =

|b̂ji| ¯̃hi + |ĉji| ¯̃li p̂−λ
ji

η̃j
,

Ξij =
∑l∈Zm γ̃

(1)
l

(
|dil j|p−λ

il j + |dijl |p−λ
ijl

)
¯̄hj

ηi
,

Ξji =
∑r∈Zn γ̃

(2)
r

(
|d̂jri| p̂−λ

jri + |d̂jir| p̂−λ
jir

)
¯̄̃hi

η̃j
,

Then, error system (3) is semi-globally polynomially stable; that is, the drive system
HOBAMNN (1) and response system HOBAMNN (2) achieve SGPS.

Proof. Choose Υ > 1 such that

Υζ̃ � col(1 · · · 1), Υϑ̃ � col(1 · · · 1).

where

ζ̃ = col(ζ̃1 · · · ζ̃n), ϑ̃ = col(ϑ̃1 · · · ϑ̃m).

For any fixed initial functions � ∈ C([δt0, t0],Rn) and �̃ ∈ C([δt0, t0],Rm), define

ε̂(t) = Υ‖(�, �̃)‖∞

(
1 + t
1 + t0

)−λ

ζ̃, t ≥ δt0, (8)

ˆ̃ε(t) = Υ‖(ρ, �)‖∞

(
1 + t
1 + t0

)−λ

ϑ̃, t ≥ δt0. (9)

Suppose that (ε(t), ε̃(t)) is a solution of the error system (3). Next, the following
expression will be proven:

|ε(t)| � ε̂(t), |ε̃(t)| � ˆ̃ε(t), t ≥ δt0, (10)

i.e.,

|ε(t)| � Υ‖(�, �̃)‖∞

(
1 + t
1 + t0

)−λ

ζ̃, t ≥ δt0, (11a)

|ε̃(t)| � Υ‖(�, �̃)‖∞

(
1 + t
1 + t0

)−λ

ϑ̃, t ≥ δt0. (11b)

12
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Based on (5), it is obtained that

ε̇i(t) = −μiεi(t) + ∑
j∈Zm

[
bijh∗j (ε̃j(t)) + cijl∗j (ε̃j(pijt))

]
+ ∑

j∈Zm

∑
l∈Zm

dijl

[
h̄j(ϑj(pijl t))h̄

∗
l (ε̃l(pijl t))

+h̄∗j (ε̃j(pijl t))h̄l(ϑ̂l(pijl t))
]
, i ∈ Zn, t ∈ [t0, ∞). (12)

By multiplying both sides of Equation (12) by eμi(t−t0) and then taking the integration
from t0 to t, we have

εi(t) = e−μi(t−t0)εi(t0)

+ ∑
j∈Zm

bij

∫ t

t0

eμi(ω−t)h∗j (ε̃j(ω))dω

+ ∑
j∈Zm

cij

∫ t

t0

eμi(ω−t)l∗j (ε̃j(pijω))dω

+ ∑
j∈Zm

∑
l∈Zm

dijl

∫ t

t0

eμi(ω−t)
[

h̄j(ϑj(pijlω))h̄∗l (ε̃l(pijlω))|

+h̄∗j (ε̃j(pijlω))h̄l(ϑ̂l(pijlω))
]
dω,

i ∈ Zn, t ∈ [t0, ∞). (13)

According to Assumptions 1–3 and 4, one can derive

|εi(t)| ≤ e−μi(t−t0)|ρi(t0)|
+ ∑

j∈Zm

|bij|h̄j

∫ t

t0

eμi(ω−t)|ε̃j(ω)|dω

+ ∑
j∈Zm

|cij|l̄j

∫ t

t0

eμi(ω−t)|ε̃j(pijω)|dω

+ ∑
j∈Zm

∑
l∈Zm

|dijl |
∫ t

t0

eμi(ω−t)
[
γ
(1)
j

¯̄hl |ε̃l(pijlω)|

+ ¯̄hjγ
(1)
l |ε̃j(pijlω)|

]
dω, i ∈ Zn, t ∈ [t0, ∞). (14)

Analogously, we can obtain

|ε̃j(t)| ≤ e−μ̃j(t−t0)|�j(t0)|
+ ∑

i∈Zn

|b̂ji| ¯̃hi

∫ t

t0

eμ̃j(ω−t)|εi(ω)|dω

+ ∑
i∈Zn

|ĉji| ¯̃li
∫ t

t0

eμ̃j(ω−t)|εi( p̂jiω)|dω

+ ∑
i∈Zn

∑
r∈Zn

|d̂jir|
∫ t

t0

eμ̃j(ω−t)
[
γ̃
(2)
i

¯̄̃hr|εr( p̂jirω)|

+ ¯̄̃hiγ̃
(2)
r |εi( p̂jirω)|

]
dω, j ∈ Zm, t ∈ [t0, ∞). (15)

Clearly, (11) holds for any t ∈ [δt0, t0]. Assume that (11) is not true for all t ∈ (t0,+∞).
Then, the following (i) or (ii) is true:

13
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(i) When t0 < t ≤ T, there is T and i∗ ∈ Zn such that (11) is true, and

|εi∗(T)| = Υ‖(�, �̃)‖∞

(
1 + T
1 + t0

)−λ

ζ̃i∗ , (16)

(ii) When t0 < t ≤ T, there is T and j∗ ∈ Zm such that (11) is true, and

|ε̃j∗(T)| = Υ‖(�, �̃)‖∞

(
1 + T
1 + t0

)−λ

ϑ̃j∗ . (17)

Case 1: (i) holds. From (14) and (11b), we derive

|εi∗(T)| ≤ Υ‖(�, �̃)‖∞e−μi∗ (T−t0)

+ ∑
j∈Zm

|bi∗ j|h̄jϑ̃jΥ‖(�, �̃)‖∞

∫ T

t0

eμi∗ (ω−T)
(

1 + ω

1 + t0

)−λ

dω

+ ∑
j∈Zm

|ci∗ j|l̄j p−λ
i∗ j ϑ̃jΥ‖(�, �̃)‖∞

∫ T

t0

eμi∗ (ω−T)
(

1 + ω

1 + t0

)−λ

dω

+ ∑
j∈Zm

∑
l∈Zm

|di∗ jl |
∫ T

t0

eμi∗ (ω−T)

[
γ̃
(1)
j

¯̄hl p−λ
i∗ jl ϑ̃lΥ‖(�, �̃)‖∞

(
1 + ω

1 + t0

)−λ

+ ¯̄hjγ̃
(1)
l p−λ

i∗ jl ϑ̃jΥ‖(�, �̃)‖∞

(
1 + ω

1 + t0

)−λ
]

dω

= Υ‖(�, �̃)‖∞

(
1 + T
1 + t0

)−λ
{

e−μi∗ (T−t0)

(
1 + T
1 + t0

)λ

+ ∑
j∈Zm

|bi∗ j|h̄jϑ̃j

∫ T

t0

eμi∗ (ω−T)
(

1 + ω

1 + T

)−λ

dω

+ ∑
j∈Zm

|ci∗ j|l̄j p−λ
i∗ j ϑ̃j

∫ T

t0

eμi∗ (ω−T)
(

1 + ω

1 + T

)−λ

dω

+ ∑
j∈Zm

∑
l∈Zm

|di∗ jl |
[
γ̃
(1)
j

¯̄hl p−λ
i∗ jl ϑ̃l + ¯̄hjγ̃

(1)
l p−λ

i∗ jl ϑ̃j

]

×
∫ T

t0

eμi∗ (ω−T)
(

1 + ω

1 + T

)−λ

dω

}

= Υ‖(�, �̃)‖∞

(
1 + T
1 + t0

)−λ
{

e−μi∗ (T−t0)

(
1 + T
1 + t0

)λ

+

[
∑

j∈Zm

(
|bi∗ j|h̄j + |ci∗ j|l̄j p−λ

i∗ j

)
ϑ̃j

+ ∑
j∈Zm

∑
l∈Zm

(
|di∗ l j|γ̃(1)

l
¯̄hj p−λ

i∗ l j + |di∗ jl | ¯̄hjγ̃
(1)
l p−λ

i∗ jl

)
ϑ̃j

]

×
∫ T

t0

eμi∗ (ω−T)
(

1 + ω

1 + T

)−λ

dω

}

= Υ‖(�, �̃)‖∞

(
1 + T
1 + t0

)−λ
[

e−μi∗ (T−t0)

(
1 + T
1 + t0

)λ

+ηi∗ Δ̃i∗
∫ T

t0

eμi∗ (ω−T)
(

1 + ω

1 + T

)−λ

dω

]
,

14
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where

Δ̃i∗ = ∑
j∈Zm

Δ̃i∗ jϑ̃j.Δ̃i∗ j = Θi∗ j + Ξi∗ j,

Noting that eμi∗ (ω−T)−λ ln( 1+ω
1+T ) ≤ eηi∗ (ω−T) for any ω ∈ [t0, T] from Lemma 1, we

have from (7a) that

|εi∗(T)| ≤ Υ‖(�, �̃)‖∞

(
1 + T
1 + t0

)−λ[
eηi∗ (t0−T) + ηi∗ Δ̃i∗

∫ T

t0

eηi∗ (ω−T)dω

]
≤ Υ‖(�, �̃)‖∞

(
1 + T
1 + t0

)−λ

(1 + Δ̃i∗), (18)

We have |εi∗(T)| < Υ‖(�, �̃)‖∞

(
1+T
1+t0

)−λ
ζ̃i∗ , which contradicts (16).

Case 2: (ii) holds. Using (15) and (11a), we derive

|ε̃j∗(T)| ≤ Υ‖(�, �̃)‖∞e−μ̃j∗ (T−t0)

+ ∑
i∈Zn

|b̂j∗i| ¯̃hi ζ̃iΥ‖(�, �̃)‖∞

∫ T

t0

eμ̃j∗ (ω−T)
(

1 + ω

1 + t0

)−λ

dω

+ ∑
i∈Zn

|ĉj∗i| ¯̃li p̂−λ
j∗i ζ̃iΥ‖(�, �̃)‖∞

∫ T

t0

eμ̃j∗ (ω−T)
(

1 + ω

1 + t0

)−λ

dω

+ ∑
i∈Zn

∑
r∈Zn

|d̂j∗ir|
∫ T

t0

eμ̃j∗ (ω−T)

[
γ̃
(2)
i

¯̄̃hr p̂−λ
j∗ir ζ̃rΥ‖(�, �̃)‖∞

(
1 + ω

1 + t0

)−λ

+ ¯̄̃hiγ̃
(2)
r p̂−λ

j∗ir ζ̃iΥ‖(�, �̃)‖∞

(
1 + ω

1 + t0

)−λ
]

dω

= Υ‖(�, �̃)‖∞

(
1 + T
1 + t0

)−λ
{

e−μ̃j∗ (T−t0)
(

1 + T
1 + t0

)λ

+ ∑
i∈Zn

|b̂j∗i| ¯̃hi ζ̃i

∫ T

t0

eμ̃j∗ (ω−T)
(

1 + ω

1 + T

)−λ

dω

+ ∑
i∈Zn

|ĉj∗i| ¯̃li p̂−λ
j∗i ζ̃i

∫ T

t0

eμ̃j∗ (ω−T)
(

1 + ω

1 + T

)−λ

dω

+ ∑
i∈Zn

∑
r∈Zn

[
|d̂j∗ir|γ̃(2)

i
¯̄̃hr p̂−λ

j∗ir ζ̃r

+|d̂j∗ir| ¯̄̃hiγ̃
(2)
r p̂−λ

j∗ir ζ̃i

] ∫ T

t0

eμ̃j∗ (ω−T)
(

1 + ω

1 + T

)−λ

dω

}
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= Υ‖(�, �̃)‖∞

(
1 + T
1 + t0

)−λ
{

e−μ̃j∗ (T−t0)
(

1 + T
1 + t0

)λ

+ ∑
i∈Zn

|b̂j∗i| ¯̃hi ζ̃i

∫ T

t0

eμ̃j∗ (ω−T)
(

1 + ω

1 + T

)−λ

dω

+ ∑
i∈Zn

|ĉj∗i| ¯̃li p̂−λ
j∗i ζ̃i

∫ T

t0

eμ̃j∗ (ω−T)
(

1 + ω

1 + T

)−λ

dω

+ ∑
i∈Zn

∑
r∈Zn

[
|d̂j∗ri|γ̃(2)

r
¯̄̃hi p̂−λ

j∗ri ζ̃i

+|d̂j∗ir| ¯̄̃hiγ̃
(2)
r p̂−λ

j∗ir ζ̃i

] ∫ T

t0

eμ̃j∗ (ω−T)
(

1 + ω

1 + T

)−λ

dω

}

= Υ‖(�, �̃)‖∞

(
1 + T
1 + t0

)−λ
{

e−μ̃j∗ (T−t0)
(

1 + T
1 + t0

)λ

+

[
∑

i∈Zn

(
|b̂j∗i| ¯̃hi + |ĉj∗i| ¯̃li p̂−λ

j∗i

)
ζ̃i

+ ∑
i∈Zn

∑
r∈Zn

(
|d̂j∗ri|γ̃(2)

r
¯̄̃hi p̂−λ

j∗ri + |d̂j∗ir| ¯̄̃hiγ̃
(2)
r p̂−λ

j∗ir

)
ζ̃i

]

×
∫ T

t0

eμ̃j∗ (ω−T)
(

1 + ω

1 + T

)−λ

dω

}

= Υ‖(�, �̃)‖∞

(
1 + T
1 + t0

)−λ
[

e−μ̃j∗ (T−t0)
(

1 + T
1 + t0

)λ

+η̃j∗ ℵ̃j∗
∫ T

t0

eμ̃j∗ (ω−T)
(

1 + ω

1 + T

)−λ

dω

]
, (19)

where

ℵ̃j∗ = ∑
i∈Zn

ℵ̃j∗i ζ̃i, ℵ̃j∗i = Θj∗i + Ξj∗i.

Noting that eμ̃j∗ (ω−T)−λ ln( 1+ω
1+T ) ≤ eη̃j∗ (ω−T) for any ω ∈ [t0, T] from Lemma 1, we

have from (7b) that

|ε̃j∗(T)| ≤ Υ‖(�, �̃)‖∞

(
1 + T
1 + t0

)−λ[
eη̃j∗ (t0−T) + η̃j∗ ℵ̃j∗

∫ T

t0

eη̃j∗ (ω−T)dω

]
≤ Υ‖(�, �̃)‖∞

(
1 + T
1 + t0

)−λ

(1 + ℵ̃j∗), (20)

We obtain |ε̃j∗(T)| < Υ‖(�, �̃)‖∞

(
1+T
1+t0

)−λ
ϑ̃j∗ , which contradicts (16).

Consequently, for all t ∈ [t0,+∞), (11) is true. Therefore,

∑
i∈Zn

ε2
i (t) + ∑

j∈Zm

ε̃2
j (t)

≤ ∑
i∈Zn

Υ2ζ̃2
i ‖(�, �̃)‖2

∞

(
1 + t
1 + t0

)−2λ

+ ∑
j∈Zm

Υ2ϑ̃2
j ‖(�, �̃)‖2

∞

(
1 + t
1 + t0

)−2λ

≤ Γ2‖(�, �̃)‖2
∞

(
1 + t
1 + t0

)−2λ

, ∀t ≥ t0,
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where Γ =
(

∑i∈Zn Υ2ζ̃2
i + ∑j∈Zm Υ2ϑ̃2

j

)1/2
.

In accordance with Definition 2, error system (3) is semi-globally polynomially stable;
that is, the drive system HOBAMNN (1) and response system HOBAMNN (2) achieve
SGPS.

4. Illustrative Examples

Next, the effectiveness of the results given in this paper will be illustrated through a
specific numerical example.

Example 1. Consider drive and response HOBAMNNs (1) and (2) with the controllers in (5):
let n = 2; m = 2; a1 = 0.4; a2 = 0.4; â1 = 0.3; â2 = 0.4; b11 = 1.2; b12 = −0.6; b21 = −1.3;
b22 = 0.24; b̂11 = 1.2; b̂12 = −0.42; b̂21 = 2.2; b̂22 = 0.22; c11 = −1.3; c12 = 1.5; g c21 = 2.4;
c22 = 1.1; ĉ11 = 0.16; ĉ12 = −0.36; ĉ21 = −0.12; ĉ22 = 0.43; d111 = 1; d112 = 2; d121 = 1;
d122 = 1; d211 = 2; d212 = 1; d221 = 1; d222 = 0.5; d̂111 = 0.1; d̂112 = 0.3; d̂121 = 0.1; d̂122 = 0.3;
d̂211 = 0.1; d̂212 = 0.21; d̂221 = 0.2; d̂222 = 0.11; p11 = 0.5; p12 = 0.4; p21 = 0.2; p22 = 0.8;
p̂11 = 0.7; p̂12 = 0.1; p̂21 = 0.2; p̂22 = 0.9; p111 = p112 = p121 = p211 = p212 = p221 =

p222 = 0.8; p122 = 0.9; p̂111 = p̂112 = p̂121 = p̂122 = 0.8; p̂211 = 0.4; p̂212 = 0.6; p̂221 = 0.3;
p̂222 = 0.7.

h1(s) = 0.2stanh2(s), h2(s) = 0.3stanh2(s),

h̃1(s) = 0.03stanh2(s), h̃2(s) = 0.2stanh2(s),

l1(s) = 0.3stanh2(s), l2(s) = 0.04stanh2(s),

l̃1(s) = 0.04stanh2(s), l̃2(s) = 0.02stanh2(s),

h̄1(s) = h̄2(s) = 0.2tanh(s), ˜̄h1(s) = ˜̄h2(s) = 0.3tanh(s), s ∈ R.

Clearly, set the following: h̄1 = 0.2; h̄2 = 0.3; ¯̃h1 = 0.03; ¯̃h2 = 0.2; l̄1 = 0.3; l̄2 = 0.04;
¯̃l1 = 0.04; ¯̃l2 = 0.02; ¯̄h1 = ¯̄h2(s) = 0.2; ¯̄̃h1 = ¯̄̃h2(s) = 0.3; γ̃

(1)
1 = γ̃

(1)
2 = 0.2; γ̃

(2)
1 = γ̃

(2)
2 = 0.3.

Assumptions 1–4 are satisfied.
When λ = 0.05, μ1 = 2.6, μ1 = 1.6, μ̃1 = 2.0, μ̃1 = 1.8, η1 = 2.54, η2 = 1.54, η̃1 = 1.94,

and η̃2 = 1.74, by solving inequalities (7a) and (7b) in Theorem 1, the following feasible solutions
are obtained:

ũ = [3.0386, 4.3666]T , ṽ = [2.4361, 2.5156]T .

It can be readily verified that the conditions of Theorem 1 in our paper are met. Consequently,
based on Theorem 1 in our paper, the drive system given by (1) and the response system given
by (2) experience semi-global polynomial synchronization under controllers (5). We choose the
initial values of the state variables as ζ(s) = [0.4, 0.5]T, ϑ(s) = [0.2, 0.1]T, ζ̂(s) = [0.6, 0.3]T,
and ϑ̂(s) = [0.4, 0.6]T. We also define the external input as I1 = I2 = 0, J1 = J2 = 0. The error
curves of drive–response systems ε1(t), ε2(t), ε̃1(t), and ε̃2(t) are shown in Figure 1; the curves of
variables ζ1(t), ζ2(t), ϑ1(t), ϑ2(t), ζ̂1(t), ζ̂2(t), ϑ̂1(t), and ϑ̂2(t) are shown in Figures 2 and 3.

Figures 4 and 5, respectively, show the state–response curves corresponding to the time delays
of pijl = p̂jir = 0.1 and pijl = p̂jir = 0.5, i, j, r, l ∈ Z2, indicating that different time delays affect
the convergence rate of the error system.
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Figure 1. The error curves of ε(t) and ε̃(t).

Figure 2. Synchronization curves of ζ(t) and ζ̂(t).

Figure 3. Synchronization curves of ϑ(t) and ϑ̂(t).

Figure 4. The error curves of ε(t) and ε̃(t) when pijl = p̂jir = 0.1, i, j, r, l ∈ Z2.
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Figure 5. The error curves of ε(t) and ε̃(t) when pijl = p̂jir = 0.5, i, j, r, l ∈ Z2.

5. Conclusions

This paper addresses the issue of SGPS for HOBAMNNs with multiple proportional
delays. Utilizing the definition of SGPS, we initially derive delay-dependent SGPS criteria
for the error dynamical system. Subsequently, a controller gain is provided. Finally, we
present illustrative examples to demonstrate the applicability of the conclusions. Compared
with previous research, the main contribution of this work lies in the first investigation of
SGPS for HOBAMNNs with multiple proportional delays. By directly deriving easily im-
plementable sufficient criteria based on the definition of SGPS, our approach is applicable
to a broader class of NN models. In [47], the general decay synchronization concept for the
considered network based on ψ-type stability has been given. The general decay synchro-
nization contained polynomial synchronization, exponential synchronization, logarithmic
synchronization, and other synchronization as its special cases. We will consider this issue
in further research.
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Abstract: This paper formalizes the analytic expressions and some properties of the evolu-
tion operator that generates the state-trajectory of dynamical systems combining delay-free
dynamics with a set of discrete, or point, constant (and not necessarily commensurate) de-
lays, where the parameterizations of both the delay-free and the delayed parts can undergo
impulsive changes. Also, particular evolution operators are defined explicitly for the non-
impulsive and impulsive time-varying delay-free case, and also for the case of impulsive
delayed time-varying systems. In the impulsive cases, in general, the evolution operators
are non-unique. The delays are assumed to be a finite number of constant delays that are not
necessarily commensurate, that is, all of them being integer multiples of a minimum delay.
On the other hand, the impulsive actions through time are assumed to be state-dependent
and to take place at certain isolated time instants on the matrix functions that define the
delay-free and the delayed dynamics. Some variants are also proposed for the cases when
the impulsive actions are state-independent or state- and dynamics-independent. The
intervals in-between consecutive impulses can be, in general, time-varying while subject to
a minimum threshold. The boundedness of the state-trajectory solutions, which imply the
system’s global stability, is investigated in the most general case for any given piecewise-
continuous bounded function of initial conditions defined on the initial maximum delay
interval. Such a solution boundedness property can be achieved, even if the delay-free dy-
namics is unstable, by an appropriate distribution of the impulsive actions. An illustrative
first-order example is developed in detail to illustrate the impulsive stabilization results.

Keywords: delay differential systems; point delays; evolution operator; impulsive actions;
global stability

MSC: 34C40; 34D20; 34K12; 37L05

1. Introduction

Systems with delayed effects appear in many real-life problems, such as war and peace
models, some biological problems—for instance, the sunflower equation, logistic equations,
epidemic models, etc.—electrical transmission lines, economic models, heat exchangers,
urban traffic, digital control, remote control, tele-operation processes, integro-differential
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Volterra-type equations, neutral equations, etc. [1–14]. See also some of the references
therein. Delays often influence the solution trajectory.

Different types of delays are common and these types sometimes appear in a combined
manner. In this context, delays can be internal, that is, in the state dynamics, or external, in
the sense that they operate either on the forcing inputs, or controls, or in the measurable
outputs, or in both of them. Typically, the delays can be either constant or time-dependent
point delays or they can also have a distributed nature. On the other hand, point delays
can be commensurate, in the sense that all of them are integer multiples of a base delay,
or incommensurate, when they do not have the above mutual proportionally nature—see,
for instance, [1]. Distributed delays are typical in certain either deterministic or stochastic
classes of Volterra-type integro-differential equations. See, for instance, [11–14] and some
of the references therein. In particular, in [12], the stability of a class of integro-differential
Volterra-type equations, including the dynamics associated with a finite number of point
delays and impulsive effects, is analyzed by means of a Karovskii–Lyapunov analysis.

From the point of view of differential systems, time-delay systems are infinite-
dimensional because of their time-interval-dependent memory, and so they possess in-
finitely many characteristic zeros. The initial conditions of time-delay differential systems
are defined by any piecewise-continuous bounded function on the time interval [−h, 0],
where h is the maximum size of all the delays present in the system, which coincides with
the delay of the maximum size.

It has been seen that, in the event that there is no time-varying dynamics in the
delay-free part, and furthermore, there are no delays in the dynamics, then the solution
of the differential system is generated by an evolution operator; this is a C0-semigroup
of a time-invariant infinitesimal generator [15–20], which is a one-parameter semigroup
that is both strongly continuous and uniformly continuous. The one-parameter semigroup
property of the linear time-invariant undelayed typically becomes lost if the dynamics is
time-varying and/or it involves delays [21].

On the other hand, impulsive continuous-time- and discrete-time-controlled systems
and their stability, asymptotic stability, and stabilization properties under appropriate
controls have been studied in the background literature in both delay-free and delayed
cases. See, for instance, Refs. [22–28] and some of the references therein. In particular, the
global exponential stability of a type of system with control impulses and time-varying
delays is studied in [22] by means of an impulsive delay differential inequality. Also,
an “ad hoc” impulsive stabilizing controller was synthesized. In [23], an inequality of
Razumikhin-type with delays in the impulses is addressed, while the information on the
time delay in the impulses is used for stabilization of the delayed systems. In [27], a sliding-
mode controller is designed for impulsive stabilization of a class of time-delay systems
in the presence of input disturbances. The designed control allows for counteracting
the unsuitable perturbation effects. In [28], sufficiency-type conditions for exponential
stability are developed for delayed systems where the delay size is not limited by the
distribution of the impulsive intervals. Related studies have also been extended to some
nonlinear problems involving delays such as Cohen–Grossberg neural networks or actuator-
saturated dynamics and to some stochastic control problems involving delays [29–31]. The
distribution of the impulses through time is not necessarily periodic since the aperiodicity,
and eventual sampling adaptation to the signal profiles, allows for the improvement of
the data acquisition performance [32]; improvement of the system dynamics in discrete-
time systems [33]; to better fit certain optimization processes [34]; the improvement of the
signal filtering and attenuation of the noise effects [35]; or the improvement of behavior
prediction [36]. Some strategies of non-periodic sampling are described and discussed
in [37–40]. In [41], non-uniform sampling is proposed for the improvement of tracking
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control against stochastic actuator faults. On the other hand, the adaptation transients can
be improved by using adaptive sampling that is, by nature, non-uniform and adapts itself
to the signal variations. This allows for reducing the signal overshoot peaks, especially
at the beginning of the state and the output responses. See, for instance, Refs. [42–47]
and some of the references therein. In particular, non-periodic sampled-data controllers
have been proposed for distributed networked control against potential cyber-attacks of
a stochastic type [46]. In [48,49], impulsive controls are proposed and synthesized for
certain epidemic models in such a way that the controls are not uniformly distributed
through time. Typically, the impulsive effects are characterized through Dirac distributions
in the differential system, which generate finite jumps in the solution trajectory at the time
instants where such impulsive effects take place. Some classical books of systems theory
and physics explain both the intuitive ideas behind and the mathematical description of the
impulsive effects. See, for instance, [50–52]. Some recent results in the field of time-delay
systems are given in [53–56] as follows: In [53], the solvability of a state-dependent integro-
differential inclusion is studied together with the existence and uniqueness of solutions of
these types of equations when subject to delay nonlocal conditions. In [54], new sufficient
and necessary conditions are derived regarding the oscillatory behavior of second-order
differential equations with mixed and multiple delays under a canonical operator. In [55],
oscillation conditions are presented for fourth-order neutral differential equations. On the
other hand, the purpose of the investigation performed in [56] is the study of the asymptotic
properties and oscillation regime of neutral differential equations with delays of even order.
The given results are based on the Riccati transformation together with a comparison with
first- and second-order delay equations.

This paper relies on the analytic forms and some relevant properties of the evolution
operators that generate the state-trajectory solutions of a class of eventually impulsive linear
time-delay with linear time-varying mixed delay-free dynamics and delayed dynamics. The
analysis of the impulsive effects is a main novelty compared with the results given in [21].
It should be pointed out that impulses translate into finite jumps in the solution trajectory.
In this article, the impulsive actions are assumed to take place inside the parameterization
instead of influencing the forcing terms as is usual in the related previous background
literature. The eventual impulses directly influence the parameterization of the undelayed
dynamics and, eventually, that of the delayed dynamics in the differential system at the
impulsive time instants. The various combined delayed dynamics correspond to a finite
number of known constant point delays. In more detail, the evolution operators are made
explicit for both the non-impulsive and the impulsive time-varying delay-free cases and
also for the impulsive time-varying systems with eventual delayed dynamics. The delays
are assumed to be constant and, in general, multiple and arising in a finite number but
they are not necessarily commensurate in the sense that they are not required to be an
integer multiple of a minimum or base-minimum delay. The impulsive actions are assumed
to be state-dependent and to take place at certain isolated time instants on the matrix
functions, which define the delay-free and the delayed dynamics. Some variants of the
above model are also briefly discussed for the cases when the impulsive actions are either
state-independent or both state- and dynamics-independent. It is assumed that the inter-
impulse intervals, that is, the time intervals in-between consecutive impulses, can be, in
general, time-varying while being subject to a minimum threshold. The boundedness and
the associated global stabilization of the state-trajectory solutions for any given piecewise-
continuous bounded function of the initial conditions (defined on the initial maximum
delay interval) are investigated in the most general case of the proposed time-varying
impulsive system with delays. Such a boundedness property can be achieved, even if the
delay-free dynamics is unstable, by an appropriate distribution of the impulsive actions.

24



Mathematics 2025, 13, 365

An illustrative first-order example with impulsive parametrization changes is developed in
detail to illustrate the boundedness and stabilization results.

The impulsive system under study could be interpreted as a limit case of a switched
delay system with instantaneous switching actions from one parameterization to another,
and then immediately returning to the former parameterization in the configuration previ-
ous to the impulsive action. In that context, the parameterizations are impulsive and seen
as instantaneous switching actions occurring at the impulsive time instants.

The paper is organized as follows. Section 2 presents expressions of the evolution
operator that generate the state-trajectory solution of a class of linear time-varying differ-
ential delay-free systems. The evolution operators used in this article are based on the
analysis of the solution of the differential systems with time delays taking into account
the impulses in the parameterization of the dynamics that are, in general, state-dependent
and lead to finite jumps in the solution of the differential system at the impulsive time
instants. In that context, the impulsive time instants might be either effective or ineffective
according to their validity to produce, or not, parameterization changes in the dynamics.
Intuitively, an impulsive time instant is considered to be ineffective if it is not able to
generate a jump in the state being valid to modify the parameterization of the dynamics.
The simplest case (but not the only one) of impulsive ineffectiveness happens when the left
limit of the trajectory solution is null at the “a priori” claimed impulsive time instant. In
such a case, another closely allocated impulsive time instant candidate should be tried. To
establish the main results, the impulsive-free part of the matrix function of dynamics of
such systems is supposed to be bounded, piecewise-continuous, and Lebesgue-integrable
on [0, ∞). The cases of absence and presence of Dirac-type impulses in the system matrix
of dynamics are described. In the impulsive case, the evolution operator is seen to be,
in general, non-unique. The efficiency of the impulsive time instants in the generation
of relevant impulsive actions depends on the particular evolution of the matrix function
that describes the dynamics. In that sense, the potential impulsive time instants might
be effective or ineffective. Section 3 extends the above results to the presence of delayed
dynamics associated with, in general, multiple constant point delays. The impulsive actions
at certain time instants can take place both in the delay-free dynamics and in the various
matrices of delayed dynamics. The boundedness of the solution trajectory leading, as a
result, to the global stability of the system for any bounded initial conditions is also investi-
gated. An appropriate distribution of the impulsive time instants, subject to a minimum
inter-impulsive threshold, is proved to be essential for the potential stabilization of the
differential system. An illustrative first-order example is discussed in detail to visualize the
theoretical results of Section 3. Finally, some conclusions end the paper.

Nomenclature

p = {1, 2, · · · , p}
Commensurate point delays hm = h1 < h2 < · · · < hp = h are those that are the

integer multiple of a minimum common multiple, which is the minimum, or base, delay
hm = h1, namely, hi = ihm for i ∈ p, then h = hp = phm.

Incommensurate point delays hm = h1 < h2 < · · · < hp = h are those that are not the
integer multiple of a minimum common multiple.

f ta denotes the strip of the function f : R→ Rn on [t− a, t], defined as a function
from R to Rn by f ta(τ) = f (τ); τ ∈ [t− a, t], f ta(τ) = 0; τ ∈ R\[t− a, t]; t ∈ R in such a
way that the support of f ta is a proper or improper subset of [t− a, t]. Thus, xth is the strip
of the solution x(t) on [t− h, t] of an n-th-order time delay system on a maximum delay
period of size h. To abbreviate the notation, it is referred to simply as xt to avoid confusion.
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In is the n-th identity matrix;
0n is the n-th zero matrix.

R0+ = R+ ∪ {0} = {r ∈ R : r ≥ 0}; R+ = {r ∈ C : r > 0},

R−0 = R− ∪ {0} = {r ∈ R : r ≤ 0}; R− = {r ∈ R : r < 0},
where R is the set of real numbers, and

C0+ = C+ ∪ {0} = {z ∈ C : Rez ≥ 0}; C+ = {z ∈ C : Rez > 0},

C−0 = C− ∪ {0} = {z ∈ C : Rez ≤ 0}; C− = {z ∈ C : Rez < 0},
where C is the set of complex numbers.

In the same way, we can define “mutatis mutandis” the respective subsets Z0+, Z+,
Z−0, and Z− of the set Z of integer numbers.

The closures of the real set and subsets are clR = R∪ {±∞},

clR0+ = R0+ ∪ {+∞}; clR+ = R+ ∪ {0,+∞},

clR−0 = R−0 ∪ {−∞}; clR− = R− ∪ {0,−∞},
where BPC([−h, 0]; Rn) denotes the set of bounded piecewise-continuous functions from
[−h, 0] to Rn.

PC1(R+; Rn) is the continuous differentiable class of n-real vector functions on R+,
whose first-derivative is piecewise-continuous but not necessarily continuous. Note that
C1(R+; Rn) ⊂ PC1(R+; Rn).

R0+h(t) = {[t− h, t] : t ∈ R0+} ⊂ R; R+h(t) = {[t− h, t] : t ∈ R+} ⊂ R are, respec-
tively, non-negative and positive strips of real intervals of the Lebesgue measure h relative
to the time instant “t”.

An impulsive real function f : R0+ → R is that which has a non-zero set of Dirac-
distribution-type impulses Kδ(τ − ti) on a finite set of impulsive points τ = ti such that
there is an impulsive jump f

(
t+i
)− f

(
t−i
)
= K

(
t−i
)
δ(0) at t = ti of size K

(
t−i
)
( �= 0) ∈ R.

The same idea applies for a vector function f : R0+ → Rn in the sense that t = ti ∈ R0+

is impulsive if there is at least a component j ∈ n of f (ti) such that f j
(
t+i
) − f j

(
t−i
)
=

Kj
(
t−i
)
δ(0) with Kj

(
t−i
) �= 0. Thus, ti is an impulsive point of f (t) if f

(
t+i
) − f

(
t−i
)
=(

K1
(
t−i
)
δ(0), K2

(
t−i
)
δ(0), · · · , K2

(
t−i
)
δ(0)

)T is non-zero, that is, if there is at least one non-
zero Kj

(
t−i
)

for j ∈ n. An abbreviated notation for that is f
(
t+i
)− f

(
t−i
)
=
(
Kj
(
t−i
)
δ(0)

)
.

Again, a generalization for the real matrix functions F : R0+ → Rn×n is direct in the sense
that tk is an impulsive point of F(t) =

(
Fij(t)

)
if F(tk)− F

(
t−k
)
=
(
Kij
(
t−k
)
δ(0)

)
with at

least one entry of K
(
t−k
)
=
(
Kij
(
t−k
))

being non-zero. Note that if t is non-impulsive, then
the impulsive jump amplitude is null. To keep the notation less involved, the right limit t+

of t is simply denoted by t so that F(t) stands as the notation for F(t+).
The spectral radius of a matrix function of time A : R0+ → Rn×n is denoted by

ρ(A(t));
ei ∈ Rn is the unit’s i-th Euclidean vector whose unique non-zero component is the

i-th one that equalizes unity;
“iff” is the usual equivalent abbreviation of the claim “if and only if”;
χ0 denotes the infinity cardinal of a numerable set;
The entry-to-entry definition of a matrix K ∈ Rn×m is denoted as K =

(
Kij
)
; i ∈ n,

j ∈ m.
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RHn×n
∞ is the Hardy space of real–rational complex-valued proper transfer matrices

G(s) from C to Cn×m, analytic in C0+, and of finite norm ‖G(s)‖∞ = max
ω∈R0+

σ(G(iω)), where

σ(G(iω)) is the maximum singular value of G(s) for s = iω; and i =
√−1 is the complex

imaginary unit.

2. Time-Varying Linear Delay-Free Differential Systems and Their
Evolution Operators for the Non-Impulsive and Impulsive Cases

This section studies the analytic expressions of the evolution operator that generate
the state-trajectory solution of a class of linear time-varying differential delay-free systems.
The impulsive-free part of the system matrix function is assumed to be bounded, piecewise-
continuous, and Lebesgue-integrable for all time. The cases of absence and presence
of Dirac-distribution-type impulses in the entries of the system matrix of dynamics are
described and the corresponding expressions of the evolution operators [15,21], which
generate the solution trajectories for given initial conditions, are given explicitly. In the
impulsive case, the evolution operator is seen to be, in general, non-unique. The efficiency
of the impulsive time instants to generate relevant impulsive actions depends on the
particular evolution of the matrix function that describes the dynamics. In this sense,
the impulsive time instants might be either effective or ineffective. A discussion is also
provided for the case when the impulses do not affect the parameterization of the matrix of
dynamics while they produce finite state-independent jumps in the solution trajectory at
the impulsive time instants.

Consider the subsequent linear time-varying differential system of order n:

.
x(t) = A(t)x(t); x(0) = x0 (1)

where A : R0+ → Rn×n is bounded and piecewise-continuous Lebesgue-integrable on R0+;
and A(t) and

∫ t
0 A(τ)dτ are assumed to commute for all t ≥ 0.

Theorem 1. The following properties hold:

(i) The unique solution of (1) is given below:

x(t) = e
∫ t

0 A(τ)dτx0; t ∈ R0+ (2)

so that the unique evolution operator of (1) from R0+ to Rn×n is Ψ(t) = e
∫ t

0 A(τ)dτ for
any t ∈ R0+.

(ii) The evolution operator Ψ(t) = e
∫ t

0 A(τ)dτ for any t ∈ R0+ satisfies the integral equation

Ψ(t) = In +
∫ t

0
A(τ)Ψ(τ)dτ = In +

∫ t

0
A(τ)e

∫ τ
0 A(σ)dσdτ; t ∈ R0+. (3)

Proof. It turns out that if (2) holds then (1) holds. Assume that there exists another solution
for the same initial conditions of the following form:

x(t) = Φ(t)x0; t ∈ R0+ (4)

so that

.
x(t) =

.
Φ(t)x0 = A(t)Φ(t)x0 = A(t)x(t) = A(t)e

∫ t
0 A(τ)dτx0; t ∈ R0+ (5)
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for t ∈ R0+, and

.
Φ(t) = A(t)e

∫ t
0 A(τ)dτ =

d
dt

(
e
∫ t

0 A(τ)dτ
)

; t ∈ R0+ (6)

Note from (2) and (4) that e
∫ 0

0 A(τ)dτ = Φ(0) = In since x(0) = x0 for any given arbitrary

finite x0. Since Ψ(0) = e
∫ 0

0 A(τ)dτ = In = Φ(0), and

.
Φ(t) =

d
dt

(
e
∫ t

0 A(τ)dτ
)

(7)

for all t ∈ R0+ from (6), then Φ(t) = e
∫ t

0 A(τ)dτ for all t ∈ R0+. Thus, the evolution operator

Ψ(t) ≡ Φ(t) = e
∫ t

0 A(τ)dτ of (1) is unique for all t ∈ R0+. Property (i) has been proved.

Since Ψ(t) = e
∫ t

0 A(τ)dτ is the unique evolution operator of (1) for all t ∈ R0+, then

Ψ(t) = Ψ(0) +
∫ t

0

.
Ψ(τ)dτ = In +

∫ t

0

d
dτ

(
e
∫ τ

0 A(σ)dσ
)

dτ = In +
∫ t

0
A(τ)Ψ(τ)dτ; t ∈ R0+ (8)

and Property (ii) has been proved. �

Define < A >t= (1/t)
∫ t

0 A(τ)dτ as the average of A : [0, t)→ Rn×n , which exists for

all t ∈ R0+ since
∥∥∥∫ t

0 A(τ)dτ
∥∥∥ < +∞ for all t ∈ R0+. Note that

Ψ(t) = e
∫ t

0 A(τ)dτ = e((1/t)
∫ t

0 A(τ)dτ)t = eAtt; t ∈ R0+ (9)

Thus, the explicit computation of Ψ(t) = e
∫ t

0 A(τ)dτ can be performed by direct or
numerical integration from (8) and also as Ψ(t) = L−1

{
(s, In,−,<, A,>t)

−1
}

via the

Laplace inverse transform of (sIn− < A >t)
−1 for each fixed t ∈ R0+ and its associated

(constant for such fixed t ∈ R0+) averaged n-matrix < A >t= (1/t)
∫ t

0 A(τ)dτ.
The above considerations may be extended for more general Lebesgue integrals,

which eventually include Dirac-distribution-type jumps in the integrand, that is, infinite
point jumps at isolated sampling instants in the dynamics of the differential system, as is
now discussed.

Note from Theorem 1 that, under the simplifying notation convention Ψ(t, 0) = Ψ(t),
we can write the following:

x(t) = Ψ(t, 0)x0 = Ψ(t, t0)x(t0) = Ψ(t, t0)Ψ(t0, 0)x0for any t ≥ t0 ≥ 0 (10)

Note that the evolution operator of Theorem 1 is not a C0-semigroup—which is
essentially one-parametric—since, if t �= t0( �= 0) in (10), then the state-solution cannot
be expressed, in general, with one parameter (t− t0) for any t0 and t because A(t) is
time-variant. Consider now the modification of (1) that follows to include impulsive effects
in the time derivative of the solution trajectory, which produces proportional instantaneous
finite jumps at the impulsive time instants in such a solution trajectory:

.
x(t) = (A(t) + Δ(t))x(t); x

(
0−
)
= x0 (11)

Δ(t) = ∑ti∈IMP(t) K
(
t−
)

Â
(
t−
)
δ(t− ti) (12)

where A : R0+ → Rn×n is bounded and piecewise-continuous Lebesgue-integrable on [0, t]
for any t ∈ R0+; Âij(t−) = Aij(t−) if the (i, j)-entry of A(t−) is impulsive, and Âij(t−) = 0,
otherwise, for i, j ∈ n; Δ(t) is a Lebesgue-integrable impulsive real square n-matrix on
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[0, t] for any t ∈ R0+ such that at least one entry of the real non-continuous bounded
n-matrix function K(t−) is non-zero if, and only if, the time instant t is impulsive—that
is, t ∈ IMP

(
= ∪τ∈R0+ IMP(τ)

)
, where IMP is the total set of impulsive time instants

and IMP(t) =
{

τ(≤ t) ∈ R0+ : K(τ−)Â(τ−) �= 0
}

is the set of impulsive sampling in-
stants up to the time instant t, which has a cardinal N(t), i.e., the set of impulses on [0, t].
Note that the support of the impulsive matrix function is, by definition, a set of isolated
time instants in R0+. We also define by convenience the impulsive set of time instants
IMP(t−) = {τ(< t) ∈ R0+ : K(τ) �= 0}, of cardinal N(t−) (i.e., the set of impulses on [0, t))
so that IMP(t) = IMP(t−) if and only if t /∈ IMP. The total finite or (denumerable) infinite
number of impulsive time instants is card(IMP) = Nimp ≤ χ0, where χ0 denotes the
infinity numerable cardinality. Note from (11)–(12) that x(t)− x(t−) = K(t−)Â(t−)x(t−)
if t ∈ IMP and K(t) = 0 so that x(t) = x(t−) if t /∈ IMP and also its right limit is zero if
t ∈ IMP. Note that Â(t) = A(t) and x(t)− x(t−) = K(t−)Â(t−)x(t−) if, and only if, all
the entries of A(t) are impulsive. It can be noticed that if x(t−) ∈ Ker

(
K(t−)Â(t−)

)
then

x(t) = x(t−) and such a time instant t does not have a real, effective impulsive effect in the
solution for such an impulsive gain K(t). If, in addition, x(t−) ∈ Ker

(
Â(t−)

)
A(t−) = 0,

and in particular, if x(t−) ∈ Ker
(

Â(t−)
)
, then t does not have a real, effective impulsive

effect in the solution irrespective of the impulsive gain K(t). Then, such a time instant “t”
is non-effective or ineffective versus the case when it is effective. Related to these ideas, the
following definitions are pertinent:

Definition 1. If x(t−) ∈ Ker
(
K(t−)Â(t−)

)
for t ∈ IMP, then t is an ineffective impulsive

time instant for the impulsive gain K : R0+ → Rn×n .

Definition 2. If x(t−) /∈ Ker
(
K(t−)Â(t−)

)
for t ∈ IMP, then t is an effective impulsive

time instant for the impulsive gain K : R0+ → Rn×n .

Definition 3. The impulsive set of time instants IMP is effective for the impulsive matrix
function gain K : R0+ → Rn×n if K(t−)Â(t−)x(t−) �= 0 for any t ∈ IMP.

Note also that if Â(t−)x(t−) �= 0, then there always exists some impulsive matrix
function gain of K : R0+ → Rn×n for which t ∈ IMP is effective. It suffices for this concern
that Â(t−)x(t−) /∈ KerK(t−). The following simple result holds:

Proposition 1. (i) A time instant t ∈ IMP is effective for some impulsive matrix function gain
K : R0+ → Rn×n iff eT

i Â(t−)x(t−) �= 0 for some i = i(t) ∈ n.
(ii) eT

i Â(t−)x(t−) �= 0 for some (unique or non-unique) i = i(t) ∈ n implies and it is
implied by Â(t−)x(t−) �= 0 (the converse implication does not imply the uniqueness of i = i(t) ∈
n such that eT

i Â(t−)x(t−) �= 0. Then, Property (i) is fully equivalent to the following assertion:
a time instant t ∈ IMP is effective for some impulsive matrix function gain K : R0+ → Rn×n

iff eT
i Â(t−)x(t−) �= 0 for some i = i(t) ∈ n.
(iii) A time instant t ∈ IMP is ineffective for any impulsive matrix function

gain K : R0+ → Rn×n iff eT
i Â(t−)x(t−) = 0 for all i ∈ n, equivalently, iff Â(t−)x(t−) = 0.

Proof: If eT
i Â(t−)x(t−) �= 0 for t ∈ IMP and some i = i(t) ∈ n, then the i-th component of

Â(t−)x(t−) is non-zero. Then, it suffices that the i-th column of K(t) has all its components
non-zero in order that xj(t) �= xj(t−) for all j ∈ n. This ensures the existence of a (non-
unique) K : R0+ → Rn×n such that t ∈ IMP is effective. The sufficiency part of Property
(i) has been proved. The necessity part is followed by contradiction arguments. Assume
that eT

i Â(t−)x(t−) = 0 for t ∈ IMP and all i = i(t) ∈ n. Thus, v(t) = Â(t−)x(t−) = 0 so
that x(t) = x(t−) irrespective of K : R0+ → Rn×n . Property (i) has been fully proved. The
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implication parts “⇒ ” and “⇐ ” of Property (ii) follow directly from Property (i) so that
Property (ii) is proved as equivalent to Property (i). Property (iii) is the dual of Property (i)
so its proof is direct under close “ad hoc” arguments. �

The relevance of extending Theorem 1 of the impulsive case relies on keeping the
Lebesgue-integrability of (A(t) + Δ(t)) through time when the impulsive contribution Δ(t)
is non-null. In particular, the following cases are of interest:

(a) card(IMP) < ∞, that is, there is a finite number of impulsive time instants;
(b) there are infinitely many impulsive time instants but their influences are mutually

compensated so that their total contribution to the solution of (11) is bounded for
all time;

(c) there are infinitely many impulsive time instants but their respective jumps collapse
asymptotically so that (A(t) + Δ(t)) is Lebesgue-integrable on [0, t] for any t ∈ R0+.
Because of its modus operandi, its way of operating, at the impulsive time instants,
the system (11)–(12) is said to be a proportional instantaneous finite-jumps system.

The uniqueness of the evolution operator is guaranteed along the inter-switching time
intervals but such uniqueness is not guaranteed in the general case, at the right limits of
the impulsive time instants, since different impulsive gains can generate the same right
limit value of the solution trajectory for a given left limit value. This property is formalized
in the subsequent results:

Theorem 2. The following properties hold:

(i) The unique solution of the proportional instantaneous finite-jumps system (11)–(12) is given
by the expression below:

x(t) =
(

In + K
(
t−
)

Â
(
t−
))(

e
∫ t−

tN(t− )−1
A(τ)dτ

)(
∏

N(t−)−1
i=1

[
e
∫ t−i+1

ti
A(τ)dτ(In + K

(
t−i
)

Â
(
t−i
))])(

e
∫ t−1

0 A(τ)dτ

)
x0

=
(

In + K
(
t−
)

Â
(
t−
))

x
(
t−
)
; t ∈ R0+

(13)

where the product of matrices operates from the left to the right in the order of the increas-
ing sequence {ti}i∈Z+

; and IMP(t−) =
{

t1, t2, · · · , tN(t−)

}
is the impulsive set of time

instants on [0, t) whose cardinal is N(t−). Thus, the solution of (11)–(12) is given by
x(t) = Ω(t)x0;t ∈ R0+, where, in general, its non-unique evolution operator is as follows:

Ω(t) =
(

In + K
(
t−
)

Â
(
t−
))

Ω
(
t−
)

=
(

In + K
(
t−
)

Â
(
t−
))(

e
∫ t−

tN(t− )−1
A(τ)dτ

)(
∏

N(t−)−1
i=1

[
e
∫ t−i+1

ti
A(τ)dτ(In + K

(
t−i
)

Â
(
t−i
))])(

e
∫ t−1

0 A(τ)dτ

)
; t ∈ R0+

(14)

The evolution operator Ω : R0+ → Rn×n is unique on [0,+∞) if and only if there is no se-
quence of impulsive gains of the matrix of dynamics

{
K′
(
t−i
)}

ti∈IMP �=
{

K
(
t−i
)}

ti∈IMP such

that x
(
t−i
) ∈ Ker

{(
K
(
t−i
)− K′

(
t−i
))

Â
(
t−i
)}

for at least one ti ∈ IMP; equivalently, it
is unique if and only if x

(
t−i
)

/∈ Ker
{(

K
(
t−i
)− K′

(
t−i
))

Â
(
t−i
)}

for all ti ∈ IMP. As a
result, if there is at least one ti ∈ IMP such that x

(
t−i
) ∈ Ker

{(
K
(
t−i
)− K′

(
t−i
))

Â
(
t−i
)}

,
with K′

(
t−i
) �= K

(
t−i
)
, then Ω : R0+ → Rn×n is non-unique.

(ii) If t ∈ IMP then t = tN(t) and IMP(t) = IMP(t−) ∪
{

tN(t)

}
so that (14) becomes the

following:

Ω(t) =
(

In + K
(
t−
)

Â
(
t−
))

Ω
(
t−
)

=
(

In + K
(
t−
)

Â
(
t−
))(

e
∫ t−

tN(t− )−1
A(τ)dτ

)(
∏

N(t−)−1
i=1

[
e
∫ t−i+1

ti
A(τ)dτ(In + K

(
t−i
)

Â
(
t−i
))])(

e
∫ t−1

0 A(τ)dτ

) (15)
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and

Ω
(
t−
)
=

(
e
∫ t−

tN(t−)−1
A(τ)dτ

)(
∏N(t−)−1

i=1

[
e
∫ t−i+1

ti
A(τ)dτ(In + K

(
t−i
)

Â
(
t−i
))])(

e
∫ t−1

0 A(τ)dτ

)
(16)

If 0 = t1 ∈ IMP, then

Ω(t) =
(

In + K
(
t−
)

Â
(
t−
))(

e
∫ t−

tN(t−)−1
A(τ)dτ

)(
∏N(t−)−1

i=1

[
e
∫ t−i+1

ti
A(τ)dτ(In + K

(
t−i
)

Â
(
t−i
))])

(17)

If 0 = t1 ∈ IMP and t ∈ IMP, then t = tN(t), tN(t−)−1 = tN(t)−2, and
tN(t−) = tN(t)−1 so that

Ω(t) =
(

In + K(t−)Â(t−)
)
Ω(t−)

=
(

In + K(t−)Â(t−)
)(

∏
N(t)−1
i=1

[
e
∫ ti+1

ti
A(τ)dτ(In + K

(
t−i
)

Â
(
t−i
))])

=
(

In + K(t−)Â(t−)
)
e
∫ t

tN(t−)−1
A(τ)dτ

(
∏

N(t−)−1
i=1

[
e
∫ ti+1

ti
A(τ)dτ(In + K

(
t−i
)

Â
(
t−i
))]) (18)

Proof. It turns out from (11)–(12) that

x(t) = e
∫ t

ti+1
A(τ)dτ

x(ti+1)if t ∈ [ti+1, ti+2)and ti+1, ti+2(> ti+1) ∈ IMP (19)

x(ti+1) = x
(

t−i+1

)
+
∫ ti+1

t−i+1

.
x(τ)dτ

= x
(

t−i+1

)
+
∫ ti+1

t−i+1
K(τ)Â

(
t−i+1

)
x
(

t−i+1

)
δ(ti+1 − τ)dτ

=
(

In + K
(

t−i+1

)
Â
(

t−i+1

))
x
(

t−i+1

)
=
(

In + K
(

t−i+1

)
Â
(

t−i+1

))
e
∫ ti+1

ti
A(τ)dτx(ti)

(20)

The last identity arising since A(t) is not impulsive; thus, (20) into (19) yields if t ∈
[ti+1, ti+2):

x
(
t−
)
= e

∫ t
ti+1

A(τ)dτ
x(ti+1) =

(
e
∫ t

ti+1
A(τ)dτ

(
In + K

(
t−i+1

)
Â
(

t−i+1

)))
e
∫ t−i+1

ti
A(τ)dτx(ti) (21)

and using recursive calculations for t ∈ [ti+1, ti+2]:

x(t) =
(

In + K(t−)Â(t−)
)
e
∫ t−

t−i+1
A(τ)dτ

x(ti+1)

=
(

In + K(t−)Â(t−)
)(

e
∫ t−

ti+1
A(τ)dτ(

In + K
(
t−i+1

)
Â
(
t−i+1

)))(
e
∫ t−i+1

ti
A(τ)dτ

)
x(ti)

=
(

In + K(t−)Â(t−)
)[(

e
∫ t−

ti+1
A(τ)dτ(

In + K
(
t−i+1

)
Â
(
t−i+1

)))(
e
∫ t−i+1

ti
A(τ)dτ(In + K

(
t−i
)

Â
(
t−i
)))](

e
∫ t−i

ti−1
A(τ)dτ

)
x(ti−1)

=
(

In + K(t−)Â(t−)
)[(

e
∫ t

ti+1
A(τ)dτ(

In + K
(
t−i+1

)
Â
(
t−i+1

)))× . . .×
(

e
∫ t2

t1
A(τ)dτ(In + K

(
t−1
)

Â
(
t−1
)))](

e
∫ t−1

0 A(τ)dτ

)
x0

(22)

which proves (13) for any given finite x0 = x(0) and any t ∈ R0+. This implies that
x(t) = Ω(t)x0; t ∈ R0+ via the evolution operator (14). The solution is unique for given
finite initial conditions because (22) is explicit and unique for finite given initial conditions.
It turns out from (13) that the evolution operator that generates this solution for any given
finite initial conditions is (14). From Theorem 1, this evolution operator is unique at each
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time interval [ti, ti+1) for any ti, ti+1 ∈ IMP and any finite initial condition x0. It turns out
that, as outlined below:

(a) the evolution operator is unique on ∪ti ,ti+1∈IMP[ti, ti+1) if cardIMP = Nimp = χ0, i.e.,
if there are infinitely many impulsive time instants;

(b) the evolution operator is unique on
(∪ti ,ti+1∈IMP[ti, ti+1)

) ∪ [tNimp ,+∞
)

if Nimp < χ0,
i.e., if there is a finite number of impulsive time instants;

(c) the evolution operator is unique on [0,+∞) if, and only if, there is no sequence of im-
pulsive gains

{
K′
(
t−i
)}

ti∈IMP �= {
K
(
t−i
)}

ti∈IMP such that

x
(
t−i
) ∈ Ker

{(
K
(
t−i
)− K′

(
t−i
))

Â
(
t−i
)}

for at least a ti ∈ IMP. Otherwise, assume
that there is ti ∈ IMP and another impulsive gain matrix K′

(
t−i
) �= K

(
t−i
)

such
that, given x

(
t−i
)
, the right limit of the solution at ti is x(ti) = K

(
t−i
)

Â
(
t−i
)

x
(
t−i
)
=

K′
(
t−i
)

Â
(
t−i
)

x
(
t−i
)
. As a result, distinct evolution operators generate an identical

solution at ti and the evolution operator is not unique on [0,+∞). Then, the evolution
operator Ω : R0+ → Rn×n is unique on [0,+∞) if, and only if, for any sequence of im-
pulsive gains

{
K′
(
t−i
)}

ti∈IMP of the matrix of dynamics, such that
{

K′
(
t−i
)}

ti∈IMP �={
K
(
t−i
)}

ti∈IMP, one has that x
(
t−i
) ∈ Ker

{(
K
(
t−i
)− K′

(
t−i
))

Â
(
t−i
)}

for all ti ∈ IMP.

Then, Property (i) has been proved. Property (ii) follows directly for the mentioned
particular cases of the evolution operator (14). �

Note that the global non-uniqueness of the evolution operator in Theorem 2 (i)
on [0,+∞) is lost when there is one ti ∈ IMP for which there is some impulsive
gain K′

(
t−i
) �= K

(
t−i
)

such that x(ti) = K
(
t−i
)

Â
(
t−i
)

x
(
t−i
)
= K′

(
t−i
)

Â
(
t−i
)

x
(
t−i
)
. In

this case, the same solution is achieved for distinct impulsive gain matrices. Equiva-
lently, the evolution operator is unique if, and only if, K′

(
t−i
) �= K

(
t−i
)
, one has that

x
(
t−i
)

/∈ Ker
{(

K
(
t−i
)− K′

(
t−i
))

Â
(
t−i
)}

for each x
(
t−i
)

for ti ∈ IMP. We can easily see that,
except in some particular cases, the global uniqueness of the evolution operator over time
becomes lost.

Note also that the above impulsively parameterized system can be considered as a limit
case of a switched system where switches are instantaneous at the switching time instants
and the former configuration is re-established immediately after the impulsive actions. In
this context, a switched differential system would be of the form

.
x(t) = Aσ(t)x(t). Assume

that ti ∈ IMP, then, for t→ t−i , one has
.
x
(
t−i
)
= Aσ(t−i )x

(
t−i
)

and for t→ t+i (sayti) , one

has
.
x(ti) = Aσ(ti)

x(ti) =
[

Aσ(t−i ) + Δ
(

A
(
t−i , K

(
t−i
)))]

x(ti).

Remark 1. Some examples that visualize that the evolution operator of the proportional instanta-
neous finite-jumps system (11)–(12) is not always unique for all time are as follows:

(a) There is some ti ∈ IMP such that x
(
t−i
)
= 0, then x(ti) = 0 for the scheduled impulsive

gain K(ti) but also for any other impulsive gain K′
(
t−i
) �= K

(
t−i
)
;

(b) The order of the system is n ≥ 2, the impulsive gain matrix sequence consists of diagonal
matrices and there is one impulsive time instant ti such that the first component is x1

(
t−i
)
= 0.

Then, any other diagonal gain matrix K′
(
t−i
)

that coincides with the given one in all the
diagonal entries except in the first one generates the same x(ti) with x1(ti) = 0 under all
such gains, including for K

(
t−i
)
.

Now, consider the following alternative impulsive system to (11)–(12), which is a
non-proportional instantaneous finite-jumps system depending on the left values of the
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matrix of dynamics A(t) for t ∈ IMP, while the impulsive actions are, instead, additive to
A(t−) in the differential system:

.
x(t) = (A(t) + Δ(t))x(t); x(0) = x0 (23)

Δ(t) = ∑ti∈IMP(t) K
(
t−
)
δ(t− ti) (24)

Note that x(ti)− x
(
t−i
)
= K(ti)x

(
t−i
)

(instead of K(ti)Â
(
t−i
)

x
(
t−i
)

as it happened in
(11)–(12)) if ti ∈ IMP and x(t) = x(t−) if t /∈ IMP. Note that the increments between the
right and the left values of the matrix of dynamics A(t) at impulsive time instants are not
proportional to its left value, in contrary to (11)–(12). This implies, in fact, that the feedback
solution information from the left limit value of the matrix of the dynamics A(t) value to
its right limit value disappears in (23)–(24) with respect to (11)–(12). Thus, the following
result is the direct counterpart one for the impulsive system (23)–(24) of Theorem 2:

Theorem 3. The following properties hold:

(i) The unique solution of the instantaneous finite-jumps system (23)–(24) is given by the
expression below:

x(t) = (In + K(t−))

(
e
∫ t−

tN(t−)−1
A(τ)dτ

)(
∏

N(t−)−1
i=1

[
e
∫ t−i+1

ti
A(τ)dτ(In + K

(
t−i
))])(

e
∫ t−1

0 A(τ)dτ

)
x0

= (In + K(t−))x(t−); t ∈ R0+

(25)

where t0 = 0; K
(
t−0
)
= K(0−); x0 = x(0); {ti}i∈Z+

; IMP(t−) =
{

t1, t2, · · · , tN(t−)

}
if

K(0−) = 0; and IMP(t−) =
{

t0 = 0, t1, · · · , tN(t−)

}
if K(0−) �= 0 is the impulsive set

of time instants on [0, t) whose cardinal is N(t−). Thus, the solution of (23)–(24) is given
by x(t) = Ωa(t)x0;t ∈ R0+, where, in general, the non-unique evolution operator is now
redefined as follows, with respect to its definition Ω(t) of Theorem 2:

Ωa(t) = (In + K(t−))Ωa(t−)

= (In + K(t−))

(
e
∫ t−

tN(t−)−1
A(τ)dτ

)(
∏

N(t−)−1
i=1

[
e
∫ t−i+1

ti
A(τ)dτ(In + K

(
t−i
))])(

e
∫ t−1

0 A(τ)dτ

)
(26)

The evolution operator Ωa : R0+ → Rn×n is unique on [0,+∞) if, and only if, there is no
sequence of impulsive gains

{
K′
(
t−i
)}

ti∈IMP �=
{

K
(
t−i
)}

ti∈IMP of the matrix of dynamics
such that x

(
t−i
) ∈ Ker

{(
K
(
t−i
)− K′

(
t−i
))}

for at least a ti ∈ IMP. Equivalently, if there
is at least a ti ∈ IMP such that x

(
t−i
) ∈ Ker

{(
K
(
t−i
)− K′

(
t−i
))}

, with K′
(
t−i
) �= K

(
t−i
)
,

then Ωa : R0+ → Rn×n is non-unique.
(ii) If t ∈ IMP, then t = tN(t) and IMP(t) = IMP(t−) ∪

{
tN(t)

}
so that (26) becomes the

following:

Ωa(t) =

(
∏N(t)−1

i=1

[
e
∫ t−i+1

ti
A(τ)dτ(In + K

(
t−i
))])(

e
∫ t−1

0 A(τ)dτ

)
(27)

and

Ωa
(
t−
)
=

(
e
∫ t−

tN(t−)−1
A(τ)dτ

)(
∏N(t−)−1

i=1

[
e
∫ t−i+1

ti
A(τ)dτ(In + K

(
t−i
))])(

e
∫ t−1

0 A(τ)dτ

)
(28)
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If 0 = t1 ∈ IMP, then

Ωa(t) =
(

In + K
(
t−
))

e
∫ t−

ti+1
A(τ)dτ

(
∏N(t−)−1

i=1

[
e
∫ t−i+1

ti
A(τ)dτ(In + K

(
t−i
))])

(29)

If 0 = t1 ∈ IMP and t = tN(t) ∈ IMP, then

Ωa(t) = (In + K(t−))Ωa(t−)

= (In + K(t−))
(

∏
N(t)−1
i=1

[
e
∫ ti+1

ti
A(τ)dτ(In + K

(
t−i
))])

= (In + K(t−))e
∫ t

tN(t−)−1
A(τ)dτ

(
∏

N(t−)−1
i=1

[
e
∫ ti+1

ti
A(τ)dτ(In + K

(
t−i
))]) (30)

3. Impulsive Time-Varying Differential Systems with Constant Point
Delays and Their Evolution Operator

The results of Section 2 are reformulated for the case where the dynamics include
a finite number of constant point delays, with the associated dynamic matrices being
bounded and piecewise-continuous on R0+ in the more general setting. The impulsive
actions can take place in both the delay-free dynamics and in all or some of the delayed
dynamics.

Consider the following impulsive differential system of order n with proportional
instantaneous finite jumps and with p, in general, incommensurate constant point delays
hi; i ∈ p, subject to hi < hj if j, i(< j) ∈ p:

.
x(t) = (A(t) + Δ(t))x(t) + ∑p

i=1(Ai(t) + Δi(t))x(t− hi) (31)

Δ(t) = ∑ti∈IMPA(t) K
(
t−
)

Â
(
t−
)
δ(t− ti) (32)

Δi(t) = ∑ti∈IMPAi(t)
Ki
(
t−
)

Âi
(
t−
)
δ(t− ti) (33)

for i ∈ p, where the admissible function of the initial conditions ϕ :
[−hp, 0

]→ Rn , with
x(0) = ϕ(0) = x0, is bounded piecewise-continuous on

[−hp, 0
]
. The matrix function

A : R0+ → Rn×n of delay-free dynamics is bounded, piecewise-continuous, and Lebesgue-
integrable on R0+ and the matrix functions Ai : R0+ → Rn×n ; i ∈ p associated with the
delayed dynamics of the various delays are bounded piecewise-continuous. The matrix
function Â : R0+ → Rn×n is defined in such a way that Âij(t−) = Aij(t−) if the (i, j)-
entry of A(t−) is impulsive and Âij(t−) = 0, otherwise, for i, j ∈ n. In the same way,
Âkij(t−) = Akij(t−) if the (i, j)-entry of Ak(t−) is impulsive and Âkij(t−) = 0, otherwise,
for i, j ∈ n and k ∈ p.

The above Equations (31)–(33) reflect that impulses also occur for the delayed terms.
It turns out that K(t−)

(∈ Rn×n) �= 0 iff t ∈ IMPA, and Ki(t−)
(∈ Rn×n) �= 0 iff

t ∈ IMPAi, where IMPA =
{

t ∈ R0+ : K(t−)Â(t−) �= 0
}

is the impulsive set of time in-
stants of A : R0+ → Rn×n , and IMPAi =

{
t ∈ R0+ : Ki(t−)Âi(t−) �= 0

}
is the impulsive

set of time instants of Ai : R0+ → Rn×n for i ∈ p, and IMPA(t) = {τ(≤ t) ∈ IMPA},
IMPA(t−) = {τ(< t) ∈ IMPA}, IMPAi(t) = {τ(≤ t) ∈ IMPAi}, and IMPAi(t−) =

{τ(< t) ∈ IMPAi} for i ∈ p.
The impulsive sets on time intervals [t− σ, t], [t− σ, t), and (t− σ, t) of A(t) are de-

noted, respectively, as IMPA[t− σ, t], IMPA[t− σ, t), IMPA(t− σ, t], and IMPA(t− σ, t)
such that IMPA[t− σ, t] = IMPA[t− σ, t) ∪ {t} if t ∈ IMPA, IMPA[t− σ, t] =

IMPA(t− σ, t] ∪ {t− σ} if (t− σ) ∈ IMPA, and IMPA[t− σ, t] = IMPA(t− σ, t) ∪
{t− σ} ∪ {t} if (t− σ), t ∈ IMPA.
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Close definitions apply “mutatis mutandis” for the impulsive set of time instants
of Ai(t) for i ∈ p. The whole impulsive set for impulses in any matrix of dynamics is
IMP = {tk}k∈cardIMP = IMPA ∪ (∪i∈p IMPAi

)
.

3.1. Trajectory Solution of the Differential Impulsive System with Delays

The following result is immediate from (31)–(33):

Proposition 2. Assume that IMP = {tk}k∈cardIMP = IMPA ∪ (∪i∈p IMPAi
)

with IMP can
be either finite (i.e., the number of impulses is finite) or infinity numerable (i.e., the number
of impulses is infinite but they are located through time) so that cardIMP ≤ χ0. Then,
the unique solution of (31)–(33) for any given admissible function of the initial conditions
ϕ :
[−hp, 0

]→ Rn with x(0) = ϕ(0) = x0 is as follows:

x
(
t−
)
= e

∫ t−
tk

A(τ)dτ
x(tk) + ∑p

i=1

∫ t−

tk

e
∫ t−

τ A(σ)dσ Ai(τ)x(τ − hi)dτ (34)

x(t) =
(

In + K
(
t−
)

Â
(
t−
))

x
(
t−
)
+∑p

i=1 Ki
(
t−
)

Âi
(
t−
)

x
(
t− − hi

)
(35)

for any t ∈ [tk, tk+1], provided that tk, tk+1 ∈ IMPA ∪ IMPAi.
In particular, if t ∈ IMPA and t /∈ IMPAi for some i ∈ p then, one has, from (35)

x(t) =
(

In + K
(
t−
)

Â
(
t−
))

x
(
t−
)

If t ∈ IMPA ∪ (∪i∈Π IMPAi) for Π(⊆ p), then

x(t) =
(

In + K
(
t−
)

Â
(
t−
))

x
(
t−
)
+∑i∈Π Ki

(
t−
)

Âi
(
t−
)

x
(
t− − hi

)
If t ∈ ∪i∈Π IMPAi for Π(⊆ p) and t /∈ IMPA, then from (35),

x(t) = x
(
t−
)
+∑i∈Π Ki

(
t−
)

Âi
(
t−
)

x
(
t− − hi

)
.

Note that, since the impulsive matrix of any (delayed or not) particular matrix of
dynamics is zero if the impulse does not affect such a matrix A(.) and A(.)(.), then (35) is
also valid for all the particular cases of Proposition 2.

The last additive term in (34) reflects the contribution of all the delayed impulsive
terms of the form x(t− hi) on the time interval [tk − hi, t− hi] for all i ∈ p. Each of them
can be empty, for instance, if there is no impulse associated with x(τ) in such an interval.

A particular case of the above result is direct under the following assumption of
constant time intervals of size in-between consecutive impulsive time instants:

Assumption 1. Assume that IMP =
{

ti = iT : x(ti) �= x
(
t−i
)}

if 0 /∈ IMP
, and IMP = {ti}i∈Z+

= {(i− 1)T}i∈Z+
if 0 ∈ IMP, i.e., there are infinitely many

impulses through time with a constant time interval T in-between each two consecutive impulses.

Define ji(t) = max(j ∈ Z0+ : jT ≤ t− hi) for i ∈ p ∪ {0} with h0 = 0. Then, t− hi =

ji(t)T iff (t− hi) ∈ IMP so that K(t− − hi) = K(ji(t)T−)( �= 0) iff (t− hi) ∈ IMP and
ji(t) < ji−1(t) for i ∈ p and t ∈ R0+.

Define also for each t ∈ R0+ a proper, improper—which can be empty (if the impulsive
set in

[
t− hp, t

]
is empty)—subset p(t) of p ∪ {0} by the following:

p(t) = {z ∈ p ∪ {0} : (t− hz) ∈ IMP} for t ∈ R0+, which is the indexing set of the
impulsive time instants that occurred on

[
t− hp, t

]
. As a result, K(t− − hi) = K(ji(t)T−) is

non-zero iff i ∈ p(t). As a result, i ∈ p(t) (t− hi) ∈ IMP, implying that t− hi = ji(t)T.
The following result is an immediate consequence of Proposition 2 and Assumption 1:
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Proposition 3. Assume that IMP = {ti}i∈Z+
= {iT}i∈Z+

(Assumption 1), the unique solution
of (31)–(33) for any given admissible function of the initial conditions ϕ :

[−hp, 0
]→ Rn with

x(0) = ϕ(0) = x0 is as follows:

x
(
t−
)
= e

∫ t−
kT A(τ)dτx(kT) + ∑p

i=1

∫ t−

kT
e
∫ t−

τ A(σ)dσ Ai(τ)x(τ − hi)dτ (36)

x(t) =
(

In + K(t−)Â(t−)
)

x(t−) + ∑
p
i=1 Ki(t−)Âi(t−)x(t− − hi)

=
(

In + K(t−)Â(t−)
)[

e
∫ t−

kT A(τ)dτx(kT) + ∑
p
i=1

∫ t−
kT e

∫ t−
τ A(σ)dσ Ai(τ)x(τ − hi)dτ

]
+ ∑

p
i=1 Ki(t−)Âi(t−)x(t− − hi)

forany t ∈ [kT, (k + 1)T]

(37)

The next assumption relaxes the constraint that the time interval between consecutive
impulsive time instants is constant but is still assumed to be an integer multiple of a positive
real constant.

Assumption 2. If IMP � ti = jiT for some positive integer ji = j(i) ≤ i
, then all the impulses on the interval

[
t− hp, t

]
take place at time instants tk = jkT subject

to t− hi ≤ tk = jkT ≤ t.

Note from Assumption 2 the following:

(1) If t ∈ IMP, then all the impulsive time instants in
[
t− hp, t

]
are in a non-empty set

IMP
[
t− hp, t

]
of cardinal m = m(t) ≥ 1 and the impulsive time instants are of the

form{
t1
i = i1T = ti1 , t2

i = i2T = ti2 , · · · , t = ti = imT
}

, whereik, ij(< ik) ∈ Z+forj < k

(2) The impulsive sets in
[
t− hp, t

]
and

[
t− hp, t

)
can be empty and they verify the

relations IMP
[
t− hp, t

]
=

{
IMP

[
t− hp, t

)
i f t /∈ IMP

IMP
[
t− hp, t

) ∪ {t} i f t ∈ IMP
.

Note that the above impulsive sets are identical iff t /∈ IMP and that they are jointly
empty iff there are no impulses in the time interval

[
t− hp, t

)
and t /∈ IMP.

Assumption 2 implies that the impulsive time instants are (in general, non-consecutive)
integer multiples of a constant time interval T rather than aperiodic [42–44]. The delays
in that case are still, in general, incommensurate since they are not necessarily integer
multiples of a minimum base delay h. However, the case of commensurate delays can be
dealt with simply as a particular case with hi = ih for i ∈ p. The following result follows
directly from Proposition 2 and Assumption 2:

Proposition 4. If Assumption 2 holds, then one has for any two consecutive tk(= jkT)

, tk+1(= jk+1T) ∈ IMP that

x(jk+1T) =
(

In + K(jk+1T−)Â
(

jk+1
−))x(jk+1T−) + ∑

p
i=1 Ki(jk+1T−)Âi(jk+1T−)x(jk+1T− − hi)

=
(

In + K(jk+1T−)Â
(

jk+1
−))

×
[

e
∫ jk+1 T−

jk T A(τ)dτ
x(jkT) + ∑

p
i=1

∫ jk+1T−
jk T e

∫ jk+1 T−
τ A(σ)dσ Ai(τ)x(τ − hi)dτ

]
+ ∑

p
i=1 Ki(jk+1T−)Âi(jk+1T−)x(jk+1T− − hi)

(38)

And, if t ∈ [tk, tk+1), then

x(t) = e
∫ t

jk T A(τ)dτ
x(jkT) + ∑p

i=1

∫ t

jkT
e
∫ t

τ A(σ)dσ Ai(τ)x(τ − hi)dτ (39)
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The evolution operator, which gives the solution for any given function of the initial
conditions, follows directly from Proposition 2:

Proposition 5. Assume that IMP = {tk}k∈Z+
. Then, in general, the non-unique evolu-

tion operator that generates the solution (34)–(35) of the differential system (31)–(32) on [tk, t],
with tk, tk+1 ∈ IMP being consecutive impulsive time instants and t ∈ [tk, tk+1] ∈ R0+, is defined
recursively as follows:

Z
(
t−, tk

)
= e

∫ t−
tk

A(τ)dτ
Z(tk, 0) + ∑p

i=1

∫ t−

tk

e
∫ t−

τ A(σ)dσ Ai(τ)Z(τ − hi, 0)dτ (40)

Z
(
t, t−

)
=
(

In + K
(
t−
)

Â
(
t−
))

Z
(
t−, tk

)
+ ∑p

i=1 Ki
(
t−
)

Âi
(
t−
)
Z
(
t− − hi, 0

)
(41)

and Z(t, t) = In, Z(t, τ) = 0n for t ∈ R0+, and Z(t, t−) = In if t /∈ IMP for any t, (τ > t) ∈
R0+. The evolution operator is, in general, clearly non-unique and time-differentiable in the open
real interval ∪ti∈IMP(ti, ti+1). If the impulsive set of time instants is finite such that tM =

{maxt : t ∈ IMP} < +∞, then the evolution operator is time-differentiable in the open real
interval

(∪ti∈IMP(ti, ti+1)
) ∪ (tM,+∞).

The non-uniqueness of the evolution operator can be addressed under similar con-
siderations as those used in the proof of Theorem 2 based on the fact that, except for
particular cases of the choices of the impulsive gains, the right limits of the solution at
impulsive time instants are achievable for more than one impulsive gain from the given
reached values of the solution of their left limits. Particular versions of the evolution
operator of Proposition 2 follow directly from Propositions 3 and 4 under Assumptions
1 and 2. The particular evolution operators arising for the particular cases discussed in
Proposition 2 follow directly from such a result and they are then not displayed explicitly in
Proposition 5.

3.2. Some Results on the Solution Boundedness and the Global Stability

The subsequent result relies on the global boundedness of the solution of the impulsive
time-delay system in the event that the matrix A(t) is a stability matrix for all time, provided
that a minimum threshold in-between consecutive impulsive time instants is respected
under sufficient smallness in the norm terms of the matrices of dynamics and that of the
impulsive matrix gain. A second part of the result relies on the global stabilization of the
differential system by the appropriate choice of the impulsive matrix gain and the set of
impulsive time instants, even if the matrix of delay-free dynamics is not stable for any
time. The mechanism to achieve stabilization is that the impulses occur at a sufficiently
fast rate with the impulsive gain entries being of appropriate signs and of sufficiently large
amplitudes. For simplicity of the subsequent exposition, it is assumed that IMPAi = ∅

for i ∈ p so that IMP = IMPA. This simplification does not imply an essential loss in
generality since the resulting most general result could be easily reformulated.

Theorem 4. The following properties hold:

(i) Assume the following:

(1) IMP = IMPA;
(2) for any t ∈ R0+, Timpt = sup

tk ,tk+1(≤t)∈IMP
(tk+1 − tk) ≤ +∞ is the largest in-

terval between consecutive impulsive time instants, tk+1 ≥ tk + Tkm up until
the time instant “t” for some minimum k-inter-impulsive time interval thresh-
old Tkm(≥ Tm) ∈ R+ for any consecutive tk, tk+1(> tk) ∈ IMP with k-inter-
impulse time interval Tk = tk+1 − tk;
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(3) at = sup
0≤τ<+∞

‖A(τ)‖ < +∞, with the supremum spectral radius of A(t) satisfy-

ing sup
0≤τ<+∞

ρ(A(τ)) < 1, that is, all the eigenvalues of A(t) have a negative real

part for any t ∈ R0+,adt = max
i∈p

sup
0≤τ≤t

‖Ai(τ)‖ < +∞,kt = sup
0≤τ≤t

‖K(τ)‖ < +∞,

and

θk(t) =

∥∥∥∥∥e
∫ tk+Tkm

tk
A(τ)dτ

∥∥∥∥∥ ≤ θt = sup
tk ,(tk<tk+1≤t)∈IMP

(∥∥∥∥e
∫ tk+1

tk
A(τ)dτ

∥∥∥∥) < +∞ (42)

Then, a sufficient condition for sup
t∈R0+

‖x(t)‖ < +∞ for any given finite admissible

function of the initial conditions is outlined below:

limsup
t→∞

[
θt(1 + ktat)

(
1 + padtTimpt(1 + kt)

)] ≤ 1, (43)

In addition, (43) holds under the stronger sufficiency-type condition

θt ≤ 1
(1 + ktat)

(
1 + padtTimpt(1 + kt)

) (44)

for all t ≥ t0 and some finite t0 ∈ R+.

In order for (44) to hold, a necessary condition is that tk+1 ≥ tk + Tkm with the inter-impulsive
minimum time-interval threshold Tkm being sufficiently small, satisfying:∥∥∥∥∥e

∫ tk+Tkm
tk

A(τ)dτ

∥∥∥∥∥(1 + ktat)(1 + padtTkm(1 + kt)) < 1 (45)

tk, tk+1(> tk) ∈ IMP with tk+1 = max(τ(< t) ∈ IMP)

(ii) Assume that the conditions of Property (i) hold, except the one invoking that the con-
straint sup

0≤τ<+∞
ρ(A(τ)) < 1 holds; furthermore, assume, that for each t ∈ R0+, there

exists at least a time instant ξtk ∈
[
tk + Tkm, tk + Tkm + hp

]
such that Â

(
ξ−tk

)
is non-

singular and the maximum inter-impulse time interval
(
Tkm + hp

)
is sufficiently small. The

set of impulsive time instants is effective for an admissible impulsive matrix function gain,
that is, if tk ∈ IMP, then Â

(
ξ−tk

)
x
(

ξ−tk

)
�= 0. Then, the solution can be made globally

bounded for all time for any given admissible function of the initial condition—so that the
differential system is globally stable—by means of appropriate choices of a sufficiently short
choice of the impulsive set of time instants and the sign and amplitudes of the entries of
the impulsive matrix function gain K : R0+ → Rn×n . It can also be achieved under more
stringent conditions that lim

tk(∈IMP)
x(tk) = lim

tk(∈IMP)
x
(
t−k
)
= 0.

Proof. For any finite time instant t ∈ R+, define x−t = sup
0≤τ≤t−

‖x(τ)‖ and xt = sup
0≤τ≤t

‖x(τ)‖,
and also define x− = sup

0≤t≤+∞

∣∣x−t ∣∣ and x = sup
0≤τ≤+∞

|xt|. Those four amounts depend on

the parameterization, impulses, and initial conditions. One has from Proposition 2, and
Equations (35) and (34) that

xt ≤ (1 + ktat)x−t ≤ (1 + ktat)θt
(
1 + padtTimpt(1 + kt)

)
xαk(t) (46)

x−t ≤ θt
(
1 + padtTimpt(1 + kt)

)
xαk(t) ≤ θt

(
1 + padtTimpt(1 + kt)

)
(1 + ktat)x−

αk(t)
(47)
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where αk(t) = min(t− h1, tk(t)) with tk(t) = max(tk(< t) ∈ IMP). Note that xt ≥ xαk(t)
and that x−t ≥ x−

αk(t)
by construction of the supremum since 0 < (t− αk(t)) ≤ γ for all

t ∈ R0+. It turns out from (46)–(47) that x− < +∞ and x < +∞ if (43) holds, guaranteed
by (44) for some finite t0 ∈ R+, for which a necessary condition is that Tkm should be
sufficiently small according to (45) since θt ≥ θk(t) and Timpt ≥ Tkm since

∥∥∥∥∥e
∫ tk+Tkm

tk
A(τ)dτ

∥∥∥∥∥ = θk(t) ≤ θt = sup
tk ,(tk+1≤t)∈IMP

(∥∥∥∥e
∫ tk+1

tk
A(τ)dτ

∥∥∥∥)
<

1
(1 + ktat)

(
1 + padtTimpt(1 + kt)

) ≤ 1
(1 + ktat)(1 + padtTkm(1 + kt))

(48)

that is, only if (45) holds. Property (i) has been proved.
Now, Property (iii) is proved. For the entry-to-entry definition of the matrices

K(t) =
(
Kij(t)

)
and Â(t−) =

(
Âij(t−)

)
, rewrite (35) equivalently, as follows, provided that

∑n
k=1 Â�k(t−)xk(t−) is non-zero for some � = �(t) ∈ n and each t ∈ IMP so that

xi(t) = xi(t−) + ∑n
j=1 ∑n

k=1 Kij(t−)Âjk(t−)xk(t−)
= xi(t−) + Ki�(t−)∑n

k=1 Â�k(t−)xk(t−) + ∑n
j( �=�)=1 ∑n

k=1 Kij(t−)Âjk(t−)xk(t−)
(49)

that xi(t) = λi(t)xi(t−) with

λi(t) = 1 + Ki�
(
t−
)
∑n

k=1 Â�k
(
t−
)

xk
(
t−
)
+ ∑n

j( �=�)=1 ∑n
k=1 Kij

(
t−
)

Âjk
(
t−
)

xk
(
t−
)

(50)

and 0 < |λi(t)| ≤ ςi(t) ≤ 1 if

−
(

ςi(t) + 1 + ∑n
j( �=�)=1 ∑n

k=1 Kij(t−)Âjk(t−)xk(t−)
)

≤ Ki�(t−)∑n
k=1 Â�k(t−)xk(t−)

≤ ςi(t)− 1−∑n
j( �=�)=1 ∑n

k=1 Kij(t−)Âjk(t−)xk(t−)
(51)

that is,

−
ςi(t) + 1 + ∑n

j( �=�)=1 ∑n
k=1 Kij(t−)Âjk(t−)xk(t−)

∑n
k=1 Â�k(t−)xk(t−)

≤ Ki�(t)

≤
ςi(t)− 1−∑n

j( �=�)=1 ∑n
k=1 Kij(t−)Âjk(t−)xk(t−)

∑n
k=1 Â�k(t−)xk(t−)

(52)

Now, note the following:

(1) In the event that ∑n
k=1 Â�k(t−)xk(t−) = 0 for some t ∈ IMP and all � = �(t) ∈ n,

then the formula (52) has division by zero and one has, equivalently, Â(t−)x(t−) = 0
and x(t) = x(t−) so that t is then an ineffective impulsive time instant (Definition 1,
Proposition 1) irrespective of the value of the impulsive matrix gain;

(2) If the impulsive set IMP is effective irrespective of any non-zero matrix function
gain K(t), then Â(t−)x(t−) �= 0 for all t ∈ IMP (Definition 2, Definition 3, and
Proposition 1). Thus, by virtue of the given hypothesis, Â(t−)x(t−) �= 0 for all
t ∈ IMP, equivalently ∑n

k=1 Â�k(t−)xk(t−) �= 0 so that (52) is well-posed without
division by zero;

(3) Since +∞ ≥ TkM = tk+1 − tk ≥ hp and then

hp ≤ TM = sup
t∈R0+

Timpt = sup
t∈R0+

sup
tk ,tk+1(≤t)∈IMP

(tk+1 − tk) ≤ +∞
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Thus, it follows as a result that if x(τ) = 0 for τ ∈ [t, t + TM], then x(t) = 0 for t > TM,
and the differential system has then been stabilized in finite time;

(4) If x(τ) is not identically zero on
[
tk + Tkm, tk + Tkm + hp

]
for any tk ∈ IMP, then

there is always (at least) an eligible effective impulsive time instant ξtk (= tk+1) ∈[
tk + Tkm, t + Tkm + hp

] ∩ IMP subsequent to “tk” by hypothesis and provided that

x
(

ξ−tk

)
�= 0 since for each t ∈ R0+, there exists at least one such a time instant ξtk , such

that Â
(

ξ−tk

)
is non-singular and then Â

(
ξ−tk

)
x
(

ξ−tk

)
�= 0 if x

(
ξ−t
) �= 0. Then, K(t) can

be defined so that at ξtk , K
(
ξ−t
)

Â
(
ξ−t
)

x
(
ξ−t
) �= 0 with ξtk ∈ IMP being an effective

impulsive time instant (see Definition 3 and Proposition 1) under the impulsive matrix
gain K(t) fulfilling the constraint (52) with the replacement t→ ξtk . Thus, given an
effective tk ∈ IMP, the next tk+1 ∈ IMP can be fixed as tk+1 = tk + Tk such that
Tk ≥ Tkm fulfils the following constraint:

max
1≤i≤p

∣∣∣xi

(
t−k+1

)∣∣∣ = ∥∥∥x
(

t−k+1

)∥∥∥
∞
≤

max
1≤i≤p

((
λki − ςi

∥∥∥∥∥eT
i e
∫ t−k +Tk

tk
A(τ)dτ

∥∥∥∥∥
∞

)∥∥x
(
t−k
)∥∥

∞ +

∥∥∥∥∑
p
i=1 eT

i
∫ t−k +Tk

tk
e
∫ t−k +Tk

τ A(σ)dσ Ai(τ)x(τ − hi)dτ

∥∥∥∥
∞

) (53)

provided that 0 < ςi < min

(
1, λki/

∥∥∥∥∥eT
i e
∫ t−k +Tk

tk
A(τ)dτ

∥∥∥∥∥
∞

)
for i ∈ p, from (34)–(35) with

Ki ≡ 0, since IMPAi = ∅; i ∈ p, by hypothesis, and provided that K
(
t−k
)

fulfils the

constraint (52). It turns out that (53) implies
∥∥∥x
(

t−k+1

)∥∥∥
∞
≤
(

max
1≤i≤p

λki

)∥∥x
(
t−k
)∥∥

∞. Then,

one has the following features:

(1) If the real sequence
{

max
1≤i≤p

λki

}∞

k=1
⊂ (0, 1], then the sequence

{∥∥x
(
t−k
)∥∥

∞

}
is

bounded for any admissible function of the initial conditions. Since
{∥∥K

(
t−k
)∥∥}∞

k=1
is bounded, the sequence {‖x(tk)‖∞} is also bounded. Since the parameterization
of the differential system is bounded on each inter-impulse time interval [tk, tk+1),
then ‖x(t)‖∞ is bounded in ∪tk,tk+1

∈IMP[tk, tk+1] and then also in clR0+. This proves
Property (ii);

(2) If the real sequence
{

max
1≤i≤p

λki

}∞

k=1
satisfies limsup

k→∞

(
max

1≤i≤p
λki

)
≤ λ for some λ ∈ (0, 1),

then the sequence
{∥∥x
(
t−k
)∥∥

∞

}
is bounded for any admissible function of the initial

conditions and it converges asymptotically to zero. Since
{∥∥K

(
t−k
)∥∥}∞

k=1 is bounded,
then the sequence {‖x(tk)‖∞} is also bounded and it converges asymptotically to zero.
Since the parameterization matrices of the differential system are bounded on each
inter-impulse interval [tk, tk+1), which is finite unless the impulsive parameterization
ends in finite time, then ‖x(t)‖∞ is bounded in ∪tk,tk+1

∈IMP[tk, tk+1] and then also in
clR0+. �

Theorem 4 can be directly extended to the general case when ∪i∈p IMPAi �= ∅ by an
“ad hoc” re-statement of its proof by considering in (35) a non-null impulsive contribution
∑

p
i=1 Ki(t−)Âi(t−)x(t− − hi) for t ∈ IMP with IMP = IMPA ∪ (∪i∈p IMPAi

)
.

Remark 2. Assume for simplicity of the subsequent explanation that IMP = IMPA. It
turns out that the impulsive system (31)–(33) provides relative jumps at the right-hand-side
of impulsive time instants, related to its value at the left limit of the time instant, according
to x(t) = x(t−) + K(t−)Â(t−)x(t−) defined by the matrix

(
In + K(t−)Â(t−)

)
but t ∈ IMP is
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ineffective if K(t−)Â(t−)x(t−) and this concern depends on the solution itself. A way to be able
to choose effective impulsive time instants in any case is the implementation of absolute jumps at
the impulsive time instants independent of the values at the left limits as follows. If t ∈ IMP,
then x(t) = x(t−) + K(t−)Â(t−) with the impulsive gain being a bounded real vector func-
tion K : R0+ → Rn with a support set consisting of isolated real points. In this case, any component
of x(t) can differ from its counterpart x(t−) by choosing to be non-zero for all the components
of K(t−) provided that Â(t−) is not identically zero. This also facilitates the stabilization by
an impulsive action through time by relaxing some of the conditions of Theorem 4. The finite
jumps x(t) = x(t−) + K(t−)Â(t−) in the solution come from the subsequent modification of the
impulsive differential system (31)–(33) with IMP = IMPA:

.
x(t) = A(t)x(t) + ∑p

i=1 Ai(t)x(t− hi) + u(t); u(t) = ∑ti∈IMPA(t) Â
(
t−
)
K
(
t−
)
δ(t− ti)

where u(t) is an impulsive open-loop (i.e., without using feedback) control, contrarily to (31)–
(33) [50], where, again, if IMP = IMPA, it can be rewritten as follows:

.
x(t) = A(t)x(t) + ∑p

i=1 Ai(t)x(t− hi) + u(t); u(t) = ∑ti∈IMPA(t) K
(
t−
)

Â
(
t−
)
δ(t− ti)x

(
t−
)

where now u(t) is an impulsive state-feedback control.

Remark 3. Note that the extension of the impulsive delay-free differential system (23)–(24) to its
delayed version might be viewed also as an impulsive open-loop controlled system of the form:

.
x(t) = A(t)x(t) + ∑p

i=1 Ai(t)x(t− hi) + u(t); u(t) = ∑ti∈IMPA(t) K
(
t−
)
δ(t− ti)

Note that the impulses are not state-dependent and are not related to abrupt modifications in the
matrix of delay-free dynamics at the impulsive time instants.

Remark 4. In the event that the system becomes time-invariant in a finite time t f , then the
impulsive actions can be removed in a finite time while keeping the stability as it is well-known.
Assume that for t ≥ t f the differential system is time-invariant as follows:

.
x(t) = Ax(t) + ∑p

i=1 Aix(t− hi) + u(t) =
(

A + ∑p
i=1 Ai

)
x(t) + ∑p

i=1 Ai(x(t− hi)− x(t)) + u(t)

It follows that it is globally asymptotically stable for any given finite admissible function of the
initial conditions if there are no impulses for t ≥ t f , i.e., u(t) = 0 for t ≥ t f , and, furthermore,

(a) A is a stability matrix and
p
∑

i=1
sup

ω∈R0+

∥∥∥∥ Ai
iωIn − A

∥∥∥∥
2
< 1 (guaranteed if

max
i∈p

sup
ω∈R0+

∥∥∥ Ai
iωIn−A

∥∥∥
2
< p−1);

(b) Or
(

A + ∑
p
i=1 Ai

)
is a stability matrix and

p
∑

i=1
sup

ω∈R0+

∥∥∥∥∥ Ai

iωIn − A−∑
p
i=1 Ai

∥∥∥∥∥
2

<
1
2

(guar-

anteed if max
i∈p

sup
ω∈R0+

∥∥∥∥∥ Ai

iωIn − A−∑
p
i=1 Ai

∥∥∥∥∥
2

<
1

2p
).

The above conditions guarantee that all the zeros of the characteristic equation
det
(

sIn − A−∑
p
i=1 Aie−his

)
= 0 are in Res < 0—that is, equivalently, that(

sIn − A−∑
p
i=1 Aie−his

)−1
exists for Res ≥ 0. As a result, the transfer matrix G(s) =(

sIn − A−∑
p
i=1 Aie−his

)−1 ∈ RHn×n
∞ —that is, it is strictly stable. See, for instance, [1,4].
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The above remark is induced to guess that the global asymptotic stability of the
time-varying differential system can be achieved in the absence of impulsive monitored
parameterizations, or under a finite number of them, if a nominal time-invariant limit
differential system of reference is globally asymptotically stable and the parametrical
deviations from it of the current differential system are sufficiently small through time. The
subsequent result relies on this feature.

Theorem 5. Assume that the three hypotheses below hold:

(1) Ãi(t) = Ai(t)− Ai; i ∈ p∪{0} are bounded piecewise-continuous for t ∈ R0+, where A0 =

A, Ã0(t) = Ã(t) = A(t) − A = A0(t) − A0 for t ∈ R0+ and some given constant
matrices Ai ∈ Rn×n; i ∈ p ∪ {0};

(2) For some finite t f ∈ R0+ and all t ≥ t f , sup
t≥t f

∣∣∣Ãijk (t)
∣∣∣ ≤ Eijk ; i ∈ p ∪ {0}; j, k ∈ n and Ei =(

Ei jk

)
for i ∈ p ∪ {0}; j, k ∈ n;

(3) Any of the two conditions below holds:

(3.1) A is a stability matrix and
p
∑

i=0
sup

ω∈R0+

∥∥∥∥ Ai + Ei
iωIn − A

∥∥∥∥
2
< 1, or if max

i∈p
sup

ω∈R0+

∥∥∥ Ai+Ei
iωIn−A

∥∥∥
2
<

p−1;

(3.2)
(

A + ∑
p
i=1 Ai

)
is a stability matrix and

p
∑

i=0
sup

ω∈R0+

∥∥∥∥∥ Ai + Ei

iωIn −∑
p
i=0(Ai + Ei)

∥∥∥∥∥
2

<
1
2

or

if max
i∈p

sup
ω∈R0+

∥∥∥∥∥ Ai + Ei

iωIn − A−∑
p
i=1 Ai

∥∥∥∥∥
2

<
1

2p

where Ei =
(

Ei jk

)
for i ∈ p ∪ {0}.

Then, the following properties hold:

(i) The nominal time-invariant differential system is globally asymptotically stable.

.
xL(t) = AxL(t) + ∑p

i=1 AixL(t− hi); xL(t) = ϕ(t)

with bounded piecewise-continuous initial conditions x(t) = ϕ(t) for t ∈ [−hp, 0
]
.

Also, the auxiliary differential system is as follows:

.
x(t) = Ax(t) + ∑p

i=0(Ai + Ei)x(t− hi) = Ax(t) + ∑p
i=1 Aix(t− hi) + ∑p

i=0 Eix(t− hi)

with bounded piecewise-continuous initial conditions x(t) = ϕ(t) for t ∈ [−hp, 0
]
,

h0 = 0, A0 = 0, Ã0(t) = Ã(t), and Ei =
(

Ei jk

)
for i ∈ p ∪ {0}; j, k ∈ n is globally

asymptotically stable;
(ii) The current differential system

.
x(t) = Ax(t) + ∑p

i=0

(
Ai + Ãi(t)

)
x(t− hi)

is globally asymptotically stable;
(iii) Assume that Ei = λi‖Ai‖2 In for some constants λi ∈ R0+; i ∈ p∪ {0} with λ = max

i∈p∪{0}
λi.

Then, Properties (i)–(ii) hold if any of the conditions below hold:

(3.1’) A is a stability matrix and
p
∑

i=0
sup

ω∈R0+

∥∥∥∥ Ai
iωIn − A

∥∥∥∥
2
<

1
1 + λ

(which is guaranteed

under the sufficient condition max
i∈p

sup
ω∈R0+

∥∥∥ Ai
iωIn−A

∥∥∥
2
< 1

p(1+λ)
);
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(3.2’)
(

A + ∑
p
i=1 Ai

)
is a stability matrix and

p
∑

i=0
sup

ω∈R0+

∥∥∥∥∥ Ai

iωIn −∑
p
i=0(Ai + Ei)

∥∥∥∥∥
2

<
1

2(1 + λ)
(which is guaranteed if

max
i∈p

sup
ω∈R0+

∥∥∥∥∥ Ai

iωIn − A−∑
p
i=1 Ai

∥∥∥∥∥
2

<
1

2p(1 + λ)
).

Proof. Property (i) follows since any of the conditions (3.1) or (3.2) guarantee: (a) the global
asymptotic stability of the auxiliary system; and (b) the global stability of the time-invariant
nominal system since it satisfies the constraints 0 = sup

t≥t f

∣∣∣Ãijk (t)
∣∣∣ ≤ Eijk ; i ∈ p ∪ {0}, j, k ∈ n

included in any of the conditions (3.1) or (3.2). Property (i) has been proved.
To prove Property (ii), note that for t ≥ t f , one has, for any vector norm and corre-

sponding induced matrix norm,∥∥∥ .
x(t)

∥∥∥ ≤ ‖A‖‖x(t)‖+ ∑p
i=1‖Ai‖‖x(t− hi)‖+ ∑p

i=0‖Ei‖‖x(t− hi)‖
∥∥ .

x(t)
∥∥ ≤ ‖A‖‖x(t)‖+ ∑

p
i=1‖Ai‖‖x(t− hi)‖+ ∑

p
i=0

∥∥∥Ãi(t)
∥∥∥‖x(t− hi)‖

≤ ‖A‖‖x(t)‖+ ∑
p
i=1‖Ai‖‖x(t− hi)‖+ ∑

p
i=0‖Ei‖‖x(t− hi)‖

Since the function of the initial conditions is the same for the current differential system
and the auxiliary differential system, i.e., x(t) = x(t) = ϕ(t) for t ∈ [−hp, 0

]
, then

∥∥ .
x(t)

∥∥ ≤ ∥∥∥ .
x(t)

∥∥∥ = ‖A‖‖x(t)‖+ ∑p
i=1‖Ai‖‖x(t− hi)‖+ ∑p

i=0‖Ei‖‖x(t− hi)‖fort ∈ [−hp, 0
]

and by complete induction based on the above differential inequality, one has the following:[
(x(t) = x(t)) ∧

(∥∥ .
x(t)

∥∥ ≤ ∥∥∥ .
x(t)

∥∥∥); t ∈ [−hp, 0
]]⇒ (‖x(t)‖ ≤ ‖x(t)‖; t ≥ −hp

)
Since from Property (i) x(t)→ 0 and

.
x(t)→ 0 as t→ ∞ , and both the trajectory solution

and its time first-derivative are bounded for all time, then the current differential system
is also globally asymptotically stable—that is, the solution trajectory and its first time-
derivative are bounded for all time and converge asymptotically to zero as time tends to
infinity. Property (ii) has been proved. Property (iii) is a direct conclusion as a particular
case of Properties [(i)–(ii)] under any of the conditions (3.1′) or (3.2′), which are “ad hoc”
modifications of the conditions (3.1)–(3.2). �

A particular interest of the above result is when Ai(t)→ Ai as t→ ∞ for i ∈ p ∪ {0},
that is, when the nominal differential system of reference is a limiting system of the current
time-varying one.

A simple first-order example with a single point delay is described in detail to illustrate
the mechanism of stabilization under impulsive monitored parameterizations. The example
is illustrative to see, in an analytic way, the effects of the impulsive parameterization in
the solution with the main focus on the stability context and how closed-loop stabilization
can be achievable by an appropriate selection of the sign and amplitude of the impulsive
gains at suitable chosen effective impulsive time instants. The role in the stabilization of
the involvement of a finite or infinite number of impulsive time instants is also seen.

Example 1. Consider the subsequent differential equation:

.
x(t) = a(t)x(t) + ad(t)x(t− h) (54)
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With a finite delay h and impulsive effects in the function of delay-free dynamics, the impulsive
set of time instants is IMP = {tk}∞

k=1, a : R0+ → R is bounded piecewise-continuous in all
the inter-impulsive intervals (tk, tk+1)—with tk+1 = tk + Tk—and ad : R0+ → R is bounded
piecewise-continuous. The function of the initial conditions ϕ : [−h, 0]→ R is bounded piecewise-
continuous with ϕ(0) = x(0) = x0. The solution is the following one for t ∈ [tk, tk+1) is given by
the following:

x(t−) = e
∫ t−

tk
a(τ)d(τ)

x(tk) +
∫ t−

tk
e
∫ t−

τ a(σ)dσad(τ)x(τ − h)dτ

=
(
1 + k

(
t−k
)
a
(
t−k
))

e
∫ t−

tk
a(τ)d(τ)

x
(
t−k
)
+
∫ t−

tk
e
∫ t−

τ a(σ)dσad(τ)x(τ − h)dτ

(55)

Thus,

x
(

t−k+1

)
=
(
1 + k

(
t−k
)
a
(
t−k
))

e
∫ t−k+1

tk
a(τ)d(τ)x

(
t−k
)
+
∫ t−k+1

tk

e
∫ t−k+1

τ a(σ)dσad(τ)x(τ − h)dτ (56)

Assume that the impulsive sequence of gains is claimed to guarantee that the matching ob-
jective x

(
t−k+1

)
= ρ(tk, tk+1)x

(
t−k
)

at the left limits of the impulsive time instant holds,

where {ρ(tk, tk+1)}∞
k=1 is bounded and limsup

tk→∞
ρ(tk, tk+1) ≤ ρ,liminf

tk→∞
ρ(tk, tk+1) ≥ −ρ where

ρ(≤ 1) ∈ R+. Note that if ρ = 1, then there exists a finite lim
tk→∞

∣∣x(t−k )∣∣. Then,

(
ρ(tk, tk+1)−

(
1 + k

(
t−k
)
a
(
t−k
))

e
∫ t−k+1

tk
a(τ)d(τ)

)
x
(
t−k
)
=
∫ t−k+1

tk

e
∫ t−k+1

τ a(σ)dσad(τ)x(τ − h)dτ (57)

equivalently,

k
(
t−k
)
a
(
t−k
)
e
∫ t−k+1

tk
a(τ)d(τ)x

(
t−k
)
=

(
ρ(tk, tk+1)− e

∫ t−k+1
tk

a(τ)d(τ)
)

x
(
t−k
)− ∫ t−k+1

tk

e
∫ t−k+1

τ a(σ)dσad(τ)x(τ − h)dτ (58)

and equivalently, if tk ∈ IMP, is effective, then

k
(
t−k
)

= k
(
t−k , Tk

)
= a−1(t−k )

((
ρ(tk, Tk)e

−∫ t−k +Tk
tk

a(τ)d(τ) − 1

)
− x−1(t−k )e−∫ t−k +Tk

tk
a(τ)d(τ)∫ t−k+1

tk
e
∫ t−k +Tk

τ
a(σ)d(σ)ad(τ)x(τ − h)dτ

)
(59)

Claim 1:
{∣∣x(t−k )∣∣}∞

k=1 is bounded.

Proof. Assume, on the contrary, that
{∣∣x(t−k )∣∣}∞

k=1 is unbounded. Then, for some large

M ∈ R+, there exists a strictly increasing subsequence
{∣∣∣x(t−kj

)∣∣∣}∞

j=1
of
{∣∣x(t−k )∣∣}∞

k=1

with
∣∣∣x(t−kj

)∣∣∣ ≤ cM for c(≥ 1) ∈ R+ but then
∣∣∣x(t−kj+1

)∣∣∣ ≤ ρkj+1−k1
∣∣∣x(t−kj

)
≤ cM

∣∣∣ρkj+1−k1

and limsup
j→∞

∣∣∣x(t−kj+1

)∣∣∣ ≤ cM lim
j→+∞

ρkj+1−k1(∈ [0, cM]) since ρ ≤ 1 is a contradiction. Then,{∣∣x(t−k )∣∣}∞
k=1 is bounded. �

Claim 2: If ρ = 1,
{∣∣x(t−k )∣∣}∞

k=1 is bounded and it does not converge to zero. Further-
more,

{∣∣k(t−k )∣∣}∞
k=1 is bounded, {|x(tk)|}∞

k=1 is bounded, and x : [−h,+∞)→ R is bounded
if cardIMP = χ0 (i.e., if there are infinitely many impulses) and 0 < Tm < TM =

sup(tk+1 − tk)
tk ,tk+1∈IMP

< +∞. Then, the differential Equation (54) is globally stable for any given

admissible function of the initial conditions.
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Proof. The following
{∣∣x(t−k )∣∣}∞

k=1 is bounded if ρ = 1 since it is bounded for ρ ≤ 1
(Claim 1). Furthermore, since each tk ∈ IMP is effective,

{∣∣x(t−k )∣∣}∞
k=1 neither con-

verges to zero nor has some null element. On the other hand,
{∣∣k(t−k )∣∣}∞

k=1 is bounded
from (59), {|x(tk)|}∞

k=1 is bounded since
{∣∣k(t−k )∣∣}∞

k=1 and
{∣∣x(t−k )∣∣}∞

k=1 are bounded. Fi-
nally, since there are infinitely many impulses, and the time interval in-between any two
consecutive impulses is finite by the hypotheses, then x : [−h,+∞)→ R is bounded in
∪tk ,tk+1∈IMP(tk, tk+1) since

{∣∣x(t−k )∣∣}∞
k=1 and {|x(tk)|}∞

k=1 are bounded from the bound-
edness and piecewise-continuity of a, ad : R0+ → R in ∪tk ,tk+1∈IMP(tk, tk+1). The global
stability of (54) follows as a result. �

Remark 5. Note that if cardIMP = χ0 and the objective x
(

t−k+1

)
= ρ(tk, tk+1)x

(
t−k
)
,

where {ρ(tk, tk+1)}∞
k=1 is bounded with limsup

tk→∞
ρ(tk, tk+1) ≤ ρ, liminf

tk→∞
ρ(tk, tk+1) ≥ −ρ is

fixed with ρ < 1, then
{∣∣x(t−k )∣∣}∞

k=1 → 0 and
{∣∣k(t−k )∣∣}∞

k=1 → +∞ from (59) since{∣∣x(t−k )∣∣}∞
k=1 → 0 . This also implies that the members of IMP lose effectiveness as they

tend to infinity (that is, the impulsive time instants tending to infinity are not effective). One
then concludes that, in the case of injecting infinitely many impulses, the matching objec-
tive x

(
t−k+1

)
= ρ(tk, tk+1)x

(
t−k
)

with ρ < 1 is not appropriate in practice since the sequence of
impulsive gains diverges.

Claim 3: Assume that either

(1) cardIMP = χ0 (there are infinitely many impulses) and either the matching objec-

tive x
(

t−k+1

)
= ρ(tk, tk+1)x

(
t−k
)
, where {ρ(tk, tk+1)}∞

k=1 is bounded, limsup
tk→∞

ρ(tk, tk+1) =

−liminf
tk→∞

ρ(tk, tk+1) = 1 and the inter-impulses intervals are subject to finite lower-bounds

and upper-bounds;
(2) Or the above matching objective is not fixed, cardIMP < χ0 (there is a finite number of

impulses), there is a finite time instant T for which max(t ∈ R0+ : t ∈ IMP) ≤ T.

Then, the set IMP can be defined with all the impulsive time instants being effective provided
that there is no t ∈ R0+ such that x(τ) ≡ 0 in the time interval [t, t + h].

Proof. Assume that tk ∈ IMP and take ϑ ≥ Tm such that

x
(
t−k + ϑ

)
= e

∫ ϑ
0 ea(tk+τ)dτx(tk) +

∫ ϑ

0
e
∫ ϑ

τ ea(tk+ϑ−σ)dσad(tk + τ)x(tk + τ − h)dτ = 0 (60)

so that t0
k+1 = tk + ϑ is not an effective impulsive time instant. Now, if TM = Tm +

h, then the above constraint holds for all θ ∈ [Tm, Tm + h] and there is no impulsive
action on [tk, tk + Tm + h], and then x(t) ≡ 0 for t ≥ tk + Tm. Thus, if there is no t ∈
[tk + Tm, tk + Tm + h] such that x(t) ≡ 0 for t ∈ [tk, tk + Tm + h], then it is guaranteed that
there is some tk+1 ∈ [tk + Tm, tk + Tm + h] such that x

(
t−k+1

)
�= 0. Such a tk+1 is eligible as

the next impulsive time instant to tk ∈ IMP since TM = Tm + h is finite and tk+1 ∈ [Tm, TM]

and it is compatible with the matching objective for ρ = 1 (see Claim 2). �

Remark 6. Note that Claim 3 relies on the fact that, if there are infinitely many impulses, then all
of them can be chosen to be effective under the first set of constraints of the claim. In the case of a
finite number of impulses, they can be chosen to be effective.

It has been seen that, if ρ < 1, then
∣∣x(t−k )∣∣→ 0 as k→ +∞ asymptotically at an

exponential rate. Then,
{

x
(
t−k
)}∞

k=1 and {x(tk)}∞
k=1 are bounded but the boundedness of

the sequence of impulsive gains
{

k
(
t−k
)}∞

k=1 fails. This problem is avoided in the case of
absolute jumps at impulsive time instants of the form x(tk) = x

(
t−k
)
+ k
(
t−k
)
a
(
t−k
)

in the
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solution generated from absolute impulses in the parameterization of a(t) (see Remark 2).
In this case, (59) is replaced with

k
(
t−k
)
= a−1(t−k )

((
ρ(tk, Tk)e

−∫ t−k +Tk
tk

a(τ)d(τ) − 1

)
− e−

∫ t−k +Tk
tk

a(τ)d(τ)
∫ t−k+1

tk

e
∫ t−k +Tk

τ a(σ)d(σ)ad(τ)x(τ − h)dτ

)
(61)

and the reasoning on the boundedness of the sequences
{

x
(
t−k
)}∞

k=1, {x(tk)}∞
k=1, and{

k
(
t−k
)}∞

k=1 of Claim 2 remain valid even if ρ < 1 since the requirement for the impulsive
time instants to be effective is no longer needed.

The solution of (54) might be re-stated in an equivalent form to (55) on the right limits
of the time instants as follows. If tk ∈ IMP and t ∈ [tk, tk+1], then tk+1 ∈ IMP is the next
consecutive time instant to tk. Then, one has that

x(tk+1) =
(

1 + k
(

t−k+1

)
a
(

t−k+1

))
x
(

t−k+1

)
=
(

1 +
∣∣∣k(t−k+1

)∣∣∣∣∣∣a(t−k+1

)∣∣∣sgnk
(

t−k+1

)
sgna

(
t−k+1

))
x
(

t−k+1

)
=
(

1 + k
(

t−k+1

)
a
(

t−k+1

))[
e
∫ t−k+1

tk
a(τ)d(τ)x(tk) +

∫ t−k+1
tk

e
∫ t−k+1

τ a(σ)dσad(τ)x(τ − h)dτ

]
(62)

with sgn(0) defined as zero and sgn(x) = x/|x| if x �= 0. It is direct to see that if a
(

t−k+1

)
�= 0

and k
(

t−k+1

)
is chosen with sgnk

(
t−k+1

)
= sgna

(
t−k+1

)
, then |x(tk+1)| >

∣∣∣x(t−k+1

)∣∣∣ and if

sgnk
(

t−k+1

)
= −sgna

(
t−k+1

)
, and then |x(tk+1)| <

∣∣∣x(t−k+1

)∣∣∣. Define Tk = tk+1 − tk ∈
[Tm, TkM] for tk, tk+1 ∈ IMP, and

α(tk, δ) = (1 + k(tk + δ)a(tk + δ))

β(tk, δ) = β
(

xtk , δ
)
= e

∫ t−k +δ

tk
a(τ)d(τ)x(tk) +

∫ t−k +δ

tk

e
∫ t−k +δ

τ a(σ)dσad(τ)x(τ − h)dτ

for δ ∈ (0, Tk). As a result, one has that

x(tk + δ) = α(tk, δ)β(tk, δ)

Note also that

β(tk, Tk) = sup
0<δ<Tk

(∣∣∣∣∣e
∫ t−k +δ

tk
a(τ)d(τ)

∣∣∣∣∣+ δ

∣∣∣∣∣e∫ t−k +δ
τ a(σ)dσ

∣∣∣∣∣ max
tk≤τ≤tk+δ

|ad(τ)|
)

sup|x(τ)|
tk≤τ<tk+δ

≥ sup
0<δ<Tk

β(tk, δ)

Now, given tk ∈ IMP and ζk ∈ (0, ζ], if one chooses the next impulsive time instant

tk+1(∈ IMP) = tk + Tk with Tk = inf

(
δ ≥ Tm : |α(tk, δ)|

(
β(tk, Tk)/sup|x(τ)|

tk≤τ<tk+δ

)
≤ ζk

)
and

then |x(tk+1)| ≤ ζk sup
0≤τ<Tk

|x(tk + τ)| and also, as a result, if limsup
tk→+∞

ζk ≤ 1, then sup(|x(t)|)
0≤t<+∞

<

+∞. The choice of k
(

t−k+1

)
is made as follows in order to satisfy the constraint:

∣∣∣1 + k
(

t−k+1

)
a
(

t−k+1

)∣∣∣ ≤ ζk

[
1/ sup

0<δ<Tk

(∣∣∣∣∣e
∫ t−k +δ

tk
a(τ)d(τ)

∣∣∣∣∣+ δ

∣∣∣∣∣e∫ t−k +δ
τ a(σ)dσ

∣∣∣∣∣ max
tk≤τ≤tk+δ

|ad(τ)|
)]

in such a way that
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(a) If ζk ≤ sup
0<δ<Tk

(∣∣∣∣∣e
∫ t−k +δ

tk
a(τ)d(τ)

∣∣∣∣∣+ δ

∣∣∣∣e∫ t−k +δ
τ a(σ)dσ

∣∣∣∣ max
tk≤τ≤tk+δ

|ad(τ)|
)

, then k
(

t−k+1

)
is

chosen to satisfy the following:

sgn
(

k
(

t−k+1

))
= −sgn

(
a
(

t−k+1

))
(63)

1∣∣∣a(t−k+1

)∣∣∣
⎛⎜⎜⎜⎜⎝1− ζk

sup
0<δ<Tk

(∣∣∣∣∣e
∫ t−k +δ

tk
a(τ)d(τ)

∣∣∣∣∣+ δ

∣∣∣∣e∫ t−k +δ
τ a(σ)dσ

∣∣∣∣ max
tk≤τ≤tk+δ

|ad(τ)|
)
⎞⎟⎟⎟⎟⎠ ≤

∣∣∣k(t−k+1

)∣∣∣ ≤ 1 (64)

or

(b) If ζk ≥ sup
0<δ<Tk

(∣∣∣∣∣e
∫ t−k +δ

tk
a(τ)d(τ)

∣∣∣∣∣+ δ

∣∣∣∣e∫ t−k +δ
τ a(σ)dσ

∣∣∣∣ max
tk≤τ≤tk+δ

|ad(τ)|
)

, then k
(

t−k+1

)
is

chosen to satisfy:
sgn
(

k
(

t−k+1

))
= sgn

(
a
(

t−k+1

))
(65)

∣∣∣k(t−k+1

)∣∣∣ ≥ 1∣∣∣a(t−k+1

)∣∣∣
⎛⎜⎜⎜⎜⎝ ζk

sup
0<δ<Tk

(∣∣∣∣∣e
∫ t−k +δ

tk
a(τ)d(τ)

∣∣∣∣∣+ δ

∣∣∣∣e∫ t−k +δ
τ a(σ)dσ

∣∣∣∣ max
tk≤τ≤tk+δ

|ad(τ)|
) − 1

⎞⎟⎟⎟⎟⎠ (66)

Note that the constraint limsup
tk→+∞

ζk ≤ 1 can also be guaranteed with the appropriate

choice of the impulsive gain sequence while fixing a sufficiently small inter-impulse mini-
mum threshold interval Tm and the choice of Tk approaching to Tm as k tends to infinity.
This threshold can be fixed greater as a(t) becomes negative on relevant intervals of time.

4. Conclusions

The first part of this study has derived explicit expressions for the evolution associated
with the state-trajectory solution of a class of linear time-varying differential delay-free
systems. The impulsive-free part of its matrix function of dynamics of such systems has
been assumed bounded and piecewise-continuous Lebesgue-integrable for all time.

The cases of the absence and the presence of impulsive actions in the system matrix
of dynamics are described. In the impulsive case, the evolution operator is seen to be,
in general, non-unique. Subsequently, the above obtained results are extended to the
presence of delayed dynamics associated with constant point delays, and the evolution
operators that generate the trajectory solution are given in an explicit fashion, while they
are non-unique, in general, in the impulsive case.

The parameterization impulsive actions at certain time instants can take place in the
delay-free dynamics and also in the various matrices of delayed dynamics followed by
an immediate return to the previous configuration. The impulsive actions are interpreted
as an instantaneous abrupt switching change in the parameterization. Furthermore, the
parameterization impulsive actions might be, in general, non-unique in the sense that,
depending on the left limits of the solution values at impulsive time instants, the necessary
impulsive gains for monitoring the instantaneous switched parameterizations can be non-
unique for the achievement of a certain suitable right limit of the solution trajectory.
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Next, the boundedness of the solution trajectory of the delayed impulsive differen-
tial system is also investigated. It has been seen that an appropriate distribution of the
impulsive time instants is relevant for the potential stabilization of the delayed differential
system, even in the case when the delay-free dynamics is unstable.
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Abstract: The asymptotic behavior of solutions to nonlinear partial differential equations
is an important tool for studying their long-term behavior. However, when studying the
asymptotic behavior of solutions to nonlinear partial differential equations with delay, the
delay factor u(t + θ) in the delay term may lead to oscillations, hysteresis effects, and other
phenomena in the solution, which increases the difficulty of studying the well-posedness
and asymptotic behavior of the solution. This study investigates the global well-posedness
and asymptotic behavior of solutions to the non-autonomous Navier–Stokes equations
incorporating infinite delays. To establish global well-posedness, we first construct several
suitable function spaces and then prove them using the Galekin approximation method.
Then, by accurately estimating the number of determining nodes, we reveal the asymptotic
behavior of the solution. The results indicate that the long-term behavior of a strong
solution can be determined by its values at a finite number of nodes.

Keywords: Navier–Stokes equations; infinite delay; global well-posedness; asymptotic
behavior; determining nodes; long-time behavior
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1. Introduction

In this paper, we study the non-autonomous Navier–Stokes model with infinite delay
in 2D bounded domains, which is given by the following equations:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

∂u
∂t
− νΔu + (u · ∇)u +∇p = f (t) + G(t, u(t + θ)) in (x, t) ∈ Ω× (τ, T),

divu = 0 in (x, t) ∈ Ω× (τ, T),

u = 0 on (x, t) ∈ ∂Ω× (τ, T),

u(x, τ + θ) = φ(x, θ) x ∈ Ω θ ∈ (−∞, 0],

(1)

where the unknown functions u(x, t) = (u(1)(x, t), u(2)(x, t)) and p = p(x, t) repre-
sent the velocity field and the pressure of the fluid motion, respectively. The function
f (t) = ( f (1)(t), f (2)(t)) is the external force, which is a given vector function that varies
with time t. The parameter ν > 0 denotes the viscosity coefficient. The function u(t + θ)

represents the history of the state u(·) at time t, where θ ∈ (−∞, 0]. The function G(·, ·) is a
known continuous function, as required by the study.

Mathematics 2025, 13, 222 https://doi.org/10.3390/math13020222
51



Mathematics 2025, 13, 222

In addition, Ω ⊂ R2 is an open set with smooth boundaries, and the function φ(x, θ)

is the initial value of Equation (1) in the delay time(−∞, 0]. These assumptions typically
serve as the basis for ensuring the well-posedness of the solution to Equation (1) in Ω.
They also imply that the boundary has well-defined tangent vectors at each point and that
the shape of the boundary does not exhibit sharp points or discontinuous regions. The
assumption of regularity in the initial data is to satisfy the requirements of adaptability,
regularity, and long-term behavior of the solution to Equation (1) in Ω.

The Navier–Stokes equations describe the motion of fluids, involving multiple factors
such as velocity, pressure, and viscosity. Introducing delay factors allows for a more
realistic simulation of inertia and time-delay effects in fluid flow, including interactions
at fluid–solid interfaces and the impact of temperature variations on fluid states. In many
physical phenomena, the response of fluids is not immediate but involves a time delay,
which leads to the influence of time delay on the motion state of fluids and indirectly affects
the stability of the system. Therefore, studying the Navier–Stokes equations with delay
provides insights into flow stability across varying parameters and elucidates how delays
influence flow transitions and turbulence onset. Incorporating delay factors enhances
model accuracy, improving the prediction and understanding of fluid behavior. The study
of Navier–Stokes equations with delay is not limited to traditional fluid mechanics but
also involves multiple fields such as control theory, nonlinear dynamics, and mathematical
physics, promoting interdisciplinary research and communication.

Owing to their wide applications, the Navier–Stokes equations have been extensively
studied by mathematicians and physicists. In particular, the well-posedness and regularity
of solutions are the most significant concerns. Several papers have been dedicated to
investigating the well-posedness of solutions, including references [1–4]. Foias and Temam,
among others, introduced the concepts of definite modules, degrees of freedom, and
determining nodes of the system in [5]. These concepts describe how the asymptotic
behavior of the system can be determined by a finite number of quantities, revealing the
internal structural properties of the attractor. The term “determining nodes” refers to the
process of numerically solving partial differential equations, where the solutions at certain
specific grid points or nodes are uniquely determined by specific boundary conditions,
initial conditions, or solutions at other nodes. In other words, the values of these nodes
do not depend on the values of other unknown nodes but are directly calculated based
on given conditions, thereby reducing uncertainty in the solving process. This concept
is further elaborated in references [6–15]. Kakizawa used the energy method to prove
the asymptotic behavior of strong solutions to the initial-boundary value problem for
general semilinear parabolic equations in [12]. Additional related research can be found in
references [6–9,11,14,16,17].

The phenomenon of time delay is ubiquitous and closely related to real life. For
example, when we aim to control or change the original state of a system by applying
external forces, we must consider not only the current state of the system but also the
impact of its previous states, i.e., the lag factor. Therefore, time delay effects are often
incorporated into models when dealing with practical problems. Examples include the
delayed Navier–Stokes model (see [16,18]) and wave equations with time delay (see [19]).
Hernandez and Wu studied the well-posedness and global attractors of abstract Cauchy
problems with state-dependent delay and provided examples of PDEs with state-dependent
delay in [20], which offers important insights into the application of state-dependent delay
in specific PDEs and the study of their well-posedness and asymptotic solutions. Other
related results can be found in references [21,22]. Regarding the Navier–Stokes equations,
García-Luengo, Marín-Rubio, and Real investigated the asymptotic behavior of the Navier–
Stokes model with finite delay in [8,14], while Chueshov studied the finite-dimensional
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global attractors for parabolic nonlinear equations with state-dependent delay, using the
Galerkin method to prove global well-posedness in [21]. For the study of infinite delay,
Fu and Liu investigated the well-posedness of solutions to a class of second-order non-
autonomous abstract time-delay functional differential equations with infinite delay and
demonstrated the application of their conclusions through examples (see Section 6 in [23]),
which can be referenced in [23–25]. However, these articles only studied the well-posedness
of solutions for non-autonomous systems with infinite time delay. They did not address
the asymptotic behavior and regularity of solutions, and the equations provided in the
examples were not specifically applied to several specific differential equations. In this
paper, we apply the above research conclusions to the Navier–Stokes equations. Based on
the extensive foundational work on well-posedness established by Caraballo et al., we use
the theory of determining nodes to characterize the asymptotic behavior of solutions to the
non-autonomous Navier–Stokes equations with infinite delay by estimating their number.
The most crucial step in studying the process and methods of non-autonomous Navier–
Stokes equations with infinite delay is to handle the infinite time delay term u(t + θ), which
is particularly important for studying the well-posedness of nonlinear PDEs with time
delay effects. In addition, dealing with the delay term is usually the most critical step in the
research process of the well-posedness and asymptotic behavior of nonlinear PDE solutions
with other delay effects.

The paper is arranged as follows: In Section 2, we first establish several basic function
spaces and several operators, then introduce several relevant theorems and define the
weak and strong solutions of Equation (1). In addition, to deal with the infinite delay term
u(t + θ), we refer to descent function space Cγ(H). Unlike the finite delay term, we not
only need to consider the influence of the system state at a certain time in the past, but
also need to consider the comprehensive influence of the system state at the past time. In
Section 3, we investigate the global well-posedness of the strong solutions for Equation (1)
by the Galerkin method without considering the pressure term p. In Section 4, we commit
our focus to proving Equation (1) has a finite number of determining nodes.

2. Preliminaries

In this section, we introduce several common conclusions that are essential applica-
tions that we used in this paper.

2.1. Basic Function Spaces and Conclusions

We introduce several basic function spaces, which are as follows:

V :=
{

ϕ ∈ (C∞
0 (Ω))2 : divϕ = 0, ϕ = (ϕ(1), ϕ(2))

}
;

H := closure of V in (L2(Ω))2, with norm ‖ · ‖H ;

V := closure of V in (H1
0(Ω))2, with norm ‖ · ‖V ;

V′ := dual space of V with norm ‖ · ‖V′ .

The definitions of norms ‖ · ‖H and ‖ · ‖V are as follows:

‖ϕ‖H =

(∫
Ω
|ϕ|2dx

) 1
2
, ‖ϕ‖V =

(∫
Ω

(
|ϕ|2 + |∇ϕ|2

)
dx
) 1

2
;

for convenience, we use “‖ · ‖” as “‖ · ‖H”. In addition, we denote the inner product in
L2(Ω), H by (·, ·) and denote the inner product in V by ((·, ·)). In addition, we denote the
dual product between V and V′ by 〈·, ·〉.
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In order to be able to express Equation (1) as an abstract equation, we define several
operators. Firstly, we define the Stokes operator A as follows:

〈Au, ϕ〉 = ν((u, ϕ)) = ν
2

∑
i,j=1

∫
Ω

∂ui
∂xj

∂ϕi
∂xj

dx, (2)

for any u = (u(1), u(1)), ϕ = (ϕ(1), ϕ(2)) ∈ V. Moreover, D(A) := V ∩ (H2(Ω))2, and the
operator A is the linear continuous operator, which both form V to V′ and D(A) to H.
Then, we denote the linear function

b(u, v, w) =
2

∑
i,j=1

∫
Ω

ui
∂vj

∂xi
wjdx, ∀u, v, w ∈ V.

It is obvious that the linear function b(·, ·, ·) is continuous trilinear on V ×V ×V and
it satisfies

b(u, v, w) = −b(u, w, v), b(u, v, v) = 0, ∀ u, v, w ∈ V.

In addition, we use the following lemma to provide estimators of the linear function
b(·, ·, ·), which can be found in references [26,27].

Lemma 1. There exists a positive constant CΩ that depends only on Ω, such that

|b(u, v, w)| ≤ CΩ‖u‖ 1
2 ‖Au‖ 1

2 ‖v‖V ‖w‖, ∀u ∈ D(A), v ∈ V, w ∈ H. (3)

|b(u, v, w)| ≤ CΩ‖Au‖ ‖v‖V ‖w‖, ∀u ∈ D(A), v ∈ V, w ∈ H. (4)

If u ∈ L∞, v ∈ V, w ∈ H, then the linear function b(·, ·, ·) satisfies

|b(u, v, w)| ≤ ‖u‖L∞ ‖v‖V ‖w‖. (5)

If u, v, w ∈ V, it satisfies

|b(u, v, w)| ≤ ‖u‖ 1
2 ‖∇u‖ 1

2 ‖v‖ 1
2 ‖∇v‖ 1

2 ‖w‖. (6)

To handle the infinite delays G(t, u(t + θ)), we define the space Cγ(H) with a suitable
constant γ > 0, as follows:

Cγ(H) =

{
ζ ∈ C((−∞, 0); H)|∃ lim

s→ −∞
eγsζ(s) ∈ H

}
,

which is a Banach space with the norm

‖ζ‖Cγ(H) = sup
s∈(−∞,0]

eγs‖ζ(s)‖.

The space Cγ(H) represents the space of descent functions, where the parameter γ > 0
is typically used to describe the growth rate of the function in Cγ(H). The purpose of
introducing Cγ(H) is to ensure that the growth property of the function does not affect
the long-term behavior of the system and also satisfies the descent conditions required by
continuous functions with changing states due to time delay effects.

To establish the well-posedness of Equation (1), the continuous function G : [τ, T]×
Cγ(H) �→ (L2(Ω))2 is assumed to satisfy the following conditions.

(I) For any η, the mapping t �→ G(t, η) is measurable;
(II) G(t, 0) = (0, 0);
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(III) There exists LG > 0, such that

‖G(t, x1)− G(t, x2)‖ ≤ LG‖x1 − x2‖Cγ(H), ∀x1, x2 ∈ Cγ(H). (7)

When studying differential equations with infinite time delay, Lipschitz conditions
also help to investigate the asymptotic behavior of solutions. For example, when studying
the steady-state or periodic solutions of a system after long-term operation, the Lipschitz
condition can ensure that the solutions do not experience explosive growth in time. In
addition, the Lipschitz condition ensures understanding of the continuous dependence
on the initial conditions, as infinite delay terms may lead to temporal irregularities in the
solution. By ensuring that the mapping is Lipschitz, it can be proven that small initial
perturbations do not cause significant changes in the solution, thereby ensuring its stability.

Based on the above conclusion, we define the weak and strong solution of Equation (1)
as follows.

2.2. The Weak Solution and Strong Solution

Definition 1. Assume f ∈ L2(τ, T; V′) and u(τ) = φ ∈ Cγ(H). A weak solution is any function
u ∈ Cγ(H) of Equation (1) if it satisfies

(I) u ∈ L∞(τ, T; H) ∩ L2(τ, T; V), for all T > τ;
(II) For all σ ∈ V, such that

d
dt

(u(t), σ)− ν〈Au(t), σ〉+ b(u(t), u(t), σ) = 〈 f (t), σ〉+ (G(t, u(t + θ)), σ
)
, (8)

u(τ + θ) = φ(θ) ∈ Cγ(H), θ ∈ (−∞, 0] (9)

holds in the distribution sense of D′(τ, T).
Assume f ∈ L2(τ, T; H); if u ∈ Cγ(H) is a weak solution of Equations (8) and (9) and

u ∈ L∞(τ, T; V) ∩ L2(τ, T; D(A)) for all T > τ, then u ∈ Cγ(H) is called a strong solution of
Equations (8) and (9). Furthermore, the function u′ ∈ L2(τ, T; H).

Remark 1. If u ∈ Cγ(H) is a weak solution to Equation (1), then in this case, from Equations (8)
and (9), for any τ ≤ s ≤ t, the following energy equality holds

‖u(t)‖2 + 2ν
∫ t

s
‖u(r)‖V

2dr

=‖u(τ)‖2 + 2
∫ t

s

(
〈 f (r), u(r)〉+ (G(t, u(r + θ))

)
, u(r)

)
dr. (10)

In addition, we introduce a useful inequality in the differential equation theory. This
will play an important role in making a priori estimates.

Lemma 2. (Gronwall Inequation) Assume g, p, q ∈ C([a, b];R+) and for all t ∈ [a, b] satisfy

g(t) ≤ g(a) +
∫ t

a

(
p(s)g(s) + q(s)

)
ds,

then any t ∈ [a, b], and functions g, p, q satisfy

g(t) ≤ e
∫ t

a p(s)ds
(

g(a) +
∫ t

a
q(s)ds

)
, ∀t ∈ [a, b]. (11)

3. Global Well-Posedness

In this section, we study the global well-posedness of Equation (1). Therefore, we
present the existence and uniqueness theorem for the weak solution of Equation (1). There-

55



Mathematics 2025, 13, 222

fore, we apply the treatment of the infinite delay term u(t + θ) to the proof of the global
well-posedness of the non-autonomous Navier–Stokes equation, that is, adding the infi-
nite delay term u(t + θ) to the proof of the global well-posedness of the non-autonomous
Navier–Stokes equation.

3.1. The Existence of Solutions

Theorem 1. Suppose f ∈ L2(τ, T; V′) , and there exist constants C = C(ν, λ1, LG) that satisfy

1
ν

∫ t

τ
eC(t−r)‖ f (r)‖2

V′dr < +∞,

and the function G(·, ·) satisfies the conditions (I)-(III). Then for all T > τ and u(τ) = φ ∈ Cγ(H),
the function u ∈ Cγ(H) ∩ L∞(τ, T; H) ∩ L2(τ, T; V) is the weak solution of Equation (1).

Proof. For the proof of Theorem 1, we use the Galerkin approximation method. The proof
is divided into the following three steps.
Step 1: Construct the approximate solution.

Taking a set of canonical orthonormal basis {ξi} ⊂ V on the Hilbert space H, denote

Vk = span[ξ1, ξ2, · · · , ξk], k = 1, 2, · · · ;

from the Gram–Schmidt theorem, the projection of H onto Vk is defined by

Pku =
k

∑
i=1

(u, ξi)ξi.

Since the Stokes operator A is compact operator on the V space, it satisfies

Aξi = λiξi, (λi > 0, i = 1, 2 · · · , k),

where λi is the eigenvalue of Stokes operator A. Sort them in ascending order and renumber
them as follows:

0 < λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · · ,

and they satisfy lim
i→∞

λi = ∞. We take the minimum eigenvalue λ1 of Stokes operator A as

the first eigenvalue.
From this, we construct the approximate solution of Equation (1) from the space Vk

as follows:

uk(x, t) =
k

∑
i=1

aki(t)ξi(x),

where aki(t) = (uk, ξi) and all t ∈ (τ, T) satisfy

d
dt

(uk(t), ξi) + ν〈Auk(t), ξi〉+ b(uk, uk, ξi) = 〈 f (t), ξi〉+
(
G(t, uk(t + θ)), ξi

)
, (12)

and initial conditions

uk(τ + θ) = Pkφ(θ), θ ∈ (−∞, 0]. (13)

Therefore, Equations (12) and (13) satisfy the condition of existence and uniqueness of local
solutions for the system of ordinary differential equation with infinite delay (e.g., [19]).
Step 2: A priori estimate of the approximate solution.

Firstly, we estimate Equation (12), multiplied by aki(t) to Equation (12) and sum it to
obtain the ODE:
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1
2

d
dt
‖uk(t)‖2 + ν‖uk(t)‖2

V = 〈 f (t), uk(t)〉+
(
G(t, uk(t + θ)), uk(t)

)
, (14)

which implies

1
2

d
dt
‖uk(t)‖2 + ν‖uk(t)‖2

V ≤ ‖ f ‖V′ ‖uk(t)‖V + ‖G(t, uk(t + θ))‖ ‖uk(t)‖V . (15)

Using Young and Poincare inequations, we choose suitable constants ε1 = ε2 =
ν

4
,

then we obtain

‖ f ‖V′ ‖uk(t)‖V + ‖G(t, uk(t + θ))‖ ‖uk(t)‖
≤ 1

2ε1
‖ f (t)‖2

V′ +
ν

4
‖uk(t)‖2

V +
LG
2ε2
‖uk(t + θ)‖2

Cγ(H), (16)

where ‖uk(t + θ)‖Cγ(H) = sup
s∈(−∞,0]

eγs‖uk(t + s)‖ ≥ ‖uk(t)‖, t ∈ [τ, T]. Substituting (16)

into Equation (15), for τ ≤ r ≤ t ≤ T, we obtain

d
dr
‖uk(r)‖2+νλ1‖uk(r)‖2 +

ν

2
‖uk(r)‖2

V ≤
4
ν
‖ f (r)‖2

V′ +
4LG

ν
‖uk(r + θ)‖2

Cγ(H). (17)

Multiplying by e−νλ1(t−r) and then integrating it for r over [τ, t], we obtain

‖uk(t)‖2 +
ν

2

∫ t

τ
e−νλ1(t−r)‖uk(r)‖2

Vdr

≤e−νλ1(t−τ)‖uk(τ)‖2 +
∫ t

τ
e−νλ1(t−r)

(
4
ν
‖ f (r)‖2

V′ +
4LG

ν
‖uk(r + θ)‖2

Cγ(H)

)
dr. (18)

According to the definition of Cγ(H), we obtain

‖uk(t + θ)‖2
Cγ(H) =

(
sup

s∈(−∞,0]
eγs‖uk(t + s)‖

)2

,

≤ max

{
sup

s∈(−∞,τ−t]
e2γs‖uk(t + s)‖2, sup

s∈(τ−t,0]
e2γs‖uk(t + s)‖2

}
= max{J1(t), J2(t) + J3(t)}, (19)

where

J1(t) = sup
s∈(−∞,τ−t]

e2γs‖uk(t + s)‖2,

J2(t) = sup
s∈(τ−t,0]

[
e2γs−νλ1(t+s−τ)‖uk(τ)‖2

]
,

J3(t) = sup
s∈(τ−t,0]

[
e(2γ−νλ1)s

∫ t+s

τ
e−νλ1(t−r)

(
4
ν
‖ f (r)‖2

V′ +
4LG

ν
‖uk(r + θ)‖2

Cγ(H)

)
dr
]

.

Now, let us estimate J1(t), J2(t), and J3(t). On one hand, since νλ1 < 2γ,
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J1(t) = sup
s∈(−∞,τ−t]

e2γs‖Pkφ(t + s− τ)‖2 ≤ sup
s∈(−∞,τ−t]

e2γs‖φ(t + s− τ)‖2

= sup
s∈(−∞,0]

e2γ[s−(t−τ)]‖φ(s)‖2 = e2γ(τ−t)‖φ(s)‖2
Cγ(H)

≤ e−νλ1(t−τ)‖φ(s)‖2
Cγ(H). (20)

On the other hand, by direct computation, we have

J2(t) ≤ e−νλ1(t−τ)‖uk(τ)‖2 ≤ e−νλ1(t−τ)‖φ(s)‖2
Cγ(H), (21)

J3(t) ≤
∫ t

τ
e−νλ1(t−r)

(
4
ν
‖ f (r)‖2

V′ +
4LG

ν
‖uk(r + θ)‖2

Cγ(H)

)
dr. (22)

Then, Equations (19)–(22) give

‖uk(t + θ)‖2
Cγ(H)

≤e−νλ1(t−τ)‖φ(s)‖2
Cγ(H) +

∫ t

τ
e−νλ1(t−r)

(
4
ν
‖ f (r)‖2

V′ +
4LG

ν
‖uk(r + θ)‖2

Cγ(H)

)
dr. (23)

By Lemma 2, this implies

‖uk(t + θ)‖2
Cγ(H) ≤ e−

(
νλ1− 4LG

ν

)
(t−τ)‖φ(s)‖2

Cγ(H) +
4
ν

∫ t

τ
e−
(

νλ1− 4LG
ν

)
(t−r)‖ f (r)‖2

V′dr, (24)

combining Equations (18) and (24); it can be concluded that the {uk(t)} is bounded in
L∞(τ, T; H). According to Equation (18), this means

ν

2
e−νλ1(t−τ)

∫ t

τ
‖uk(r)‖2

Vdr

≤‖uk(τ)‖2 +
∫ t

τ
e−νλ1(t−r)

(
4
ν
‖ f (r)‖2

V′ +
4LG

ν
‖uk(r + θ)‖2

Cγ(H)

)
dr. (25)

By Equation (24), this implies that the {uk(t)} is bounded in L2(τ, T; V). In addition,
for any ψ ∈ V, we obtain〈

u′k(t), ψ
〉
+ 〈Auk(t), ψ〉+ b(uk, uk, ψ) = 〈 f (t), ψ〉+ 〈G(t, uk(t + θ)), ψ〉.

Using the Holder inequation, we obtain the following result:∣∣〈u′k(t), ψ
〉∣∣ ≤ |〈Auk(t), ψ〉|+ |b(u, u, ψ)|+ |〈 f (t), ψ〉|+ |〈G(t, uk(t + θ)), ψ〉|
≤ ‖ψ‖V(ν‖uk(t)‖V + CΩ‖uk(t)‖ ‖∇uk(t)‖+ ‖ f ‖V′ + ‖G(t, uk(t + θ))‖),
≤ ‖ψ‖V(ν‖uk(t)‖V + CΩ‖uk(t)‖ ‖uk(t)‖V + ‖ f ‖V′ + ‖G(t, uk(t + θ))‖). (26)

Hence, it follows from Equations (7), (18), (24) and (25) that the sequence
{

u′k(t)
}

is
bounded in L2(τ, T; V′).
Step 3: Approximation of approximate solutions.

Now, based on the conclusions of the previous step, since the compactness theorem
(see, e.g., [1,11,18]), for all T > τ, there exist subsequences, which we still denote by {uk},
such that as k→ ∞, the following conditions satisfy:
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uk
∗
⇀ u in L∞(τ − h, T; H), (27)

uk ⇀ u in L2(τ, T; V), (28)

u′k ⇀ u′ in L2(τ, T; V′), (29)

uk → u in L2(τ, T; H), (30)

G(t, uk(t + θ))
∗
⇀ η(t) in L∞(τ, T; (L2(Ω))2). (31)

where η(t) ∈ L∞(τ, T; (L2(Ω))2) is the limiting function of G(t, uk(t + θ)). However,
currently, we cannot yet obtain it:

G(t, uk(t + θ))→ G(t, u(t + θ)) ∈ L2(τ, T; (L2(Ω))2). (32)

Next, we will prove Equation (32) through conclusions (27)–(31).
From conclusions (27)–(31), we obtain

uk(t)→ u(t), a.e. t ∈ (τ, T), in H, (33)

then for all s, t ∈ [τ, T], it implies

uk(t)− uk(s) =
∫ t

s
uk
′(r)dr, in V′; (34)

therefore, the {uk} is equicontinuous for all [τ, T] and k in H. By the embedding relation
V ↪→↪→ H ↪→↪→ V′, and the Ascoli–Arzela theorem, it yields that {uk} is relatively compact
in V′, and for all t ∈ [τ, T], which implies

uk(t)→ u(t), in C([τ, T]; V′). (35)

According to conclusions (27)–(31), for any sequence {tk} ⊂ [τ, T] that satisfies tk → t,

uk(tk) ⇀ u(t), in H. (36)

Before proving Equation (32), we need to first prove

uk(t)→ u(t), in C([τ, T]; H). (37)

Since for all r ∈ [s, t] ⊂ [τ, T], the approximate solution uk satisfies

‖uk(t)‖2 + 2ν
∫ t

s
‖uk(r)‖2

Vdr

=‖uk(s)‖2 + 2
∫ t

s
〈 f (r), uk(r))〉dr + 2

∫ t

s

(
G(r, uk(r + θ), uk(r))

)
dr, (38)

we obtain the following result by conclusions (27)–(31),

∫ t

s
‖G(r, uk(r + θ))‖2dr ≤ C1(t− s), ∀r ∈ [s, t] ⊂ [τ, T], (39)

where C1 is a positive constant. According to the conclusions of (27)–(31), we verify that
the function

u ∈ Cγ(H) ∩ L∞(τ, T; H) ∩ L2(τ, T; V),
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is a weak solution of Equation (1), and it satisfies

d
dt

(u(t), w) + ν〈Au(t), w〉+ b(u(t), u(t), w) = 〈 f (t), w〉+ (η(t), w
) ∀w ∈ V, (40)

in addition, for any r ∈ [s, t] ⊂ [τ, T], the energy estimates also satisfy

‖u(t)‖2 + 2ν
∫ t

s
‖u(r)‖2

Vdr

=‖u(τ)‖2 + 2
∫ t

s

(
〈 f (r), u(r)〉+ (G(t, u(r + θ)

)
, u(r)

)
dr. (41)

Due to the conclusions of (27)–(31) and Equation (39), we obtain

∫ t

s
‖η(r)‖2dr ≤ lim inf

k→∞

∫ t

s
‖G(t, u(r + θ))‖2dr ≤ C1(t− s); (42)

therefore, consider the continuous functions Lk, L : [τ, t]→ R, which are defined by

Lk(t) =
ν

2
‖uk(t)‖2

V −
∫ t

s
〈 f (r), uk(r)〉dr− C1t,

L(t) =
ν

2
‖u(t)‖2

V −
∫ t

s
〈 f (r), u(r)〉dr− C1t.

As shown in Equations (38) and (41), it is evident that the functions Lk(t), L(t) are non-
increasing and continuous in [τ, T]. According to the conclusions of (27)–(30), we obtain

Lk(t)→ L(t) a.e. t ∈ [τ, T], (43)

from the conclusions of (27)–(30), it is obvious that ‖u(t0)‖ ≤ lim inf
k→∞

‖uk(tk)‖. To prove

lim sup
k→∞

‖uk(tk)‖ ≤ ‖u(t0)‖, (44)

we assume t0 > τ and take the sequence
{

tn
} ⊂ {tk} that satisfies (43), which is increasing,

and approach the value t0 from the left when n→ ∞. Since L(·) is continuous, there exists
Nε, and when n > Nε,

|L(tn)− L(t0)| < ε.

Take k > K(Nε) such that tk > tNε , by the sequence L(·), Lk(·), is non-increasing and
satisfies (43); we obtain

|Lk(tk)− L(t0)| ≤ |Lk(tNε)− L(tNε)|+ |L(tNε)− L(t0)| < 2ε.

At this time, the conclusions of (27)–(30) imply

∫ tk

τ
〈 f (r), uk(r)〉dr →

∫ t

τ
〈 f (r), u(r)〉dr, (k→ ∞). (45)

Due to these and functions Lk, L, we have proven Equation (44).
According to the definition of Cγ(H), we obtain
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‖uk(t + θ)− u(t + θ)‖Cγ(H)

= sup
s∈(−∞,0]

eγs‖uk(t + s)− u(t + s)| = max{Φ1(s), Φ2(s)}

≤max

{
eγ(τ−t)‖Pkφ− φ‖Cγ(H), sup

s∈(τ−t,0]
eγs‖uk(t + s)− u(t + s)‖

}
, (46)

where
Φ1(s) = sup

s∈(−∞,τ−t]
eγs‖Pkφ(t + s− τ)− φ(t + s− τ)‖,

Φ2(s) = sup
s∈(τ−t,0]

eγs‖uk(t + s)− u(t + s)‖,

which implies that

lim
k→∞
‖uk(t + θ)− u(t + θ)‖Cγ(H) = 0. (47)

In addition, the convergence results are obtained by Equations (7), (37) and (47),
and conclusions of (27)–(31); therefore, we prove Equation (32). Thus, we have proven
Theorem 1.

3.2. The Uniqueness of Solutions

Theorem 2. If all the conditions in the Theorem 1 are satisfied, then the function u ∈ Cγ(H) ∩
L∞(τ, T; H) ∩ L2(τ, T; V) is the unique weak solution of Equation (1).

Proof. Set u1 and u2 be the weak solutions of Equation (1). Denote the function U(t) =
u1(t)− u2(t); for any t > τ, we have

1
2

d
dt
‖U(t)‖2 + ν‖∇U(t)‖2 + b(U, u1, U) =

(
G(t, u1(t + θ))− G(t, u2(t + θ)), U(t)

)
. (48)

Furthermore, according to Lemma 1, and Equations (14) and (39), using Young, Holder,
and Poincare inequations, we obtain

1
2

d
dt
‖U(t)‖2 + ν‖U(t)‖2

V

≤CΩ

(
‖U(t)‖2‖u1(t)‖2

V
2ε3

+
ε3

2
‖U(t)‖2

V

)
+ LG‖U(t + θ)‖Cγ(H)‖U(t)‖. (49)

Integrating Equation (49), we obtain

1
2
‖U(t)‖2 − 1

2
‖U(τ)‖2 + ν

∫ t

τ
‖U(r)‖2

Vdr

≤CΩ

∫ t

τ

(
‖U(r)‖2‖u1(r)‖2

V
2ε3

+
ε3

2
‖U(r)‖2

V

)
dr +

∫ t

τ
LG‖U(r + θ)‖Cγ(H)‖U(r)‖dr. (50)

Take ε3 =
2ν

CΩ
; then, according to the definition of Cγ(H), we obtain

‖U(r + θ)‖ = sup
s∈(−∞,0]

eγs‖U(r + s)‖ ≤ sup
z∈(τ,r)

‖U(z)‖, r ∈ [τ, t].

Therefore, we have
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sup
z∈(τ,t)

‖U(z)‖2 ≤
∫ t

τ

(
CΩ‖u1(r)‖2

V
2ν

+ 2LG

)
sup

z∈(τ,r)
‖U(z)‖2dr, (51)

where ‖U(τ)‖2 = 0. By Lemma 2, we conclude that ‖U(t)‖2 = 0; therefore, we have
proven Theorem 2.

4. Estimate the Number of Determining Nodes

In this section, we prove that Equation (1) has a finite number of determining nodes.

4.1. Introduction to Relevant Lemmas

Let u1 and u2 be the two strong solutions of Equation (1) corresponding to the external
force and torque f1 and f2, respectively, and f1, f2 ∈ L2(τ, T; H). The asymptotic strength
of the external force and moment is described by its L2 norm, i.e.,

F := lim sup
t→+∞

( ∫
Ω
| fi(x, t)|2

) 1
2
dx, i = 1, 2. (52)

which can be found in references [12,28]. Therefore, we have the following definition.

Definition 2 ([12,28,29]). Consider N measuring points xi in the space Ω ⊆ R2, where i =

1, 2, · · · , N. Denoted Λ =
{

x1, x2, · · · , xN}. Suppose that u1 and u2 are two strong solutions of
Equation (1). If by

lim
t→+∞

max
i=1,2,··· ,N

|u1(xi, t)− u2(xi, t)| = 0, (53)

we can obtain

lim
t→+∞

∫
Ω
|u1(x, t)− u2(x, t)|2dx = 0, (54)

then the point set Λ is called the definite node set of Equation (1), and the point in Λ is the definite
node of Equation (1).

In addition, in order to prove the main conclusions of this section, the following
important lemmas (see [11,26,29–31]) should also be used.

Lemma 3. Let Ω be covered by N identical squares. Remember the point set

Λ =
{

x1, x2, · · · , xN
}
⊂ Ω,

where the point xi belongs to and only belongs to one of the squares, then for ∀u ∈ D(A), there
exists the normal number CΩ, which is only dependent on Ω, such that

‖∇u‖2 ≤ CΩNη2(u) +
CΩ

λ1N
‖Au‖2, (55)

where η(u) = max
i=1,2,··· ,N

|u(xi)|.
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Lemma 4. If P(t) and Q(t) are real-valued functions on [τ,+∞) and there exist T > 0 and
constant C2, such that

lim inf
t→+∞

1
T

∫ t+T

t
P(r)dr = C2 > 0, lim sup

t→+∞

1
T

∫ t+T

t
P−(r)dr < ∞, (56)

and

lim
t→+∞

1
T

∫ t+T

t
Q+(r)dr = 0, (57)

where P−(t) = max{−P(t), 0}, Q+(t) = max{Q(t), 0}. Suppose ξ(t) is the non-negative
absolutely continuous function on [τ,+∞). If ξ(t) satisfies

dξ(t)
dt

+ P(t)ξ(t) ≤ Q(t),

then lim
t→+∞

ξ(t) = 0.

Next, we prove that if any two strong solutions of Equation (1) have the same asymp-
totic behavior at a finite number of points in space, then these two solutions will have the
same asymptotic behavior almost everywhere in the entire space.

4.2. Main Results

Theorem 3. Let Ω be covered by N identical squares. The set Λ is defined in Lemma 3, N >
16C3

ΩC5

5ν2λ1
, where C5 := C4‖φ(s)‖2 + C3F2 and each point xi belongs to and only belongs to one of

the squares. Let u1 and u2 be two strong solutions of Equation (1) corresponding to external forces
f1 and f2, respectively, and f1 and f2 have the same asymptotic strength, i.e.,

lim
t→+∞

∫
Ω
| fi(x, t)|2dx = 0. (58)

Then, the point set Λ is the definite node set of Equation (1).

Proof. Denote U = u1 − u2, f = f1 − f2 and

G(t, U(t + θ)) = G1(t, u1(t + θ))− G2(t, u2(t + θ)).

Since u1 and u2 are the two solutions of Equation (1), in the sense of distribution, we obtain

∂U
∂t
− νΔU + (U · ∇)u1 + (u2 · ∇)u = f (t, x) + G(t, U(t + θ)). (59)

Next, we prove that under the condition of Theorem 1, if Equation (53) holds, then
there is

lim
t→+∞

‖U(t)‖2 = 0. (60)

Firstly, the inner product of AU with Equation (59), respectively, is obtained with

1
2

d
dt
‖∇U(t)‖2 + ν‖AU‖2

=− b(U, u1, AU)− b(u2, U, AU) + ( f , AU) + (G(t, U(t + θ)), AU), (61)
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by the Lemma 1 and Young inequality. Take ε3 =
ν

4
, then we can obtain

|b(U, u1, AU)| ≤ CΩ‖∇U‖ ‖∇u1‖ ‖AU‖ ≤ 2C2
Ω

ν
‖∇U‖2‖∇u1‖2 +

ν

8
‖AU‖2, (62)

|b(u2, U, AU)| ≤ CΩ‖∇u2‖ ‖∇U‖ ‖AU‖ ≤ 2C2
Ω

ν
‖∇u2‖2‖∇U‖2 +

ν

8
‖AU‖2. (63)

Similarly, it is obvious that

|( f , Au)| ≤ ν

16
‖AU‖2 +

4
ν
‖ f ‖2, (64)

and

∣∣(G(t, U(t + θ)), AU
)∣∣ ≤ ν

16
‖AU‖2 +

4L2
G

ν
‖U(t + θ)‖2

Cγ(H). (65)

By Equation (24), substituting (62)–(65) into Equation (61), we obtain

d
dt
‖∇U(t)‖2 +

5ν

4
‖Au‖2 − 4C2

Ω
ν
‖∇U(t)‖2

(
‖∇u1‖2 + ‖∇u2‖2

)
≤8L2

G
ν

e−
(

νλ1− 4LG
ν

)
(t−τ)‖φ(s)‖2

Cγ(H) +
8
ν
‖ f ‖2 + 2

(
4LG

ν

)2 ∫ t

τ
e−
(

νλ1− 4LG
ν

)
(t−r)‖ f (r)‖2

V′dr. (66)

By Equation (55) in Lemma 3, we obtain

d
dt
‖∇U(t)‖2 +

[5νλ1N
4CΩ

− 4C2
Ω

ν

(
‖∇u1‖2 + ‖∇u2‖2

)]
‖∇U(t)‖2

≤8L2
G

ν
e−
(

νλ1− 4LG
ν

)
(t−τ)‖φ(s)‖2

Cγ(H) +
8
ν
‖ f ‖2 + 2

(
4LG

ν

)2 ∫ t

τ
e−
(

νλ1− 4LG
ν

)
(t−r)‖ f (r)‖2

V′dr

+
5νλ1N2

4
η2(U). (67)

Secondly, we define⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

ξ(t) := ‖∇U(t)‖2,

P(t) :=
5νλ1N

4CΩ
− 4C2

Ω
ν

(
‖∇u1‖2 + ‖∇u2‖2

)
.

Q(t) :=
8L2

G
ν

e−
(

νλ1− 4LG
ν

)
(t−τ)‖φ(s)‖2

Cγ(H) +
8
ν
‖ f ‖2 +

5νλ1N2

4
η2(U)

+2
(

4LG
ν

)2 ∫ t

τ
e−
(

νλ1− 4LG
ν

)
(t−r)‖ f (r)‖2

V′dr.

Then, the inequality (67) can be expressed as

dξ(t)
dt

+ P(t)ξ(t) ≤ Q(t). (68)

Next, we verify that P(t) and Q(t) satisfy the conditions of Lemma 4. There exist
constants C3 and C4 such that

lim sup
t→+∞

1
T

∫ t+T

t
‖∇ui(r)‖2dr ≤ C5, i = 1, 2, (69)
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where C5 := C4‖φ(s)‖2 + C3F2. Therefore, when N >
16C3

ΩC5

5ν2λ1
, P(r) and P−(r) satisfy

lim inf
t→+∞

1
T

∫ t+T

t
P(r)dr ≥5νλ1N

4CΩ
− 4C2

Ω
ν

lim sup
t→+∞

1
T

∫ t+T

t
‖∇ui(r)‖2dr

≥5νλ1N
4CΩ

− 4C2
ΩC5

ν
> 0,

and

lim sup
t→+∞

1
T

∫ t+T

t
P−(r)dr ≤5νλ1N

4CΩ
+

4C2
Ω

ν
lim sup

t→+∞

1
T

∫ t+T

t
‖∇ui(r)‖2dr

≤5νλ1N
4CΩ

+
4C2

ΩC5

ν
< +∞,

they satisfy Equation (56).
By Lemma 4, this implies

lim
t→+∞

η(U(t)) = 0.

Combining them, then we have

lim
t→+∞

1
T

∫ t+T

t

(
5νλ1N2

4
η2(U(r)) +

8
ν
‖ f (r)‖2

)
dr = 0. (70)

Since ν2λ1 > 4LG, we obtain

lim
t→+∞

1
T

∫ t+T

t
e−(νλ1− 4LG

ν )(r−τ)‖φ(s)‖2
Cγ(H)dr

= lim
t→+∞

1

T(νλ1 − 4LG
ν )

(
e−(νλ1− 4LG

ν )(t+T−τ) − e−(νλ1− 4LG
ν )(t−τ)

)
‖φ(s)‖2

Cγ(H)

=0.

According to Equation (58), for all ε > 0 there exists T1 > τ such that when t > T1,
it satisfies

1

T(νλ1 − 4LG
ν )

sup
z∈[T1,+∞)

‖ f (z)‖2
∫ t+T

τ

[
e−(νλ1− 4LG

ν )(t−r) − e−(νλ1− 4LG
ν )(t+T−r)]dr <

ε

2
; (71)

therefore, for ∀ T1 > τ, we have

lim
t→+∞

(
e−(νλ1− 4LG

ν )(t−r) − e−(νλ1− 4LG
ν )(t+T−r)

)
= 0. (72)

Hence, for the ε of Equation (71), there exists T2 such that when t > T2, we have

1

T(νλ1 − 4LG
ν )

∫ T0

τ
‖ f (r)‖2dr

[
e−(νλ1− 4LG

ν )(t−T0) − e−(νλ1− 4LG
ν )(t+T−T0)

]
<

ε

2
. (73)

Denote T0 = max{T1, T2}, then for ε > 0, when t > T0, we have
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1
T

∫ t+T

t

∫ r

τ
e−(νλ1− 4LG

ν )(ρ−r)‖ f (r)‖2dρdr

≤ 1
T

∫ t+T

τ

∫ t+T

t
e−(νλ1− 4LG

ν )(ρ−r)‖ f (r)‖2dρdr

=
1

T( 4LG
ν − νλ1)

∫ t+T

τ
‖ f (r)‖2 ·

[
e−(νλ1− 4LG

ν )(t+T−r) − e−(νλ1− 4LG
ν )(t−r)

]
dr

≤ 1

T(νλ1 − 4LG
ν )

∫ T0

τ
‖ f (r)‖2dr ·

[
e−(νλ1− 4LG

ν )(t−T0) − e−(νλ1− 4LG
ν )(t+T−T0)

]
+

1

T(νλ1 − 4LG
ν )

sup
z∈[T0,+∞)

‖ f (z)‖2
∫ t+T

T0

[
e−(νλ1− 4LG

ν )(t−r) − e−(νλ1− 4LG
ν )(t+T−r)]dr

<ε, (74)

which implies

lim
t→+∞

1
T

∫ t+T

t

∫ ρ

τ
e−(νλ1− 4LG

ν )(ρ−r)‖ f (r)‖2dρdr = 0. (75)

By equations (70) and (75), we can see that Q+(t) satisfies Equation (57).
Finally, by Lemma 4, we obtain

lim
t→+∞

ξ(t) = lim
t→+∞

‖∇U(t)‖2 = 0.

According to the Poincare inequation, we have proven Equation (60). According to
Definition 2, Theorem 3 is proven.

5. Conclusions

The problem addressed in this paper is the global well-posedness and asymptotic
behavior of solutions to non autonomous Navier–Stokes equations with infinite time delay
and node determination. This study establishes a mathematical framework based on the
function space Cγ(H) and demonstrates the well-posedness of Equation (1) under the
assumption that the function G(·, ·) satisfies Lipschitz continuity with respect to time t.
Furthermore, the long-term behavior of strong solutions is shown to be characterized
by their values at a finite number of spatial nodes. The result of this paper is to apply
the infinite delay term u(t + θ) to the non-autonomous Navier–Stokes equations and to
study the well-posedness and asymptotic behavior of the Navier–Stokes equations with
delay effects using relevant existing theoretical results. This result provides theoretical
support and specific examples for studying nonlinear PDEs with time delay effects to a
certain extent. It not only validates the relevant conclusions obtained from time delay
differential equations but also reveals the research methods for nonlinear PDEs of other time
delay effects, further verifying some examples given by time delay differential equations
(see [23–25]).

However, this method also has some limitations, as the construction of Cγ(H) is only
a function space established for handling the infinite delay term u(t + θ), as the asymptotic
behavior of function u becomes particularly important at t→ ∞ and creates a convergence
relationship between the infinite delay terms u(t + θ) and u(t). In addition, the function
G(·, ·) itself must satisfy Lipschitz properties, otherwise it will greatly affect the well-
posedness of the solution of Equation (1). For the physical meaning of the Navier–Stokes
equation itself, we only consider the case where the Reynolds number is particularly small
to study the global well-posedness and determining nodes of Equation (1). For other cases,
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due to the need to consider the pressure p term, the method used in this paper may not
be applicable.

The research method presented in this paper has high universality and can be applied
to various types of nonlinear PDEs. By adding an infinite delay term u(t + θ) to the existing
conditions of a nonlinear PDE, it becomes a nonlinear PDE with infinite delay, which
has a more profound impact on the well-posedness of solutions and other related issues.
This provides theoretical support and technical means for solving other complex systems,
especially for the study of differential equations with infinite delay. In the current research
results, only the system of non-autonomous micro polar fluid flow has been studied for
global well-posedness and asymptotic behavior of solutions by adding an infinite delay
term u(t + θ) on the original basis (see [32]).

Due to the existence of time delay factors, the introduction and application of nu-
merical methods need to consider the influence of historical states, which leads to a more
complex implementation of the algorithm. In order to solve Navier–Stokes equations with
time delay, it is generally necessary to discretize them. Furthermore, determining nodes are
the discrete points determined during this process. In the process of analyzing problems, it
is usually necessary to calculate analytical and numerical solutions at determined nodes
and to strictly control the time step based on the introduced time delay factors in order
to avoid the instability of numerical solutions and evaluate the accuracy of numerical
methods, ensuring the stability and convergence of the algorithm. By comparing these
solutions, we can assess the effectiveness of the selected nodes and discretization methods,
thereby improving the efficiency and accuracy of solving Navier–Stokes equations with
time delays, ensuring that researchers can better simulate and control fluid systems, and
enhance the reliability and performance of engineering design.

Advancements in computational technology open new avenues for research on Navier–
Stokes equations with time delay, particularly in exploring time-delay effects in high-
dimensional spaces and complex geometries. This includes the behavior of fluids under
complex boundary conditions or multiphase flow, particularly in applications such as
biomedical engineering and environmental science. In recent years, machine learning has
gained prominence in fluid dynamics, offering novel approaches to modeling and real-time
control of fluid systems. Integrating time-delay factors with machine learning methods
presents a promising direction for developing more accurate fluid models and real-time
control strategies, advancing both theoretical understanding and practical applications.
These methods can be used to learn fluid behavior from experimental data and predict the
system’s response under different conditions.

In addition, for delay differential equations, there are various types of delay effects
such as discrete delay and state-dependent delay. Future research will focus on investigat-
ing the global well-posedness and asymptotic behavior of solutions to differential equations
with state-dependent delay u(t− σ(t, u(t + θ))) and generalize the relevant conclusions
of abstract functional differential equations with state-dependent delay in reference [20]
through several specific partial differential equations. The manuscript on the study of
partial differential equations with state-dependent delay is currently in progress.

Author Contributions: Conceptualization, H.G.; methodology, H.G.; validation, H.G. and F.D.;
writing—original draft, H.G.; writing—review and editing, H.G. and F.D. All authors have read and
agreed to the published version of the manuscript.

Funding: This work is supported by the Research Project of Jingchu University of Technology (Grant
Nos. HX20240049), and the NSF of Hubei Province (Grant No. 2022CFB527).

Data Availability Statement: Data sharing is not applicable to this article, as no datasets were
generated or analyzed during the current study.

67



Mathematics 2025, 13, 222

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Ferreira, L.C.F.; Precioso, J.C. Existence of solutions for the 3D-micropolar fluid system with initial data in Besov–Morrey spaces.
Commun. Math. Sci. 2013, 64, 1699–1710. [CrossRef]

2. Galdi, P.; Rionero, S. A note on the existence and uniqueness of solusions of the micropolar fluid equations. Int. J. Eng. Sci. 1997,
15, 105–108. [CrossRef]

3. Lukaszewicz, G. Micropolar Fluids: Theory and Applications, Modeling and Simulation in Science; Birkhauser: Boston, MA, USA, 1999;
pp. 177–215.

4. Lukaszewicz, G.; Tarasinska, A. On H1-pullback attractors for nonautonomous micropolar fluid equations in a bounded domain.
Nonlinear Anal.-TMA 2009, 71, 782–788. [CrossRef]

5. Foias, C.; Manley, O.; Rosa, R.; Temam, R. Navier-Stokes Equations and Turbulence; Encyclopedia of Mathematics and Its Application:
Cambridge, UK, 2004; pp. 255–343.

6. Caraballo, T.; Lukaszewicz, G.; Real, J. Pullback attractors for non-autonomous 2D-Navier-Stokes equations in several unbounded
domains. Dynam. Syst. 2006, 342, 263–268.

7. García-Luengo, J.; Marín-Rubio, P.; Real, J. H2-boundedness of the pullback attractors for non-autonomous 2D Navier-Stokes
equations in bounded domains. Nonlinear Anal. 2011, 74, 4882–4887. [CrossRef]

8. García-Luengo, J.; Marín-Rubio P.; Real, J. Pullback attractors in V for non-autonomous 2D-Navier-Stokes equations and their
tempered behaviour. J. Differ. Equ. 2012, 252, 4333–4356. [CrossRef]

9. García-Luengo, J.; Marín-Rubio, P.; Real, J. Pullback attractors for 2D Navier-Stokes equations with delays and their regularity.
Adv. Nonlinear Stud. 2013, 13, 331–357. [CrossRef]

10. Hoff, D.; Ziane, M. The global attractor and finite determining nodes for the Navier-Stokes equations of compressible flow with
singular initial data. Indiana U. Math. J. 2003, 49, 843–890.

11. Jolly, M.S.; Sadigoy, T.; Titi, E.S. A determining form for the damped driven nonlinear Schröinger equation—Fourier modes case.
J. Differ. Equ. 2015, 258, 2711–2744. [CrossRef]

12. Kakizawa, R. Determining nodes for semilinear parabolic equations J. Math. Anal. Appl. 2011, 378, 375–386. [CrossRef]
13. Marín-Rubio, P.; Real, J. Attractors for 2D-Navier-Stokes equations with delays on several unbounded domains. Nonlinear

Anal.-TMA 2007, 67, 2784–2799. [CrossRef]
14. Marín-Rubio, P.; Real, J. Pullback attractors for 2D-Navier-Stokes equations with delays in continuous and sub-linear operators.

Discrete Cont. Dyn.-A 2010, 26, 989–1006. [CrossRef]
15. Szopa, P. Determining modes for 2D micropolar fluid flows. Math. Comput. Model. 2004, 42, 1079–1088. [CrossRef]
16. Marín-Rubio, P.; Real, J.; Valero, J. Pullback attractors for a two-dimensional Navier-Stokes model in an infinite delay case.

Nonlinear Anal.-Theor. 2011, 74, 2012–2030. [CrossRef]
17. Ning, Z.; Shen, C.; Zhao, X.; Li, H.; Lin, C.; Zhang, Y. Nonlinear boundary stabilization of the wave equations with variable

coefficients and time dependent delay. Appl. Math. Comput. 2014, 232, 511–520. [CrossRef]
18. Caraballo, T.; Real, J. Attractors for 2D-Navier-Stokes models with delays. J. Differ. Equ. 2004, 205, 271–297. [CrossRef]
19. Hale, J.K.; Verduyn Lunel, S.M. Introduction to Functional Differential Equations; Springer: New York, NY, USA, 1993; pp. 144–195.
20. Hernandez, E.; Fernandes, D; Wu, J. Existence and uniqueness of solutions, well-posedness and global attractor for abstract

differential equations with state-dependent delay. J. Differ. Equ. 2021, 302, 753–806. [CrossRef]
21. Chueshov, I. Finite-Dimensional global attractors for parabolic nonlinear equations with state-dependent dealy. Commun. Pur.

Appl. Anal. 2015, 14, 1685–1704. [CrossRef]
22. Hernandez, E.; Pierri, M.; Wu, J. Existence and uniqueness of C1+α-strict solutions for integro-differential equations with

state-dependent delay. J. Differ. Equ. 2016, 261, 6856–6882. [CrossRef]
23. Fu, X.; Liu, X. Existence of periodic solutions for abstract neutral non-autonomous equations with infinite delay. J. Math. Anal.

Appl. 2007, 325, 249–267. [CrossRef]
24. Chang, J. Solutions to non-autonomous integrodifferential equations with infinite delay. J. Math. Anal. Appl. 2007, 331, 137–151.

[CrossRef]
25. Huang, A.; Huo, W.; Ma, J. Finite-Dimensionality and Determining Modes of the Global Attractor for 2D Boussinesq Equations

with Fractional Laplacian. Adv. Nonlinear Stud. 2018, 18, 501–515. [CrossRef]
26. Lukaszewicz, G. Long time behavior of 2D micropolar fluid flows. Math. Comp. Model. Dyn. 2001, 34, 487–509. [CrossRef]
27. Lukaszewicz, G.; Sadowski, W. Uniform attractor for 2D magneto-micropolar fluid flow in several unbounded domains. Z.

Angew. Math. Phys. 2004, 55, 247–257.
28. Jones, D. On the Number of Determining Nodes for the 2D Navier-Stokes Equations. J. Math. Anal. Appl. 1992, 168, 72–88.

[CrossRef]

68



Mathematics 2025, 13, 222

29. Foias, C.; Temam, R. Determination of the solutions of the Navier-Stokes equations by a set of nodal values. Math. Comput. 1984,
43, 117–133. [CrossRef]

30. Lu, Y. Uniform attractors for the closed process and applications to the reaction-diffusion equation with dynamical boundary
condition. Nonlinear Anal.-Real. 2009, 71, 4012–4025. [CrossRef]

31. Sun, W.; Lai, C.; Liang, Y. Determining modes and determining nodes for the 3D non-autonomous regularized magnetohydrody-
namics equations. Discrete Contin. Dyn. Syst. Ser. B 2023, 28, 3373–3392. [CrossRef]

32. Zhao, C.; Sun, W. Global well-posedness and pullback attractors for a two-dimensional non-autonomous micropolar fluid flows
with infnite delays. Commun. Math. Sci. 2017, 15, 97–121. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

69



Article

Nonlinear Neutral Delay Differential Equations: Novel Criteria
for Oscillation and Asymptotic Behavior

Belal Batiha 1,*, Nawa Alshammari 2, Faten Aldosari 3, Fahd Masood 4 and Omar Bazighifan 5,6,*

1 Mathematics Department, Faculty of Science and Information Technology, Jadara University,
Irbid 21110, Jordan

2 Department of Basic Sciences, College of Science and Theoretical Studies, Saudi Electronic University,
Riyadh 11673, Saudi Arabia; n.alshammari@seu.edu.sa

3 Department of Mathematics, College of Science, Shaqra University, P.O. Box 15572,
Shaqra 11961, Saudi Arabia; faldosari@su.edu.sa

4 Department of Mathematics, Faculty of Education and Science, University of Saba Region,
Marib 14400, Yemen; fahdmasoud22@gmail.com

5 Department of Mathematics, Faculty of Education, Seiyun University, Seiyun 50512, Yemen
6 Jadara Research Center, Jadara University, Irbid 21110, Jordan
* Correspondence: b.bateha@jadara.edu.jo (B.B.); o.bazighifan@gmail.com (O.B.)

Abstract: This research deals with the study of the oscillatory behavior of solutions of
second-order differential equations containing neutral conditions, both in sublinear and
superlinear terms, with a focus on the noncanonical case. The research provides a careful
analysis of the monotonic properties of solutions and their derivatives, paving the way for
a deeper understanding of this complex behavior. The research is particularly significant
as it extends the scope of previous studies by addressing more complex forms of neutral
differential equations. Using the linearization technique, strict conditions are developed
that exclude the existence of positive solutions, which allows the formulation of innovative
criteria for determining the oscillatory behavior of the studied equations. This research
highlights the theoretical and applied aspects of this mathematical phenomenon, which
contributes to enhancing the scientific understanding of differential equations with neutral
conditions. To demonstrate the effectiveness of the results, the research includes two
illustrative examples that prove the validity and importance of the proposed methodology.
This work represents a qualitative addition to the mathematical literature, as it lays new
foundations and opens horizons for future studies in this vital field.

Keywords: oscillation; non-oscillation; sublinear type; superlinear type; neutral differential
equation; second order

MSC: 34C10; 34K11

1. Introduction

In this paper, we study the second-order noncanonical neutral differential equation of
the following form:(

κ(s)
[
(y(s) + g1(s)yγ1(r1(s)) + g2(s)yγ2(r2(s)))

′]α)′
+ q(s)yβ(σ(s)) = 0, s ≥ s0. (1)

To ensure a comprehensive study of this equation, we assume the following hypotheses:

H1. α > 1, β > 0, γ1 > 1 and γ2 < 1 are ratios of odd positive integers;

H2. g1, g2, q ∈ C([s0, ∞),R+), and q �= 0;

Mathematics 2025, 13, 147 https://doi.org/10.3390/math13010147
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H3. r1, r2, σ ∈ C1([s0, ∞),R) satisfy σ(s) ≤ s, r1(s) ≤ s, r2(s) ≤ s, σ′(s) > 0 and
lims→∞ r1(s) = lims→∞ r2(s) = lims→∞ σ(s) = ∞;

H4. κ ∈ C1([s0, ∞),R+). We define

π(s) =
∫ ∞

s

1
κ1/α(v)

dv,

and
π(s, s0) :=

∫ s

s0

1
κ1/α(v)

dv < ∞ as s→ ∞. (2)

Below, we provide some basic definitions:

(1) A function y(s) ∈ C([sy, ∞),R), sy � s0, is said to be a solution of (1) if it has

the property κ(s)
[
(y(s) + g1(s)yγ1(r1(s)) + g2(s)yγ2(r2(s)))

′]α ∈ C1[sy, ∞), and it
satisfies the Equation (1) for all s ∈ [sy, ∞). We consider only those solutions y(s)
of (1) that exist on some half-line [sy, ∞) and satisfy the condition

sup{|y(s)| : s � S} > 0, for all S ≥ sy.

(2) The solution of (1) is said to be oscillatory if it is neither eventually positive nor
eventually negative.

(3) If the solution of (1) is eventually positive or negative, it is non-oscillatory.
(4) The equation is considered oscillatory if all its solutions are oscillatory.

Since the time of Newton, differential equations (DEs) have been one of the basic tools
for understanding dynamic systems and modeling natural phenomena, as they are used
to describe changes in physical, chemical, and biological systems. With the continuous
development of science and the expansion of its applications, the need for more accurate
and comprehensive models has emerged. Among these models are delay differential
equations (DDEs), which are characterized by taking into account the effect of the temporal
memory of systems, making them more efficient in representing many natural phenomena,
see [1,2].

However, finding accurate solutions to these equations represents a major challenge
that hinders a deep understanding of these phenomena. Therefore, qualitative theories
are an essential tool that allows studying the properties of equations without the need
to find their detailed solutions. Among these theories, Oscillation Theory stands out,
which focuses on studying the oscillatory and non-oscillatory behavior of solutions, in
addition to the infinite analysis of the distribution of roots. Recent advancements have
further enriched this foundational theory, see Chuanxi and Ladas [3], Kiguradze and
Chanturia [4], Bazighifan [5,6], and Masood et al. [7], which provide innovative criteria
and methodologies to analyze these complex equations.

The study of oscillation criteria for second-order DEs has been a cornerstone of mathe-
matical analysis due to its wide applicability in physical and engineering systems. Agarwal
et al. [8] laid the foundation for oscillation control criteria, and subsequent research [9]
extended to include linear and nonlinear equations. Džurina et al. [10] developed further
criteria specific to delay differential equations, while Erbe et al. [11] provided criteria
for nonlinear equations. Later, Hassan [12] and Grace et al. [13] improved these neutral
equations. In recent years, Zhang et al. [14] and Baculíková [15] contributed significantly to
the understanding of second-order equations with noncanonical operators and deviating
arguments, respectively. Jadlovská [16] extended these findings to include Kneser-type
criteria and sublinear neutral terms. Li et al. [17] and Grace et al. [18] introduced advanced
differential equations with diverse terms. Finally, Muhib [19] presented important de-
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velopments in the study of noncanonical neutral equations. For more details, see Moaaz
et al. [20], Masood et al. [21], Alsharidi and Muhib [22], and Alemam et al. [23].

Various oscillation criteria for second order NDEs impose specific constraints on
their coefficients:

Agarwal et al. [24] and Han et al. [25] studied the oscillation of second-order
linear NDEs (

κ(s)(y(s) + g(s)y(r(s)))′
)′

+ q(s)y(σ(s)) = 0,

introducing new criteria under the condition 0 ≤g(s) ≤g0 < ∞.
Agarwal et al. [26] considered NDEs with a nonlinear term(

κ(s)(y(s) + g1(s)yγ1(r1(s)))
′)′ + q(s)y(σ(s)) = 0,

where 0 < γ1 ≤ 1. They introduced conditions to ensure oscillation in the cases

∫ ∞

s

1
κ(v)

dv = ∞,

and ∫ ∞

s

1
κ(v)

dv < ∞.

Wang et al. [27] investigated the asymptotic properties of second-order nonlinear
delay equations (

κ(s)
[
(y(s)− g1(s)y(r1(s)))

′]α)′
+ q(s) f (y(σ(s))) = 0,

with a non-positive neutral coefficient, and f (u) ≥ kyα(u).
Tamilvanan et al. [28] addressed the oscillatory nature of a similar DEs with a nonlinear

neutral term. (
κ(s)(y(s) + g1(s)yγ1(r1(s)))

′)′ + q(s)yβ(σ(s)) = 0.

Džurina and Jadlovská [29] introduced criteria to ensure the oscillation of nonlin-
ear equations (

κ(s)
[
y′(s)

]α)′
+ q(s)yβ(σ(s)) = 0.

in a noncanonical form.
Džurina et al. [30] and Wu et al. [31] used the Riccati method to study the oscillation

in the nonlinear NDEs(
κ(s)

[
(y(s) + g(s)yγ1(r(s)))′

]α)′
+ q(s)yβ(σ(s)) = 0.

Despite the importance of these models, understanding the oscillatory behavior of
their solutions, especially in nonlinear and noncanonical cases, remains a major challenge.
Most previous research has focused on linear or quasi-linear forms of these equations,
creating a knowledge gap regarding more complex cases.

This research aims to fill this gap by establishing novel and generalized criteria for
analyzing the oscillatory behavior of neutral second-order differential equations. Previous
studies primarily considered neutral terms of the form

u(s) := y(s) + g1(s)y(r1(s)),
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as presented in [25], with some extending to sublinear cases such as

u(s) := y(s) + g1(s)yγ1(r1(s)), γ1 < 1,

as presented in [26,28,31]. In contrast, this study introduces a more comprehensive frame-
work that incorporates both sublinear γ1 < 1 and superlinear γ2 > 1 terms within the
generalized relationship:

u(s) := y(s) + g1(s)yγ1(r1(s)) + g2(s)yγ2(r2(s)).

This dual consideration of multiple nonlinear terms significantly broadens the scope
of oscillation theory for neutral differential equations. Through advanced techniques,
including linearization and rigorous analytical methods, new criteria are derived and
validated with illustrative examples, demonstrating their effectiveness and applicability.
This research contributes to the existing literature by expanding the understanding of
oscillatory and asymptotic properties of neutral differential equations, providing a solid
foundation for future investigations into more complex systems.

2. Preliminary Results

Let us define

u(s) := y(s) + g1(s)yγ1(r1(s)) + g2(s)yγ2(r2(s)),

μ(s, s0) :=

⎧⎪⎪⎨⎪⎪⎩
1, if α = β,

Mβ−α
1 , if α < β,

Mβ−α
2 πβ−α(s, s1), if α > β,

μ1(s, s0) :=

⎧⎪⎪⎨⎪⎪⎩
1, if α = β,

Mβ−α
3 , if α > β,

Mβ−α
4 πβ−α(s), if α < β,

H(s) :=
1
α

Cβπα−1(σ(s), s0)q(s),

and
H̃(s) := ρ(s)

∫ ∞

s
μ(σ(v), s0)H(v)dv.

Lemma 1 ([32]). Let α be a ratio of two odd positive integers, A > 0 and B are constants. Then,

Bu− Au(α+1)/α ≤ αα

(α + 1)α+1
Bα+1

Aα
, A > 0. (3)

Lemma 2. Assume that y(s) is an eventually positive solution of (1). Then, the corresponding
function u(s) satisfies one of two cases eventually:

(N1) : u(s) > 0, κ(s)
(
u′(s)

)α
> 0,

(
κ(s)

(
u′(s)

)α
)′

< 0,

(N2) : u(s) > 0, κ(s)
(
u′(s)

)α
< 0,

(
κ(s)

(
u′(s)

)α
)′

< 0,

for s � s1 � s0.
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Proof. Assume that y(s) is a positive solution of (1). In view of (H1)–(H4), there exists
s1 � s0 such that y(σ(s)) > 0, y(r1(s)) > 0 and y(r2(s)) > 0, for all s � s1, then,

u(s) = y(s) + g1(s)yγ1(r1(s)) + g2(s)yγ2(r2(s)) > 0,

for all s � s1. Then, from (1), we obtain(
κ(s)

(
u′(s)

)α
)′

= −q(s)(y(σ(s)))β < 0.

From the above inequality, we can obtain that κ(s)(u′(s))α is decreasing. Then,
κ(s)(u′(s))α > 0 or κ(s)(u′(s))α < 0. Hence, the proof is complete.

Notation 1. The notation Ni denotes the set comprising all solutions that eventually become
positive and satisfy condition (Ni) for i = 1, 2.

3. Main Results

In this section, we provide key results regarding the monotonic behavior of solutions
to Equation (1) and its derivatives. Additionally, we establish conditions that rule out the
existence of positive solutions, addressing the cases (N1) and (N2) separately.

3.1. Category N1

In this subsection, we introduce a collection of lemmas focused on the asymptotic
properties of solutions belonging to the (N1) class.

Lemma 3. Let y(s) ∈ N1. Assume that

lim
s→∞

g1(s)πγ1−1(s, s1) = 0, and lim
s→∞

g2(s) = 0. (4)

Then, eventually

(A11) u(s) � κ1/α(s)u′(s)π(s, s0);
(A12) u(s)/π(s, s0) is decreasing;
(A13) uβ−α(s) ≥ μ(s, s0);
(A14) y(s) ≥ Cu(s), where C ∈ (0, 1).

Proof. Let y(s) ∈ N1. Then, there exists an s1 ≥ s0, such that y(s) > 0, y(r1(s)) > 0,
y(r2(s)) > 0 and y(σ(s)) > 0 for s ≥ s1.

(A11) With the monotonicity property of κ1/α(s)u′(s), we obtain

u(s) = u(s1) +
∫ s

s1

κ1/α(v)u′(v)
κ1/α(v)

dv

≥ u(s1) + κ1/α(s)u′(s)
∫ s

s1

1
κ1/α(v)

dv

≥ κ1/α(s)u′(s)π(s, s1), s ≥ s1.

(A12) Using the above inequality, we deduce that(
u(s)

π(s, s1)

)′
=

κ1/α(s)u′(s)π(s, s1)− u(s)
κ1/α(s)π2(s, s1)

≤ 0.
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(A13) We have the following cases:

Case α ≤ β : Since u′(s) > 0, there exists a constant M1 > 0, such that

u(s) ≥ M1,

and therefore,
uβ−α(s) ≥ Mβ−α

1 .

Case α > β : Since u(s)/π(s, s1) is a decreasing function for s ≥ s1 we can find s2 ≥ s1

and a constant M2 > 0 such that

u(s) ≤ M2π(s, s1).

Thus
uβ−α(s) ≥ Mβ−α

2 πβ−α(s, s1).

(A14) From the definition of u(s), we have u(s) ≥ y(s). Then, we express y(s) as

y(s) = u(s)− g1(s)yγ1(r1(s))− g2(s)yγ2(r2(s))

≥ u(s)− g1(s)uγ1(r1(s))− g2(s)uγ2(r2(s)).

Now, because γ1 > 1, and γ2 < 1, and noting that u′ > 0, we find

y(s) ≥ u(s)− g1(s)uγ1(s)− g2(s)uγ2(s)

=

[
1− g1(s)πγ1−1(s, s1)

(
u(s)

π(s, s1)

)γ1−1
− g2(s)uγ2−1(s)

]
u(s). (5)

Since u(s)/π(s, s1) is decreasing and positive, and u(s) is increasing, there exist two
constants, c1 and c2 such that (

u(s)
π(s, s1)

)γ1−1

≤ c1,

and
uγ2−1(s) ≤ c2.

So (5) it becomes

y(s) ≥
[
1− c1g1(s)πγ1−1(s, s1)− c2g2(s)

]
u(s).

By (4), we can choose C ∈ (0, 1) such that

y(s) ≥ Cu(s).

Accordingly, the proof is finished.

Lemma 4. Assume that (4) holds. If

∫ ∞

s0

1
κ1/α(t)

∫ t

s0

μ(σ(v), s0)π
α−1(σ(v), s1)q(v)dvdt = ∞, (6)

then N1 = ∅.

Proof. Let y ∈ N1. Then, there exists an s1 ≥ s0, such that
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y(r1(s)) > 0, y(r2(s)) and y(σ(s)) > 0 for s ≥ s1 ≥ s0.

We begin with the relation(
κ(s)

(
u′(s)

)α
)′

= α
(

κ1/α(s)u′(s)
)′(

κ1/α(s)u′(s)
)α−1

,

we can derive (
κ1/α(s)u′(s)

)′
=

1
α

(
κ(s)

(
u′(s)

)α
)′(

κ1/α(s)u′(s)
)1−α

.

Using (1) and (A14) gives(
κ1/α(s)u′(s)

)′
= − 1

α

(
κ1/α(s)u′(s)

)1−α
q(s)yβ(σ(s))

≤ − 1
α

Cβ
(

κ1/α(s)u′(s)
)1−α

q(s)uβ(σ(s)).

Applying Lemma 3, we deduce(
κ1/α(s)u′(s)

)′ ≤ − 1
α

Cβ
(

κ1/α(s)u′(s)
)1−α

q(s)uβ−α(σ(s))uα(σ(s))

≤ − 1
α

Cβ
(

κ1/α(s)u′(s)
)1−α

q(s)μ(σ(s), s0)u
α(σ(s))

≤ − 1
α

Cβ

(
u(s)

π(s, s1)

)1−α

q(s)μ(σ(s), s0)u
α(σ(s))

≤ − 1
α

Cβ

(
u(σ(s))

π(σ(s), s1)

)1−α

q(s)μ(σ(s), s0)u
α(σ(s))

= − 1
α

Cβμ(σ(s), s0)π
α−1(σ(s), s1)q(s)u(σ(s)).

Thus, (
κ1/α(s)u′(s)

)′ ≤ − 1
α

Cβμ(σ(s), s0)π
α−1(σ(s), s1)q(s)u(σ(s)). (7)

Since u(s) is an increasing function, there exists a constant M2 > 0 such that u(s) ≥ M2.
Using this in inequality (7), we obtain(

κ1/α(s)u′(s)
)′ ≤ − 1

α
M2Cβμ(σ(s), s0)π

α−1(σ(s), s1)q(s). (8)

Integrating this inequality from s1 to s, we have

κ1/α(s)u′(s) ≤ κ1/α(s)u′(s)− κ1/α(s1)u
′(s1) ≤ − 1

α
Cβ M2

∫ s

s1

μ(σ(v), s0)π
α−1(σ(v), s1)q(v)dv,

which implies that

u′(s) ≤ − 1
α

Cβ M2

κ1/α(s)

∫ s

s1

μ(σ(v), s0)π
α−1(σ(v), s1)q(v)dv.

Integrating this inequality from s1 to s, we have

u(s) ≤ − 1
α

Cβ M2

∫ s

s1

1
κ1/α(t)

∫ t

s1

μ(σ(v), s0)π
α−1(σ(v), s1)q(v)dvdt.
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As s→ ∞, this leads to a contradiction with the assumption that u(s) is positive.
This concludes the proof.

Lemma 5. Let (4) hold. Assume that there exists a non-decreasing function ρ(s) ∈ C1([s0, ∞, ),
(0, ∞)), and σ′(s) > 0. If

lim sup
s→∞

[
H̃(s) +

∫ s

s0

(
ρ(v)μ(σ(v), s0)H(v)− κ1/α(v)[ρ′(v)]2

4σ′(v)ρ(v)

)
dv

]
= ∞, (9)

then N1 = ∅.

Proof. Let y ∈ N1. Then, there exists an s1 ≥ s0, such that

y(s) > 0, y(r1(s)) > 0, y(r2(s)) and y(σ(s)) > 0 for s ≥ s1 ≥ s0.

Using (7), we obtain(
κ1/α(s)u′(s)

)′ ≤ − 1
α

Cβμ(σ(s), s0)π
α−1(σ(s), s1)q(s)u(σ(s)).

Integrating the above inequality from s to ∞, we have

κ1/α(s)u′(s) ≥ 1
α

Cβ
∫ ∞

s
μ(σ(v), s0)π

α−1(σ(v), s1)q(v)u(σ(v))dv

≥ u(σ(s))
∫ ∞

s
μ(σ(v), s0)H(v)dv. (10)

Define

ϕ(s) = ρ(s)
κ1/α(s)u′(s)
u(σ(s))

≥ ρ(s)
∫ ∞

s
μ(σ(v), s0)H(v)dv > 0. (11)

Then

ϕ′(s) = ρ′(s)
κ1/α(s)u′(s)
u(σ(s))

− ρ(s)μ(σ(s), s0)H(s)− ρ(s)σ′(s)
κ1/α(s)u′(s)u′(σ(s))

u2(σ(s))

≤ ρ′(s)
ρ(s)

ϕ(s)− ρ(s)μ(σ(s), s0)H(s)− ρ(s)σ′(s)
κ1/α(s)[u′(s)]2

u2(σ(s))
(12)

=
ρ′(s)
ρ(s)

ϕ(s)− ρ(s)μ(σ(s), s0)H(s)− σ′(s)
κ1/α(s)ρ(s)

ϕ2(s).

Using Lemma 1, we see that

ρ′(s)
ρ(s)

w(s)− σ′(s)
κ1/α(s)ρ(s)

w2(s) ≤ 1
4

κ1/α(s)[ρ′(s)]2

σ′(s)ρ(s)
.

By substituting the above inequality in (13), we obtain

ϕ′(s) ≤ −ρ(s)μ(σ(s), s0)H(s) +
1
4

κ1/α(s)[ρ′(s)]2

σ′(s)ρ(s)
.
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Integrating the last inequality from s2 to s and then using (11), we deduce that

ρ(s)
∫ ∞

s
μ(σ(v), s0)H(v)dv +

∫ s

s2

[
ρ(v)μ(σ(v), s0)H(v)− 1

4
κ1/α(v)[ρ′(v)]2

σ′(v)ρ(v)

]
dv ≤ ϕ(s2).

By applying the lim sup to both sides of this inequality as s→ ∞, we reach a contra-
diction. This concludes the proof.

By setting ρ(s) = 1, and considering Lemma 5, we immediately derive the follow-
ing result.

Corollary 1. Let (4) hold. If

lim sup
s→∞

∫ s

s0

μ(σ(v), s0)H(v)dv = ∞, (13)

then N1 = ∅.

Lemma 6. Let (4) hold. If ∫ ∞

s0

πβ(σ(v))q(v)dv = ∞, (14)

then N1 = ∅.

Proof. Let y ∈ N1. Then, there exists an s1 ≥ s0, such that

y(s) > 0, y(r1(s)) > 0, y(r2(s)) and y(σ(s)) > 0 for s ≥ s1 ≥ s0.

Using Lemma 3 (A14), the expression in (1) can be transformed into the follow-
ing inequality (

κ(s)
(
u′(s)

)α
)′

+ Cβq(s)uβ(σ(s)) ≤ 0. (15)

Integrating the last inequality from s2 to s, we have

κ(s)
(
u′(s)

)α ≤ κ(s2)
(
u′(s2)

)α − Cβ
∫ s

s2

q(v)uβ(σ(v))dv

≤ κ(s2)
(
u′(s2)

)α − Cβuβ(σ(s2))
∫ s

s2

q(v)dv. (16)

Since π′ < 0, we deduce that∫ s

s2

πβ(σ(v))q(v)dv ≤ πβ(σ(s2))
∫ s

s2

q(v)dv.

From (14), it follows that ∫ s

s2

q(v)dv→ ∞ as s→ ∞.

Consequently, from Equation (16), we deduce that u′(s)→ −∞ as s→ ∞, which leads
to a contradiction.

3.2. Category N2

In this subsection, we introduce a collection of lemmas focused on the asymptotic
properties of solutions belonging to the (N2) class.
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Lemma 7. Let y(s) ∈ N2. Assume that

lim
s→∞

g1(s)
(

π(r1(s))
π(s)

)γ1

= 0, and lim
s→∞

g2(s)
πγ2(r2(s))

π(s)
= 0. (17)

Then, eventually

(A21) u(s) � −κ1/α(s)u′(s)π(s);
(A22) u(s)/π(s) is increasing;
(A23) uβ−α(s) ≥ μ1(s, s0);
(A24) y(s) ≥ C̃u(s), where C̃ ∈ (0, 1).

Proof. Let y(s) ∈ N2. Then, there exists an s1 ≥ s0, such that y(s) > 0, y(r1(s)) > 0,
y(r2(s)) > 0 and y(σ(s)) > 0 for s ≥ s1.

(A21) Since
(
κ(v)(u′(s))α)′ < 0, we get

κ(v)
(
u′(v)

)α ≤ κ(s)
(
u′(s)

)α for v ≥ s ≥ s1,

or equivalently

u′(v) ≤ 1
κ1/α(v)

κ1/α(s)u′(s).

Integrating this inequality from s to ∞, we deduce that

−u(s) ≤ κ1/α(s)u′(s)
∫ ∞

s

1
κ1/α(v)

dv = κ1/α(s)u′(s)π(s).

That is,
u(s) ≥ −κ1/α(s)u′(s)π(s).

(A22) Using the above inequality, we deduce that

(
u(s)
π(s)

)′
=

κ1/α(s)u′(s)π(s) + u(s)
κ1/α(s)π2(s)

≥ 0.

(A23) we have the following cases:

Case α ≥ β : Since u′(s) < 0, there exists a constant M3 > 0, such that

u(s) ≤ M3,

and therefore,
uβ−α(s) ≥ Mβ−α

3 .

Case α < β : Since u(s)/π(s) is an increasing function for s ≥ s1, we can find s2 ≥ s1

and a constant M4 > 0 such that

u(s) ≥ M4π(s).

Thus
uβ−α(s) ≥ Mβ−α

4 πβ−α(s).

(A24) From the definition of u(s), we have u(s) ≥ y(s). Then, we express y(s) as

y(s) = u(s)− g1(s)yγ1(r1(s))− g2(s)yγ2(r2(s))

≥ u(s)− g1(s)uγ1(r1(s))− g2(s)uγ2(r2(s)).

79



Mathematics 2025, 13, 147

Now, because γ1 > 1, and γ2 < 1, and noting that u′ < 0, we find

y(s) ≥ u(s)− g1(s)uγ1(s)− g2(s)uγ2(s)

= u(s)− g1(s)πγ1(r1(s))
uγ1(r1(s))
πγ1(r1(s))

− g2(s)πγ2(r2(s))
uγ2(r2(s))
πγ2(r2(s))

≥ u(s)− g1(s)πγ1(r1(s))
uγ1(s)
πγ1(s)

− g2(s)πγ2(r2(s))
uγ2(s)
πγ2(s)

=

[
1− g1(s)

(
π(r1(s))

π(s)

)γ1

uγ1−1(s)− g2(s)
πγ2(r2(s))

π(s)

(
u(s)
π(s)

)γ2−1
]
u(s).

Since u(s)/π(s) is positive and increasing, and u(s) is decreasing, there exist two
constants, c3 and c4 such that

y(s) ≥
[

1− c3g1(s)
(

π(r1(s))
π(s)

)γ1

− c4g2(s)
πγ2(r2(s))

π(s)

]
u(s).

By (17), we can choose C̃ ∈ (0, 1) such that

y(s) ≥ C̃u(s).

Accordingly, the proof is finished.

Lemma 8. Assume that (17) holds. If

∫ ∞

s1

1
κ1/α(t)

∫ t

s0

μ1(σ(v), s0)π
α(v)q(v)dvdt = ∞, (18)

then N2 = ∅.

Proof. Let y ∈ N2. Then, there exists an s1 ≥ s0, such that

y(s) > 0, y(r1(s)) > 0, y(r2(s)) and y(σ(s)) > 0 for s ≥ s1 ≥ s0.

We know that(
κ1/α(s)u′(s)

)′
=

1
α

(
κ(s)

(
u′(s)

)α
)′(

κ1/α(s)u′(s)
)1−α

.

Using (1) and (A24) gives(
κ1/α(s)u′(s)

)′
= − 1

α

(
κ1/α(s)u′(s)

)1−α
q(s)yβ(σ(s))

≤ − 1
α

C̃β
(

κ1/α(s)u′(s)
)1−α

q(s)uβ(σ(s)).

Applying Lemma 7, we deduce
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(
κ1/α(s)u′(s)

)′ ≤ − 1
α

C̃β
(

κ1/α(s)u′(s)
)1−α

q(s)uβ−α(σ(s))uα(σ(s))

≤ − 1
α

C̃β
(

κ1/α(s)u′(s)
)1−α

q(s)μ1(σ(s), s0)u
α(σ(s))

≤ − 1
α

C̃β

(
u(s)
π(s)

)1−α

q(s)μ1(σ(s), s0)u
α(σ(s))

≤ − 1
α

C̃β

(
u(σ(s))
π(σ(s))

)1−α

q(s)μ1(σ(s), s0)u
α(σ(s))

= − 1
α

C̃βμ(σ(s), s0)π
α−1(σ(s), s1)q(s)u(σ(s)).

Since u′ < 0, then, u(σ(s)) ≥ u(s), so that

(
κ1/α(s)u′(s)

)′ ≤ − 1
α

C̃β

(
u(s)
π(s)

)1−α

q(s)μ1(σ(s), s0)u
α(s)

= − 1
α

C̃βπα−1(s)q(s)μ1(σ(s), s0)u(s)).

Thus, (
κ1/α(s)u′(s)

)′ ≤ − 1
α

C̃βπα−1(s)q(s)μ1(σ(s), s0)u(s). (19)

Since u(s)/π(s) is an increasing function, there exists a constant M5 > 0 such that
u(s) ≥ M5π(s). Using this in inequality (19), we obtain(

κ1/α(s)u′(s)
)′ ≤ − 1

α
M5C̃βμ1(σ(s), s0)π

α(s)q(s).

Integrating this inequality from s1 to s, we have

κ1/α(s)u′(s) ≤ − 1
α

M5C̃β
∫ s

s1

μ1(σ(v), s0)π
α(v)q(v)dv,

which implies that

u′(s) ≤ − 1
α

M5C̃β

κ1/α(s)

∫ s

s1

μ1(σ(v), s0)π
α(v)q(v)dv.

Integrating this inequality from s1 to s, we have

u(s) ≤ − 1
α

M5C̃β
∫ s

s1

1
κ1/α(t)

∫ t

s1

μ1(σ(v), s0)π
α(v)q(v)dvdt.

As s→ ∞, this leads to a contradiction with the assumption that u(s) is positive.
This concludes the proof.

Lemma 9. Assume that (17) hold. If

lim sup
s→∞

π(s)
∫ s

s0

μ1(σ(v), s0)π
α−1(v)q(v)dv = ∞, (20)

then N2 = ∅.

Proof. From (19), we know that(
κ1/α(s)u′(s)

)′ ≤ − 1
α

C̃βπα−1(s)q(s)μ1(σ(s), s0)u(s).
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Integrating the above inequality from s1 to s, we have

κ1/α(s)u′(s) ≤ − 1
α

C̃β
∫ s

s1

μ1(σ(v), s0)π
α−1(v)q(v)u(v)dv

≤ − 1
α

C̃βu(s)
∫ s

s1

μ1(σ(v), s0)π
α−1(v)q(v)dv.

Using Lemma 7 (A21), we infer that

κ1/α(s)u′(s) ≤ 1
α

C̃βκ1/α(s)u′(s)π(s)
∫ s

s1

μ1(σ(v), s0)π
α−1(v)q(v)dv,

which leads to
1 ≥ 1

α
C̃βπ(s)

∫ s

s1

μ1(σ(v), s0)π
α−1(v)q(v)dv.

This leads to a contradiction with the condition (20).
This concludes the proof.

Lemma 10. Let (4) hold. If (14) holds, then, N2 = ∅.

Proof. Let y ∈ N2. Then, there exists an s1 ≥ s0, such that

y(s) > 0, y(r1(s)) > 0, y(r2(s)) and y(σ(s)) > 0 for s ≥ s1 ≥ s0.

Using Lemma 7 (A24), the expression in (1) can be transformed into the follow-
ing inequality (

κ(s)
(
u′(s)

)α
)′

+ C̃βq(s)uβ(σ(s)) ≤ 0. (21)

By applying a similar line of reasoning as in Lemma 6, we arrive at a contradiction.
This concludes the proof.

4. Oscillatory Theorems and Examples

In this section, we present a comprehensive set of theorems that establish oscilla-
tion criteria, which are formulated directly by summarizing the results obtained in the
main results.

Theorem 1. Assume that (4) and (17) hold. If both (6) and (18) are satisfied, then, (1) is oscillatory.

Theorem 2. Assume that (4) and (17) hold. If both (6) and (20) are satisfied, then, (1) is oscillatory.

Theorem 3. Assume that (4) and (17) hold. If both (9) and (20) are satisfied, then, (1) is oscillatory.

Theorem 4. Assume that (4) and (17) hold. If both (13) and (20) are satisfied, then, (1) is oscillatory.

Theorem 5. Assume that (4) and (17) hold. If (14) is satisfied, then, (1) is oscillatory.

Example 1. Consider the equation:⎛⎝s6

[(
y(s) +

1
s− 1

y3
(

1
4

s
)
+

1
s− 2

y1/3
(

1
3

s
))′]3

⎞⎠′ + s5y3
(

1
5

s
)
= 0, s ≥ 1. (22)
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Comparing Equation (22) with (1), we deduce the following:

α = β = γ1 = 3, γ2 =
1
3

, κ(s) = s6, σ(s) =
1
5

s, r1(s) =
1
4

s,

r2(s) =
1
3

s, g1(s) =
1

s− 1
, g1(s) =

1
s− 2

, and q(s) = s5.

Additionally, we have:

μ(s, s0) = μ1(s) = 1, π(s) =
1
s

and π(s, s0) =
s− 1

s
.

Using (4), we compute:

lim
s→∞

g1(s)πγ1−1(s, s1) = lim
s→∞

(s− 1)2

(s− 1)s2 = 0, and lim
s→∞

g2(s) = lim
s→∞

1
s− 2

= 0.

From (17), we find:

lim
s→∞

g1(s)
(

π(r1(s))
π(s)

)γ1

= lim
s→∞

64
s− 1

= 0, and lim
s→∞

g2(s)πγ2(r2(s))
π(s)

= lim
s→∞

31/3s2/3

s− 2
= 0.

Several conditions are verified as follows:
Condition (6):

∫ ∞

s0

1
κ1/α(t)

∫ t

s0

μ(σ(v), s0)π
α−1(σ(v), s1)q(v)dvdt =

∫ ∞

1

1
t1/3

∫ t

1

(v− 5)2

v2 v3dvdt = ∞.

Condition (13):

lim sup
s→∞

∫ s

s0

πα−1(σ(v), s1)q(v)dv = lim sup
s→∞

∫ s

1

(v− 5)2

v2 v3dv = ∞.

Condition (14): ∫ ∞

s0

πβ(σ(v))q(v)dv =
∫ ∞

1

125
v3 v3dv = ∞.

Condition (18) leads to∫ ∞

s0

1
κ1/α(t)

∫ t

s0

μ1(σ(v), s0)π
α(v)q(v)dvdt =

∫ ∞

1

1
u1/3

∫ t

1

1
v3 v3dvdu = ∞.

Condition (20):

lim sup
s→∞

π(s)
∫ s

s0

μ1(σ(v), s0)π
α−1(v)q(v)u(v)dv = lim sup

s→∞

1
s

∫ s

1

1
v2 v3dv = lim sup

s→∞

s
2
= ∞.

Since the conditions of Theorems 1–5 are satisfied, it follows that every solution of (22) oscillates.

Example 2. Consider the equation:⎛⎝s10

[(
y(s) +

1
s

y5
(

1
3

s
)
+

1
s2 y1/5

(
1
2

s
))′]5

⎞⎠′ + s5y5
(

1
4

s
)
= 0, s ≥ 1. (23)
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Clearly

α = β = γ1 = 5, γ2 =
1
5

, κ(s) = s10, σ(s) =
1
4

s, r1(s) =
1
3

s,

r2(s) =
1
2

s, g1(s) =
1
s

, g1(s) =
1
s2 , and q(s) = s5.

Additionally, we have:

μ(s, s0) = μ1(s) = 1, π(s) =
1
s

and π(s, s0) =
s− 1

s
.

Using (4), we compute:

lim
s→∞

g1(s)πγ1−1(s, s1) = lim
s→∞

(s− 1)4

s5 = 0, and lim
s→∞

g2(s) = lim
s→∞

1
s2 = 0.

From (17), we find:

lim
s→∞

g1(s)
(

π(r1(s))
π(s)

)γ1

= lim
s→∞

35

s
= 0, and lim

s→∞

g2(s)πγ2(r2(s))
π(s)

= lim
s→∞

1
s2

21/5s
s1/5 = 0.

Verification of conditions (6), (13), (14), (18) and (20) proceeds as follows:
Condition (6): ∫ ∞

1

1
t1/5

∫ t

1

(v− 4)4

v4 v5dvdt = ∞.

Condition (13):

lim sup
s→∞

∫ s

1

(v− 4)4

v4 v5, dv = ∞.

Condition (14): ∫ ∞

1

45

v5 v5dv = ∞.

Condition (18) leads to ∫ ∞

1

1
t1/5

∫ t

1

1
v5 v5dvdt = ∞.

Condition (20):

lim sup
s→∞

1
s

∫ s

1

1
v4 v5dv = lim sup

s→∞

s2

2s
= ∞.

Since the conditions of Theorems 1–5 are satisfied, it follows that every solution of (23) oscillates.

5. Conclusions

The study of the oscillatory behavior of solutions of second-order DEs containing
neutrality conditions, whether sublinear or superlinear, is a rich and exciting field in
applied and theoretical mathematics. This research has made new contributions in this
context by developing analytical criteria that highlight the dynamics of these equations
and explain the associated oscillation patterns. The results obtained here contribute to
a deeper understanding of the mathematical properties of this class of equations, which
enhances the ability of researchers to address similar problems in multiple contexts. What
distinguishes this work is that it highlights the dual effect of neutrality conditions in
shaping the behavior of solutions, which opens up prospects for extending current models
to include more complex real-world applications. This research also adds to the existing
literature with precise criteria that contribute to assessing the nature of oscillatory solutions,
which lays a strong foundation for future studies. It is worth noting that the application
of the approach developed in this study to higher-order DEs represents a promising and
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interesting direction. Exploring oscillatory effects in the context of higher-order equations
may reveal new patterns and add further understanding to the mathematical structure
of these systems. One of the exciting directions for future studies is to extend these
investigations without the constraints γ1 > 1 and γ2 < 1, as well as without relying on
conditions (4) and (17), which would allow for broader applications and deeper insights into
more general systems. This research advances the understanding of oscillatory phenomena
in NDEs and lays a foundation for expanding these insights into more complex studies.

Author Contributions: Methodology, B.B., N.A. and F.A.; Investigation, O.B. and N.A.; Writing-
original draft, F.A. and F.M.; Writing—review & editing, F.M. and O.B. All authors have read and
agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Data are contained within the article.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Cooke, K.L. Differential-Difference Equations. In International Symposium on Nonlinear Differential Equations and Nonlinear
Mechanics; Academic Press: New York, NY, USA, 1963; pp. 155–171.

2. Hale, J.K. Theory of Functional Differential Equations; Springer: New York, NY, USA, 1977.
3. Chuanxi, Q.; Ladas, G. Oscillations of Neutral Differential Equations with Variable Coefficients. Appl. Anal. 1989, 32, 215–228.

[CrossRef]
4. Kiguradze, I.; Chanturia, T.A. Asymptotic Properties of Solutions of Nonautonomous Ordinary Differential Equations; Springer:

Dordrecht, The Netherlands, 2012.
5. Bazighifan, O. An Approach for Studying Asymptotic Properties of Solutions of Neutral Differential Equations. Symmetry 2020,

12, 555. [CrossRef]
6. Bazighifan, O. On the Oscillation of Certain Fourth-Order Differential Equations with p-Laplacian Like Operator. Appl. Math.

Comput. 2020, 386, 125475. [CrossRef]
7. Masood, F.; Moaaz, O.; Santra, S.S.; Fernandez-Gamiz, U.; El-Metwally, H. On the monotonic properties and oscillatory behavior

of solutions of neutral differential equations. Demonstr. Math. 2023, 56, 20230123. [CrossRef]
8. Agarwal, R.P.; Shieh, S.-L.; Yeh, C.-C. Oscillation criteria for second-order retarded differential equations. Math. Comput. Model.

1997, 26, 1–11. [CrossRef]
9. Agarwal, R.P.; Grace, S.R.; O’Regan, D. Oscillation Theory for Second Order Linear, Half-Linear, Superlinear and Sublinear Dynamic

Equations; Kluwer Academic: Dordrecht, The Netherlands, 2002.
10. Džurina, J.; Stavroulakis, I.P. Oscillation criteria for second-order delay differential equations. Appl. Math. Comput. 2003, 140,

445–453. [CrossRef]
11. Erbe, L.; Peterson, A.; Saker, S.H. Oscillation criteria for second-order nonlinear delay dynamic equations. J. Math. Anal. Appl.

2007, 333, 505–522. [CrossRef]
12. Hassan, T.S. Oscillation criteria for second-order nonlinear dynamic equations. Adv. Differ. Equ. 2012, 2012, 171. [CrossRef]
13. Grace, S.R.; Graef, J.R. Oscillation of second-order nonlinear neutral differential equations with noncanonical operators. Bull.

Malays. Math. Sci. Soc. 2015, 38, 761–778.
14. Zhang, C.; Agarwal, R.P.; Bohner, M.; Li, T. Oscillation of second-order nonlinear neutral dynamic equations with noncanonical

operators. Bull. Malays. Math. Sci. Soc. 2017, 38, 761–778. [CrossRef]
15. Baculíková, B. Oscillation of second-order nonlinear noncanonical differential equations with deviating argument. Appl. Math.

Lett. 2019, 91, 68–75. [CrossRef]
16. Jadlovská, I. Oscillation criteria of Kneser-type for second-order half-linear advanced differential equations. Appl. Math. Lett.

2020, 106, 106354. [CrossRef]
17. Li, H.; Zhao, Y.; Han, Z. New oscillation criterion for Emden-Fowler type nonlinear neutral delay differential equations. J. Appl.

Math. Comput. 2019, 60, 191–200. [CrossRef]
18. Grace, S.R.; Džurina, J.; Jadlovská, I.; Li, T. An improved approach for studying oscillation of second-order neutral delay

differential equations. J. Inequal. Appl. 2018, 2018, 193. [CrossRef]
19. Muhib, A. On oscillation of second-order noncanonical neutral differential equations. J. Inequal. Appl. 2021, 2021, 79. [CrossRef]
20. Moaaz, O.; Masood, F.; Cesarano, C.; Alsallami, S.A.; Khalil, E.M.; Bouazizi, M.L. Neutral Differential Equations of Second-Order:

Iterative Monotonic Properties. Mathematics 2022, 10, 1356. [CrossRef]

85



Mathematics 2025, 13, 147

21. Masood, F.; Cesarano, C.; Moaaz, O.; Askar, S.S.; Alshamrani, A.M.; El-Metwally, H. Kneser-Type Oscillation Criteria for
Half-Linear Delay Differential Equations of Third Order. Symmetry 2023, 15, 1994. [CrossRef]

22. Alsharidi, A.K.; Muhib, A. Oscillation criteria for mixed neutral differential equations. AIMS Math. 2024, 9, 14473–14486.
[CrossRef]

23. Alemam, A.; Al-Jaser, A.; Moaaz, O.; Masood, F.; El-Metwally, H. Second-Order Neutral Differential Equations with a Sublinear
Neutral Term: Examining the Oscillatory Behavior. Axioms 2024, 13, 681. [CrossRef]

24. Agarwal, R.P.; Zhang, C.; Li, T. Some remarks on oscillation of second order neutral differential equations. Appl. Math. Comput.
2016, 274, 178–181. [CrossRef]

25. Han, Z.; Li, T.; Sun, S.; Sun, Y. Remarks on the paper. Appl. Math. Comput. 2010, 215, 3998–4007.
26. Agarwal, R.P.; Bohner, M.; Li, T. Oscillation of second-order differential equations with a sublinear neutral term. Carpathian J.

Math. 2014, 30, 1–6. [CrossRef]
27. Li, Q.; Wang, R.; Chen, F.; Li, T. Oscillation of second-order nonlinear delay differential equations with nonpositive neutral

coefficients. Adv. Differ. Equ. 2015, 2015, 35. [CrossRef]
28. Tamilvanan, S.; Thandapani, E.; Džurina, J. Oscillation of second order nonlinear differential equations with sub-linear neutral

term. Differ. Equ. Appl. 2017, 9, 29–35. [CrossRef]
29. Džurina, J.; Jadlovská, I. A sharp oscillation result for second-order half-linear noncanonical delay differential equations. Electron.

J. Qual. Theory Differ. Equ. 2020, 2020, 1–14. [CrossRef]
30. Džurina, J.; Grace, S. R.; Jadlovská, I.; Li, T. Oscillation criteria for second-order Emden–Fowler delay differential equations with

a sublinear neutral term. Math. Nachrichten 2020, 293, 910–922. [CrossRef]
31. Wu, Y.; Yu, Y.; Xiao, J.; Jiao, Z. Oscillatory behaviour of a class of second order Emden-Fowler differential equations with a

sublinear neutral term. Appl. Math. Sci. Eng. 2023, 31, 224609. [CrossRef]
32. Zhang, C.; Agarwal, R.; Bohner, M.; Li, T. New results for oscillatory behavior of even-order half-linear delay differential

equations. Appl. Math. Lett. 2013, 26, 179–183. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

86



mathematics

Article

Delay-Embedding Spatio-Temporal Dynamic
Mode Decomposition

Gyurhan Nedzhibov

Faculty of Mathematics and Informatics, Konstantin Preslavsky University of Shumen, 9700 Shumen, Bulgaria;
g.nedzhibov@shu.bg

Abstract: Spatio-temporal dynamic mode decomposition (STDMD) is an extension of dynamic mode
decomposition (DMD) designed to handle spatio-temporal datasets. It extends the framework so that
it can analyze data that have both spatial and temporal variations. This facilitates the extraction of
spatial structures along with their temporal evolution. The STDMD method extracts temporal and
spatial development information simultaneously, including wavenumber, frequencies, and growth
rates, which are essential in complex dynamic systems. We provide a comprehensive mathematical
framework for sequential and parallel STDMD approaches. To increase the range of applications of the
presented techniques, we also introduce a generalization of delay coordinates. The extension, labeled
delay-embedding STDMD allows the use of delayed data, which can be both time-delayed and space-
delayed. An explicit expression of the presented algorithms in matrix form is also provided, making
theoretical analysis easier and providing a solid foundation for further research and development.
The novel approach is demonstrated using some illustrative model dynamics.

Keywords: DMD method; spatio-temporal dynamic mode decomposition; Koopman operator;
delay embedding
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1. Introduction

Dynamical systems are prevalent in science and engineering, yet analyzing and pre-
dicting them remains challenging. While linear systems are well characterized, nonlinear
systems are difficult to characterize. They can exhibit an extremely wide range of behav-
iors, including chaos, and generally do not yield analytical solutions. Koopman operator
theory plays an important role in the analysis of such systems [1,2]. The idea is based
on transforming the finite-dimensional dynamics of the nonlinear state space into an
infinite-dimensional linear dynamical system of functions on the state, represented by the
Koopman operator. Through the eigendecomposition of the Koopman operator, we can
understand the behavior, stability and long-term dynamics of complex systems. One of the
leading algorithms for Koopman spectral analysis is dynamic mode decomposition (DMD),
introduced by Schmid in [3]. The method comprises a mathematical technique for identify-
ing spatio-temporal coherent structures from high-dimensional data. After its introduction,
the method is now used in a variety of fields, including various jets [4,5], epidemiology [6],
video processing [7], neuroscience [8], financial trading [9–11], robotics [12] and cavity
flows [13,14]. For a review of the DMD literature, we refer the reader to [15–19]. For some
recent results on DMD extensions, we recommend [20–42] to the reader.

While standard DMD is a powerful technique for analyzing dynamic systems, it has
limitations related to its assumptions, sensitivity to noise, ability to capture long-term dy-
namics, computational complexity, parameter sensitivity and others. Researchers continue
to develop and refine variations in the DMD method to address these shortcomings and
improve its applicability to a wide range of data analysis tasks. Over the last few years,
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several variants of DMD have been proposed. Chen [20] proposed an optimized DMD
method that can reduce numerical sensitivity and calculate the modal growth rate and
frequency accurately. Williams et al. [21] suggested extended DMD (EDMD), which can
produce improved approximations of the leading Koopman eigenfunctions and eigen-
values. Moreover, Le Clainche et al. [22] developed higher-order DMD (HODMD), which
extends DMD to resolve delayed snapshots. In [23], Le Clainche and Vega introduce
spatio-temporal Koopman decomposition (STKD), which incorporates higher order DMD and a
spatio-temporal approach for the Koopman operator.

One of the modifications of the DMD method, which will play a key role in the
exposition of the present work, is the delay-embedding DMD (or Hankel DMD) [43,44].
Delay-embedding methods have also been employed for system identification, most notably
by the eigensystem realization algorithm (ERA)[45] and in climate science with singular
spectrum analysis (SSA) [46]. Brunton et al. [47] developed a variant of this technique
called the Hankel alternative view of Koopman (HAVOK) analysis.

In the present work, we consider the spatio-temporal DMD (STDMD), a generalization
of the DMD method designed to handle spatio-temporal datasets. It extends the framework
so that it can analyze data that have both spatial and temporal variations, by extracting
spatial structures and their temporal evolution. The STDMD method extracts temporal
and spatial development information simultaneously, including wavenumber and spatial
growth rate. This can be crucial in complex dynamic systems. The “spatio-temporal” aspect
refers to the fact that DMD is applied to data that vary both in space and time, such as
sequences of images or sensor measurements collected over time and across multiple spatial
locations. In such data, patterns and structures can evolve both spatially and temporally,
and the approach aims to capture these spatio-temporal dynamics. Applications of spatio-
temporal DMD span various fields, including fluid dynamics, neuroscience, climate science,
and engineering, where understanding and predicting complex spatio-temporal behaviors
is essential. Some recent publications related to the topic suggest applications in the
fields of unsteady shear layer flow [48], wake of a circular cylinder [49], urban flow [50],
aerodynamic modeling [51], turbulent flow [52] and binary fluid convection [53].

We provide a comprehensive mathematical framework for sequential and parallel
STDMD approaches. A clear expression of the presented algorithms in matrix form is also
provided. This facilitates theoretical analysis and provides a solid foundation for further
research and development. Furthermore, we introduce a delay coordinate generalization
of STDMD, enabling the use of both time-delayed and space-delayed snapshots. This
extension, labeled delay-embedding STDMD, can be considered as an alternative approach
to the STKD method proposed in [23]. The proposed STDMD approach is compared with
the results obtained from STKD.

The following is an outline of the paper: in the rest of Section 1, we describe the DMD
and some basic concepts related to it; spatio-tempral DMD approaches are in Section 2;
in Section 3, we introduce and discuss the framework for delay-embedding STDM; in
Section 4, we present the numerical results; in Section 5, we provide the conclusion.

1.1. Dynamic Mode Decomposition

In this paragraph, a brief introduction to the classical dynamic mode decomposition
(DMD) framework is provided. For details, we refer the reader to [16,17,19] and the
references therein. Consider the system of time-invariant ordinary differential equations of
the form

ẋ(t) = f (x(t)), (1)

where x ∈ Rn is the state vector and f : Rn → Rn is a nonlinear map (n  1). Let the
discrete-time representation of (1) be

xk+1 = F(xk), (2)
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where xk ∈ Rn is a high-dimensional state vector sampled at tk = k!t for k = 0, . . . , m,
and F is an unknown map that describes the evolution of the state vector between two
subsequent sampling times. The initial condition is defined by x(0) = x0.

Suppose that the evolution of the high-dimensional state x is governed by some
underlying low-dimensional dynamics. Then, the DMD computes a data-driven linear
approximation to the system (2) as follows: the sequential set of data

D = [x0, . . . , xm] (3)

is arranged into the following two large data matrices

X = [x0, . . . , xm−1] and Y = [x1, . . . , xm]. (4)

The goal of the DMD approach is to find a relationship between the future state xk+1 and
the current state xk, given by

xk+1 = Axk , (5)

where A ∈ Rn×n is called the DMD operator. The solution of (5) may be expressed simply
in terms of the eigenvalues λj and eigenvectors φj of A:

xk =
r

∑
j=1

φjbjλ
k
j = ΦΛkb , (6)

where Φ is the eigenvector matrix of A, Λ is the diagonal matrix of eigenvalues Λ =
diag{λi}, b = Φ†x0, and Φ† is the Moore–Penrose pseudoinverse of Φ. The parameter r is
determined by the low-rank eigendecomposition of matrix A.

Therefore, the corresponding continuous-time approximation of the system (1) can be
written as

ẋ = Ax , with A = exp(A) (7)

and the initial condition x(0). Then, the state-variable evolution in time can be approxi-
mated by the following modal expansion

x(t) =
r

∑
j=1

φjbj exp(ωjt) = Φ exp(Ωt)b , (8)

where φj are also the eigenvectors of the approximated matrix A and matrix Ω = diag(ωj)
is a diagonal matrix whose entries are

ωj = ln(λj)/!t (9)

the eigenvalues of A, with λj the eigenvalues of A. The real part of ωj regulates the growth
or decay of the DMD modes, while the imaginary part of ωj drives oscillations in the DMD
modes. In this sense, while the discrete-time eigenvalues λi imply stability when they are
inside the unit disc in C, the continuous-time eigenvalues ωi imply stability when they are
in the left half-plane of C. Each component bj of vector b, in (6) and (8), is a complex scalar
that represents the i-th modal contribution of initial vector x0 and can be interpreted as the
amplitude of the corresponding DMD mode φj.

1.2. Reduced-Order DMD Operator

The relation (5) can be rewritten in terms of snapshot matrices

Y = AX. (10)
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Then, the dynamic mode decomposition of data matrix D is given by the eigendecompo-
sition of A. The DMD finds the best-fit solution A, one that minimizes the least-squares
distance in the Frobenius norm

arg min
A
‖Y− AX‖F , (11)

where ‖.‖F is the Frobenius norm. The solution A to this optimization problem is given by

A ≈ YX† , (12)

where X† denotes the Moore–Penrose pseudo-inverse of X. This is the same as saying
that A minimizes ‖xk+1 − Axk‖2 across all time steps. The DMD modes and eigenvalues are
intended to approximate the eigenvectors and eigenvalues of A.

In practice, the A matrix can be too large and it is computationally inefficient to
explicitly compute A ≈ YX†. It should be noted that calculating the eigendecomposition
of the n× n matrix A can be prohibitively expensive if n is large, i.e., n 1. In such cases,
DMD aims at finding a reduced representation of A by Ã ∈ Rr×r with r # n. Matrix Ã
can be used to construct DMD modes associated with specific temporal frequencies. Thus,
we can use the dynamics of low-rank approximation to represent the full state dynamics.
This basis transformation takes the form

x = Qx̃, (13)

where Q is usually a unitary matrix or such that Q∗Q = I. The reduced-order model,
corresponding to (5), can be derived as follows:

x̃k+1 = Ax̃k, (14)

where the corresponding reduced-order matrix is

Ã = Q∗AQ, (15)

such that Ã ∈ Rr×r. The eigenvalues of Ã and A are equivalent, because of similarity
transformation and the eigenvectors are related via a linear transformation.

Let the eigendecomposition of Ã be

ÃW = WΛ (16)

where W is the eigenvector matrix and Λ is the diagonal matrix of the associated eigenval-
ues Λ = diag{λi}. Then, the matrix of DMD modes is

Φ = QW (17)

which approximates the eigenvector matrix of A.

Some possible choices for the projection matrix Q in (13) are:
(i). The left singular vector matrix of X. A common approach to choosing the transfor-

mation matrix Q is
Q = U, (18)

from the truncated SVD of X:
X = UΣV∗, (19)

where U ∈ Rn×r, Σ ∈ Rr×r and V ∈ Rm×r. In this case the reduced order matrix Ã in (15),
can be expresses as

Ã = U∗YVΣ†. (20)
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The DMD modes have the following presentation

Φ = YVΣ†W. (21)

This approach to implementing the DMD method is called exact DMD, since Tu et al. [16]
proves that DMD modes computed by (21) are the exact eigenvectors of A. DMD modes
computed by (17) are known as projected eigenvectors of A. See [38,39] for some other results.

In this case, the projected matrix of D, in (3), has the following presentation:

D̃ = U∗D = [x̃0, . . . , x̃m] (22)

or in equivalent block-matrix form

D̃ = [UX | Uxm]. (23)

If D is a full-rank matrix, then (23) has the form

D̃ = [ΣV∗ | Uxm]. (24)

(ii). The left singular vector matrix of D. We can choose the transformation matrix Q,
in (13), to be

Q = UD , (25)

where UD is from the truncated SVD of the full data matrix D:

D = UDΣDV∗D , (26)

where UD ∈ Rn×r, ΣD ∈ Rr×r and VD ∈ Rm×r, see [22].
Then, the projected matrix of D, in (3), has the following presentation:

D̃ = U∗DD = [x̃0, . . . , x̃m] (27)

and if D is a full-rank matrix, then

D̃ = ΣDV∗D . (28)

The matrix of DMD modes In this case, is

Φ = UDW, (29)

where W is the eigenvector matrix of Ã = U∗D A UD .

1.3. Optimal Amplitudes of DMD Modes

Finding the DMD mode amplitudes that best fit the DMD modes of a collection of
data is referred to as the reconstruction problem. In the context of DMD, reduced-order
modeling seeks to identify a subset of DMD modes that perform well in data reconstruction
for a data set or a variety of data sets.

Let us consider again Equation (6), which represents the DMD reconstruction of data
snapshots D. In the standard DMD approach the vector of amplitudes is computed by

b = Φ†x0 (30)

as shown in (6). It is possible to improve this estimate with optimization over all snapshots.
It is straightforward to show that (6) has the following equivalent expression:

D = Φ diag{bi}Vand(λ) , (31)
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where Vand(λ) is a Vandermonde matrix

Vand(λ) =

⎛⎜⎜⎜⎝
1 λ1 . . . λm

1
1 λ2 . . . λm

2
...

...
. . .

...
1 λr . . . λm

r

⎞⎟⎟⎟⎠. (32)

This demonstrates that the temporal evolution of the dynamic modes is governed by the
Vandermonde matrix, which is determined by the r complex eigenvalues λi of Ã which
contain information about the underlying temporal frequencies and growth/decay rates.

Therefore, determination of the unknown vector of amplitudes b can be considered as
the following optimization problem:

min
b
‖D −Φ diag{bi}Vand(λ)‖2

F. (33)

Using the truncated SVD of D = UDΣDV∗D , and the definition of the matrix Φ = UDW
in (17), we bring this problem into the following form:

min
b
‖ΣDV∗D −W diag{bi}Vand(λ)‖2

F (34)

or in equivalent form, by using (27) and (28)

min
b

∥∥D̃ −W diag{bi}Vand(λ)
∥∥2

F (35)

where W is the eigenvector matrix and λ is the eigenvalues vector of the reduced-order
operator (15). This is a convex optimization problem that can be solved using standard
methods. For instance, we can represent (35) in matrix form as

Mb = h, (36)

where M ∈ Cr.(m+1)×r is the coefficient matrix, h is the forcing term and the unknown
amplitude vector b as given by

M =

⎡⎢⎢⎣
W

WΛ
. . .

WΛm

⎤⎥⎥⎦, h =

⎡⎢⎢⎣
x̃0
x̃1
. . .
x̃m

⎤⎥⎥⎦, and b =

⎡⎢⎢⎣
b1
b2
. . .
br

⎤⎥⎥⎦, (37)

where Λ = diag{λi} ∈ Cr×r is a diagonal matrix formed by the eigenvalues of Ã in (16).
Therefore, we can solve the Equation (36) by least-squares approach

b = M†h, (38)

where the pseudoinverse M† may be computed through SVD of M.

1.4. Delay-Embedding Dynamic Mode Decomposition

Delay-embedding is also an important technique when the temporal or spectral
complexity of a dynamical system exceeds the spatial complexity, for example, in systems
characterized by a broadband spectrum or spatially undersampled. In this case, we arrive
at a “short-and-wide”, rather than a “tall-and-skinny”, data matrix D, and the standard
algorithm fails at extracting all relevant spectral features.

Delay-Embedding DMD (or Hankel DMD) overcomes several shortcomings of the
standard DMD method by extending its capabilities to handle nonlinear dynamics, non-
uniformly sampled data, long-term temporal behavior, high-dimensional datasets, and noisy
data. This makes it a more versatile and robust technique for dynamic mode decompo-
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sition in various applications. The Takens embedding theorem [54] provides a rigorous
framework for analyzing the information content of measurements of a nonlinear dynami-
cal system.

To implement delay-embedding DMD, given the data sequence D in (3), we stack
s ≤ m time-shifted copies of the data to form the augmented input matrix. The following
Hankel matrix H is formed:

Daug =

⎛⎜⎜⎜⎝
x1 x2 . . . xm−s+1
x2 x3 . . . xm−s+2
...

...
. . .

...
xs xs+1 . . . xm

⎞⎟⎟⎟⎠, (39)

where the applied embedding dimension is s. The augmented data matrix Daug is then
used in place ofD and processed by the standard DMD algorithm. The DMD algorithm pre-
scribed in Equations (3)–(8) is applied to the augmented matrices Xaug, Yaug ∈ R(n.s)×(m−s)

in place of X and Y, giving eigenvalues Φaug and modes Λaug. The first n rows of Φaug
correspond to the current (not shifted) time and are used to forecast x(t).

Arbabi and Mezić [43] have shown the convergence of this time-shifted approach to the
eigenfunctions of the Koopman operator. They also illustrated remarkable improvements
in the prediction of simple and complex fluid systems. Further examples and theoretical
results on delay-embedding and the Hankel viewpoint of Koopman analysis are given
by Brunton et al. [47] and Kamb et al. [44]. They demonstrated that linear time-delayed
models are an effective and efficient tool to capture nonlinear and chaotic dynamics.

2. Spatio-Temporal DMD

The idea behind the spatio-temporal extension of the DMD method is to extend the
application range of DMD by implementing the simultaneous capture of both spatial and
temporal dynamics. This approach is particularly useful for analyzing complex systems
where dynamics evolve both in space and time, such as fluid flows, biological systems,
and climate phenomena. To our knowledge, the first paper in the literature in which this
idea has been attempted is Sharma et al. [55], and later, it was realized by Clainche et al. [23];
see also [56]. In [23], Le Clainche and Vega introduce spatio-temporal Koopman decomposition
(STKD), which incorporates higher order DMD (HODMD) and a spatio-temporal approach
for the Koopman operator. For some applications, see [48,49].

In principle, this expansion can be obtained in two ways:
(i). Sequential method. A temporal DMD algorithm is first applied to the snapshot

matrix and a spatial DMD algorithm is applied to the spatial modes. Obviously, the order
in which temporal and spatial DMDs are applied can be reversed, and the result of the
direct and reverse methods is not identical.

(ii). Parallel method. Reduced SVD is first applied to the snapshot matrix D, and then,
spatial and temporal DMD algorithms are applied to the rescaled left and right singular
vector matrices.

In the following, we provide a detailed mathematical description of the parallel STDMD
and sequential STDMD approaches.

2.1. Parallel STDMD

The parallel spatio-temporal DMD method simultaneously decomposes spatio-temporal
data across both spatial and temporal dimensions, providing insights into the interplay
between spatial and temporal dynamics.

Let us recall that the DMD algorithm presented in Section 1.1 uses a low-rank approxi-
mation of the linear mapping that best approximates the dynamics of the data D, in (3),
collected for the system. Moreover, if we choose the projection matrix to be the matrix UD
from the truncated SVD of the full data matrix D, as shown in (26)

D = UDΣDV∗D ,
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we obtain the reduced-order model given by the following data matrix

D̃ = [x̃0, . . . , x̃m],

which coincides with the scaled right singular vector matrix of D, i.e.

D̃ = ΣDV∗D ,

according to (27) and (28). Applying the standard DMD approach to reduced model data
D̃, we obtain the following expansion according to (6):

x̃k = WΛkb , (40)

where W is the eigenvector matrix, Λ = diag{λi} is the diagonal matrix of associated
eigenvalues of the corresponding DMD operator, and b = W−1x̃0. For our purposes, we
will call W the matrix of temporal DMD modes and Λ the matrix of temporal DMD eigenvalues.

Using equality (13), by multiplying the left side of Equation (40) by matrix UD , we
obtain the temporal DMD expansion, in (8):

xk = ΦΛkb .

Following the same idea, we can use the row vectors of the scaled left singular vector
matrix UΣD of D to obtain a spatial expansion similar to (40). Let us denote

D̄ = ΣDUT = [ȳ0, . . . , ȳn] , (41)

where ȳi is the i-th column vector of D̄. Applying the standard DMD approach to data D̄,
we obtain the following expansion, according to (6):

ȳk = W̄Λ̄kb̄ , (42)

where W̄ is the eigenvector matrix, Λ̄ = diag{λ̄i} is the diagonal matrix of associated
eigenvalues of the corresponding DMD operator, and b̄ = W̄−1ȳ0. We will call W̄ the
matrix of spatial DMD modes and Λ̄ the matrix of spatial DMD eigenvalues.

From expressions (40) and (42), using (31), obtain

D̃ = W diag{bi}Vand(λ) and D̄ = W̄ diag{b̄i}Vand(λ̄). (43)

Then, for the full-data matrix D, using equality

D = (UDΣD)Σ−1
D (ΣDV∗D),

we obtain the matrix form presentation

D = VT
and
(
λ̄
)
diag

{
b̄i
}

Ψ diag{bi}Vand(λ), (44)

where r× r the matrix
Ψ = W̄TΣ−1

D W (45)

is the matrix of spatio-temporal DMD modes.
The following algorithm (Algorithm 1) summarizes the steps for parallel STDMD:
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Algorithm 1: Parallel STDMD algorithm

1. Compute the (reduced) SVD of D, writing D = UDΣDV∗D .

2. Define spatial and temporal data matrices:

D̃ = ΣDV∗D and D̄ = ΣDUT .

3. Perform the standard DMD approach to data set D̃
and compute temporal DMD modes, eigenvalues and amplitudes:

W, Λ and b.

4. Perform the standard DMD approach to data set D̄
and compute spatial DMD modes, eigenvalues and amplitudes:

W̄, Λ̄ and b̄.

5. Compute the matrix of spatio-temporal DMD modes

Ψ = W̄TΣ−1
D W.

The eigenvalues and DMD modes can then be used to reconstruct the full data xk in
D. Let us denote the elements of snapshot xk and matrix Ψ as follows:

xk = [x(k)1 , x(k)2 , . . . , x(k)n ]T and Ψ = [ψij]r×r.

Then, from (44), for the s-th coordinate of xk it follows:

x(k)s =
r

∑
i,j=1

ψijλ̄
s
i b̄iλ

k
j bj, (46)

where λ̄i and λj are the spatial and temporal DMD eigenvalues, respectively.

2.2. Sequential STDMD

In contrast to parallel STDMD, sequential involves decomposing spatio-temporal
data sequentially along the temporal axis, capturing both spatial and temporal dynamics
separately. This approach enables the identification of spatial structures evolving over time
and their corresponding temporal dynamics.

For conventional DMD, the temporal information (temporal growth rate and angular
frequency) is explicitly included in the eigenvalue matrix Λ, whereas the spatial information
(spatial growth rate and wavenumber) is implicitly hidden in the dynamic mode matrix
Φ. Therefore, this study aims to decompose dynamic modes in a certain way to obtain
spatial information.

Let us apply the standard DMD method described in Section 1.1 to the input data D
specified in (3), which results in temporal DMD expansion (8):

xk = ΦΛkb ,

where Φ = YVΣ†W is the matrix of (exact) DMD modes, Λ is the matrix of DMD eigenval-
ues and b is the vector of amplitudes; see (15)–(21). As we mentioned, this expression is
equivalent to (31):

D = Φ diag{bi}Vand(λ) .

Note that the spatial information, such as spatial growth rate and wavenumber, of the
dynamic in consideration is implicitly hidden in the dynamic mode matrix Φ. We can use
the row vectors of the DMD mode matrix Φ to obtain spatial expansion similar to (40). Let
us denote

D̄ = ΦT = [ȳ0, . . . , ȳn] , (47)
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where ȳi is the i-th column vector of D̄. Applying the standard DMD approach to data D̄,
we obtain the following expansion according to (6):

ȳk = Φ̄Λ̄kb̄ , (48)

where Φ̄ is the eigenvector matrix, Λ̄ = diag{λ̄i} is the diagonal matrix of associated
eigenvalues of the corresponding DMD operator, and b̄ = Φ̄−1ȳ0.

Then, for the full-data matrix D, we obtain the following matrix form presentation:

D = VT
and
(
λ̄
)
diag

{
b̄i
}

Ψ diag{bi}Vand(λ), (49)

where r× r matrix
Ψ = W̄T (50)

is the matrix of spatio-temporal DMD modes. The following algorithm (Algorithm 2) summa-
rizes the steps for sequential STDMD:

Algorithm 2: Sequential STDMD algorithm

1. Perform the standard DMD approach to data set D :

1.1. Define the data matrices: X and Y;

1.2. Compute the reduced SVD of X : X = UΣV∗;
1.3. Construct the reduced-order operator: Ã = U∗YVΣ†;

and compute the eigendecomposition of Ã : ÃW = WΛ;

1.4. Compute the DMD modes, eigenvalues and amplitudes:

Φ = YVΣ†W, Λ and b.

2. Define the spatial data matrix as transposed DMD modes:

D̄ = ΦT .

3. Perform the standard DMD approach to data set D̄ and

compute DMD modes, eigenvalues and amplitudes:

Φ̄, Λ̄ and b̄.

4. Compute the matrix of spatio-temporal DMD modes

Ψ = Φ̄T .

For the reconstruction of snapshots in D, we obtain similar to (46) expression

x(k)s =
r

∑
i,j=1

ψijλ̄
s
i b̄iλ

k
j bj, (51)

where x(k)s is the s-th coordinate of state xk. Note that although the notations of parameters
in (51) and (46) are the same, their values are different.

For both cases, in (46) and (51), it is straightforward to obtain the expression for the
continuous case, in the form

x(s, t) =
r

∑
i,j=1

ψij e ω̄i s b̄i e ωj t bj =
r

∑
i,j=1

ψij b̄i bj e ω̄i s+ωj t , (52)

where s denotes the spatial variable. The spatial DMD eigenvalues ω̄i give the information
about spatial wavenumbers and growth rates, while the temporal DMD eigenvalues ωj
give information about the underlying temporal frequencies and growth rates.

96



Mathematics 2024, 12, 762

3. Delay-Embedding STDMD

As already mentioned, traditional DMD approaches are limited in their ability to cap-
ture the full complexity of nonlinear and non-stationary systems, particularly when dealing
with high-dimensional and noisy datasets. Due to the fact that in Algorithms 1 and 2 the
standard DMD method is applied sequentially or in parallel, they inherit the disadvantages
of the DMD method. To address these limitations, we will propose an extension of STDMD
algorithms using the delay-embedding approach described in Section 1.

3.1. Parallel Delay-Embedding STDMD

This approach redesigns the input data of the system, creating new state variables.
However, the introduction of the new variables is made at the expense of reducing the
number of samples in the training data set. Hence, the number of these new variables
(number of rows in the Hankel matrix), in (39), has to be a balance between the ability to
detect dominant modes and the accuracy of the estimated model. The following algorithm
(Algorithm 3) provides a step-by-step implementation of parallel delay-embedding DMD:

Algorithm 3: Parallel delay-embedding STDMD

1. Compute the (reduced) SVD of D, writing D = UDΣDV∗D .

2. Define spatial and temporal data matrices:

D̃ = ΣDV∗D and D̄ = ΣDUT .

3. Perform delay-embedding DMD approach to data set D̃
and compute temporal DMD modes, eigenvalues and amplitudes:

W, Λ and b.

4. Perform delay-embedding DMD approach to data set D̄
and compute spatial DMD modes, eigenvalues and amplitudes:

W̄, Λ̄ and b̄.

5. Compute the matrix of spatio-temporal DMD modes

Ψ = W̄TΣ−1
D W.

The implementation of the corresponding algorithm for the sequential STDMD ap-
proach is similar, so we will omit it here. We note that although delay-embedding is only
applied to the reduced input matrices D̃ and D̃, the embedding can be applied to the full
input data matrix D as well.

3.2. Delay-Embedding STDMD vs. STKD

Le Clainche et al. [23] introduced spatio-temporal Koopman decomposition (STKD), which
incorporates higher order DMD [56] and a spatio-temporal approach for the Koopman
operator. Our goal in this section is to present an alternative approach to STKD. Below, we
outline some similarities and differences between the two approaches.

• The STKD scheme is similar to delay-embedding STDMD, with the difference that
STKD uses higher order DMD instead of augmented DMD. This implies greater
computational complexity in STKD than in STDMD, but on the other hand, it allows
easily extending the STKD to higher spatial dimensions when the snapshot matrix
becomes a tensor.

• In [23], the spatio-temporal expansion, by STKD, corresponding to (52) has the form

x(s, t) =
m,n

∑
i,j=1

aijqij e ω̂i s+ω̃j t ,
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where qij are the normalized spatial modes and aij are the mode amplitudes. In ad-
dition, for STKD, the amplitudes aij are determined by the optimal amplitudes com-
putation scheme described in (34)–(38). We should note that although the calcula-
tion of the amplitudes in STDMD is through the standard Formula (30), which is
more cost-efficient, a better approximation of the data is achieved when using the
schemes (34)–(38).

Among the main advantages of the schemes proposed in this article are the following:

• The matrix form presentations (44) and (49) of the snapshot matrix D, which offer a
structured framework that facilitates easier understanding and implementation.

• Additionally, the structured nature of the matrix representation allows for straightfor-
ward generalization to parallel computation architectures, enabling seamless scalabil-
ity and improved computational efficiency in analyzing large-scale spatio-temporal datasets.

• The STDMD approach, augmented with delay-embedding, offers enhanced computa-
tional efficiency compared to STKD.

• By augmenting the dataset with delayed observations, the analysis captures underly-
ing dynamics more effectively, reducing the impact of noise on mode identification
and reconstruction.

Overall, the delay-embedding STDMD enhances the accessibility and usability of the
proposed approaches, making them more practical and widely applicable to researchers
and practitioners in various fields.

4. Numerical Examples

In this section, we will illustrate the introduced approach to delay-embedding spatio-
temporal DMD. The considered examples are well known in the literature, and through
them, we illustrate the ability of the proposed scheme to accurately calculate spatio-
temporal DMD modes and eigenvalues, including spatial wavenumbers and growth rates
and temporal frequencies and growth rates. We mainly present the results of the application
of parallel delay-embedding STDMD (Algorithm 3). Since both methods use extended
data matrices and are computationally comparable, we collate the results obtained by
Algorithm 3 with those of the STKDM method presented by Le Clainche in [23]. All numer-
ical experiments and simulations were performed on Windows 7 with MATLAB release
R2013a on an Acer Aspire 571G laptop with an Intel(R) Core(TM) i3-2328M CPU at 2.2 GHz
and 4 GB of RAM.

Example 1. Combination of travelling wavetrains.
We begin by demonstrating the feature extraction technique for delay embedding STDMD for

a spatio-temporal signal:

x(s, t) = [0.5 + sin(s)][2 cos(k1s−ω1t) + 0.5 cos(k2s−ω2t)] , (53)

defined in a 1D periodic domain, s ∈ [0, 2π). This example was taken from [23] and the same
example was also discussed in [57]. It represents a simplified model of the signal proposed in [58]
with three basic features in the convective variability of the tropical atmosphere as a function of
longitude (s):

(i) A time-independent profile, 0.5+ sin(s), representing enhanced convective activity over warm
oceans over cold oceans such and continental land;

(ii) A long-wavelength eastward-propagating wave, cos(k1s−ω1t), representing a large-scale
mode of organized convection called Madden-Julian oscillation (MJO);

(iii) A short-wavelength westward-propagating wave representing the building blocks of the MJO
(so-called convectively coupled equatorial waves).

The natural time units in (53) are days, so the long wave has a period of 45 days and
the period of the short wave is approximately 14 days. These periods are comparable to
the timescales observed in nature.
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In (53), k1 and k2 are integer-valued wavenumbers set to k1 = 2 and k2 = 10, and ω1
and ω2 are time-dependent phases for the rationally independent frequencies ω1 = 2π/45
and ω2 =

√
10ω1. The color map of this pattern is depicted in Figure 1 (left). This pattern

is obtained with a spectral spatial and temporal complexity of 12 and 4, respectively.
This is because it involves 12 wavenumbers: ±k1,±k2,±(k1 ± 1) and ±(k2 ± 1), and four
frequencies: ±ω1 and ±ω2. This pattern is spatially periodic, with a period equal to 2π,
but temporally quasi-periodic.
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Figure 1. Spatio-temporal color map for the dynamics defined by (54), (left panel), and first 15
singular values of the generated data (right panel).

In order to apply the delay-embedding STDMD method, we discretize s and t in the
sampled intervals 0 ≤ s ≤ 10 and 0 ≤ t ≤ 5, using 50 and 25 points, respectively. Generated
data are 50× 25, but its rank is 4 (see Figure 1 (right)), which yields unsatisfactory results
with the pure temporal DMD method.

Performing delay-embedding STDMD (Algorithm 1), with time-delaying index 2 and
spatial-delaying index 3, we identify the correct 12 wavenumbers and 4 frequencies. See
the dynamic reconstruction with delayed STDMD (Algorithm 1) in Figure 2. Figure 3
depicts the amplitude–frequency and growth rate–frequency diagrams. Figure 3 shows the
combinations of spatial modes and temporal modes used in the reconstruction of the
data in (52). They are grouped along straight lines in the plane, which may be either
horizontal or oblique, and correspond to either standing or travelling patterns, respectively.
The results are identical to those in [23], where the STKD method is applied to the same
example and input data.

Example 2. Dynamics of two counter-propagating waves
In this example, we consider the dynamics of two counter-propagating waves

x(s, t) = v(s, t) + v(−s, t) , (54)

where v is defined as

v(s, t) =
1
2

6

∑
−6

3−|m|ei m(10πs+30t) . (55)
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Figure 2. Spatio-temporal color map of reconstructed data computed by delay-embedding STDMD
(Algorithm 1).
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Figure 3. (Left panel) Spatial amplitude–wavenumber (‘+’) and temporal amplitude–frequency (‘o’);
(Right panel) Spatial growth rate–wavenumber (‘+’) and temporal growth rate–frequency (‘o’).

The color map of this pattern is depicted in Figure 4. The two counter-propagating
waves are visible on the chart, but it is seen that the pattern can also be considered as a
modulated standing waves, in which the positions of the nodes and crests do not remain
constant, but oscillate left and right. The generated data have a low-rank structure, which
can be seen from the singular values depicted in Figure 4.

Figure 4. Spatio-temporal color map of reconstructed data computed by delay-embedding STDMD
(Algorithm 1).

If we apply the standard DMD approach, we obtain only seven modes and it gives poor
reconstruction of the input data. Instead, if we use delay-embedding STDMD (Algorithm 1),
with time delay of 2 and spatial delay also of 2, then we obtain 13 modes and reconstruct
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the input data with greater accuracy. See the dynamic reconstruction with delayed STDMD
(Algorithm 1) in Figure 5.
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Figure 5. Spatio-temporal color map for the dynamics defined by (54), (left panel), and first 15 singu-
lar values of the generated data (right panel).

Note that, if we use optimal amplitude computation, in Algorithm 1, as shown
in (34)–(38), we obtain a better approximation of the dynamics data and reconstruct the
snapshots with a relative RMS error ∼1.4× 10−12. Figure 6 depicts the amplitude–frequency
and growth rate–frequency diagrams. It shows that the relevant points are aligned in two
straight lines, which, according to (54), is consistent with the fact that the pattern is the
superposition of two counter-propagating travelling waves.
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Figure 6. (Left panel) Spatial amplitude–wavenumber (‘+’) and temporal amplitude–frequency (‘o’);
(Right panel) Spatial growth rate–wavenumber (‘+’) and temporal growth rate–frequency (‘o’).

Note that the counterpart to Equation (55) is given by

v(s, t) =
1
2

6

∑
−6

3−|m|e30i mt cos(10mπs) , (56)

which implies (from the equality cos(10mπs) = cos(−10mπs)) that the spatial complexity
is 7, while the spectral complexity is 13. It also follows from (56) that the pattern can be
seen as modulated standing waves.

5. Conclusions

In this paper, we have provided a detailed exposition of two variants of spatio-
temporal dynamic mode decomposition (STDMD), namely the parallel methods STDMD
and sequential STDMD. We have introduced the matrix representations underlying these
techniques, highlighting their respective computational frameworks for analyzing spatio-
temporal data. To address some shortcomings of the presented algorithms, which are
inherited from the classic DMD algorithm, we have introduced extensions to these ap-
proaches incorporating delay-embedding techniques. Furthermore, we have conducted
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numerical experiments to validate the efficacy of the proposed extensions in overcoming
the identified limitations of traditional DMD methods. Through these experiments, we
have illustrated the enhanced performance of delay-embedded STDMD, showcasing its
utility in analyzing complex spatio-temporal datasets.

For future work, there are several promising directions that can build upon the method-
ologies and findings presented in this paper. Firstly, further exploration and refinement
of the delay-embedding techniques introduced in our study could lead to more effective
approaches for capturing nonlinear dynamics and improving robustness against noise in
spatio-temporal DMD analyses. Additionally, investigating the application of our sequen-
tial and parallel approaches with delay-embedding across a wide range of spatio-temporal
datasets and real-world applications would provide valuable insights into their generaliz-
ability and practical utility. Furthermore, exploring hybrid methodologies that combine
elements of different spatio-temporal decomposition techniques, such as incorporating
machine learning algorithms or Bayesian approaches, could offer new avenues for en-
hancing the accuracy and interpretability of spatio-temporal analysis. Additionally, future
research could focus on the parallel implementation of the approaches introduced in
this paper to enhance computational efficiency. Investigating strategies for parallelizing
the computation of spatio-temporal DMD algorithms across multiple processing units or
distributed computing architectures could significantly reduce computational time and
enable the analysis of large-scale datasets. By investigating the parallel implementation of
these techniques, future research can enhance their computational efficiency and facilitate
their widespread adoption in scientific and engineering domains where timely analysis of
spatio-temporal data is critical. Overall, these future directions hold great potential for ad-
vancing the state-of-the-art in spatio-temporal DMD methodologies and their applications
in diverse fields.

In conclusion, our research contributes to the advancement of spatio-temporal DMD
methodologies by introducing extensions that enhance the robustness and accuracy of the
analysis. The proposed approaches offer valuable tools for researchers and practitioners
in diverse fields, enabling deeper insights into the dynamics of complex spatio-temporal
systems. We anticipate that our findings will stimulate further research and development
in this area, leading to continued advancements in the analysis and understanding of
spatio-temporal phenomena.
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1. Introduction

The basic applications of Volterra equation, which was introduced in 1928 by Volterra
himself, can be found in [1–3]. After that, the Volterra integro-differential equation ap-
peared, which has several applications in many fields, such as nanohydrodynamics, glass-
forming process, diffusion process in general, heat transfer, neutron diffusion, and wind
ripple in the desert. More details about these equations and their applications can be found
in [4–8].

Many researchers studied the existence of solutions and asymptotic behavior of these
equations; for example, in [9–12], the authors considered the exponential stability of
continuous, discrete, and stochastic differential equations. In [13–19], the authors dealt
with the existence and stability of one or n-dimensional equations.

A wide variety of differential equations were successfully stabilized using Lyapunov’s
direct method. Over the last century, Lyapunov theory has been a very fruitful field,
studying a qualitative theory of differentials and systems. However, the expressions of
Lyapunov functionals are very complicated and hard to construct in many problems,
as is the case when the differential equation has unbounded terms or when it contains
unbounded functional delays. To overcome the shortcomings of Lyapunov’s direct method,
in recent years, several researchers have investigated different aspects of the qualitative
theory of differential equations using the fixed-point method, which was found to be
significantly advantageous compared to Lyapunov’s direct method; see instance [20–22].

In [23], Dung studied the following problem of mixed linear Levin–Nohel integro-
differential equations.{

u′(p) +
∫ p

p−β(p) c(p, η)u(η)dη + b(p)u(p− γ(p)) = 0, p ≥ p0,
u(p) = ψ(p) for p ∈ [m(p0), p0],

(1)
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while the following n-dimensional version of the above problem{
u′(p) +

∫ p
p−β(p) C(p, η)u(η)dη + B(p)u(p− γ(p)) = 0, p ≥ p0,

u(p) = ψ(p) for p ∈ [m(p0), p0],
(2)

with

m(p0) = min
(

inf
η≥p0
{η − β(η)}, inf

η≥p0
{η − γ(η)}

)
,

has been considered in [19], as well as its asymptotic stability.
In this work, we propose generalizing these problems by considering the following

nonlinear neutral differential system with two Volterra terms, in addition to the study of
the exponential stability⎧⎪⎨⎪⎩

(
u(p)− ∫ p

p−α(p) C1(p, η)u(η)dη
)′

=
∫ p

p−β(p) C2(p, η)u(η)dη

+Q(p, u(p), u(p− γ(p))), p ≥ p0,
u(p) = ψ(p) for p ∈ [τ(p0), p0],

(3)

with

τ(p0) = min
(

inf
η≥p0
{η − α(η)}, inf

η≥p0
{η − β(η)}, inf

η≥p0
{η − γ(η)}

)
,

where

• u : [τ(p0), ∞) −→ Rn and Q : [p0, ∞) × Rn × Rn −→ Rn are continuous vector
functions, such that Q(p, 0, 0) ≡ 0.

• α, β, γ : R −→ R+ is a continuous real function such that p − α(p), p − β(p),
p− γ(p) −→ ∞ when n −→ ∞.

• C1, C2 : [p0, ∞)× [τ(p0), ∞)→ Rn2
are bounded with a continuous real function such

that C2(p, p) is nonsingular for all p ∈ [p0, ∞).

In this context, the main contribution of this paper is to apply the Banach fixed-point
theorem to the show stability, asymptotic stability and exponential stability of solutions for
the system (3), which is the generalization of the papers [19,23]. The paper is organized as
follows. In Section 2, we present some previous results, and construct the integral form
of the problem. After this, we prove the stability, asymptotic stability, and exponential
stability of solutions for the system (3) in Sections 3–5, respectively. An example is given in
Section 6 to illustrate our results, and a conclusion is provided at the end of this article.

2. Preliminaries

We start this section by transforming the system (3) to a more tractable system. There-
fore, in the analysis, we use the fundamental matrix solution of

y′(p) = C2(p, p)y(p), (4)

from which we obtain a fixed-point mapping.
Throughout this paper, Q(p, p0) will denote a fundamental matrix solution of the

homogeneous (unperturbed) linear problem (4).

Lemma 1. We say that u is a solution of the problem (3) if and only if

u(p) = Q(p, p0)

(
u(p0)−

∫ p0

p0−α(p0)
C1(p0, η)u(η)dη

)
+
∫ p

p0

Q(p, η)

[
C2(η, η)

(∫ η

η−α(η)
C1(η, r)u(r)dr− u(η)

)
dη

+
∫ η

η−β(η)
C2(η, r)u(r)dr + Q(η, u(η), u(η − γ(η)))

]
dη (5)
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for p ≥ p0 and u(p) = ψ(p) for p ∈ [τ(p0), p0].

Proof. Let
y(p) = u(p)−

∫ p

p−α(p)
C1(p, η)u(η)dη.

Then, we can write the system (3) as

y(p) = C2(p, p)y(p) +
∫ p

p−β(p)
C2(p, η)u(η)dη

− C2(p, p)y(p) + Q(p, u(p), u(p− γ(p))).

Hence

y(p) = Q(p, p0)y(p0)−
∫ p

p0

Q(p, η)

×
[∫ p

p−β(p)
C2(p, η)u(η)dη − C2(η, η)y(η) + Q(η, u(η), u(η − γ(η)))

]
dη,

witch equivalent to (5).

Lemma 2 ([24]). The state transition matrix Φ(p, η) of Equation (4) satisfies

‖Φ(p, η)‖ ≤ e
∫ p

η μ(C2(p,r))dr, p ≥ η,

where μ(C2(p, r)) is the Matrix measure of C2(p, r).

Let (S , ‖·‖) be the Banach space of vector continuous functions u : [τ(p0), ∞) −→ Rn

with the supremum norm.
‖u‖ = sup

p∈[τ(p0),∞)

|u(p)|,

where |·| is the infinity norm for u ∈ Rn. If A is an n× n matrix valued function A given
by A(p) :=

[
aij(p)

]
, then we define the norm of A by

‖A‖ := sup
p∈[τ(p0),∞)

|A(p)|,

where

|A(p)| = max
1≤i≤n

n

∑
j=1

∣∣aij(p)
∣∣.

Using Lemma 1, we define the operator � : Γε → S by

(�u)(p) = Q(p, p0)

(
ψ(p0)−

∫ p0

p0−α(p0)
C1(p0, η)ψ(η)dη

)
+
∫ p

p0

Q(p, η)

[∫ η

η−β(η)
C2(η, r)u(r)dr

+ C2(η, η)

(∫ η

η−α(η)
C1(η, r)u(r)dr− u(η)

)
+ Q(η, u(η), u(η − γ(η)))]dη (6)

for p ∈ [p0, ∞). Therefore, in this paper, we need the following conditions

(C1) The function Q satisfies

|Q(η, u1(η), u1(η − γ(η)))−Q(η, u2(η), u2(η − γ(η)))|
≤ q1|u1(η)− u2(η)|+ q2|u1(η − γ(η))− u2(η − γ(η))|,
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for all u1, u2 ∈ S and p ∈ [p0, ∞).
(C2) There is a positive constant L ∈ (0, 1) such that

L := sup
p∈[τ(p0),∞)

∫ p

p0

(
‖C2(η, η)‖

(∫ η

η−α(η)
‖C1(η, r)‖dr + 1

)

+
∫ η

η−β(η)
‖C2(η, r)‖dr + q1 + q2

)
dη.

3. Stability

Definition 1. The zero solution of (3) is Lyapunov stable if, for any ε > 0 and any integer
p ∈ [p0, ∞), there exists δ > 0 such that |ψ(p)| ≤ δ for p ∈ [τ(p0), p0] implies |u(p, p0, ψ)| ≤ ε
for p ∈ [p0, ∞).

Theorem 1. Suppose the conditions (C1), (C2) and∫ p

η
μ(C2(r, r))dr ≤ M, p ≥ η,

where M is a positive constant. Then, the zero solution of (3) is stable.

Proof. Let ε > 0 be given. Choose δ > 0, such that for∣∣∣∣ψ(p0)−
∫ p0

p0−α(p0)
C1(p0, η)ψ(η)dη

∣∣∣∣ ≤ δ, ∀p ∈ [τ(p0), p0],

and
eM(δ + Lε) ≤ ε.

Define complete metric space

Γε = {u ∈ S : ‖u‖ ≤ δ, ∀p ∈ [τ(p0), p0] and ‖u‖ ≤ ε, ∀p ∈ [p0, ∞)}.

We first prove that � maps Γε into Γε. Therefore, using the conditions (C1) and (C2),
we have

|(�u)(p)| ≤ ‖Q(p, p0)‖
∣∣∣∣ψ(p0)−

∫ p0

p0−α(p0)
C1(p0, η)ψ(η)dη

∣∣∣∣
+
∫ p

p0

‖Q(p, η)‖
[
‖C2(η, η)‖

(∫ η

η−α(η)
‖C1(η, r)‖|u(r)|dr + |u(η)|

)
+
∫ η

η−β(η)
‖C2(η, r)‖|u(r)|dr + |Q(η, u(η), u(η − γ(η)))|

]
dη

≤ e
∫ p

p0
μ(C2(r,r))dr

∣∣∣∣ψ(p0)−
∫ p0

p0−α(p0)
C1(p0, η)ψ(η)dη

∣∣∣∣
+
∫ p

p0

e
∫ p

η μ(C2(r,r))dr
[
‖C2(η, η)‖

(∫ η

η−α(η)
‖C1(η, r)‖|u(r)|dr + |u(η)|

)
+
∫ η

η−β(η)
‖C2(η, r)‖|u(r)|dr + |Q(η, u(η), u(η − γ(η)))|

]
dη

≤ eM(δ + Lε) ≤ ε,

hence
‖�u‖ ≤ ε.

We next prove that � is a contraction.
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Let u, v ∈ Γε; then,

|(�u)(p)− (�v)(p)| ≤
∫ p

p0

e
∫ p

η μ(C2(r,r))dr
[
‖C2(η, η)‖

(∫ η

η−α(η)
‖C1(η, r)‖dr + 1

)
+
∫ η

η−β(η)
‖C2(η, r)‖dr + q1 + q2

]
dη‖u− v‖

≤ L‖u− v‖.

Hence,
‖�u−�v‖ ≤ L‖u− v‖,

since L ∈ (0, 1), then � is a contraction.
Thus, using the fixed point of Banach, � has a unique fixed point u in Γε, which is a

solution of (3). This proves that the zero solution of (3) is stable.

4. Asymptotic Stability

Definition 2. The zero solution of (3) is asymptotically stable if it is Lyapunov stable and if, for any
integer p0 ≥ 0, there exists δ > 0 such that |ψ(p)| ≤ δ for p ∈ [τ(p0), p0] implies |u(p)| → 0 as
p→ ∞.

Theorem 2. Assume that the hypotheses (C1), (C2) and∫ p

η
μ(C2(r, r))dr → −∞, p ≥ η, , as p→ ∞, (7)

hold. Then, the zero solution of (3) is asymptotically stable.

Proof. In the last Theorem, we proved that the zero solution of (3) is stable. For a given
ε > 0, define

Γ0 = {u ∈ Γε such that u(p)→ 0, as p→ ∞}.
Define � : Γ0 → Γε by (6). We must prove that, for u ∈ Γ0, (�u)(p) → 0 when p → ∞.
Using the definition of Γ0, u(p)→ 0, as p→ ∞. Thus, we obtain

(�u)(p) ≤ δe
∫ p

p0
μ(C2(r,r))dr∫ p

p0

e
∫ p

η μ(C2(r,r))dr
[
‖C2(η, η)‖

(∫ η

η−α(η)
‖C1(η, r)‖|u(r)|dr + |u(η)|

)
+
∫ η

η−β(η)
‖C2(η, r)‖|u(r)|dr + q1|u(η)|+ q2|u(η − γ(η))|

]
dη

By (7)

δe
∫ p

p0
μ(C2(r,r))dr → 0 when n→ ∞.

Moreover, let u ∈ Γ0 so that, for any ε1 ∈ (0, ε), there exists T ≥ p0 large enough such that
η ≥ T − τ(p0) implies |u(η)|, |u(η − γ(η))| < ε1. Hence, we obtain
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Λ =
∫ p

p0

e
∫ p

η μ(C2(r,r))dr
[
‖C2(η, η)‖

(∫ η

η−α(η)
‖C1(η, r)‖|u(r)|dr + |u(η)|

)
+
∫ η

η−β(η)
‖C2(η, r)‖|u(r)|dr + q1|u(η)|+ q2|u(η − γ(η))|

]
dη

≤ e
∫ p

p0
μ(C2(r,r))dr

∫ T

p0

e
∫ p0

η μ(C2(r,r))dr
[
‖C2(η, η)‖

(∫ η

η−α(η)
‖C1(η, r)‖|u(r)|dr + |u(η)|

)
+
∫ η

η−β(η)
‖C2(η, r)‖|u(r)|dr + q1|u(η)|+ q2|u(η − γ(η))|

]
dη

+
∫ p

T
e
∫ p

η μ(C2(r,r))dr
[
‖C2(η, η)‖

(∫ η

η−α(η)
‖C1(η, r)‖|u(r)|dr + |u(η)|

)
+
∫ η

η−β(η)
‖C2(η, r)‖|u(r)|dr + q1|u(η)|+ q2|u(η − γ(η))|

]
dη

≤ Le
∫ p

p0
μ(C2(r,r))dr‖u‖+ Lε1.

Since (7) holds, then Λ→ 0, as p→ ∞.
Hence, � maps Γ0 into itself. Using the fixed point of Banach, � has a unique fixed

point u ∈ Γ0, which solves (3).

5. Exponential Stability

Definition 3. We can say that the zero solution of (3) is exponentially stable if there exists
σ, δ, λ > 0, such that

|u(p)| < σe−λ(p−p0), p ≥ p0, (8)

whenever |ψ(p)| < δ for p ∈ [τ(p0), p0].

Theorem 3. Assume that conditions (C1) and (C2) hold if there exists λ > 0, such that

μ(C2(p, p)) ≤ −λ, ∀p ≥ p0, (9)

and

sup
p∈[τ(p0),∞)

∫ p

p0

[
eλη‖C2(η, η)‖

∫ η

η−α(η)
‖C1(η, r)‖e−λrdr + ‖C2(η, η)‖

+ eλη
∫ η

η−β(η)
‖C2(η, r)‖e−λrdr + q1 + q2eλγ(η)

]
dη ≤ 1

2
(10)

hold. Then, the zero solution of (3) is exponentially stable.

Proof. Since the condition (9) holds. We define Γe, the closed subspace of S , as

Γe =
{

u ∈ S : such that |u(p)| ≤ σe−λ(p−p0), ∀p ≥ τ(p0) and σ ≥ 2δ
}

.

We will show that �(Γe) ⊂ Γe. Then, using (9), we have
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(�u)(p) ≤ e
∫ p

p0
μ(B(r,r))dr

δ +
∫ p

p0

e
∫ p

η μ(B(r,r))dr

×
[
‖C2(η, η)‖

∫ η

η−α(η)
‖C1(η, r)‖σe−λ(r−p0)dr + ‖C2(η, η)‖σe−λ(η−p0)

+
∫ η

η−β(η)
‖C2(η, r)‖σe−λ(r−p0)dr ++q1σe−λ(η−p0) + q2σe−λ(η−γ(η)−p0)

]
dη

≤ e−λ(p−p0)δ +
∫ p

p0

e−λ(p−η)

×
[
‖C2(η, η)‖

∫ η

η−α(η)
‖C1(η, r)‖σe−λ(r−p0)dr + ‖C2(η, η)‖σe−λ(η−p0)

+
∫ η

η−β(η)
‖C2(η, r)‖σe−λ(r−p0)dr + q1σe−λ(η−p0) + q2σe−λ(η−γ(η)−p0)

]
dη

= e−λ(p−p0)δ + σe−λ(p−p0)

×
∫ p

p0

[
eλη‖C2(η, η)‖

∫ η

η−α(η)
‖C1(η, r)‖e−λrdr + ‖C2(η, η)‖

+ eλη
∫ η

η−β(η)
‖C2(η, r)‖e−λrdr + q1 + q2eλγ(η)

]
dη

since (10) holds. Then, we have

|(�u)(p)| ≤ 1
2

σe−λ(p−p0) +
1
2

σe−λ(p−p0) = σe−λ(p−p0).

Then �(Γe) ⊂ Γe.
Hence, � has a unique fixed point u ∈ Γe, which solves (3). Then, the zero solution of

(3) is exponentially stable.

6. Example

Consider the two-dimensional nonlinear neutral differential system of the form⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(
u(p)− ∫ p

p− 1
1+p2 +1

C1(p, η)u(η)dη

)′
=
∫ p

p− 1
1+p2 +12

C2(p, η)u(η)dη

+Q
(

p, u(p), u
(

p− ln 28)), p ≥ 0,
u(p) = ψ(p) arbitrary for p ∈

[
− 1

3 , 0
]
,

(11)

where

C1(p, η) =

( −2 sin(p− η)
sin(p− η) −2

)
,

C2(p, η) =
1
8

( −1 1
2 cos(p− η)

1
2 cos(p− η) −1

)
,

and

Q(p, x, y) =
( 1

4 x2 sin t
1
2 y1 sin t

)
=⇒ q1 =

1
4

, q2 =
1
2

.

Since for A =
(
aij
)

n×n ∈ Rn×n, we have

μ(A) = max
1≤j≤n

{
ajj +

n

∑
i �=j

∣∣aij
∣∣}.

Then
μ(C2(p, η)) =

1
8
(−2 + cos(p− η)) ≤ −1

8
,
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|C1(p, η)| = max
1≤i≤n

n

∑
j=1

∣∣C2ij(p, η)
∣∣ = 1

16

(
−1 +

1
2

sin(p− η)

)
⇒ ‖C1(p, η)‖ ≤ 1,

|C2(p, η)| = max
1≤i≤n

n

∑
j=1

∣∣C2ij(p, η)
∣∣ = 1

8

(
−1 +

1
2

cos(p− η)

)
⇒ ‖C2(p, η)‖ ≤ 1

16
,

and

L : = sup
p∈[τ(p0),∞)

∫ p

p0

(
‖C2(η, η)‖

(∫ η

η−α(η)
‖C1(η, r)‖dr + 1

)

+
∫ η

η−β(η)
‖C2(η, r)‖dr + q1 + q2

)
dη

= sup
p∈[−1

3 ,∞)

∫ p

0

(
1
16

((
1

1 + η2 − 1
)
+ 1
)
+

1
16

(
1

1 + η2 − 12
)
+

3
4

)
dη

= sup
p∈[−1

3 ,∞)

∫ p

0

(
1
16

1
1 + η2 +

1
16

1
1 + η2

)
dη

= sup
p∈[−1

3 ,∞)

1
8

tan−1 η =
π

16
< 1.

Therefore, using Theorem 2, system (11) is asymptotically stable.

7. Conclusions

This paper investigated the stability, asymptotic stability, and exponential stability
using the Banach fixed point theorem. The matrix measure, with some conditions, was
the key tool used to tackle these three types of stability for the system (3). The considered
system contains two Volterra terms and a nonlinear term; hence, the obtained results
generalise the findings of [19,23]. Our work is another example of the advantage of using
the fixed-point method instead of the Lyapunov’s method.
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Abstract: Incremental stability analysis for time-delay systems has attracted more and more attention
for its contemporary applications in transportation processes, population dynamics, economics,
satellite positions, etc. This paper researches the criteria for exponential incremental stability for time-
delay systems with continuous or discontinuous right-hand sides. Firstly, the sufficient conditions for
exponential incremental stability for time-delay systems with continuous right-hand sides are studied,
and several corollaries for specific cases are provided. As for time-delay systems with discontinuous
right-hand sides, after expounding the relevant conditions for the existence and uniqueness of the
Filippov solution, by using approximation methods, sufficient conditions for exponential incremental
stability are obtained. The conclusions are applied to linear switched time-delay systems and Hopfield
neural network systems with composite right-hand sides.

Keywords: time-delay system; exponential incremental stability; discontinuous right-hand sides;
Filippov solutions

MSC: 34K20

1. Introduction

Stability analysis in mathematics mainly refers to the relevant research on the long-
term performance of the dynamical system’s steady state. With more and more applications
of neural networks and complex systems, the stability analysis of differential equations,
including time-delay dynamical systems, has attracted more and more attention from
academia and industry. Incremental stability [1,2] has been presented to be a perfect
instrument for stability analysis, which is able to address problems of synchronization of
coupled systems.

Incremental stability means that as time approaches infinity, the solutions of the
dynamical system in different initial states will approach each other, that is, the state
variables of the system with different initial states will gradually converge to the same
trajectory. This property has a very wide range of applications in different fields of academia
and industry. In recent years, due to the increasing potential application value in many
frontier fields, such as PI-controlled missiles, Ref. [3] as well as the synchronization problem
of network dynamics [4–6], there is already a lot of literature available on incremental
stability, e.g., Refs. [7,8] provided a systematic exposition and discussion of related issues,
and Ref. [3] provided specific examples of incremental stability-related applications.

In dynamical system analysis, the theoretical research on differential equations with
discontinuous right-hand sides has also been highly valued because of its wide application.
In some fields, such as mechanical engineering, electronic engineering, and automatic
control theory, many problems rely on relevant theories of these ‘discontinuous’ differential
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equations [9]. Among them, switched systems, as a type of differential equation with dis-
continuous right-hand functions, are particularly commonly used in the field of automatic
control, thus driving the development of related theories [10–13].

In 1964, Filippov [14] studied the motion of Coulomb friction oscillators and proposed
a differential equation with a discontinuous right-hand side. In order to study the trajectory
of the solution, ‘differential inclusion’ and set-valued mapping were introduced, and the
existence and uniqueness of the solution of the discontinuous differential equation were
discussed. A detailed discussion on this type of discontinuous differential equation can be
found in reference [15]. Before we study the compressibility of the system, we need to first
ensure the existence and uniqueness of the Carathéodory solution of the system. Filippov’s
theory mainly focuses on the existence and uniqueness of the solution of the non-smooth
dynamical system. The relevant conclusions have been listed in [15].

Research on time-delay differential equations first began in the early 20th century
by Volterra [16,17]. The ordinary differential equations with time delay are commonly
used in contemporary applications, gradually pushing the relevant theories of time-delay
systems to integrity and maturity and producing rich results. There are many important
achievements emerging one after another. It is worth mentioning Hale and Verduyn Lunel’s
comprehensive work [18], which discussed in detail the properties of the solutions for some
time-delay differential equations, e.g., uniqueness, continuous dependence of parameters,
continuity and compactness of solutions, stability and invariance, etc. At the same time,
some concrete analyses and methods on the properties of these solutions for time-delay
systems were proposed in the literature [19–23], among which, Ref. [20] includes an intro-
ductory chapter that provides detailed examples of time-delay differential equations used
to control computer systems, transportation processes, population dynamics, economics,
satellite positions, urban transportation, and so on.

Set-valued dynamical systems, also named Filippov systems, whose right-hand sides
are set-valued mappings, are widely used in these applications mentioned above. These set-
valued dynamical systems are perfect instruments to represent the time-delay differential
equations with discontinuous right-hand sides [20,24–28] or control systems with time
delay [20,29,30]. Therefore, naturally, a large amount of the literature has discussed the
problems along these lines. One of the most important achievements in this field is [31], in
which Haddad focused on upper semicontinuous dynamics, elaborated on the existence
and compactness of the solution set, and also proved the upper semicontinuity of the
solution. Haddad’s work [31] is given under functional differential inclusion, where
the corresponding time-delay term acts on the infinite-dimensional space of continuous
functions.

In recent years, there have been many related analytical studies and achievements on
the incremental stability of Filippov systems. In the case that the local Lipschisz condition is
satisfied, Ref. [32] provided a sufficient condition for the local stability of Filippov solutions.
Ref. [33] used the concept of Filippov solutions to analyze a class of time-delay dynamical
systems with discontinuous right-hand sides. In the sense of the Filippov solution, Ref. [34]
proposed the conditions for global asymptotic stability of the error system of the time-
delay neural network with a discontinuous activation function. While [35] put forward
an approximation method and gave the specific sufficient conditions for the exponential
incremental stability of the switched system.

In this paper, first, several preliminary definitions are given in Section 2. In Section 3,
we research the criteria on the exponential incremental stability of the solutions for time-
delay systems with continuous right-hand sides, involving several specific cases, and
relevant corollaries are provided. Then, in Section 4, under the hypothesis that the system
has a unique solution, we extend the sufficient conditions for exponential incremental
stability to the time-delay system with a discontinuous right-hand side in the sense of the
Filippov solution by using a sequence of ‘continuous systems’ to approach the correspond-
ing Filippov system. In this section, we also provide the conditions for the existence and
uniqueness of the solution for the time-delay dynamical system before stability analysis
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in Section 4.1. The applications on linear switched systems and Hopfield neural network
systems with time delay are given in Section 5, respectively, and corresponding numerical
examples are given in Section 6.

2. Preliminaries

Here, we first introduce some primary definitions, including matrix measure and
multiple norms, incremental stability property, exponential incremental stability, and so on.

Definition 1 (Definition 1 in [35]). For any real matrix A ∈ Rn×n and a given norm ‖ · ‖, we
define the corresponding matrix measure ν(A) as

ν(A, ‖ · ‖) = lim
h→0+

‖I + hA‖ − 1
h

.

The matrix measure above can be considered as the one-sided directional derivative of the
induced matrix norm function ‖ · ‖, evaluated at the point I, in the direction of A.

In the following parts, we will study the incremental stability property of time-delay
systems under multiple norms. Here, we also list the definitions of multiple norms with
subscript χ(t) and the corresponding measures. Note that the function χ(t) is a piecewise
right-continuous function.

Definition 2. For real matrix A ∈ Rn×n and the matrix norm ‖ · ‖χ(t), (the corresponding vector
measure | · |χ(t)), we here define the corresponding matrix measure μχ(t)(A) as follows:

μχ(t)(A) = lim
h→0+

‖I + hA‖χ(t) − 1
h

.

If limh→0+ |x|χ(t+h)(limh→0− |x|χ(t+h)) exists, then we denote the right (left) limit of
the norm | · |χ(t) at time point t by | · |χ(t±). We say the norm | · |χ(t) is continuous at t, if and
only if | · |χ(t+) = | · |χ(t−) = | · |χ(t), that is, | · |χ(t) is right-continuous and left-continuous
as well. If there exists D > 0, such that |x|χ(t) < D|x|χ(s) holds for all t, s ∈ R+, we say
| · |χ(t) is uniformly equivalent.

Then, we extend the definition for matrix measure in the sense of multiple norms.
Consider the time-varying nature of χ(t), as follows:

Definition 3 (Definition 3 in [36]). If the following limit exists, the switched matrix measure
with respect to vector norm | · |χ(t) is defined as follows:

νχ(t)(A) = lim
h→0+

1
h

sup
|x|χ(t)=1

|(In + hA)x|χ(t+h) − 1

where lim stands for the upper superior.

Remark 1. The definition of multiple matrix norms ‖ · ‖χ(t) can be thought of as matrix norms
induced by vector norm | · |χ(t): for a matrix A,

‖A‖χ(t) = sup
|x|χ(t)=1

|Ax|χ(t)

This implies that, if χ(t) is constant over an internal [a, a + δ), then it holds that
νχ(t)(A) = μχ(t)(A) in [a, a + δ).

According to the existence of the switched matrix measure, the definition is as follows,
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Definition 4 ([36]). Define the partial differential of the switched norm | · |χ(t) as follows,

∂t(| · |χ(t)) = lim
h→0+

sup
|x|χ(t)=1

|x|χ(t+h) − 1
h

If ∂t(| · |χ(t)) exists at t, we say the multiple norm | · |χ(t) is right regular at time t.

According to the ‘right regular’ property, we have the following proposition [36]:

Proposition 1 ([36]). If the multiple norm | · |χ(t) is right regular, then

1. The multiple norm | · |χ(t) is right-continuous at time t;
2. νχ(t)(·) exists at time t.

For a clearer statement in the following part, we define a transaction function between
norms | · |χ and | · |χ′ ,

Definition 5. Function C(χ, χ′) > 0 is the transaction function between norms | · |χ and | · |χ′ ,
satisfying that

| · |χ ≤ C(χ, χ′)| · |χ′ .

Definition 6. If the function C(χ(t), χ(t′)) is well-defined for all t and t′, we say the multiple
norm | · |χ(t) is equivalent for all t.

Here, we consider the following dynamical time-delay system:{
ẋ = f (x, xτ1(t), . . . , xτm(t), r(t)), t ≥ t0

x(s) = φ(s), s ∈ [t0 − τ, t0]
(1)

where x ∈ Rn, xτk(t) = x(t − τk(t))(k = 1, . . . , m) is the time-delay term, each τk is a
bounded function, maxk supt∈[t0,∞)τk(t) = τ, function r(t) : [t0,+∞) → R is an upper
continuous staircase function, f = ( f1, . . . , fn) : Rn×(m+1) × [t0,+∞)→ Rn. The function
φ(·) represents the initial value function, and φ(·) ∈ C1([t0 − τ, t0],Rn). Let x(t; φ, rt) be
the solution of system (1).

Then, we will research the sufficient conditions for incremental stability for time-delay
dynamical system (1), which is defined as follows.

We have the following definition for several types of incremental stability (IS):

Definition 7. Let φ(t; t0, x0) be the solution of system (1) with the initial time t0 and initial value
function x0(·). If there exist a function β(s, t) of class KL, and some norm | · |∞[t0−τ,t0]

induced by
vector norm | · |, defined as |ϕ|∞[t0−τ,t0]

= sups∈[t0−τ,t0]
|ϕ(s)|, such that for any initial function

x0(·), y0(·),
|φ(t + t0; x0, t0)− φ(t + t0; y0, t0)| ≤ β(|x0 − y0|∞[t0−τ,t0]

, t),

then, we say that system (1) is Incrementally Asymptotically Stable (δAS) in the region Σ ⊂ Rn.
If β(s, t) is independent of initial time t, then we say system (1) is Incrementally Uniformly
Asymptotically Stable (δUAS). If function β(s, t) is of class EKL, then we say system (1) is
Incrementally Uniformly Exponentially Asymptotically Stable (δUEAS).

Moreover, if there exists a constant M and c > 0 such that β(·, ·) of class KL satisfies (2)
with some norm | · |, then system (1) is said to be exponentially incrementally stable.

β(|x0 − y0|∞[t0−τ,t0]
, t) = Me−ct|x0 − y0|∞[t0−τ,t0]

, (2)
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3. Contraction Theory for Time-Delay Systems

Here, we list the following hypothesis, denoted by Assumption 1, including the
Carathéodory condition to guarantee the existence and uniqueness of the solution of the
time-delay dynamical system (1) with a continuous right-hand side.

Assumption 1. Dynamical time-delay system (1) satisfies the following conditions:

1. f (x, xτ1(t), . . . , xτm(t), r(t)) is continuously differentiable with respect to x, and continuous
with respect to
(x, xτ1(t), . . . , xτm(t), r) except for the switching time points {t1, . . . , tj, . . .}.

2. τk(t) is upper bounded and has a positive lower bound for each k, and maxk supt∈[t0,∞) τk(t) =
τ, mink inft∈[t0,∞) τk(t) = τ.

3. fi : Rn×(m+1) × [t0,+∞)→ R (i = 1, . . . , n) is locally Lipschitz.

Thus, under Assumption 1, system (1) has a unique solution. (Refer to the Refer-
ence [37] for details.)

Here, we try to research the contraction property for time-delay system (1). First,
enlightened by Ref. [38], we prove the following lemma:

Lemma 1. Assume that | · |χ(t) is right regular, χ(t) is a right-continuous staircase function
with discontinuities in {t1, . . . , tj, . . .} and | · |χ(t) ≤ C0| · |χ(t′) holds for any t, t′ ≥ t0. x(t)
is continuous, t0 is the initial time, and τ = maxk sups≥t0

τk(s). For the following time-delay
system:

ẋ(t) = A(t)x(t) +
n

∑
k=1

Bk(t)x(t− τk(t))

where x(t) ∈ Rn, A(t), Bk(t) ∈ Rn×n(k = 1, 2, . . . , m) is piecewise continuous with respect to
t, and the discontinuities belong to {t1, t2, . . . , ti, . . .}, which is a countable set. If there exists a
piecewise right-continuous function m(t) > 0 whose discontinuities belong to {t1, t2, . . . , ti, . . .},
and matrix-valued functions B(1)

k (t), B(2)
k (t) such that

νχ(t)(A(t) +
m

∑
k=1

B(1)
k (t)) +

m

∑
k=1
‖B(2)

k (t)‖χ(t)
m(t)

m(t− τk(t))
+

m

∑
k=1

τk(t)‖B(1)
k (t)‖χ(t)(Ãk(t) + B̃k(t)) ≤ −D+m(t)

m(t)

where D+ represents the Dini derivative, and

Ãk(t) = sup
t−τk(t)≤s≤t

‖A(s)‖χ(s)
m(t)
m(s)

,

B̃k(t) = sup
t−τk(t)≤s≤t

‖Bk(s)‖χ(s)
m(t)

m(s− τk(s))
.

Then, for each t ∈ [tj, tj+1), we have

|x(t)|χ(tj)
m(t) ≤ sup

t0−τ≤s≤t
|x(s)|χ(tj)

m(s) ≤ C0 sup
t0−τ≤s≤tj

|x(s)|χ(tj−)m(s)

Proof. Let V(t) = supt0−τ≤θ≤t |x(θ)|χ(θ)m(θ). Assume that V(t) is strictly increasing at
time point t∗, it implies that V(t∗) = |x(t∗)|χ(t∗)m(t∗). There exists j such that t∗ ∈ [tj, tj+1),
and here we calculate the Dini derivative of |x(t)|χ(tj)

m(t),

D+[|x(t)|χ(tj)
m(t)] = ṁ(t)|x(t)|χ(tj)

+ m(t) lim
h→0

|x(t + h)|χ(tj)
− |x(t)|χ(tj)

h
,
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in which ẋ(t) can be rewritten as

ẋ(t) = A(t)x(t) +
m

∑
k=1

Bk(t)x(t− τk(t))

= [A(t) +
m

∑
k=1

B(1)
k (t)]x(t) +

m

∑
k=1

B(1)
k (t)

∫ t−τk(t)

t
ẋ(s)ds +

m

∑
k=1

B(2)
k (t)x(t− τk(t))

Thus, we have

limh→0

|x(t + h)|χ(tj)
− |x(t)|χ(tj)

h

= limh→0
1
h

[∣∣x(t) + h(A(t) +
m

∑
k=1

B(1)
k (t))x(t) + h

m

∑
k=1

B(1)
k (t)

∫ t−τk(t)

t
ẋ(s)ds

+ h
m

∑
k=1

B(2)
k (t)x(t− τk(t))

∣∣
χ(tj)
− |x(t)|χ(tj)

]
= limh→0

1
h
|x(t)|χ(tj)

[
‖I + h(A(t) +

m

∑
k=1

B(1)
k (t))‖χ(tj)

− 1
]
+

m

∑
k=1
‖B(1)

k (t)‖χ(tj)

∫ t

t−τk(t)
|ẋ(s)|χ(tj)

ds

+
m

∑
k=1
‖B(2)

k (t)‖χ(tj)
|x(t− τk(t))|χ(tj)

= νχ(tj)

(
A(t) +

m

∑
k=1

B(1)
k (t)

)|x(t)|χ(tj)
+

m

∑
k=1
‖B(1)

k (t)‖χ(tj)

∫ t

t−τk(t)
|ẋ(s)|χ(tj)

ds

+
m

∑
k=1
‖B(2)

k (t)‖χ(tj)
|x(t− τ(t))|χ(tj)

that is,

D+[|x(t)|χ(tj)
m(t)]

=
ṁ(t)
m(t)

|x(t)|χ(tj)
m(t) + νχ(tj)

(A(t) +
m

∑
k=1

B(1)
k (t))|x(t)|χ(tj)

m(t)

+
m

∑
k=1
‖B(2)

k (t)‖χ(tj)
|x(t− τk(t))|χ(tj)

+
m

∑
k=1
‖B(1)

k (t)‖χ(tj)
m(t)

∫ t

t−τk(t)
|A(s)x(s) +

m

∑
k=1

Bk(s)x(s− τk(s))|χ(tj)
ds

=
ṁ(t)
m(t)

|x(t)|χ(tj)
m(t) + νχ(tj)

(A(t) +
m

∑
k=1

B(1)
k (t))|x(t)|χ(tj)

m(t)

+
m

∑
k=1
‖B(2)

k (t)‖χ(tj)
|x(t− τk(t))|χ(tj)

m(t− τk(t))
m(t)

m(t− τk(t))

+
m

∑
k=1
‖B(1)

k (t)‖χ(tj)

∫ t

t−τk(t)
‖A(s)‖χ(tj)

|x(s)|χ(tj)
m(s)

m(t)
m(s)

+
m

∑
k=1
‖Bk(s)‖χ(tj)

|x(s− τk(s))|χ(tj)
m(s− τk(s))

m(t)
m(s− τk(s))

ds

Let

Ãk(t) = sup
t−τk(t)≤s≤t

‖A(s)‖χ(tj)
m(t)
m(s)

B̃k(t) = sup
t−τk(t)≤s≤t

‖Bk(s)‖χ(tj)
m(t)

m(s− τk(s))
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then, for t = t∗, we have

D+V(t) ≤
[

ṁ(t)
m(t)

+ νχ(tj)
(A(t) +

m

∑
k=1

B(1)
k (t)) +

m

∑
k=1

τk(t)‖B(1)
k (t)‖χ(tj)

(Ãk(t) + B̃k(t))

+
m

∑
k=1
‖B(2)

k (t)‖χ(tj)
m(t)

m(t− τk(t))

]
V(t) ≤ 0

which is contradictory to the hypothesis that V(t) is strictly increasing at t∗. Therefore,
V(t) is decreasing for t ∈ [tj, tj+1), that is,

V(t) ≤ V(tj)

that is,

|x(t)|χ(tj)
m(t) ≤ sup

t0−τ≤s≤tj

|x(s)|χ(tj)
m(s) ≤ C0 sup

t0−τ≤s≤tj

|x(s)|χ(tj−)m(s)

The lemma is proved.

With the conclusion in Lemma 1, we can select a proper function m(t) > 0, and prove
the following theorem for exponential incremental stability property of system (1).

Theorem 1. Suppose that Assumption 1 holds for time-delay system (1). χ(t) is a right-continuous
staircase function with discontinuities in {t1, . . . , tj, . . .}. Let N(t) = #{j : t ≥ tj, j = 1, 2, . . .},
and there exist that

1. A constant T0 > 0,
2. Positive constants γk(k = 0, 1, . . .), γ0 ≤ γ1 ≤ . . .,
3. C(χ(t), χ(t′)) ≤ C0 for any t, t′ ≥ t0,

such that the following conditions hold:
Let A(t) = (∂ f /∂x)(x, xτ1 , . . . , xτm , r(t)), Bk(t) = (∂ f /∂xτk )(x, xτ1 , . . . , xτm , r(t)), k =

1, . . . , m be piecewise continuous with respect to t, and the discontinuities belong to {t1, t2, . . . , ti, . . .}.
There exist matrix-valued functions B(1)

k (t), B(2)
k (t), B(1)

k (t) + B(2)
k (t) = Bk(t) such that

νχ(t)(A(t) + ∑m
k=1 B(1)

k (t)) + ∑m
k=1 τk(t)‖B(1)

k (t)‖χ(t)(Ãk(t) + B̃k(t)) + ∑m
k=1 ‖B(2)

k (t)‖χ(t)
exp
(
(γN(t)−γN(t−τk(t))

)t
)

exp
(

γN(t−τk(t))
τk(t)
) ≤ −γN(t) (3)

where
Ãk

t = sup
t−τk(t)≤s≤t

‖A(s)‖χ(t) exp
(
γN(t)t− γN(s)s

)
B̃k

t = sup
t−τk(t)≤s≤t

‖Bk(s)‖χ(t) exp
(
γN(t)t− γN(s−τk(s))(s− τk(s))

)
.

and for any t > T0,

1
t

[ N(t)−1

∑
i=0

[(γi+1 − γi)ti+1 + log βi+1] + γ0t0 − γN(t)t
]
≤ −c (4)

where βk = C(χ(tk), χ(tk−)), then system (1) is exponentially incrementally stable.

Proof. For any initial state x0, y0, denote the corresponding initial function by x0(·), y0(·),
x0(·), y0(·) ∈ C([t0− τ, t0],Rm). Here, we define a function ϕλ(·) as ϕλ(s) = (1−λ)x0(s)+
λy0(s), λ ∈ [0, 1], s ∈ [t0 − τ, t0], which is the initial value function of the initial state ϕλ.
Let ϕ0 = x0, ϕ1 = y0. f (x, xτ1 , . . . , xτm , r(t)) is continuous with respect to (x, xτ1 , . . . , xτm , r)
except for the switching time points {tj}, and is continuously differentiable with respect to
x, so we have the solution ψ(t, λ) = x(t; ϕλ, rt), which is continuously differentiable with
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respect to ϕλ. Let ω = ∂ψ/∂λ, thus we can conclude that ω is well-defined and continuous.
From chain rule, ω(t, λ) is the solution of the following system:⎧⎨⎩ ω̇ = ∂2ψ

∂λ∂t =
∂ f
∂λ = ∂ f

∂x ω + ∑m
k=1

∂ f
∂xτk

ωτk

ω(s, λ) = ∂ϕλ
∂λ (s), s ∈ [t0 − τ, t0]

∂ψ/∂λ is well-defined and continuous, with condition (3), from the proof of Lemma 1,
select a piecewise right-continuous function m(t) = exp(γN(t)t) > 0 whose discontinuities
belong to {t1, t2, . . . , ti, . . .}, we have

m(t)|ω(t, λ)|χ(t) ≤ V(t) ≤ V(tj) = sup
t0−τ≤s≤tj

m(s)|ω(s, λ)|χ(tj)

holds for any t ∈ [tj, tj+1). Thus, under the condition (4), we have

m(t)|ω(t, λ)|χ(t) ≤ V(t) ≤ V(tj) = sup
t0−τ≤s≤tj

m(s)|ω(s, λ)|χ(tj)

≤ exp
(
(γj − γj−1)tj

) · β j sup
t0−τ≤s≤tj

m(s)|ω(s, λ)|χ(tj−)

≤ exp
(
(γj − γj−1)tj

) · β j sup
t0−τ≤s≤tj−1

m(s)|ω(s, λ)|χ(tj−1)

≤
N(t)

∏
j=1

exp
(
(γj − γj−1)tj

) · β j · sup
t0−τ≤s≤t0

m(s)|ω(s, λ)|χ(t0)

≤
N(t)

∏
j=1

exp
(
(γj − γj−1)tj

) · β j · sup
θ∈[t0−τ,t0]

m(θ) sup
t0−τ≤s≤t0

|ω(s, λ)|χ(t0)

then, we have

|ω(t, λ)|χ(t) ≤ exp
( N(t)

∑
j=1

(γj − γj−1)tj + log β j
)

exp
(
γ0t0 − γN(t)t

)
sup

t0−τ≤s≤t0

|ω(t0, λ)|χ(t0)
≤ e−ct sup

t0−τ≤s≤t0

|ω(t0, λ)|χ(t0)
.

Therefore, together with the condition (4), we conclude that the time-delay system (1)
is incrementally uniformly asymptotically stable:

|x(t; y0, rt)− x(t; x0, rt)|χ(t0)
≤ C0|x(t; y0, rt)− x(t; x0, rt)|χ(t)

≤C0
∣∣ ∫ 1

0

∂ψ(t, λ)

∂λ
dλ
∣∣
χ(t) ≤ C0

∫ 1

0
|ω(t, λ)|χ(t)dλ

≤C0e−ct
∫ 1

0
sup

t0−τ≤s≤t0

|ω(t0, λ)|χ(t0)
dλ

≤C0e−ct sup
θ∈[t0−τ,t0]

|x0(θ)− y0(θ)|χ(t0)

Actually, the key thought of Theorem 1 is replacing the time-delay term Bk(t)xτk (t)

with B(1)
k (t)xτk (t) + B(2)

k (t)x(t) + B(2)
k (t)

∫ t−τk(t)
t ẋ(s)ds. In some special cases, we can set

B(1)
k (t) = 0 or B(2)

k (t) = 0 for k = 1, 2, . . . , m, which infers the following corollaries.

Corollary 1. Suppose that Assumption 1 holds. χ(t) is a right-continuous staircase function with
discontinuities in {t1, . . . , tj, . . .}. Let N(t) = #{j : t ≥ tj, j = 1, 2, . . .}, and there exist

1. A constant T0 > 0,
2. Positive constants γk(k = 0, 1, . . .), γ0 ≤ γ1 ≤ . . .,
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3. C(χ(t), χ(t′)) ≤ C0 for any t, t′ ≥ t0,

such that the following conditions hold:
Let A(t) = (∂ f /∂x)(x, xτ1 , . . . , xτm , r(t)), Bk(t) = (∂ f /∂xτk )(x, xτ1 , . . . , xτm , r(t)),

k = 1, . . . , m be piecewise continuous with respect to t, and the discontinuities belong to
{t1, t2, . . . , ti, . . .},

νχ(t)(A(t)) +
m

∑
k=1
‖Bk(t)‖χ(t)

exp
(
γN(t)t

)
exp

(
γN(t−τk(t))(t− τk(t))

) ≤ −γN(t)

and for any t > T0,

1
t

[ N(t)−1

∑
i=0

[(γi+1 − γi)ti+1 + log βi+1] + γ0t0 − γN(t)t
]
≤ −c,

where βk = C(χ(tk), χ(tk−)), then system (1) is exponentially incrementally stable.

Corollary 2. Suppose that Assumption 1 holds. χ(t) is a right-continuous staircase function with
discontinuities in {t1, . . . , tj, . . .}. Let N(t) = #{j : t ≥ tj, j = 1, 2, . . .}, and there exist

1. A constant T0 > 0,
2. Positive constants αk > 0(k = 0, 1, . . .),
3. C(χ(t), χ(t′)) ≤ C0 for any t, t′ ≥ t0,

such that the following conditions hold:
Let A(t) = (∂ f /∂x)(x, xτ1 , . . . , xτm , r(t)), Bk(t) = (∂ f /∂xτk )(x, xτ1 , . . . , xτm , r(t)), k =

1, . . . , m, there exist matrix-valued functions B(1)
k (t), B(2)

k (t), B(1)
k (t) + B(2)

k (t) = Bk(t) such that

νχ(t)(A(t) +
m

∑
k=1

Bk(t)) +
m

∑
k=1

τk(t)‖Bk(t)‖χ(t)(Ãk(t) + B̃k(t)) ≤ −γN(t)

where

Ãk
t = sup

t−τk(t)≤s≤t
‖A(s)‖χ(t) exp

(
γN(t)t− γN(s)s

)
B̃k

t = sup
t−τk(t)≤s≤t

‖Bk(s)‖χ(t) exp
(
γN(t)t− γN(s−τk(s))(s− τk(s))

)
and for any t > T0,

1
t

[ N(t)−1

∑
i=0

[(γi+1 − γi)ti+1 + log βi+1] + γ0t0 − γN(t)t
]
≤ −c,

where βk = C(χ(tk), χ(tk−)), then system (1) is exponentially incrementally stable.

4. Incremental Stability for Time-Delay Dynamical Systems with Discontinuous
Right-Hand Sides

Here, we consider the time-delay dynamical systems [39] with discontinuous right-
hand sides using multiple norms, formulated as follows:

ẋ = f (x(t), xτ1(t), . . . , xτm(t), r(t)) (5)

where x, xτ1 , . . . , xτm ∈ Rn, xτk (t) = x(t− τk(t)), (k = 1, . . . , m) represents the time-delay
term. The right-hand function f may be discontinuous with respect to (x, xτ1 , . . . , xτm). The
solution of the system (5) can be defined as a solution of the following differential inclusion,
which is named a (time-delay) Filippov system,
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{
ẋ ∈ F(x(t), xτ1(t), . . . , xτm(t), r(t)), t ∈ [0, T]
x(s) = φ(s), s ∈ [t0 − τ, t0]

(6)

where xτk (t) = x(t − τk(t)), τk(t) is non-negative for t ∈ [t0, T], T ∈ (t0,+∞], τ =
maxk sups≥t0

τk(s), the initial function φ(·) is defined on [t0 − τ, t0], and F is a set-valued
mapping defined as follows,

F(x(t), xτ1(t), . . . , xτm(t), r(t)) = K[ f ](x(t), xτ1(t), . . . , xτm(t), r(t))

=
⋂
ε>0

⋂
μ(P)=0

co{ f (B((x, xτ1 , . . . , xτm), ε) \ P, r(t))},

where μ(·) stands for the Lebesgue measure, B((x, xτ1 , . . . , xτm), ε) = {(y, yτ1 , . . . , yτm) :
|(y%, y%τ1

, . . . , y%τm)
% − (x%, x%τ1

, . . . , x%τm)
%| ≤ ε} represents the ε-neighborhood of

(x, xτ1 , . . . , xτm) with the given vector norm | · |, and co represents convex closure.

4.1. Existence and Uniqueness of the Solution

Before the main theorem, the existence and uniqueness of the Cauchy problem of
the Filippov system (6) should be proved first. Herein, several of the existing results
on dynamical systems without time-delay terms are presented as follows. Readers are
referred to [15,37,40] for the details. For some dynamical systems without time-delay terms,
formulated as follows,

ẋ = f (x, t)

in which x ∈ Rn, we have the corresponding Filippov system,

ẋ = F(x, t) = K[ f ](x, t) =
⋂
ε>0

⋂
μ(P)=0

co{ f (B(x, ε) \ P, t)} (7)

Then, from Definition 4 and 5 in [40]. We have concluded that under the following
Assumption 2, it can be guaranteed that system (7) has at least one solution.

Assumption 2 ([40]). The set-valued mapping F : Rn ×R+ ⇒ Rn satisfies that for all (x, t) ∈
Rn ×R+, F(x, t) is non-empty, bounded, convex, and closed, and F is upper semicontinuous at
(x, t).

In Assumption 2, ‘upper semicontinuity’ for the set-valued mapping F is defined as
follows.

Definition 8 (Section 1, Chapter 2 in [37]). A set-valued mapping F : Rn ×R+ ⇒ Y is called
upper semicontinuous at (x, t) ∈ Rn×R+ if and only if for any neighborhood U of F(x, t), ∃δ > 0,
such that ∀(x̃, t̃) ∈ B((x, t), δ), F(x̃, t̃) ⊂ U .

Assumption 3. With respect to a given Euclid norm | · | defined on a n-dimensional space, we
have the following hypothesis:

1. For any (x, y1, . . . , ym, r) ∈ Rn×(m+1) × R, F(x, y1, . . . , ym, r(t)) is non-empty, convex,
closed inRn, and set-valued mapping F is upper semicontinuous with respect to (x, y1, . . . , ym, r).

2. (Linearly increasing) There exists α > 0 such that

sup{|v| : v ∈ F(x, y1, . . . , ym, r)} ≤ α(|x|+ |y1|+ . . . + |ym|+ |r|+ 1)

holds for any (x, y1, . . . , ym, r) ∈ Rn×(m+1) × R. With Gronwall inequality [41], it can
easily be seen as equivalent to: there exists Θ > 0 such that

sup{|v| : v ∈ F(x, y1, . . . , ym, r)} ≤ Θ

holds for any (x, y1, . . . , ym, r) ∈ Rn×(m+1) ×R.
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3. Function τk : [t0, T] → [0, ∞) (k = 1, . . . , m) is continuously differentiable and bounded,
with its upper bound τ := max{τk(t) : t ∈ [t0, T], k = 1, . . . , m} and lower bound
τ = min{τk(t) : t ∈ [t0, T], k = 1, . . . , m} > 0.

4. The initial function φ(·) ∈ L∞([t0 − τ, t0],Rn) is measurable.
5. For any (x, y1, . . . , ym, r) ∈ Rn×(m+1) × Rn × R+, there exists continuous function h(·) :

R+ → R+, such that |F(x1, y1, . . . , ym, r(t))− F(x2, y1, . . . , ym, r(t))| ≤ h(|x1− x2|) holds.

First, we fix a continuous initial function φ(·) ∈ L∞([t0 − τ, t0],Rn), then select a
measurable function ψ : [t0 − τ, t0]→ Rn such that ψ(s) ∈ K[φ](s) holds for s ∈ [t0 − τ, t0]
almost everywhere. For t ∈ [t0, t0 + τ], consider the following differential inclusion [42]:{

ẋ(t) ∈ F(x(t), ψ(t− τ1(t)), . . . , ψ(t− τm(t)), r(t))
x(0) = φ(0)

, (8)

From Assumption 3, together with Assumption 2 and the conclusion for the existence
of the solution of system (8), the inclusion (6) has at least one solution defined in [t0, t0 + τ].

Therefore, similarly, the solution can be extended to [t0,+∞). Assume, as an inductive
step, that the solution x is defined on [t0− τ, t0 + Nτ], for some N = 1, 2, . . .. Then, one can
consider the vector α = x(t0 + Nτ) as the initial state of the following differential inclusion,{

ẋ(t) ∈ F(x(t), ψ(t− τ1(t)), . . . , ψ(t− τm(t)), r(t))
x(0) = φ(0)

t ∈ [t0 + Nτ, t0 + (N + 1)τ] almost everywhere.

Then, one can extend x(t), t ∈ [t0 − τ, t0 + Nτ] to a right neighborhood of t0 + Nτ,
the interval [t0 − τ, t0 + (N + 1)τ]. That is, we have the following lemma,

Lemma 2. If the time-delay Filippov system (6) satisfies Assumption 3, then, the system (6) has at
least on solution in [t0, T], T ∈ (0,+∞].

Then, when it comes to the problem of uniqueness, enlightened by Chapter 2, Section 10,
Theorem 1 in [15], we similarly research the conditions for uniqueness of the solution of
system (6).

Theorem 2. Suppose that function f (x(t), xτ1(t), . . . , xτm(t), r(t)) defined on region D ⊂ Rn ×
Rn × R+ is discontinuous on zero measure set M, and there exists an integral function l(t)
such that | f (x, xτ1 , . . . , xτm , r)| ≤ l(t) holds for any (x, xτ1 , . . . , xτm , r) ∈ D, and l(t) < ∞
almost everywhere. Let ε0 > 0, for any (x0, xτ1 , . . . , xτm , r), (y0, yτ1 , . . . , yτm , r) satisfying that
|x0 − y0| < ε0 and |xτk − yτk | ≤ |x0 − y0|, (k = 1, . . . , m),

(x0 − y0) · ( f (x0, xτ1 , . . . , xτm , t)− f (y0, yτ1 , . . . , yτm , r(t))) ≤ l(t)|x0 − y0|2 (9)

Then, under the simplest convex definition (Page 50 in [15]), equation ẋ = f (x, xτ1 , . . . , xτm , r(t))
is right-unique on D.

Proof. If for all t ∈ R+, any ε0 > 0, x(·) and y(·) satisfying that |x(·) − y(·)|∞[t−τ,t] ≤
|x(t)− y(t)| < ε0, on the basis of (9), we have

(x(t)− y(t)) · ( f (x(t), xτ1(t), . . . , xτm(t), r(t))− f (y(t), yτ1(t), . . . , yτm(t), r(t))) ≤ l(t)|x(t)− y(t)|2,

holds. Thus, we have

1
2

d
dt
|x(t)− y(t)|2 = (x(t)− y(t))(ẋ(t)− ẏ(t))

= (x(t)− y(t)) · ( f (x(t), xτ1(t), . . . , xτm(t), r(t))− f (y(t), yτ1(t), . . . , yτm(t), r(t)))

≤ l(t)|x(t)− y(t)|2.
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Therefore, similar to the proof of Theorem 1, in Section 10, Chapter 2 in [15], it can be
seen that

d
dt

(
|x(t)− y(t)|2e−L(t)

)
≤ 0

where L(t) =
∫ t

t0
l(s)ds, that is, |x(t)− y(t)|2e−L(t) is decreasing with respect to time t. If

|x(·)− y(·)|∞[t0−τ,t0]
= sup{|x(t)− y(t)| : t ∈ [t0 − τ, t0]} = 0, then |x(t)− y(t)| = 0 holds

for t > t0, then we obtained the right uniqueness of the solution of system (6).

If system (5) is a switched system, according to Theorem 2, one can prove the right
uniqueness of the solution.

Here, we formulate a switched system with time delay, that is, the right-hand function
is switched with respect to (x, xτ1 , . . . , xτm).

f (x, t) = fi(x, xτ1 , . . . , xτm , r(t)), (x, xτ1 , . . . , xτm , t) ∈ Ri (10)

in which fi : Rn×(m+1) ×R+ → Rn, regions Ri ⊂ Rn×(m+1) ×R+, i = 1, . . . , K. All of the
regions Ri have non-empty interiors. The discontinuities are composed of several smooth
hypersurfaces of dimension d(d < (m + 1)n + 1). Suppose that {Si}N

i=1 is a sequence
((m + 1)n)-dimensional smooth hypersurfaces, Si = {(x, xτ1 , . . . , xτm , t) ∈ Rn×(m+1) ×
R+ | φi(x, xτ1 , . . . , xτm , t) = 0}, in which φi(x, xτ1 , . . . , xτm , t) ∈ C1(Rn×(m+1) ×R+,R), the
continuous region of the function f is a sequence of connected regions, whose boundaries
are the switching surfaces. Suppose that the switching surfaces never intersect each other.
Denote one of the connected continuous region of f by G+

i (G−i ), then it satisfies that

1. ∂G+
i (∂G−i ) ⊂ ⋃k Sk;

2. f (x, xτ1 , . . . , xτm , r(t)) is continuous in G+
i (G−i );

3. φi(x, xτ , . . . , xτm , t) > 0(< 0) holds in G+
i (G−i ).

in which G+
i and G−i are two different regions with their common boundary on Si.

Take a switched system defined as (10) with K = 2, N = 1 as an example.In the
domain G, consider one of the switching hypersurface S, f+(x, xτ1 , . . . , xτm , r(t)) and
f−(x, xτ1 , . . . , xτm , r(t)) represent the limiting values of the function f (x, xτ1 , . . . , xτm , r(t))
at point (x, xτ1 , . . . , xτm , t) from the regions G+ and G−, respectively. f+N (x, xτ1 , . . . , xτm , r(t))
and f−N (x, xτ1 , . . . , xτm , r(t)) represent the projections of the vectors f+(x, xτ1 , . . . , xτm , r(t))
and f−(x, xτ1 , . . . , xτm , r(t)) onto the normal vector to S directed from G+ to G−, respec-
tively, at the point (x, xτ1 , . . . , xτm , t).

Together with Theorem 2, according to bimodal time-delay systems, we have the
following conclusion:

Theorem 3. Under the notations defined above, for all t ∈ [t0,+∞) and point (x, xτ1 , . . . , xτm , t) ∈ S,
if the inequality f−N (x, xτ1 , . . . , xτm , r(t))− f+N (x, xτ1 , . . . , xτm , r(t)) > 0 is fulfilled, then right
uniqueness of Filippov solution for the bimodal system (10) (K = 2, N = 1) occurs. (Possibly
different inequalities for different (x, xτ1 , . . . , xτm) and t.)

Proof. We use the conclusion in Theorem 2 to prove Theorem 3 above.
For any point (z, zτ1 , . . . , zτm , t) on the switching surface S, and (x, xτ1 , . . . , xτm , t) ∈ R1,

(y, yτ1 , . . . , yτm , t) ∈ R2, which satisfy that |yτk − zτk | ≤ |y− z|, |xτk − zτk | ≤ |x− z|, |xτk −
yτk | ≤ |y − x|. Since ∂ f1/∂x, ∂ f2/∂x and ∂ f1/∂xτi , ∂ f2/∂xτi (i = 1, . . . , m) are bounded,
this implies that there exist l, ki > 0 (i = 1, . . . , m) such that

| f (x, xτ1 , . . . , xτm , r(t))− f1(z, zτ1 , . . . , zτm , r(t))| ≤ l|x− z|+
m

∑
i=1

ki|xτi − zτi |,

| f (y, yτ1 , . . . , yτm , r(t))− f2(z, zτ1 , . . . , zτm , r(t))| ≤ l|y− z|+
m

∑
i=1

ki|yτi − zτi |.
(11)
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Similar to the proof of Theorem 2 in Chapter 2 in [15], if f−N (x, xτ1 , . . . , xτm , r(t)) −
f+N (x, xτ1 , . . . , xτm , r(t)) > 0 holds, then

(x− z)( f1(z, zτ1 , . . . , zτm , r(t))− f2(z, zτ1 , . . . , zτm , r(t))) ≤ 0. (12)

The inequality (12) still holds if vector x− y is substituted with vector x− z, which is
in the same direction. Together with (11) and (12), it infers that

(x− y)( f (x, xτ1 , . . . , xτm , r) + f2(z, zτ1 , . . . , zτm , r)− f1(z, zτ1 , . . . , zτm , r)− f (y, yτ1 , . . . , yτm , r))

≤|y− x| ·
(
| f (x, xτ1 , . . . , xτm , r)− f1(z, zτ1 , . . . , zτm , r)|+ | f (y, yτ1 , . . . , yτm , r)− f2(z, zτ1 , . . . , zτm , r)|

)
<|y− x| · (l|x− z|+

m

∑
i=1

ki|xτi − zτi |+ l|y− z|+
m

∑
i=1

ki|yτi − zτi |
)
.

That is, if |yτi − zτi | ≤ |y− z|, |xτi − zτi | ≤ |x− z|, |xτi − yτi | ≤ |y− x| (i = 1, . . . , m),
it holds that

(x− y)( f (x, xτ1 , . . . , xτm , r(t))− f (y, yτ1 , . . . , yτm , r(t))) < 2(l +
m

∑
i=1

ki)|y− x|2.

Thus, together with Theorem 2, at any point (z, zτ1 , . . . , zτm , t) in the domain, right
uniqueness of the Filippov solution for system (10) (K = 2, N = 1) occurs for t ∈
[t0,+∞).

4.2. Criteria for Incremental Stability for Filippov Systems with Time Delay

Here, with the conclusions above, we then research the conditions of incremental
stability for time-delay systems with discontinuous right-hand sides.

ẋ(t) = f (x, xτ1 , . . . , xτm , r(t)) (13)

where xτk (t) = x(t − τk(t)), τk(t) (k = 1, 2, . . . , m) is a bounded function with respect
to time t, the function f (x, xτ1 , . . . , xτm , r(t)) = ( f1, f2, . . . , fn) : Rn×(m+1) × R+ → Rn is
discontinuous with respect to (x, xτ1 , . . . , xτm , t) on a zero measure set. r(t) is a piecewise
right-continuous switched function, with its discontinuities in {t1, t2, . . . , tj, . . .}.

Then, according to the discontinuous right-hand side f (x, xτ1 , . . . , xτm , r(t)), with
corresponding set-valued mapping F(x, xτ1 , . . . , xτm , r(t)) = K[ f ](x, xτ1 , . . . , xτm , r(t)), we
construct a sequence of functions { f p(x, xτ1 , . . . , xτm , r(t))}∞

p=1 satisfying the following

conditions, denoted by Condition Ctime−delay(Σ), where Σ ∈ Rn×(m+1):

1. f p(x, xτ1 , . . . xτm , r(t)) = ( f p
1 , f p

2 , . . . , f p
m) : Rn×(m+1) ×R+ → Rn is continuous and

continuously differentiable with respect to (x, xτ1 , . . . xτm), and continuous with re-
spect to (x, xτ1 , . . . xτm , r). Moreover, f p

i , i = 1, . . . , m satisfies local Lipschitz condi-
tions for (x, xτ1 , . . . xτm) ∈ Σ.

2. For each t ≥ t0 and compact set Σ ⊂ Rn×(m+1),

lim
m→∞

dH{Graph( f p(Σ, r(t))), Graph(F(Σ, r(t)))} = 0

holds, where F(x, xτ1 , . . . xτm , r(t)) = K[ f ](x, xτ1 , . . . xτm , r(t)) and dH represents
the Hausdorff metric. Graph(F) and Graph( f p) are considered on Rm×(n+1) ×
[t0,+∞), where Graph(F(x, xτ1 , . . . xτm , r(t))) = {(x, t, y) : y ∈ F(x, xτ1 , . . . xτm , r(t)),
(x, xτ1 , . . . xτm) ∈ Σ, t ≥ t0}, and so it is with Graph( f p(x, xτ1 , . . . xτm , r(t))).

3. For any compact set Σ ⊂ Rm×(n+1), there exists measure w(·), defined as w(Σ) =
q(λ(Σ)), in which λ represents the Lebesgue measure, q is a measurable function map-
ping R+ to R+, such that | f p(x, xτ1 , . . . xτm , t)| ≤ w(Σ) holds for each (x, xτ1 , . . . xτm) ∈
Σ and t ≥ t0.
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Thus, we have the following conclusion on incremental stability of time-delay systems
with discontinuous right-hand sides:

Theorem 4. Suppose that system (13) has a unique solution, and there exists a sequence of functions
{ f p}∞

p=1 satisfying Condition Ctime−delay(Σ). χ(t) is a right-continuous staircase function with
discontinuities in {t1, . . . , tj, . . .}. Let N(t) = #{j : t ≥ tj, j = 1, 2, . . .}, and suppose that
there exist

1. A constant T0 > 0,
2. Positive constants γk(k = 0, 1, . . .), γ0 ≤ γ1 ≤ . . .,
3. C(χ(t), χ(t′)) ≤ C0 for any t, t′ ≥ t0,

such that the following conditions hold:
Let Ap(t) = (∂ f p/∂x)(x, xτ1 , . . . , xτm , r(t)), Bp

k (t) = (∂ f p/∂xτk )(x, xτ1 , . . . , xτm , r(t)),
k = 1, . . . , m, there exist matrix-valued functions Bp

1k(t), Bp
2k(t), Bp

1k(t) + Bp
2k(t) = Bp

k (t) such
that

νχ(t)(Ap(t) +
m

∑
k=1

Bp
1k(t)) +

m

∑
k=1

τk(t)‖Bp
1k(t)‖χ(t)(Ãp

k (t) + B̃p
k (t)) +

m

∑
k=1
‖Bp

2k(t)‖χ(t)
exp

(
γN(t)t

)
exp

(
γN(t−τk(t))(t− τk(t))

) ≤ −γN(t)

where

Ãp
k (t) = sup

t−τk(t)≤s≤t
‖Ap(s)‖χ(t) exp

(
γN(t)t− γN(s)s

)
B̃p

k (t) = sup
t−τk(t)≤s≤t

‖Bp
k (s)‖χ(t) exp

(
γN(t)t− γN(s−τk(s))(s− τk(s))

)
.

and for any t > T0,

1
t

[ N(t)−1

∑
i=0

[(γi+1 − γi)ti+1 + log βi+1] + γ0t0 − γN(t)t
]
≤ −c,

where βk = C(χ(tk), χ(tk−)), then system (6) is exponentially incrementally stable in Σ for
t ∈ [t0,+∞).

Proof. First, we construct a sequence of functions satisfying Condition Ctime−delay(Σ), and
the corresponding sequence of time-delay system:

ẋ(t) = f p(x, xτ1 , . . . xτm , r(t)) (14)

in which, according to Condition Ctime−delay(Σ), fi, i = 1, . . . , m satisfy local Lipschitz
conditions, so it can be seen that (14) has a unique solution for t ∈ R+.

Therefore, from Theorem 1, for each p, system (14) is exponentially incrementally
stable.

Denote any two of the solutions of (6) with different initial function x0(·) and y0(·) by
x(t) and y(t). Then, here, try to approximate x(t) and y(t) by two sequences of solutions
of (14), denoted by xp and yp, respectively. The initial functions x0(s) and y0(s) here are
defined for s ∈ [t0 − τ, t0], where τ = maxk sups∈[t0,+∞) τk(s).

With f p satisfying condition Ctime−delay(Σ), for each given T, t0 ≤ t ≤ T, we have
xp(t) and ẋp(t) are bounded regarding (x0(·), T). It is the same with yp(t). Thus, xp(t)
(yp(t)) is uniformly bounded on [t0, T], and ẋp(t) (ẏp(t)) is uniformly bounded on [t0, T]
as well.

Because of Condition 1 in Ctime−delay(Σ), xp(t) (yp(t)) is continuous with respect to
t. Together with Condition 3 in Ctime−delay(Σ), we conclude that xp(t) (yp(t)), p ∈ N+ are
equicontinuous for t ∈ [t0, T].

Here, we present the Arzela–Ascoli lemma (similar to Theorem 2.2 in [43]):
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Lemma 3. (Arzela–Ascoli Lemma) X is a compact set on Rn. If a sequence { fn}∞
1 in C(X) is

bounded and equicontinuous, then it has a uniformly convergent subsequence.

From Lemma 3, one can find a sub-sequence of {xp(t)}p∈N+ and {yp(t)}p∈N+ (still
denoted by xm(t) and ym(t)) satisfying that xp(t) (yp(t)) uniformly converges to a con-
tinuous function x∗(t) (y∗(t)) on [t0, T], T ∈ (t0,+∞]. For all k ∈ N+, one can find a
subsequence {xkj(t)}j∈N+ of {xp(t)}p∈N+ such that |xkj(t)− x∗(t)| < 1

j holds on the in-
terval [t0, t0 + k + 1]. Then, by diagonal selection principle, select a new subsequence
{xkk(t)}k∈N+ such that {xkk(t)}k∈N+ uniformly converges to a continuous function x∗(t)
on [t0, T], T ∈ (t0,+∞]. It is the same with x∗τk

(t), for k = 1, . . . , m.
The system ẋp(t) = f p(x, xτ1 , . . . , xτm , r(t)) has a unique solution. xp(t) satisfies

Lipschitz condition:

|xp(t)− xp(t′)|χ(t0)
≤ L|t− t′|χ(t0)

where t, t′ ∈ [t0, T], L > 0. Because of norm equivalence, the Lipschitz condition above
also holds with other norms defined in Rn. Therefore, x∗(t) (y∗(t)) also satisfies the
Lipschitz condition, that is, ẋ∗(t) (ẏ∗(t)) exists and is bounded and measurable for [t0, T),
T ∈ (t0,+∞].

We then have the conclusion that ẋp(t) (ẏp(t)) weakly converges to ẋ∗(t) (ẏ∗(t)) on
the space L1([t0, T],Rn), the demonstrations are as follows.

C∞
0 ([t0, T],Rn) is dense in the Banach space L∞([t0, T],Rn), which is the conjugate

space L1([t0, T],Rn). Therefore, the following equation

∫ T

t0

〈ẋp(t)− ẋ∗, q(t)〉dt = −
∫ T

t0

〈q̇(t), xp(t)− x∗〉dt.

holds for each q(t) ∈ C∞
0 ([t0, T],Rn). Since {ẋp(t)} is bounded for each p, from the

Lebesgue-dominant convergence theorem we have

lim
p→∞

∫ T

t0

〈ẋp(t)− ẋ∗, q(t)〉dt = −
∫ T

t0

〈q̇(t), lim
p→∞

xp(t)− x∗(t)〉dt = 0.

That is, {ẋp(t)} weakly converges to ẋ∗(t) on the space L1([t0, T],Rn).
With Mazur’s convexity theorem [43], one can find an

l (bn
l ) with ∑m

l=1 am
l = 1 (∑m

l=1 bm
l = 1)

such that ˙̃xp converges to ẋ∗(t) almost everywhere on [t0, T], where x̃p(t) = ∑
p
l=1 ap

l xp.
Notice that x̃p is in the convex closure of {xp}, ˙̃xp converges to ẋ∗ uniformly. So it is with
˙̃yp(t) with ỹp(t) = ∑

p
l=1 bp

l yp, and it is the same with {ẋp
τk (t)} and {ẋ∗τk

(t)}.
Recall Condition 3 in Ctime−delay(Σ). For Σ ∈ Rn, it holds that

lim
p→∞

dH{Graph( f p(Σ, t)), Graph(F(Σ, t))} = 0, ∀t ≥ t0,

With ˙̃xp(t) in the convex closure of { f p(xp, xp
τ1 , . . . , xp

τm , r(t))} , for any ε > 0, there ex-
ists N > 0 such that ẋp(t) ∈ B(F(x∗, x∗τ1

, . . . , x∗τm , r(t)), ε) for all p > N and (x∗, x∗τ1
, . . . , x∗τm),

(xp, xp
τ1 , . . . , xp

τm) ∈ Σ, t ∈ [t0, T].
Since ε can be arbitrarily small, it can be seen that ẋ∗(t) ∈ F(x∗, x∗τ1

, . . . , x∗τm , r(t)) with
x∗ ∈ Σ, which infers that the solution of (6) equals to x∗(t) in Σ almost everywhere on
[t0, T]. For x(t) and x∗, both are continuous because x̃p converges to x∗ uniformly on [t0, T],
it can be seen that x∗ is the solution of (6). So it is with y∗(t).

Because system (6) has a unique solution, x(t) = x∗(t) and y(t) = y∗(t) almost
everywhere for t ≥ t0. That is, xp converges to x(t) uniformly in [t0, T], T ∈ (t0,+∞]. A
similar proof can be applied to yp(t) and y(t).

For { f p(x, xτ1 , . . . , xτm , r(t))} is exponentially incrementally stable from Theorem 1,
there exists some M > 0 and α > 0,
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|xp(t)− yp(t)|χ(t0)
≤ Me−α(t−t0) sup

s∈[t0−τ,t0]

|x0(s)− y0(s)|χ(t0)

for all p ∈ N+ and t ≥ t0. For each given t ≥ t0, let ε(t) = 3Me−α(t−t0) sups∈[t0−τ,t0]
|x0(s)−

y0(s)|χ(t0)
, there exists some p0(ε, t) with which |xp(t) − x(t)|χ(t0)

≤ ε/3 and |yp(t) −
y(t)|χ(t0)

≤ ε/3 hold for p ≥ p0(ε, t), which implies that

|x(t)− y(t)|χ(t0)
≤ |x(t)− xp(t)|χ(t0)

+ |y(t)− yp(t)|χ(t0)
+ |xp(t)− yp(t)|χ(t0)

≤ ε = 3Me−α(t−t0) sup
s∈[t0−τ,t0]

|x0(s)− y0(s)|χ(t0)
.

This completes the proof.

Remark 2. Similar to Theorem 4, Corollary 1 and Corollary 2 can also be extended to discontinuous
cases.

5. Applications

In this section, with the conclusion in Theorem 4, the applications to switched time-
delay systems and Hopfield time-delay systems are given.

5.1. Linear Switched Time-Delay System

Consider the following linear switched time-delay system:

ẋ(t) = f (x, xτ1 , . . . , xτm , t) =

{
A1(t)x(t) + ∑m

k=1 B1k(t)x(t− τk(t)) + J1(t), φ(x, xτ1 , . . . , xτm) > 0
A2(t)x(t) + ∑m

k=1 B2k(t)x(t− τk(t)) + J2(t), φ(x, xτ1 , . . . , xτm) < 0
. (15)

in which x(t) ∈ Rn, A1(t), A2(t) ∈ Rn×n, B1k(t), B2k(t)(k = 1, . . . , m) ∈ Rn×n is piecewise
continuous, bounded matrix-valued functions, whose discontinuities are in {t1, t2 . . . .ti, . . .}.
Take a simple bimodal system as an example, with the switching surface S = {(x, xτ1 , . . . , xτm) :
φ(x, xτ1 , . . . , xτm) = 0}.

In order to guarantee the uniqueness of the Filippov solution for system (15), the linear
time-delay system satisfies the following hypothesis:

Assumption 4. The linear time-delay system (15) satisfies:

1. The right-hand function of system (15) satisfies Assumption 3.
2. For each point (x, xτ1 , . . . , xτm) ∈ S, the time-delay system (15) satisfies

∂φ

∂x
(x, xτ1 , . . . , xτm) ·

(
(A1(t)− A2(t))x +

m

∑
k=1

(B1k(t)− B2k(t))xτk + J1(t)− J2(t)
)
< 0

Under the definitions and Assumption 4 above, from Lemma 2 and Theorem 3, it can be
obtained that system (15) has a unique solution.

Assumption 5. Suppose that in the continuous regions, the right-hand side f (x, xτ1 , . . . , xτm , t)
satisfies the conditions for exponential incremental stability in Theorem 1, which are formulated as
follows.

Let N(t) = #{j : t ≥ tj, j = 1, 2, . . .}, χ(t) be a right-continuous staircase function with its
discontinuous points belonging to {t1, . . . , tj, . . .}, and there exist

1. A constant T0 > 0,
2. Positive constants γk(k = 0, 1, . . .), γ0 ≤ γ1 ≤ . . .,
3. C(χ(t), χ(t′)) ≤ C0 for any t, t′ ≥ t0,

4. Matrix B(1)
1k , B(2)

1k , B(1)
2k , B(2)

2k ∈ Rn×n satisfying that B(1)
1k (t)+ B(2)

1k (t) = B1k(t) and B(1)
2k (t)+

B(2)
2k (t) = B2k(t),
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such that the following conditions are satisfied:

L1(t) =νχ(t)(A1(t) +
m

∑
k=1

B(1)
1k (t)) +

m

∑
k=1

τk(t)(Ã1k(t) + B̃1k(t))‖B(1)
1k (t)‖χ(t)

+
m

∑
k=1
‖B(2)

1k (t)‖χ(t)
exp

(
γN(t)t

)
exp

(
γN(t−τk(t))(t− τk(t))

) ≤ −γN(t)

L2(t) =νχ(t)(A2(t) +
m

∑
k=1

B(1)
2k (t)) +

m

∑
k=1

τk(t)(Ã2k(t) + B̃2k(t))‖B(1)
2k (t)‖χ(t)

+
m

∑
k=1
‖B(2)

2k (t)‖χ(t)
exp

(
γN(t)t

)
exp

(
γN(t−τk(t))(t− τk(t))

) ≤ −γN(t)

in which, for i = 1, 2,

Ãik(t) = sup
t−τk(t)≤s≤t

‖Ai(s)‖χ(t) exp
(
γN(t)t− γN(s)s

)
B̃ik(t) = sup

t−τk(t)≤s≤t
‖Bik(s)‖χ(t) exp

(
γN(t)t− γN(s−τk(s))(s− τk(s))

)
and for all t > T0,

1
t

[ N(t)−1

∑
i=0

[(γi+1 − γi)ti+1 + log βi+1] + γ0t0 − γN(t)t
]
≤ −c, (16)

where βk = C(χ(tk), χ(tk−)).

Thus, together with Theorem 4, we have the following corollary on incremental
stability for bimodal linear time-delay systems.

Corollary 3. Suppose that time-delay system (15) satisfies Assumptions 4 and 5. Meanwhile, in
the neighborhood of switching surface S, that is, when −δ/2 < φ(x, xτ1 , . . . , xτm) < δ/2, let w =
(A1(t)− A2(t))x(t) + ∑m

k=1(B1k(t)− B2k(t))x(t− τk(t)) + J1(t)− J2(t), if it is satisfied that

pL1(t) + (1− p)L2(t) +
1
δ

νχ(t)

(
w · ∂φ

∂x

)
+

1
δ

m

∑
k=1

∥∥∥∥w · ∂φ

∂xτk

∥∥∥∥
χ(t)

exp(γN(t)t)

exp
(
γN(t−τk(t))(t− τk(t))

)
+ p(1− p)

m

∑
k=1

τk(t)
[
(‖B(1)

1k ‖χ(t) − ‖B(1)
2k ‖χ(t))(Ãk

2(t)− Ãk
1(t) + B̃2k(t)− B̃1k(t))

+
1
δ

∥∥pB(1)
1k + (1− p)B(1)

2k

∥∥
χ(t)

(
sup

t−τk(t)≤s≤t

∥∥∥∥w · ∂φ

∂x

∥∥∥∥
χ(t)

exp
(
γN(t)t

)
exp

(
γN(s)s

) + ∥∥∥∥w · ∂φ

∂xτk

∥∥∥∥
χ(t)

exp
(
γN(t)t

)
exp

(
γN(s−τk(s))(s− τk(s))

))]
≤ −γN(t)

(17)

holds for − δ
2 < φ(x, xτ1 , . . . , xτm) <

δ
2 and p = σ(φ(x, xτ1 , . . . , xτm)/δ) ∈ [0, 1], then the linear

switched time-delay system (15) is exponentially incrementally stable.

Proof. With the conclusion in Theorem 4, by constructing a sequence of time-delay systems
with continuous right-hand sides satisfying Condition Ctime−delay(Σ) as follows, we can
prove the exponential incremental stability property of system (15):

ẋ = f δ =σ(
φ(x, xτ1 , . . . , xτm)

δ
)[A1(t)x(t) +

m

∑
k=1

B1k(t)x(t− τk(t)) + J1(t)]

+ (1− σ(
φ(x, xτ1 , . . . , xτm)

δ
))[A2(t)x(t) +

m

∑
k=1

B2k(t)x(t− τk(t)) + J2(t)]
(18)
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in which σ(·) is defined as

σ(ρ) =

⎧⎪⎨⎪⎩
1, ρ > 1/2,
ρ + 1/2, ρ ∈ [−1/2, 1/2],
0, ρ < −1/2.

let w = (A1(t)− A2(t))x(t) + ∑m
k=1(B1k(t)− B2k(t))x(t− τk(t)) + J1(t)− J2(t) and p = σ

(φ(x, xτ1 , . . . , xτm)/δ), the partial derivative of the right-hand function f δ with respect to x
and xτk are as follows,

∂ f δ(x, xτ1 , . . . , xτm , r(t))
∂x

=σ(
φ(x, xτ1 , . . . , xτm)

δ
)A1(t) + [1− σ(

φ(x, xτ1 , . . . , xτm)

δ
)]A2(t) +

1
δ

w · ∂φ

∂x
∂ f δ(x, xτ1 , . . . , xτm , r(t))

∂xτk

=σ(
φ(x, xτ1 , . . . , xτm)

δ
)B1k(t) + [1− σ(

φ(x, xτ1 , . . . , xτm)

δ
)]B2k(t) +

1
δ

w · ∂φ

∂xτk

Thus, it needs to satisfy

L( f δ, t) =νχ(t)

(
pA1 + (1− p)A2 +

1
δ

w · ∂φ

∂x
+

m

∑
k=1

[pB(1)
1k + (1− p)B(1)

2k ]

)
+

m

∑
k=1

τk(t)(Ũk(t) + Ṽk(t))
∥∥∥∥pB(1)

1k + (1− p)B(1)
2k

∥∥∥∥
χ(t)

+
m

∑
k=1

∥∥∥∥pB(2)
1k + (1− p)B(2)

2k +
1
δ

w · ∂φ

∂xτk

∥∥∥∥
χ(t)

exp
(
γN(t)t

)
exp

(
γN(t−τk(t))(t− τk(t))

) ≤ −γN(t)

in which

Ũk(t) = sup
t−τk(t)≤s≤t

‖ ∂ f δ

∂x
(x(s), xτ1 (s), . . . , xτm (s), s)‖χ(tj) exp

(
γN(t)t− γN(s)s

)
Ṽk(t) = sup

t−τk(t)≤s≤t
‖ ∂ f δ

∂xτ
(x(s), xτ1 (s), . . . , xτm (s), s)‖χ(tj) exp

(
γN(t)t− γN(s−τk(s))(s− τk(s))

)
where t ∈ [tj, tj+1). That is,

L( f δ, t) ≤pL1(t) + [1− p]L2(t) +
1
δ

νχ(t)

(
w · ∂φ

∂x

)
+

1
δ

m

∑
k=1

∥∥∥∥w · ∂φ

∂xτk

∥∥∥∥
χ(t)

exp
(
γN(t)t

)
exp

(
γN(t−τk(t))(t− τk(t))

)
+ p(1− p)

m

∑
k=1

τk(t)
[
(‖B(1)

1k ‖χ(t) − ‖B(1)
2k ‖χ(t))(Ãk

2(t)− Ãk
1(t) + B̃2k(t)− B̃1k(t))

+
1
δ

∥∥pB(1)
1k + (1− p)B(1)

2k

∥∥
χ(t)

(
sup

t−τk(t)≤s≤t

∥∥∥∥w · ∂φ

∂x

∥∥∥∥
χ(t)

exp
(
γN(t)t

)
exp

(
γN(s)s

) + ∥∥∥∥w · ∂φ

∂xτk

∥∥∥∥
χ(t)

exp
(
γN(t)t

)
exp

(
γN(s−τk(s))(s− τk(s))

))]
Together with (17), it infers that L( f δ, t) ≤ −γN(t), that is, system (18) is exponentially

incrementally stable for each δ = 1
m , m ∈ N+. From Theorem 4, it can be proved that the

time-delay system is exponentially incrementally stable.

Here, let B(1)
1k = B(1)

2k = 0, (k = 1, . . . , m), we have the following corollary, which is a
variant of Corollary 3.

Corollary 4. Let N(t) = #{j : t ≥ tj, j = 1, 2, . . .}, and suppose that system (15) satisfies
Assumption 4, and there exist

1. A constant T0 > 0,
2. Positive constants γk(k = 0, 1, . . .), γ0 ≤ γ1 ≤ . . .,
3. C(χ(t), χ(t′)) ≤ C0 for any t, t′ ≥ t0,

such that the following conditions are satisfied:
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L1(t) = νχ(t)(A1(t)) +
m

∑
k=1
‖B1k(t)‖χ(t)

exp
(
γN(t)t

)
exp

(
γN(t−τk(t))(t− τk(t))

) ≤ −γN(t)

L2(t) = νχ(t)(A2(t)) +
m

∑
k=1
‖B2k(t)‖χ(t)

exp
(
γN(t)t

)
exp

(
γN(t−τk(t))(t− τk(t))

) ≤ −γN(t)

and for all t > T0,

1
t

[ N(t)−1

∑
i=0

[(γi+1 − γi)ti+1 + log βi+1] + γ0t0 − γN(t)t
]
≤ −c,

where βk = C(χ(tk), χ(tk−)). Moreover, in the neighborhood of switching surface S, that is,
when −δ/2 < φ(x, xτ1 , . . . , xτm) < δ/2, let w = (A1(t) − A2(t))x(t) + ∑m

k=1(B1k(t) −
B2k(t))x(t− τk(t)) + J1(t)− J2(t), if it is satisfied that

pL1(t) + (1− p)L2(t) +
1
δ

νχ(t)

(
w · ∂φ

∂x

)
+

1
δ

m

∑
k=1

∥∥∥∥w · ∂φ

∂xτk

∥∥∥∥
χ(t)

exp
(
γN(t)t

)
exp

(
γN(t−τk(t))(t− τk(t))

) ≤ −γN(t)

holds for −δ/2 < φ(x, xτ1 , . . . , xτm) < δ/2 and p = φ(x, xτ1 , . . . , xτm)/δ ∈ [0, 1], then the
linear switched time-delay system (15) is exponentially incrementally stable.

5.2. Hopfield Neural Network Systems with Time Delay

Consider the following Hopfield neural network system with time delay:

ẋ(t) = −D(t)x(t) + T(t)g(x(t)) + S(t)u(xτ(t))) + J(t) (19)

where x = (x1, x2, . . . , xn)% is the state variable, the time-delay term xτ(t) = x(t− τ(t)).
For any t ∈ R+, D(t) = diag{d1(t), . . . , dn(t)}, T(t) = (Tij(t)) ∈ Rn,n, S(t) = (Sij(t)) ∈
Rn,n, J = (J1, J2, . . . , Jn) ∈ Rn is the input vector, g(x) = (g1(x1), g2(x2), . . . , gn(xn))%,
u(x) = (u1(x1), u2(x2), . . . , un(xn))%.

Here, we list the following hypothesis, denoted by Condition C2:

1. There exists D̃ = diag{D1, D2, . . . , Dn}, Di > 0, such that di(·) is continuous and
di(ζ1)−di(ζ2)

ζ1−ζ2
≥ Di holds for i = 1, 2, . . . , n and ζ1 �= ζ2.

2. gi(·) is non-decreasing and non-trivial in any compact set in R, and each gi(·) has only
finite discontinuous points. Therefore, in any compact set in R, except a finite points ρk,
where there exist finite right and left limits gi(ρ

+
k ) and gi(ρ

−
k ) with gi(ρ

+
k ) > gi(ρ

−
k ),

gi(·) is continuous.
3. ui(·) is non-decreasing and non-trivial in any compact set in R, and each ui(·) has only

finite discontinuous points. Therefore, in any compact set in R, except a finite points ηk,
where there exist finite right and left limits ui(η

+
k ) and ui(η

−
k ) with ui(η

+
k ) > ui(η

−
k ),

ui(·) is continuous.
4. Here, define a matrix measure νξ,1(A) = maxj[ajj + ∑i �=j |ξiξ

−1
j aij|] for matrix A = (aij),

with respect to vector norm | · |ξ,1 and matrix norm ‖A‖ξ,1 = ‖ξAξ−1‖1, where ξ =
diag{ξ1, . . . , ξn}. There exists a positive diagonal matrix ξ(r(t)) = diag{ξ1(r(t)), . . . ,
ξn(r(t))} such that

νξ(r(t)),1(T) = max
j
{Tjj(t) + ∑

i �=j
|ξi(r(t))ξ j(r(t))−1Tij(t)|} ≤ 0

holds for t ∈ R+.

Therefore, we have the following corollary:

Corollary 5. Suppose the system (19) has a unique solution for t ∈ R+, and satisfies Condition C2
above. Let N(t) = #{j : t ≥ tj, j = 1, 2, . . .}, and there exists
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1. Positive piecewise right-continuous function m(t) > 0,
2. A constant T0 > 0,
3. Positive constants αk > 0(k = 0, 1, . . .),
4. C(r(t), r(t′)) ≤ C0 for any t, t′ ≥ t0,

such that in the continuous regions of g and u,

νξ(r(t)),1
(− D(t) + T(t)

∂g
∂x

(x, xτ)
)
+

exp
(
γN(t)t

)
exp

(
γN(t−τ(t))(t− τ(t))

)‖S(t) ∂u
∂xτ

(x, xτ)‖ξ(r(t)),1 ≤ −γN(t) (20)

Let Ki = mink[gi(ρk+)− gi(ρk−)], Mi = maxk[ui(γk+)− ui(γk−)], and K = mini Ki,
M = maxi Mi,

K · νξ(r(t)),1(T(t)) + M · exp
(
γN(t)t

)
exp

(
γN(t−τ(t))(t− τ(t))

)‖S(t)‖ξ(r(t)),1 < 0 (21)

For any t > T0,

1
t

[ N(t)−1

∑
i=0

[(γi+1 − γi)ti+1 + log βi+1] + γ0t0 − γN(t)t
]
≤ −c,

where βk = C(r(tk), r(tk−)), then system (19) is exponentially incrementally stable.

Proof. Suppose that system (19) has a unique solution for t ∈ R+, then we construct a
sequence of ‘continuous systems’ as follows,

ẋ(t) = f δ(x, xτ , t) = −D(t)x(t) + T(t)g̃(x(t)) + S(t)ũ(xτ(t)))

where g̃(x) = (g̃1(x1), g̃2(x2), . . . , g̃n(xn))%, ũ(x) = (ũ1(x1), ũ2(x2), . . . , ũn(xn))%. For
each i, denote one of the discontinuous points of gi(x) by ρi, and one of the discontinuous
point of ui(x) by ηi.

Function g̃δ(x) is formulated as follows, if xi /∈ [ρi − δ
2 , ρi +

δ
2 ], g̃δ

i (xi) = gi(xi), and if
xi ∈ [ρi − δ

2 , ρi +
δ
2 ],

g̃i
δ(xi) =

gi(ρi +
δ
2 )− gi(ρi − δ

2 )

δ
[xi − ρi +

δ

2
] + gi(ρi − δ

2
).

Function ũ(x) is similarly constructed. It can be seen that when δ→ 0, the function
sequence f δ(x, xτ , t) converges to the Filippov differential inclusion of the right-hand
side of (19), that is, { f δ(x, xτ , t)} satisfies Condition Ctime−delay(R

n×2). Let ḡi(ρi, δ) =
gi(ρi+

δ
2 )−gi(ρi− δ

2 )
δ , ūi(ηi, δ) =

ui(ηi+
δ
2 )−ui(ηi− δ

2 )
δ . Here, denote the Jacobi matrix of functions

g̃δ(·) and ũδ(·) by matrix Gδ and Uδ. In the neighborhood of the discontinuous point,

Gδ =
∂g̃(x)

∂x
|x=(ρ1,ρ2,...,ρn)= diag{ḡ1(ρ1, δ), ḡ2(ρ2, δ), . . . , ḡn(ρn, δ)}

Uδ =
∂ũ(xτ)

∂xτ
|xτ=(η1,η2,...,ηn)= diag{ū1(η1, δ), ū2(η2, δ), . . . , ūn(ηn, δ)}

that is, we have

∂ f δ(x, xτ , t)
∂x

= −D(t) + T(t)Gδ,

∂ f δ(x, xτ , t)
∂xτ

= S(t)Uδ,
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In the continuous regions, the function sequence { f δ(x, xτ , t)} satisfies (20), and
νξ(r(t)),1(T(t)) < 0. Meanwhile, in the neighborhood of the discontinuities, together with
the condition (21), it holds that,

νξ(r(t)),1(−D(t) + T(t)Gδ) +
exp

(
γN(t)t

)
exp

(
γN(t−τ(t))(t− τ(t))

)‖S(t)Uδ‖ξ(r(t)),1

≤νξ(r(t)),1(−D(t)) + νξ(r(t)),1(T(t)G
δ) +

exp
(
γN(t)t

)
exp

(
γN(t−τ(t))(t− τ(t))

)‖S(t)Uδ‖ξ(r(t)),1

≤νξ(r(t)),1(−D(t)) + min
i

ḡi(ρi, δ)νξ(r(t)),1(T(t))

+ max
i

ūi(ηi, δ)
exp

(
γN(t)t

)
exp

(
γN(t−τ(t))(t− τ(t))

)‖S(t)‖ξ(r(t)),1

≤− γN(t)

for δ → 0. Therefore, if there exists a large enough number m0 > 0, such that for each
m > m0, m ∈ N+,

νξ(r(t)),1(−D(t) + T(t)Gδ) +
exp

(
γN(t)t

)
exp

(
γN(t−τ(t))(t− τ(t))

)‖S(t)Uδ‖ξ(r(t)),1 ≤ −γN(t)

holds for δ = 1/m. According to Theorems 1 and 4, the time-delay system (19) is exponen-
tially incrementally stable.

6. Numerical Experiments

6.1. Linear Time-Delay System

Consider a linear switched time-delay system formulated as follows:

ẋ(t) =

{
A1x(t) + B1x(t− τ(t)) + J1, z%x > 0
A2x(t) + B2x(t− τ(t)) + J2, z%x < 0

(22)

where x, xτ ∈ R2. The switching surface of system (22) is {x : φ(x) = z%x = 0} where
z = [1, 3]%.

Let τ(t) = 1 and

A1 =

[ −6 1
0 −7

]
, A2 =

[ −7 −2
−1 −10

]
, B1 = B2 =

[ −1 0
0 1

]
, J1 =

[ −1
−2

]
, J2 =

[
0
1

]
.

Here, we first prove that system (22) has a unique solution for t ∈ [1,+∞). On the
switching surface {x : φ(x) = z%x = 0}, we have

dφ

dx
(x) ·

(
(A1 − A2)x + J1 − J2

)
= [1, 3]%

([
1 3
1 3

]
x(t) +

[ −1
−3

])
= −4,

According to Assumption 4, the uniqueness of the Filippov solution for (22) occurs for
t ∈ [0,+∞). Let γN(t) = 1− 1/2[t] and the number [t] represents the floor of time t. So, for
t > 1,

L1(t) = ν2(A1) + ‖B1‖2
eγN(t)t

eγN(t)−1(t−1)
= −5.75 +

e(1−1/2[t])t

e(1−1/2[t−1])(t−1)
< −3.5 < −1 +

1
2[t]

L2(t) = ν2(A2) + ‖B2‖2
eγN(t)t

eγN(t)−1(t−1)
= −6.35 +

e(1−1/2[t])t

e(1−1/2[t−1])(t−1)
< −4 < −1 +

1
2[t]

where ‖ · ‖2 stands for 2-norm. Then, for −δ/2 < φ(x) < δ/2 and p = φ(x)/δ + 1/2 ∈ [0, 1],
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pL1(t) + (1− p)L2(t) +
1
δ

ν2

(([
1 3
1 3

]
x(t) +

[ −1
−3

])
· [1, 3]

)
< −1.5 < −γN(t),

and for all t > T0,

1
t

[ N(t)−1

∑
i=0

[(γi+1 − γi)ti+1 + log βi+1] + γ0t0 − γN(t)t
]
≤ 1

t

[ N(t)−1

∑
i=0

[
1

2i+1 (i + 1)]− (1− 1
2[t]

)t
]
≤ −0.5

Thus, from Corollary 4, the switched time-delay system (22) is exponentially incremen-
tally asymptotically stable.With the initial state x0(s) = [5× (0.5 + s)2, 6× (1− s)− 1.5]
and y0(s) = [−3× (1 + s)3 − 2,−3× (1− s)] for s ∈ [0, 1], the corresponding solution of
system (22) are x(t) = (x1(t), x2(t)) and y(t) = (y1(t), y2(t)), respectively.

Figure 1 shows the dynamical trajectories of two of the solutions with the initial
function defined as x0(·) and y0(·) for system (22). Moreover, Figure 2 shows the errors
between the two dynamical trajectories of their segments.

Figure 1. Dynamical trajectories of the solutions for time-delay system (22).

Figure 2. A diagram for exponential incremental uniform stability (the error of each segment) of
time-delay system (22).
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6.2. Hopfield Neural Network with Time Delay

Here, we take an example of the Hopfield system with time delay for illustration. The
system is formulated as follows,

ẋ(t) = D(t)x(t) + T(t)g(x(t)) + σ(t)S(t)u(xτ(t))) + J(t) (23)

where x = [x1, x2]
% is the state vector, σ(t) is the switched function with respect to time t,

takes value between 0 and 1. The parameter matrix are

σ(t) =

{
0 t ∈ [kT0, kT0 +

1
2 T0)

1 t ∈ [kT0 +
1
2 T0, (k + 1)T0)

, τ(t) =

{
t t ≤ 0.2
0.1× | sin(πt/0.4)|+ 0.1 t > 0.2

D(t) =
[ −0.3 + 0.1× sin(t) 0

0 −0.3 + 0.1× cos(t)

]
, J(t) =

[
10 sin(2t)
−10 sin(2t)

]
,

T(t) =
[ −5− sin(t) 2.5 + cos(t)

2.5− cos(t) −5− sin(t)

]
, S(t) =

[
0.1× sin(t) 0.1 + 0.1× cos(t)

0.1− 0.1× cos(t) 0.1× sin(t)

]

gi(x) =

{
x + 2.5 x > 0
x− 2.5 x < 0

, ui(x) =

{
x + 1 x > 0
x− 1 x < 0

, i = 1, . . . , n

where k ∈ N≥0, T0 = 1. According to the uniqueness conditions for the Filippov solution
of the time-delay system, Lemma 2 and Theorem 3, it can be seen that (23) has a unique
solution in compact set Σ ∈ R2.

Here, define the norm with subscript σ(t) as |x|0 = 0.8|x1|+ |x2|, |x|1 = |x1|+ |x2|,
β01 = 1.25, β10 = 1, then ν0(T) < −0.5, ν1(T) = −2.5 +

√
2 < −1, ‖S‖1 < 0.3, ‖S‖0 <

0.25, therefore, let N(t) = j, t ∈ [tj−1, tj), γj = max{1/4, (1/2)− (1/2)j}, tj = (T0/2) · j,
j = 1, 2, . . ., such that in the continuous region of the right-hand side of system (23), it
holds that

αN(t) + ν0(−D(t) + T(t)) < 0

αN(t) + ν1(−D(t) + T(t)) +
exp

(
γN(t)t

)
exp

(
γN(t−τ(t))(t− τ(t))

)‖S(t)‖1 < 0.5− 1 + 0.25 < 0

As for condition (21), after calculation, we have K = 5, M = 2; thus, condition (21)
holds for σ(t) = 0, 1. Moreover, for t > 10, we have

N(t)−1

∑
i=0

[(γi+1 − γi)ti+1 + log βi+1] + γ0t0 − γN(t)t ≤ 1.75 + log(1.25)t− 0.49t < −0.25t

Together with Corollary 5, the switched time-delay system (23) is exponentially incremen-
tally asymptotically stable. With the initial state x0(s) = [5× (0.5 + s)2, 6× (1− s)− 1.5]
and y0(s) = [−2 ∗ (1 + s)2 − 2,−3× (1− s)] for s ∈ [0, 0.5], the corresponding solution of
system (23) are x(t) = (x1(t), x2(t)) and y(t) = (y1(t), y2(t)), respectively. When t > 0.5,
σ(t) = 1 and time lag occurs.

Figure 3 shows the dynamical trajectories of two of the solutions with the initial
function defined as x0(·) and y0(·) for system (23). Moreover, Figure 4 shows the errors
between the two dynamical trajectories of their segments.
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Figure 3. Dynamical trajectories of the solutions for time-delay system (23).

Figure 4. A diagram for exponential incremental uniform stability (the error of each segment) for
system (23).

7. Conclusions

This paper researches the criteria for incremental stability for time-delay dynamical
systems, including systems with continuous right-hand sides and systems with discontinu-
ous right-hand sides, respectively. In this paper, the corresponding sufficient conditions
for the exponential incremental stability of solutions for time-delay dynamical systems
with continuous right-hand sides are proposed and proved. Before studying sufficient
conditions for incremental stability of the systems with discontinuous right-hand sides,
we first provide the conditions for the existence and uniqueness of the Filippov solution.
Then, by constructing a sequence of systems with continuous right-hand sides and using
the approximation method, sufficient conditions for exponential incremental stability of
the systems with discontinuous right-hand sides are obtained.

There still needs to be much further work. Our theorem can be helpful for applications
in other more complex scenarios and we may propose more corollaries for some more
complex systems in the future. Furthermore, we may seek some other approaches to
construct “continuous systems” to approximate discontinuous systems.

137



Mathematics 2023, 11, 2242

Author Contributions: Conceptualization, W.L.; methodology, Y.L. and W.L.; software, Y.L.; vali-
dation, Y.L. and W.L.; formal analysis, Y.L.; investigation, Y.L.; resources, W.L.; data curation, W.L.;
writing—original draft preparation, Y.L.; writing—review and editing, W.L.; visualization, Y.L.;
supervision, W.L.; project administration, W.L.; funding acquisition, W.L. All authors have read and
agreed to the published version of the manuscript.

Funding: This work is jointly supported by the National Natural Sciences Foundation of China
under Grant (No. 62072111), Shanghai Municipal Science and Technology Major Project under Grant
2018SHZDZX01. This work is conducted in joint accordance with the ZJLab and the Science and
Technology Commission of Shanghai Municipality (No. 19JC1420101).

Institutional Review Board Statement: This work is conducted in joint accordance with the ZJLab
and the Science and Technology Commission of Shanghai Municipality (No. 19JC1420101).

Informed Consent Statement: Not applicable.

Data Availability Statement: No new data were created.

Acknowledgments: We here thank Hao Qiang for his assistance with some preliminary research.

Conflicts of Interest: The authors declare no conflict of interest.

Notations

| · |χ(t) Vector norm with subscript χ(t)
‖ · ‖χ(t) Matrix norm induced by | · |χ(t)
νχ(t) Matrix measure induced by | · |χ(t)
χ(t) A right-continuous staircase function with respect to t, with switching points

belonging to {tj}
r(t) A piecewise right-continuous function with respect to t, with switching points {tj}
t0 The initial time
τ The upper bound of τk: maxk supt∈[t0,∞)τk(t) = τ

τ The lower bound of τk: mink in ft∈[t0,∞)τk(t) = τ

N(t) N(t) = #{j : t ≥ tj, j = 1, 2, . . .}
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Abstract: In this article, some new sufficient conditions for the exponential stability of nonlinear time-
varying delay differential equations are given. An extension of the classical asymptotical stability
theorem in terms of a Lyapunov–Razumikhin function is obtained. The condition of non-positivity
of the time derivative of a Razumikhin function is weakened. Additionally, the resulting sufficient
asymptotic stability conditions allow us to guarantee uniform exponential stability and evaluate the
exponential convergence rate of the system solutions. The effectiveness of the results is demonstrated
by some examples.
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1. Introduction

There have been a number of developments in searching for the stability criteria for
nonlinear delay differential systems, but most of these have been restricted to finding
asymptotic stability conditions.

As noted in [1], this may be caused by the fact that ‘a “geometric” view of nonlinear
dynamics leads one to adopt the view that notions of stability should be invariant under
(nonlinear) changes of variables’. For this reason, ‘exponential stability is not a natural
mathematical notion when nonlinear coordinate changes are allowed. This is why the
notion of asymptotic stability is important’ [1].

However, in some cases it is necessary not only to establish the fact of asymptotic
stability, but also to know the rate of convergence in the asymptotic stability property—for
example, in order to guarantee some asymptotic properties of solutions to a cascaded
system based on an analysis of the properties of its isolated subsystems [1]. In practi-
cal applications, it is also important to guarantee a certain rate of convergence of some
characteristics of the system.

At the same time, the exponential stability of nonlinear systems is not easily verified.
Moreover, for systems with delay, even in the linear case, there are difficulties in estimating
the rate of convergence of solutions (see, for example, references in [2]).

Therefore, researchers are attracted by the problem of obtaining requirements for the
Lyapunov function, which can guarantee estimates for the convergence of solutions.

The specificity of using finite-dimensional functions to analyze the stability properties
of systems with delay is that the derivative of the Lyapunov function is estimated not in
the entire neighborhood of the origin, but only within its part.

The idea of such a modification of the requirements for the derivative was simultane-
ously proposed by N.N. Krasovskii and B.S. Razumikhin [3,4]. Subsequently, the conditions
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that determine a part of the neighborhood of zero for estimating the derivative were called
Razumikhin conditions.

On one hand, these conditions simplify the practical verification of the relevant require-
ments that guarantee one type of stability or another. On the other hand, the absence of an
estimate for the derivative of the Lyapunov–Razumikhin function along the entire solution
makes it difficult to estimate the rate of decrease of the function itself, and, consequently,
the estimate of the rate of convergence of solutions.

Therefore, for equations with delay, such estimates are mainly obtained using the
Lyapunov–Krasovskii functionals [5,6]. Similar results using the functions instead the func-
tionals have occurred from time to time and have become more frequent in the last decade;
in this case, mainly autonomous or linear equations are considered (see, e.g., references
in [7]).

The purpose of this paper is to establish sufficient conditions for the exponential stabil-
ity of nonlinear time-varying delay differential systems, under less restrictive assumptions
on the Lyapunov–Razumikhin function (the function V(t, x) below) than those made in the
literature so far.

Namely, the time-derivative of the constructed Razumikhin function is allowed to be
neither sign-definite (as in the classical asymptotic stability theorem) nor semidefinite (as
in some more general theorems, see e.g., [8]). Moreover, a new upper estimate on the rate
of decreasing of the function is obtained.

It is important to note that, in this paper, consideration is given only to deterministic
systems. Nowadays, practical control systems need to meet several important requirements,
for example, time delays, stochastic perturbations, time-varying parameters, and impulse
effects. The research problem of stability analysis for related systems has received a great
deal of attention.

The Lyapunov–Razumikhin method was originally developed to study the stability
of deterministic systems with delay. However, the Razumikhin technique has also been a
powerful and effective method for investigating the stability of other types of delay systems.
In 1996, X. Mao extended the technique to stochastic functional differential equations to
investigate p-th moment exponential stability [9]. In the past several decades, a large
number of works on this topic have been reported in the literature (e.g., [10–12]).

In particular, several novel criteria of the moment exponential stability are derived for
the related systems; see, for example, [13–16] and references therein.

An analysis of these results shows that Razumikhin-type theorems for deterministic
systems can be appropriately developed and extended to stochastic delay systems with
additional features and effects. Taking into account the behavior of a specific system
leads to using special tools and adding certain conditions to ensure stability. Therefore,
when studying a system of a certain type, it is easier to rely on results for deterministic
systems than to derive stability conditions from the available results for systems of another
type. Therefore, the development of the Razumikhin method for deterministic continuous
systems plays an important role both in theory and applications.

The paper is organized as follows. In Section 2, we introduce notation, definitions,
and other preliminaries. Section 3 gives new sufficient conditions for uniform asymptotic
stability and uniform exponential stability in terms of the Lyapunov–Razumikhin functions.
Section 4 contains a remark on necessary conditions for uniform asymptotic stability, which
are relevant to the results obtained. In Section 5, we consider scalar linear time-varying
equations and show the effectiveness of the exponential stability theorem using some
particular examples. Some more examples of nonlinear equations are given in Section 6.
Section 7 discusses some known related results. Concluding remarks are given in the
final section.

2. Preliminaries

The following notation will be used throughout the paper: R+ is the set of all non-
negative real numbers; Rn is the n-dimensional vector space and |x| is a norm of a vector
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x ∈ Rn; time delay is denoted by r (r > 0), R+ = [0,+∞); Rn denotes the n-dimensional
space of vectors x = (x1, . . . , xn)% with the norm |x|; C = C([−r, 0], Rn) is the Banach space
with the supremum-norm ‖ · ‖. For a continuous function x(t) ∈ C([t0 − r, t0 + t̄), Rn)
(t0 ∈ R+, t̄ > 0) an element xt ∈ C is defined for any t ∈ [t0, t0 + t̄) by xt(s) = x(t + s),
−r ≤ s ≤ 0, and ẋ(t) stands for the right-hand derivative.

Consider the nonlinear system described by a time-varying delay differential equation
of the form:

ẋ(t) = f (t, xt), (1)

where x(t) ∈ Rn, f (t, x) : R+ × C → Rn is a given nonlinear function satisfying f (t, 0) = 0
for all t ∈ R+. Then (1) admits the zero solution.

In the following, we assume that the Carathéodory-type conditions from [17] are
imposed on Equation (1). We denote the solution of (1) with initial conditions t0 ∈ R+ and
ϕ0 ∈ C by x(t; t0 ϕ0).

In addition, we use the following standard definition:

Definition 1. The zero solution of (1) is said to be uniformly exponentially stable (UES) if there
exist constants Δ, δ, and r such that

‖ϕ0‖ < r, t � t0 ⇒ |x(t; t0 ϕ0)| � Δ‖ϕ0‖e−δ(t−t0).

We say that the zero solution is globally uniformly exponentially stable (GUES) if r = ∞.
From now on, to shorten expressions, instead of saying the zero solution of the equation is

GUES, we say that the equation is GUES.

We also use the well-known concepts of uniform asymptotic stability (UAS) and global
uniform asymptotic stability (GUAS).

Let V(t, x) : R+ × Rn → R be a given function. Now, let x(t) be a solution of (1) start-
ing from (t, ϕ), and denote by V′(t, ϕ) the upper right-hand derivative of V(t, x(t)) [18]:

lim
h→0+

V(t + h, x(t + h; t, ϕ))−V(t, ϕ(0))
h

. (2)

Suppose that V(t, x) is locally Lipschitzian in x (uniformly in t ∈ R+). Then, the
derivative (2) is bounded and is equal to the upper Dini derivative of V(.) (along the
trajectory of (1)):

lim
h→0+

V(t + h, ϕ(0) + h f (t, ϕ))−V(t, ϕ(0))
h

,

where f (.) is the right-hand side function of (1).
Obviously, a continuously differentiable function satisfies the equality

V′(t, ϕ) =
∂V(t, ϕ(0))

∂t
+

n

∑
i=1

∂V(t, ϕ(0))
∂xi

Xi(t, ϕ).

In the sequel, we assume that V(t, x) is continuous in t and locally Lipschitzian in x
(uniformly in t).

We also define the class of functions K = {a ∈ C(R+, R+), σ(u) is continuous, strictly
increasing, and a(0) = 0}. A class-K∞ function is a function a ∈ K which is unbounded.

As is known, the idea that made it possible to obtain constructive results on stability
in terms of functions for systems with delays was that it is sufficient to check the sign of
the derivative V′ at each time not on the whole set C, but only on its subset [3,4]. As a rule,
one of two sets is used:

Ωt(V) = {ϕ ∈ C : V(t + s, ϕ(s)) � V(t, ϕ(0)), −r � s � 0},

Ωt(V, η) = {ϕ ∈ C : V(t + s, ϕ(s)) � η(V(t, ϕ(0))), −r � s � 0},
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where η ∈ K is such that η(u) > u for u > 0.
The following Razumikhin-type result of N.N. Krasovskii became the basis for further

studies of the asymptotic stability of delay systems in terms of functions.

Theorem 1. Suppose that there is a function V : R+ × Rn → R+ such that:

1. a1(|x|) � V(t, x) � a2(|x|);
2. if t ∈ R+ and ϕ ∈ Ωt(V, η) then V′(t, ϕ) � −a3(|x|);
for some functions ai ∈ K.

Then Equation (1) is UAS.

It can be proved in the standard way that if ai ∈ K∞, then the uniform asymptotic
stability will be global (GUAS).

3. Main Result

First, we prove the following lemma, which provides an upper bound for the behavior
of the function V(t, x) along solutions of Equation (1).

Lemma 1. Suppose that there exist numbers a > 0, a ∈ R, and the functions η ∈ K, V ∈
C1(R+ × Rn, R+), and p ∈ C([−r,+∞), R), such that the following conditions are met:

1. for all t ∈ [−r,+∞) and s ∈ [0, r] the following inequalities a �
∫ t+s

t p(θ)dθ � a hold;
2. η(u) � eau for u > 0:
3. V′(t, ϕ) � −p(t)V(t, ϕ(0)) whenever t ∈ R+ and ϕ ∈ Ωt(V, η).

Then, for any solution x(t) = x(t; t0, ϕ0) of Equation (1) and for all t � t0 the estimation

V(t, x(t)) � max
−r�s�0

V(t0 + s, ϕ0(s))e
−(∫ t

t0
p(θ)dθ+a)

is valid with a = min{0, a}.

Proof. We define the function v(t) = V(t, x(t)) along an arbitrary solution x(t) = x(t; t0, ϕ0),

and the function u(t) = v(t)−max−r�s�0 v(t0 + s)e−
[∫ t

t0
p(θ)dθ+a

]
. It is clear that u(t0) � 0.

We define t∗ = inf{t � t0 : u(t) > 0} � t0. Then, u(t∗) = 0, while u(t) � 0 for
t ∈ [t0 − r, t∗), and u(t) > 0 for t ∈ (t∗, t∗ + ε). So we have u̇(t∗) > 0. Notice that

u̇(t∗) = v̇(t∗) + p(t∗)max−r�s�0 v(t0 + s)e−
[∫ t∗

t0
p(θ)dθ+a

]
� v̇(t∗) + p(t∗)v(t∗). On the

other hand,

v(t∗) = max
−r�s�0

v(t0 + s)e−
[∫ t∗

t0
p(θ)dθ+a

]
,

and for all s ∈ [−r, 0] we have

v(t∗ + s) � max
−r�s�0

v(t0 + s)e−
[∫ t∗+s

t0
p(θ)dθ+a

]

= max
−r�s�0

v(t0 + s)e−
[∫ t∗

t0
p(θ)dθ+a

]
e
∫ t∗

t∗+s p(θ)dθ+a

� v(t∗)ea � η(v(t∗)).

Then, item 3 of the theorem implies u̇(t∗) � 0. The obtained contradiction proves that
u(t) � 0, which was to be proved.

Based on the lemma just proved, it is easy to obtain the following result:
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Theorem 2. In addition to the conditions of Lemma 1, suppose that for some T > 0, A > 0 and
for all t ∈ R+, we have the estimate

∫ t+T

t
p(θ)dθ � A.

Then, for an arbitrary solution x(t) = x(t; t0, ϕ0) of Equation (1) and for all t � t0, there holds

V(t, x(t)) � M max
−r�s�0

V(t0 + s, ϕ0(s))e−
A
T (t−t0)

with M = eA−a−a.
In addition:

1. if a1(|x|) � V(t, x) (a1 ∈ K) then Equation (1) is asymptotically stable;
2. if a1(|x|) � V(t, x) � a2(|x|) (a1, a2 ∈ K) then Equation (1) is UAS;
3. if a1(|x|) � V(t, x) � a2(|x|) (a1, a2 ∈ K), and there exist constants c, c1 > 0, and

c2 ∈ (0, 1) such that a−1
1 (Ma2(s)) � cs and a−1

1 (c1a2(s)) � c2, then Equation (1) is UES.

Proof. Indeed, it follows from the additional condition that for t � T the inequality∫ t0+t
t0

p(θ)dθ � A(t/T− 1)+ a is valid. Thus, we can immediately get the required estimate
for V(t, x(t)).

Then, item 1 implies a1(|x(t)|) � V(t, x(t)) � M max−r�s�0 V(t0 + s, ϕ0(s))e−
A
T (t−t0),

and item 2 implies a1(|x(t)|) � V(t, x(t)) � M max−r�s�0 V(t0 + s, ϕ0(s))e−
A
T (t−t0) �

Ma2(‖ϕ0‖)e− A
T (t−t0). The assertions of items 1 and 2 follow directly from these estimates.

It remains to prove item 3. We define the function v(t) = max−r�s�0 V(t + s, x(t + s))
along an arbitrary solution x(t) = x(t; t0, ϕ0). Note that the resulting estimate for V implies
v(t + t1) � Me− A

T (t1−r)v(t) � c1v(t) for every t � t0 and a sufficiently large value t1.
Therefore, a1(‖xt+t1‖) � c1a2(‖xt‖) and ‖xt+t1‖ � c2‖xt‖. Further, take an arbitrary t > t0
and, following the idea of the proof from [19], denote by N the lower integer part of (t−
t0)/t1. Then t−Nt1 ∈ [t0, t0 + t1), and ‖xt‖ � c2‖xt−t1‖ � c2

2‖xt−2t1‖ � · · · � cN
2 ‖xt−Nt1‖.

Moreover, the inequality v(t) � Mv(t0) implies ‖xt−Nt1‖ � a−1
1 (Ma2(‖ϕ0‖) � c‖ϕ0‖.

Thus, ‖xt‖ � cN
2 c‖ϕ0‖ � c

t−t0
t1

2 c‖ϕ0‖ � c‖ϕ0‖e−δ(t−t0), where δ = δ(c2) = 1
t1

log 1
c2

> 0.
This implies the last assertion of the theorem.

Remark 1. If we replace K by K∞ in the conditions of items 1–3, then we obtain the conditions for
global uniform asymptotic (exponential) stability.

Remark 2. It is easy to see that the condition α1|x|m � V(t, x) � α2|x|m implies

|x(t)| � Δ1‖xt0‖e−δ1(t−t0)

with Δ1 = (α2eA−a−a/α1)
1/m, δ1 = A

Tm . In this case, a−1
1 (c1a2(s)) = (c1α2/α1)

1/m, hence the
second inequality in item 3 holds for an arbitrary c2 ∈ (0, 1) (it suffices to put c1 = cm

2 (α1/α2)).
Moreover, δ(c2)→ γ/m = δ1 for c2 → 0.

Remark 3. Recall the definition of GUAS(a0) [1], which qualifies the speed of convergence in
the GUAS property, and serves to relax exponential stability (here we modify it according to the
type of equation considered). We say that the zero solution to the Equation (1) is GUAS(a0) for
a given a0 ∈ K∞ if there exists a class-K∞ function a and a positive constant δ > 0 so that
|x(t; t0, ϕ0)| � a0(e−δ(t−t0)a(‖ϕ0‖)) holds for all ϕ0 ∈ C (recall that GUAS is always equivalent
to the existence of some a and a0 like this.) We see that due to the exponential estimate for V(t, x(t)),
item 2 of Theorem 2 actually implies GUAS(a−1

1 ).

Corollary 1. Let the conditions of Theorem 2 hold for t � t̄ > 0. Then all statements remain true.
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Proof. For the proof, we use the assumptions on the right-hand side of Equation (1) and
results from [17].

By Assumption 2 from [17], for each compact K ⊂ C there exists a locally Lebesgue-
integrable function LK(t) and N(K) > 0 such that for all ϕ ∈ K and t ∈ R+ the estimate
| f (t, ϕ)| � LK(t)‖ϕ‖ holds, and

∫ t+1
t LK(s)ds � N(K). In addition, for an arbitrary a > 0

every solution x(t) of Equation (1) is contained in some compact K(q) ⊂ C as long as
|x(t)| � a [17].

Now, let x(t) = x(t; t0 ϕ0) be an arbitrary solution of (1). It is clear that it suffices to
check the case t0 < t̄. If

‖xt‖ � a for all t ∈ [t0, t̄] (∗)
then

‖xt̄‖ � ‖ϕ0‖+ max
t̄−r�s�t̄

∫ s

t0

| f (θ, xθ |dθ �

‖ϕ0‖+
∫ t̄

t0

La(θ)‖xθ‖dθ.

The Grönwall–Bellman inequality now implies

‖xt̄‖ � ‖ϕ0‖eNat̄.

It remains to note that inequality (∗) will be satisfied whenever ‖ϕ0‖ � ae−Nat̄.

Remark 4. Note that if V(t, x) � a2(|x|) (a2 ∈ K), then the estimate for the derivative in
Theorem 2 can be replaced by the following one: V′(t, ϕ) � −p(t)a3(|ϕ(0)|) for all t ∈ R+ and
ϕ ∈ Ωt(V, η), where a3 ∈ K. Indeed, in this case we set U(t, x) = Λ(V(t, x)), where Λ is some
C1 positive definite proper function such that Λ′(s)a3(a−1

2 (s)) � Λ(s). Then, the function U
satisfies the conditions of Lemma 1.

4. A Remark on Necessary Conditions for Uniform Asymptotic Stability

In this section, the discussion will center on the integral conditions for the function
p(t) that ensure the exponential convergence of the function V(t, x(t) to zero (Theorem 2).
In fact, these conditions are equivalent to a restriction on the antiderivative of p(t), which
naturally arises in the analysis of linear ordinary differential equations with time-varying
coefficients. Here, we give a statement showing that, in the nonlinear case, a similar
estimate for the right-hand side is a necessary condition for uniform asymptotic stability.

Note that the requirements imposed on integrals of p(t) to be bounded from below,
which are specified in Theorem 2, are equivalent to the following condition (see [20]):

∃a > 0 and b such that
∫ t

t0

p(θ) dθ � a(t− t0) + b for every t0, t � t0, (3)

and (3) is equivalent to GUES for the scalar ordinary differential equation ẏ(t) = −p(t)y(t).
Moreover, for GUES of the linear system ẏ(t) = −P(t)y(t) with a symmetric positive

semidefinite matrix P(t), it is necessary and sufficient that (3) be satisfied for p(t) = |P(t)x|
and every unit vector x ∈ Rn [21].

If the inequality x%P(t)x � 0 is violated, then the estimate (3) provides sufficient
GUES conditions via a quadratic time-varying Lyapunov function [20]. Note that for a
linear system, GUAS and GUES are equivalent.

Z. Artstein ([22] Theorem 6.2) showed that the growth condition (3) is necessary in a
very general situation for ordinary differential equations. There holds a similar statement
for Equation (1):

Theorem 3. Suppose that Equation (1) is uniformly stable. Then, the equation is uniformly
asymptotically stable only if there exists a compact neighborhood of zero W ⊂ Rn such that for
every δ > 0 there are numbers a > 0 and b such that
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∫ t

t0

| f (θ, ϕ)|dθ � a(t− t0) + b

for every t0 ∈ R+, t � t0 and every ϕ ∈ C such that ϕ(s) ≡ c, |c| � δ, and c ∈W.

Proof. Assumptions about the right-hand side of Equation (1) ensure the positive precom-
pactness of (1) in an appropriate function space and the existence of the so-called limiting
equations; in addition, for every limiting equation and every pair (t0, ϕ0) the initial-value
problem has a unique solution [23].

Using the relationships of uniform asymptotic stability of Equation (1) and stability
properties of the corresponding limiting equations ([23] Theorem 6), we can now repeat the
proof of Theorem 6.2 from [22] with slight modifications.

It should be emphasized that the necessary condition for UAS from Theorem 3 without
additional assumptions is not sufficient, even for ordinary differential equations ([22]
Theorem 6.3) (see also Section 5).

5. Application: Scalar Linear Time-Varying Equations

In this section, we consider the scalar linear differential equation

ẋ(t) = −a(t)x(t) + b(t)x(t− τ(t)), (4)

where a(t), b(t), and τ(t) are piecewise continuous, 0 � τ(t) � r.
Note that by Theorem 3, the uniform asymptotic stability of the Equation (4) implies

the condition ∫ t

t0

| − a(θ) + b(θ)|dθ � a0(t− t0) + b0 (5)

for every t0 ∈ R+, t � t0, and some numbers a0 > 0 and b0.
There have been a lot of investigations concerning sufficient stability conditions for

Equation (4).
Most of the results obtained in this line of study impose restrictions on the sign of

coefficients. For example, by Theorem 1, an Equation (4) is uniformly asymptotically stable
if pl(t) = a(t)− q|b(t)| � p0 > 0 for some q > 1 and p0 > 0; it is also clear that for GUES
of Equation (4), it is sufficient for the function pl(t) to satisfy the conditions of Theorem 2.
In both cases, an arbitrary (bounded) delay is allowed. Moreover, if no restrictions are
imposed on the delay, then for constant coefficients, the condition is the best possible.

For Equation (4) with time-varying a and b as well as with a time-varying delay,
sufficient GUES conditions can be refined through information about the nature of the
delay variation. However, in this case, the conditions known so far usually also imply that
some function depending on a, b, and τ(t) must retain its sign (at least for large values of
t); see [24,25] and references therein.

Note that the effect of delay variation can have a decisive influence on the stability
even for Equation (4) with constant coefficients: one can give an example such that for each
fixed member of the range of the delay function, the associated autonomous equation is ex-
ponentially stable, yet the time-varying equation considered is unstable [26]. However, the
exact form of the relation “delay–time” is usually unknown; thus, in practice, it is more
convenient to check the conditions that are valid for all delay values from a given range.

Equation (4) with a(t) ≡ 0 has a separate and even richer history of study going
back to the work of Myshkis (see e.g., [27]), and this study is still ongoing. Following
A.D. Myshkis, various forms of the so-called “3/2-criterion” were obtained, which establish
an upper bound either for the coefficient b(t) or for the integral of it; see some discussion
and references in [28,29]. However, in those results, the lower bound for b(t) (at least for
the limit as t tends to infinity) remains zero.

In [30], the assertion is proved that if the equation ẋ(t) = −b(t)x(t) is GUES and a
certain additional integral condition for b(t) is satisfied, then Equation (7) is GUES.
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Note that the equation ẋ(t) = −b(t)x(t) is GUES if and only if (3) hold for b(t) (see
Section 4), while for the equation ẋ(t) = −b(t)x(t− τ(t)) this condition is not sufficient and
additional upper bounds are required. For example, even for constant values b(t) ≡ b > 0
and τ(t) ≡ r the equation ẋ(t) = −bx(t− r) is GUAS only if br < π/2; for time-varying
non-negative functions b(t) and τ(t), this condition turns into restrictions imposed on their
supremum or some integral (see, e.g., [27]).

But even such conditions stop working as soon as the coefficient b(t) is allowed
to change sign. The authors of [25] investigate whether sufficiently small bounds r
for the delay and b0 for the integral

∫ t
t−τ(t) |b(s)|ds � b0 and exponential stability of

ẋ(t) = −b(t)x(t) cause exponential stability of the equation ẋ(t) = −b(t)x(t− τ(t)) with
an oscillating coefficient b(t). They provide an example showing that, unlike the case of
the equation with b(t) ≥ 0, such r and b0 cannot be found in the general case.

Thus, the study of the stability of linear delay equations with sign-changing coefficients
is a rather challenging problem. Even for the scalar Equation (4) there are only a few results
of this kind; see [25] and references therein.

Next, we deduce sufficient GUES conditions for several examples of Equation (4)
using Theorem 2, and compare the conditions with those obtained by some other methods.

Example 1. Consider the scalar equation

ẋ(t) = −x(t) + b(t)x(t− τ(t)) (6)

with 0 � τ(t) � r.
The classical theorem (Theorem 1) implies GUAS of (1) for |b(t)| < 1; the same inequality

follows from other results (see, e.g., [24] and references therein).
Let b(t) be a periodic function of period 1 given by

b(t) =
{

0, t ∈ [0, c),
d, t ∈ [c, 1),

where c ∈ (0, 1) and d > 1.
For the derivative of the function V(x) = |x| by virtue of the Equation (1) for η(s) =

qs (q > 1), we obtain the estimate from Lemma 1 with p(t) = 1 − q|b(t)|. If r � 1, then
a = min{r, c}, and if n − 1 < r � n with integer n > 1, then a = nc. For T = 1, we get
A = c + (1− c)(1− qd) = 1− qd(1− c). Then, by Theorem 2 the conditions q � ea, A > 0 are
sufficient for GUES of Equation (1).

In Table 1 we compare the results for Equation (1) obtained using various assertions.

Table 1. Comparison of some sufficient conditions for GUAS (GUES) of Equation (1).

Method Stability Conditions Convergence Rate

[31] (1− c)d < 1−e−1

2 ≈ 0.3161 –
GUAS

[32] (1− c)d < 1, r < − ln[(1− c)d], –
GUAS

[33] (1− c)d < e−c, A/(1 + r),
e−c > e−1 ≈ 0.3679 (A = 1− ecd(1− c))

GUES

Theorem 2 (1− c)d < e−a A
a =⎧⎪⎨⎪⎩

nc if max{c, n− 1} < r � n
(n ∈ {1, 2, . . . , })
r if r < c

(A = 1− ead(1− c))

GUES
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Note that the conditions of GUAS from [32] follow from the estimates obtained using Theorem 2.
Thus, the number d can be large enough, provided that c and r are small enough. A comparison
of the conditions for r, c, and d shows that for large values of r, Theorem 2 gives more restrictive
conditions than [33], and vice versa for small ones.

Example 2. Consider the scalar equation

ẋ(t) = −b(t)x(t− τ(t)) (7)

with a bounded b(t) and a time-varying delay τ(t) ∈ [0, r].
Using the function V(x) = |x|, we find that the estimation in condition 3 of Lemma 1 holds for

p(t) = b(t)− |b(t)|q ∫ t
t−r |b(s)|ds, where η(u) = qu and q � ea. We denote b̂ = supt∈R+ |b(t)|,

then p(t) � b(t) − qrb̂2 and
∫ t+T̃

t p(θ)dθ � A = b̃ − qrT̃b̂2. Moreover, in condition 1 of
Lemma 1, the number a can be chosen to be equal to rb̂. Thus, if the zero solution of the equation
ẋ(t) = −b(t)x(t) is GUES, then the GUES of Equation (7) is guaranteed for sufficiently small
values of r (at least for 0 � r < b̃/(erb̂b̂2T̃).

To compare known GUES conditions with the conditions of Theorem 2, consider a special case
of Equation (7) (see ([30] Example 2) and ([25] Example 4)) with the function

b(t) =
{

α, 2n � t � 2n + 1,
−β, 2n + 1 � t � 2n + 2,

(8)

where 0 < r � 1, α > β > 0, and n = 0, 1, 2, . . . .
For (7), (8) with a constant delay, the condition of GUES is obtained in the form

(2eβ − e−(α−β) − 1)αr
1− e−(α−β)

< 1 (9)

in [30], and in the form

rα max
{

α

α− λ
,

β

λ− β

}
eλ < 1 for some λ ∈ (β, α) (10)

in [25].
From Theorem 2, we get the conditions A qr2

2 (α − β)2 + (α − β) − qr(α2 + β2) > 0 and
q � er(α−β2qr). Table 2 lists some numerical values of the parameters α, β, and r and indicates
whether the conditions of Theorem 2 or Equations (9) or (10) are satisfied for these sets.

Table 2. Fulfillment of sufficient GUES conditions for (7), (8) with different values of the parameters
α, β, and r.

Values of (α, β, r) Theorem 2 (9) [30] (10) [25]

(0.6, 0.2, 0.6) + + +

(0.6, 0.3, 0.5) + − −
(0.6, 0.3, 0.4) + + −
(0.6, 0.3, 0.6) − − −

Comparing the results for Equation (7) with b(t) given by (8), we observe that the conditions
do not follow from each other and may or may not be satisfied depending on the parameter values. In
addition, the conditions obtained using Theorem 2 remain applicable in the case of variable delay,
including a state-dependent one.

Note that all the mentioned stability conditions are sufficient. Not every pair of
conditions can be compared; one or the other may win, depending on the particular
equation. However, it is worth noting that the previously obtained results discussed in this
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section were obtained using methods that make significant use of linearity of the equation
under study. The results of this paper are obtained on the basis of Lyapunov–Razumikhin
functions and are applicable to more general time-varying equations (see Section 6 for some
examples of nonlinear equations).

Example 3. Consider the system

ẋ(t) = − sin2 t · x(t) + bx(t− τ(t)), τ(t) ∈ [0, r]. (11)

We study the stability conditions for this equation with arbitrary values of r > 0 and b > 0.
For b � 1/2, the necessary condition GUES of the Equation (11) does not hold for r = 0. Numerical
experiments show that the solutions of Equation (11) for b � 1/2 increase indefinitely for all r > 0.
Using the function V(x) = |x|, we find that the estimation in condition 3 of Lemma 1 holds for
p(t) = sin2 t− q|b|, and the conditions of Theorem 2 are satisfied for Equation (11) whenever
η = 1/2− q|b| > 0 and q � e1/2+rη . In this case, for all solutions of the equation, the estimate
|x(t)| � M‖xt0‖e−η(t−t0) is valid with M = e1+πη . The given GUES conditions are satisfied,
for example, for b = 0.2, r = 6, q � 2.243, η � 0.0513, and M � 3.2. It can also be noted that
none of the GUES conditions given in [24,25] are not applicable here.

From Figure 1, we find that Equation (11) is GUES with the decay rate guaranteed by
our conditions: for the selected parameter values, the norm |x(t)| is less than M‖xt0‖e−η(t−t0).
The above GUES conditions remain valid for the equation ẋ(t) = − sin2 t · x(t) + ∑N

i=1 bi(t)x(t−
τi(t)) with ∑N

i=1 |bi(t)| � b and 0 � τi(t) � r for all i = 1, . . . , N (see an example with N = 2 in
Figure 1a). For comparison, the time evolutions of other functions that estimate the decay rate of
solutions are also shown. These functions are calculated using formulas from ([33] Theorem 1). It is
clearly seen that our estimate of M is very conservative and much worse than the estimate by [33],
but the decay rate estimate gives a better result (0.0513 versus 0.0176). We also see that for b � 0.5
the solutions of Equation (11) diverge (Figure 1b).

Figure 1. Evolution of the states with t0 = 0, ϕ1(s) = −2(1 + 1
3 s cos2(3s)), and ϕ2(s) = 2(1 +

1
3 s sin2(6s)): (a) for Equation (7) with b = 0.2 and τ(t) = 6(1− 0.2 cos2 t) (red line); for the equation
ẋ(t) = − sin2 t · x(t) + b1(t)x(t− τ1(t)) + b2(t)x(t− τ2(t)) with b1(t) = 0.1(1− 0.2 sin2 t), b2(t) =
0.1(1− 0.1 cos2 t), τ1(t) = 4(1− 0.5 sin t), and τ2(t) = 6/(1 + sin2 t) (green line); the blue dashed
lines indicate the time evolution of the functions ±M‖xt0‖e−η(t−t0), the orange dash-dotted lines
indicate the time evolution of functions estimating the decay rate of solutions by ([33] Theorem 1).
(b) for Equation (7) with τ(t) ≡ r = 6 and b = 0.5 (red line) or b = 0.52 (green line).

6. Nonlinear Examples

Example 4. Consider the system

ẋ(t) = f (t, xt) + g(t, xt), (12)
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where x(t) ∈ Rn, and suppose that for some δ > 0 the inequality ‖ϕ‖ < δ implies fi(t, ϕ)ϕi(0) �
−ai(t)ϕ2

i (0) and |gi(t, ϕ)| � bi(t)|ϕi(0)| for all i = 1, . . . , n. Using the function V(x) =
maxi∈{1,...,n} |xi|, we obtain that system (12) is UES whenever p(t) = min1�i�n(ai(t)− qbi(t))
satisfies the conditions of Theorem 2 for some q > 1.

It should be pointed out that the idea of generalizing “linear” results to a certain class
of nonlinear systems using the direct Lyapunov method is used quite often; see e.g., [29].

Example 5. Let μi � 0, fi : R+ × C → R and gi : R+ × C → R be continuous and lo-
cally Lipschitz uniformly in t and take non-negative values for non-negative ϕ (i = 1, . . . , n).
Define f (t, ϕ) = ( f1(t, ϕ), . . . , fn(t, ϕ))%, g(t, ϕ) = diag(g1(t, ϕ), . . . , gn(t, ϕ)), and μ =
diag(μ1, . . . , μn), and consider the system

ẋ(t) = f (t, xt)− (μ + g(t, xt))x(t), (13)

arising in models of population dynamics [34].
It is also assumed that x(t) ∈ Rn takes non-negative values and there exist matrices Lk

(k = 0, 1, . . . , m + 1) such that f (t, ϕ) � ∑m
k=0 Lk ϕ(−rk) +

∫ 0
−rm+1

Lm+1(s)ϕ(s)ds with r0 = 0,

0 < ri � r for k = 1, . . . , m [34]. Let us denote L = ∑m
k=0 Lk +

∫ 0
−rm+1

Lm+1(s)ds. In [34],
the exponential convergence of positive solutions of (13) is proved under the condition that μ− L
is a nonsingular M-matrix. Let us use the function V(x) = maxi∈{1,...,n} |xi|. Estimating the
derivative of this function by virtue of system (13) and applying Theorem 2 with a constant p(t) (see
also Theorem 4 below), we obtain a sufficient condition for the exponential convergence of positive
solutions of (13) in the form:

min
i∈{1,...,n}

(μi −
n

∑
j=1

Lij) > 0. (14)

Notice that whenever all Lii = 0, which corresponds to most specific models, condition (14)
means that the matrix μ− L is strictly diagonally dominant. This implies that μ− L is a nonsingular
M-matrix [35]. It is easy to see how, for system (13) with time-varying parameters, condition (14)
can be generalized using Theorem 2.

7. Discussion

On one hand, Razumikhin’s conditions simplify the practical checking of the corre-
sponding requirements that guarantee one type of stability or another, since the resulting
estimate of the derivative does not depend on the history of the system; this circumstance,
in turn, gives more "freedom” for delay in comparison with the method of functionals.
On the other hand, the absence of an estimate for the derivative of the Lyapunov function
along the entire solution makes it difficult to estimate the rate of convergence of solutions.

To obtain an estimate for the convergence of solutions based on Theorem 1, one
can use a special structure of the time-dependent Lyapunov function, so that the conver-
gence to zero of the function itself implies a certain rate of convergence of solutions (see,
for example, [36]).

Another approach is to modify the requirements for the function V(t, x). A significant
number of modifications of Razumikhin-type theorems are based on ideas representing the
so-called comparison principle. Two types of comparison theorems [37] give rise to two
types of sufficient stability conditions.

In the first case, the estimate of the derivative is constructed over the entire domain,
and therefore, it has the form of a functional. Accordingly, the comparison equation is
a delay equation. In the second case, the derivative of the function V(t, x) is estimated
over some set in the spirit of Razumikhin’s conditions, but to determine this set, it is
necessary to know the solutions of the comparison equation [37]. In the first case, to apply
the result, it is necessary to obtain information about the properties of solutions of some
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delay equation; in the second one, it is necessary to find a solution to a (nonlinear) ordinary
differential equation.

Therefore, it is natural to try to obtain more specific forms both for estimates of the
derivative of the function V(t, x) and for Razumikhin-type conditions. The particular
form of the proposed comparison equations makes it possible to obtain more constructive
requirements that provide suitable properties for the solutions of these equations and, at
the same time, do not lead to the "trivial” stability conditions that follow from the classical
theorems. In this case, the requirements for the Lyapunov function are easier to check in
specific applications, and sometimes it is also possible to obtain information about the
convergence of solutions.

The results which do not make use of any Razumikhin conditions, but use a functional
as an estimate of the derivative, mainly go back to the following statement:

Lemma 2 (Halanay’s lemma, [38]). Let v(t) be a piecewise C1 non-negative valued function
that admits constants r > 0, 0 < β < α such that v̇(t) � −αv(t) + β maxt−r�s�t v(s) holds for
all t � t0. Then, the inequality v(t) � max−r�s�0 v(t0 + s)e−γ(t−t0) holds for all t � t0 with
γ ∈ (0, α− β) be the root of the equation γ = α− βeγr.

There are a number of extensions of Halanay’s lemma to the time-varying case; they are
formulated in different forms and under different assumptions, depending, among other
things, on the purpose of use (e.g., [31,32,39–41]). Moreover, in a number of cases, the pro-
posed conditions imply classical requirements for the Lyapunov–Razumikhin function,
which ensure (asymptotic) stability.

The requirements on the derivative in such results are relaxed due to the fact that
the proposed conditions do not impose restrictions on the values of the system parame-
ters themselves, such as delay and norms of the system coefficients, but instead involve
integration of the time-varying parameters.

The second approach, which is based on the use of Razumikhin’s conditions, uses the
following result in most cases:

Theorem 4. Suppose that there exists a function V : R+ × Rn → R+, numbers γ > 0 and q > 1,
and functions a1, a2 ∈ K such that a1(|x|) � V(t, x) � a2(|x|), and V′(t, ϕ) � −γV(t, ϕ(0))
whenever t ∈ R+ and max−r�s�0 V(t + s, ϕ(s)) � qV(t, ϕ(0)). Then, along any solution
x(t) = x(t; t0, ϕ0) of (1), the following inequality

V(t, x(t)) � max
−r�s�0

V(t0 + s, ϕ0(s))e−min(γ,ln q/r)(t−t0)

holds for all t � t0. If, in addition, a1|x|m � V(t, x) � a2|x|m for some integer m > 0, then
Equation (1) is GUES.

This statement is proved in various ways and used in a number of papers (see [7]
and references therein). Some estimates for the convergence of the function V(t, x) along
solutions use other Razumikhin-type conditions. For discussion of a number of such results,
see [8]. Note that, in such statements, the estimate of the derivative of a (non-negative)
function V(t, x) is usually non-positive on the entire time interval. The question arises
whether it is possible to allow the sign of the estimate of the derivative to change, and at
the same time to ensure the (asymptotic) stability of the zero solution of this equation.

One of the main ideas to combine these requirements is to use integral constraints on
the parameters of the system studied (including the delay). As a result, it turns out that a
delay system can be asymptotically stable even if the system is described by an equation
with an unstable zero solution on some (short) time intervals. Therefore, a “classical”
function for such a system cannot exist.
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The first result allowing usage of an indefinite time-derivative of the function V(t, x)
under a Razumikhin-type condition was probably given in [42]: sufficient conditions for
uniform stability are justified therein, provided that on the set Ωt(V) the estimate

V′(t, ϕ) � ψ(t)V(t, ϕ(0)), (15)

is valid, where
∞∫
0

max{ψ(s), 0}ds < ∞, and for uniform asymptotic stability, the estimate∫ t
t0

max{−ψ(s), 0}ds � ε(t− t0) is additionally required for some ε > 0 and sufficiently
large values of t. It is clear that such a function ψ(t) does not have to be negative all the time.
On the other hand, the conditions of [42] cannot be satisfied if, for example, ψ(t) is periodic
and ψ(t) > 0 for all t from [a, b] ⊂ [0, T] where T is the period and b > a. For such functions
ψ(t) in (15), sufficient conditions for uniform asymptotic stability and exponential stability
were obtained in [33]: inequality (15) should be verified on the set Ωt(V, η), wherein the
functions ψ and η are linked by a certain relation. Note that Theorem 2 implies Theorem 4
for p(t) ≡ γ.

The results obtained here are close to the Razumikhin-type asymptotic stability theo-
rem from [33], but another approach is used and other exponential stability conditions are
obtained. It should be mentioned at this point that in [33] the estimate of the decay rate of
solutions decreases with increasing delay, while in the estimate of Theorem 2 an increase
in delay can lead to an increase in the number M. Thus, the results of [33] and Theorem 2
complement each other.

8. Conclusions

This paper has dealt with the problem of uniform exponential stability for nonlinear
time-varying delay systems. We apply the Razumikhin method to establish sufficient
conditions for exponential stability, and propose an extension of the Razumikhin approach
for time-varying systems. Namely, the time-derivative of the constructed Razumikhin
function is allowed to be indefinite, and a new upper estimate on the rate of decreasing of
the function is also obtained.

The statements deduced can be seen as extensions of those in some earlier work
discussed in the previous section, as well as some known sufficient conditions for the
exponential stability of linear delay equations. The application of the exponential stability
conditions derived here to specific examples shows that the previous related results are
either inapplicable or give some other exponential estimates for the solutions.

We note that the use of the Razumikhin method gives rise to stability conditions
that are sufficient but not necessary. Therefore, such stability conditions may be overly
conservative. Various approaches have been taken to reduce the conservatism of the
method, and numerous results have been obtained in this area. However, no universally
good stability criterion exists; which criterion is better depends on what a specific system is.

The simple examples given in the paper show that Theorem 2 can be less conservative
than other methods.

The method used in this paper for estimating the function V along solutions of a
differential equation can be extended to wider classes of differential equations. It can
also be used to solve other problems. For example, in [39], similar estimates are used for
sufficient conditions for practical stability (exponential stability is a special case; see ([39]
Remark 1)). Parenthetically, in [39] the coefficient of V in the estimate of the derivative
is negative.

In [16], methods from [33] are extended to stochastic systems, as well as to studying
other types of stability, in particular input-to-state stability and integral input-to-state
stability. In [14], the ideas of [33] were developed for impulsive stochastic systems with
delay. For such systems, it is necessary not only to construct estimates for a function V on
continuity intervals, but also to take into account the change in this function at impulse
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moments. The most important feature of the results from [14] is that time-derivatives of
Razumikhin functions are allowed to be unbounded.

We also note the recent work [43], in which the reaction–diffusion epidemic model
with a delayed impulse is studied. For this model, a new synchronization criterion is
obtained. In this case, the Lyapunov–Krasovskii functional is used, but the estimate for the
derivative also has the form V′ � −γV with γ > 0.

Therefore, the results obtained in this paper can be extended both to other types of
equations and the study of other qualitative properties. In the future, the estimates of
Razumikhin functions will be refined and used to study other types of stability.
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