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Abstract: This study proposes the water hammer energy difference (WHED) method based
on unsteady flow energy and continuity equations, as well as the propagation laws of water
hammer in closed pipes, and verifies its accuracy. Additionally, the parameter evolution
patterns of typical transient conditions in pumped storage power plants are investigated
based on WHED. The application of WHED in the transient processes of hydropower
plants (HPs) is validated by experiments, showing a maximum error of about 7% between
numerical and experimental results under conditions of initial load increase followed by
decrease (HR = 184 m). Additionally, WHED was validated under two critical conditions
in pumped storage plants (PSPs): 90% load rejection in generating mode and emergency
power-off in pumping mode. In PSPs, the results of WHED are consistent with those
obtained using the method of characteristics (MOC), with a maximum fault tolerance
rate Δ < 3%. Notably, WHED offers superior time efficiency when analyzing hydraulic
transitions in complex pipe networks, as it directly considers boundary conditions at
both ends of the pipeline and hydraulic machinery, whereas MOC requires dividing the
pipeline into multiple segments with a series of boundary points. Lastly, WHED’s energy
parameters are used to describe flow stability from a physics perspective, explaining the
causes of pressure fluctuations during transient periods in HPs and PSPs. These findings
offer valuable references and guidance for the safe operation of PSPs and HPs.

Keywords: hydropower plant; pumped storage plant; typical transient conditions; method
of water hammer energy difference; method of characteristics

1. Introduction

The development of clean energy is a crucial approach to mitigating the global energy
crisis faced by all countries both now and in the future [1,2]. As shown in Figure 1, the
main use of clean energy is for power generation, with pumped storage plants (PSPs)
significantly contributing to grid instability by compensating for the instability caused
by renewable energy sources like photovoltaic and wind energy [3,4]. PSPs meet grid
requirements by adapting their operation conditions, further aiding in the construction
of a clean and smart grid [5,6]. In addition, to meet the dynamic demands of the power

Energies 2025, 18, 1549 https://doi.org/10.3390/en18061549
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grid, more hydropower plants (HPs) are gradually transitioning from base load to load
regulation roles. Regulating HPs and PSPs involves long-term and frequent operation
under transitional conditions [7–9]. For example, the installed capacity of the PSP case in
this study is 1.2 million kW (according to the plan of the National Energy Administration
of China, by the end of 2025, the installed capacity of pumped storage power plants in
China is expected to reach 62 million kW. Based on this figure, the case study power plant
accounts for approximately 1.9% of the total installed capacity). Its annual auxiliary grid
acceptance of new energy power is more than 200 million kW·h, and this includes an annual
average of more than 1500 unit startups and shutdowns [10,11]. Consequently, transitions
of regulated plants directly determine the success of the new energy grid connection and
the stability of the grid operation, and failure can even lead to paralysis of the entire new
energy grid system.

 
Figure 1. PSP cooperates with power generation by clean energy.

Transitions of PSPs include about 24 situations, such as transitioning from stationary
to power generation or pumping with a full load, from a no load condition to full load
in generating mode, and from phase modulation to a full load in pumping mode, among
others [12,13]. Switching between generating and pumping modes with a full load involves
experiencing pumping, braking, generating, and reverse pumping zones. These transient
periods not only have significant impact on the unit, but the active power also increased by a
factor of two compared to the rated condition in a short period [14,15]. Almost all operating
PSPs and HPs today encounter dynamic problems, such as exceeding vibration and noise
parameters, and even failures or accidents of units. Therefore, the operation stability of
PSPs and HPs is a crucial issue studied by scholars in the field of hydroelectricity [16,17].

The water hammer phenomenon is a significant topic in fluid mechanics, with its
discovery and research dating back to the 19th century. Scientists have conducted both
theoretical studies and experimental validations to clarify the propagation characteristics of
water hammer, with mitigating its adverse effects becoming a key research focus [18]. With
advancements in computational technology, numerical simulation has become an essential
approach for studying water hammer. In addition to using computational fluid dynamics
(CFD) to predict water hammer effects, some researchers have proposed a simplified
convolution integral method, which significantly improves the computational efficiency
of water hammer simulations while maintaining high accuracy [19]. The public literature
shows accidents caused by high water hammer pressure in many hydropower plants,
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which cause huge economic losses and human casualties [20,21]. The safety and stability
of hydropower plants are key issues studied by scholars around the world, wherein the
guarantee calculation of regulation in the pre-scientific phase is necessary for all plant
engineering [22,23]. Suitable adjusting cases include the number of operating units, moving
laws of guide vanes and valves, different water levels in the upper reservoir, etc., having
significant influence on the stability and safety of the system, like the maximums of speed
and pressure.

Effective engineering methods applied to improve the operating stability of PSPs and
HPs include optimizing the guide vane closure law and placing the surge tank in a suitable
position [24–26]. Reasonable flow control laws can significantly reduce pressure fluctuation.
For example, pressure fluctuating amplitudes can be reduced by 25–35% if guide vanes
are closed before the unit exits the grid, compared to when the unit is disconnected from
the grid while the guide vanes remain open [27,28]. Co-adjustment of the guide vane
and valves is another way to improve fluid stability, especially during the load rejection
process of PSPs [26,29]. Aside from emergencies, the initial conditions of PSP and HP
transitions are crucial for transient operation stability. Thus, regular switching of PSP and
HP conditions can help adjust parameters of the initial condition first [30]. The above
research pertains to the constructed and operating PSPs and HPs. However, during the
pre-feasibility stage of PSPs and HPs, how can we explain the fluid stability in the flow
passage? Consequently, developing a method to investigate transient conditions of PSPs
and HPs with higher precision and better timeliness is the main objective of this work.

The one-dimensional (1D) linear method, three-dimensional (3D) numerical simulation,
and combinations of 1D and 3D methods in different flow sections are the main approaches
to investigate the transient characteristics of PSPs and HPs. The 1D linear method, based
on finite differences, is widely used to calculate runner speed and mass-flow of PSPs and
HPs. The traditional linear method is unable to characterize the evolution of water hammer
from a physical point of view, and it is also computationally inefficient, whereas WHED can
overcomes these limitations. Three-dimensional numerical simulation, on the other hand,
provides full visualization and can investigate the external properties of structures [31,32].
However, 3D numerical simulation requires substantial computational resources, especially for
fine computations, and it is not suitable for the pre-feasibility stage since only the hydraulic
structures are designed, not the unit structure. For constructed and operating PSPs or HPs, some
scholars adopt the 3D numerical method for the unit and the 1D approach for other sections like
the water diversion system (WDS). This approach saves computational resources but reduces
study precision due to variability between 1D and 3D data [33,34]. Some published works
optimize the computational process of transitions in PSPs using partial overlap algorithms,
reducing errors caused from the exchange of 1D and 3D results, but increasing operational
difficulty and requiring more computational resources [35,36].

This work proposes a method of water hammer energy difference (WHED) to analyze
the transient characteristics of PSPs and HPs under various conditions. The principles
and derivation of WHED are introduced in Section 2. Section 3 presents the validation
of WHED through two critical conditions of PSPs, with comparisons to physical model
experiments. Section 4 discusses the application of WHED in the regulation insurance
project of a PSP in China. Section 5 provides conclusions.

2. Method of Water Hammer Energy Difference (WHED)

2.1. Fundamental Theory of WHED

The WHED simulates the generation, propagation, transmission, reflection, and attenuation
of water hammer in a closed pipeline, based on the energy and continuity equations for unsteady
flow. Transient parameters are calculated by analyzing the energy of the water hammer at each
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time step. Assuming that the pipe wall is an incompressible rigid body and the water inside the
closed pipe is an ideal fluid, the fluid satisfies the equations of motion and continuity. Water
hammer in pipes is essentially the transmission of pressure waves [37]. The fluid particle at any
moment can be described by Equation (1). The energy of transient fluid at a certain moment
consists of potential energy dH

2 , kinetic energy adv
2g , and loss term λdl

2d
v|v|
2g .

dH ± a
g

dv +
λv|v|
2gd

dl = 0 (1)

The initial water head and flow velocity at the center of the pipe are defined as H0

and v0. H0 and v0 are substituted into Equation (1), making a difference with the current
moment (H and v) results in Equation (2), which represents the energy change of a fluid
particle in the pipeline. Equation (2) is the basic expression of WHED.

d
dl

(
H − H0

2
± a

2g
(v − v0)

)
= − λ

4gd
(v|v| − v0|v0|) (2)

Figure 2 shows a random fluid particle P in the pipeline, flanked by points B (LB = z − zB)
and C (LC = zC − z), where the water flows from B to C. Integrating the length l in Equation (2)
along the pipe yields Equations (3) and (4). Assuming the valve at B is closed, a positive wave
in the same direction as the incoming flow appears to the right of B and propagates towards C.
When this positive wave arrives at C, a negative wave is produced due to reflection, which
propagates towards B in the opposite direction of the main flow. Thus, in the later analysis,
a positive wave is directly caused by the movement of components like valves, whereas a
negative wave is directly generated by the positive wave arriving at the next node. Defining
E = H−H0

2 − a
2g(v − v0) and e = H−H0

2 + a
2g(v − v0) as transfer parameters of positive and

negative energy, summing and differing E and e give Equations (5) and (6), respectively.

H − H0

2
+

a
2g

(v − v0) =

[
H − H0

2
+

a
2g

(v − v0)

]
B
− λLC

4gd
(v|v| − v0|v0|) (3)

H − H0

2
− a

2g
(v − v0) =

[
H − H0

2
− a

2g
(v − v0)

]
C
− λLB

4gd
(v|v| − v0|v0|) (4)

H − H0 = E + e (5)

Q − Q0 = ± g
aA

(e − E) (6)

 
Figure 2. Propagation of pressure wave in pipeline.

In Equation (6), “−” is used when the pressure wave propagation direction is
the same as the mainstream and “+” otherwise. Knowing the head, flow velocity,
and wave velocity at the initial moment, the flow information at any moment can be
solved by Equations (5) and (6). Substituting E and e into Equations (3) and (4) yields
Equations (7) and (8), which describe the relationship among energy transfer parameters.

e(z − at) = eB − λLB
4gd

(v|v| − v0|v0|) (7)
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E(z + at) = EC +
λLC
4gd

(v|v| − v0|v0|) (8)

2.2. Pipeline with Varying Diameter and Bifurcated Conduit

Figure 3a shows a pipe with different diameters, where the flow direction is from
A1Q1 to A2Q2. Part of wave energy ES keeps propagation towards A2Q2, while the other
part eS travels in the opposite direction. Consequently, energy transfer parameters at the
change in pipe diameter can be written as Equations (9)–(12).

E1 =
H − H0

2
− a

2g
(v1 − v1,0) (9)

E2 =
H − H0

2
− a

2g
(v2 − v2,0) (10)

e1 =
H − H0

2
+

a
2g

(v1 − v1,0) (11)

e2 =
H − H0

2
+

a
2g

(v2 − v2,0) (12)

  
(a) (b) 

Figure 3. Parameters of transfer energy in pipeline with varying diameter and bifurcated conduit. (a)
A pipe with different diameters; (b) Bifurcated conduit.

E1 and e2 come from the previous node and can be solved directly using Equations (7)
and (8). However, e1 and E2 are caused by the reflected waves. Solving these four equations
jointly (Equations (9)–(12)) results in Equations (13) and (14).

e1 =
A1 − A2

A1 + A2
E1 +

2A2

A1 + A2
e2 (13)

E2 =
2A1

A1 + A2
E1 +

A2 − A1

A1 + A2
e2 (14)

Figure 3b displays a bifurcated conduit, where the flow direction is from A2Q2 to A1Q1

and A3Q3. Forward waves E1, E2, and E3 move in the same direction as the mainstream, while
the reflected waves e1, e2, and e3 move in the opposite direction. e1S, E2S, and E3S are parts of the
reflected waves caused by E1, e2 and e3, respectively, when E1, e2, and e3 pass through point P.
E1, e2, and e3 come from the previous node, so they can be solved using Equations (7) and (8).
e1 is a confluence of e2 and e3, while E1 is dispersed into E2 and E3. Thus, e1, E2, and E3 can be
solved using Equations (15)–(17), which are derived from Equations (9)–(12).

e1 =
A1 − A2 − A3

A1 + A2 + A3
E1 +

2A2

A1 + A2 + A3
e2 +

2A3

A1 + A2 + A3
e3 (15)

E2 =
2A1

A1 + A2 + A3
E1 +

A2 − A1 − A3

A1 + A2 + A3
e2 +

2A3

A1 + A2 + A3
e3 (16)

E3 =
2A1

A1 + A2 + A3
E1 +

2A2

A1 + A2 + A3
e2 +

A3 − A1 − A2

A1 + A2 + A3
e3 (17)
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2.3. Boundary Conditions of Pump Turbine

The pump turbine is the core of a PSP, and the complete characteristic curves of the
unit should be considered when determining boundary conditions. It is worth mentioning
that this work also considered the energy transfer parameters from the upstream and
downstream. The following Equations (18)–(20) belong to the improved Suter transfer
method, used to quantitatively characterize the curves of a unit [38].

WH(x, y) =
y2

(n11/n11r)
2 + (Q11/Q11r)

2 =
h

N2 + q2 y2 (18)

WM(x, y) =
M11 + k1

M11r
y =

(
m
h
+

k1

M11r

)
y (19)

x =

⎧⎪⎪⎨
⎪⎪⎩

arctan
(

Q11/Q11r+k2
n11/n11r

)
= arctan

(
q+k2

√
h

N

)
, N ≥ 0

π + arctan
(

Q11/Q11r+k2
n11/n11r

)
= π + arctan

(
q+k2

√
h

N

)
, N < 0

(20)

The positive wave near the upstream side of the pump turbine does not reach the next
node at the initial time, so it has no reflected waves, meaning e1 = 0. Similarly, the pump turbine
near the downstream has e2 = 0. Combining e1 = 0 and e2 = 0 with Equations (5) and (6) yields
Equations (21) and (22). Ignoring the main losses of the pump turbine, such as hydraulic, volume,
and mechanical losses, Ht = H1 − H2. Substituting Equations (21) and (22) into Ht = H1 − H2

results in Equation (23), which is the expression of the pump turbine boundary.

H1 − H1,0 = 2e1 − a(Q1 − Q1,0)

A1g
(21)

H2 − H2,0 = 2e2 +
a(Q2 − Q2,0)

A2g
(22)

hHr = 2(e1 − e2)− a1

A1g
(qQr − Qt0) +

a2

A2g
(qQr − Qt0) + H1,0 − H2,0 (23)

Equation (23) uses subscripts 1 and 2 to distinguish the parameters near the upstream
side and downstream side, while the subscript 0 represents the initial time.

3. Validation of WHED in an HP

The WDS of one HP is built in the lab, as shown in Figure 4a. The arrangement consists
of one pipe and three machines, and the schematic is shown in Figure 5 and the pipeline
parameters are shown in Table 1. The placement of the pressure sensors is described in a
previous study [31], and three valves are used to control the flow. To accurately capture
the dynamic variation of water hammer pressure in the pressure pipeline, the physical
model utilizes both pressure sensors and a high-speed camera to collect pressure and surge
water level data in the surge tank. More than 40 pressure sensors are installed in the test rig.
This study primarily focuses on the validation of calculations using the pressure sensors
H1, H2, and H3, located at the downstream end of pressure pipelines No. 1 to No. 3, as
shown in Figure 4a, along with the pressure sensor HB at the bottom of the surge tank.
Additionally, the surge water level HW recorded by the high-speed camera is also validated.
The following four points are included in this experiment:

(1) The overflow weir regulates the water level in the upper reservoir, and the flow rate
is determined by the gauging weir in conjunction with the regulating valve.

(2) A high-speed camera records the changes in waves within the surge tank.
(3) The signal acquisition system monitors from 0 to 350 s.
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(4) The wave velocity a is measured by quickly cutting off the water flow using a gate to
produce water hammer waves. The pressure sensors at both ends of the pipe record the
first wave time t1, which is used to calculate the water hammer wave velocity (a = l/t1).

  
(a) (b) 

Figure 4. The information of experiment. (a) The layout of test bench; (b) Flow control laws.

 
Figure 5. Schematic diagram of HP. (The triangle in the figure represents the water level line, 1–11
represents the pipeline number, and the parameters are shown in Table 1).

Table 1. Pipeline parameters of the WDS.

Number Length (m) Pipe Diameter (m) Area (m2) Wave Velocity (m/s) Roughness

1 493.42 11 94.99 1319 0.015
2 7.8 11 94.99 1319 0.015
3 19.3 6.35 31.65 1157.66 0.012
4 65.55 6.35 31.65 1157.66 0.012
5 53.20 6.35 31.65 1157.66 0.012
6 19.3 6.35 31.65 1157.66 0.012
7 65.55 6.35 31.65 1157.66 0.012
8 53.20 6.35 31.65 1157.66 0.012
9 19.3 6.35 31.65 1157.66 0.012

10 65.55 6.35 31.65 1157.66 0.012
11 53.20 6.35 31.65 1157.66 0.012

In order to ensure that the model experiment can accurately reflect the operation of
the actual project, the model test is designed with the Froude criterion. The relationship of
the water hammer wave velocity scale (δc) and the geometric scale (δl) is δc = δ0.5

l . The
water hammer wave velocity of the pressure pipe is 1157.66 m/s, which is obtained by
considering the hydropower station (1100 m/s). The difference is caused by pipe materials,
which is polyvinyl chloride (PVC).

To capture the transient characteristics in the WDS, pressure sensors with a range of
0–100 kPa are arranged at different locations in the pipelines and the surge well, and a

7
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video camera is used to record the changing water level in the surge [31]. Pressure signals
are collected by a directly attached storage system, and sampling frequency of all sensors is
1000 Hz. The geometric scale of the test model is 42.87.

This paper analyzes the transient characteristics at five special positions, as shown in
Figure 4a: H1, H2, and H3 are located at the end of the WDS; HB is at the bottom of the
surge tank; and HW represents the wave in the surge tank. Detailed information on the
four transitions is shown in Table 2, where 163 m and 184 m are the minimum and normal
storage levels of the upper reservoir in the HP, respectively.

Table 2. Four transient conditions of HP.

Conditions Description

ET1 Upstream reservoir—184 m, three units rejecting loads at the same time
ET2 Upstream reservoir—163 m, three units rejecting loads at the same time

ET3 Upstream reservoir—184 m, two units operating at full load, one unit increasing to full load,
and then three units rejecting loads at the same time

ET4 Upstream reservoir—163 m, two units operating at full load, one unit increasing to full load,
and then three units rejecting loads at the same time

Figure 4b shows the flow control laws under different conditions. The trend of the test
results is linear. In Equation (24), R2 is the linear correlation coefficient, sum of squares of
residuals (SSR) and total sum of squares (TSS) are the regression and total sum of squares,
respectively. Both SSR and TSS are greater than 0.99, indicating that the accuracy of the test
bench control module is high.

R2 = 1 − SSR
TSS

(24)

The application steps of WHED in HP are shown in Figure 6a, where Ωq, Ωh, and ΩN
represent the differences between the predicted and calculated values. Figure 6b illustrates
the calculation procedure of the transient conditions detailed in this paper. It should be
noted that the red steps in Figure 6b are not included in the research in generating mode
(conditions of the turbine model are in the first quadrant).

  
(a) (b) 

Figure 6. The flow charts of calculation in HP. (a) Application steps of WHED; (b) The calculation
process of transient conditions.
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3.1. Comparative Analysis of Numerical and Experimental Results

The calculating data of WHED are consistent with the experiment results. Defining
Δ1 = |WHED−Experiment|

Experiment × 100% to measure the difference between the experiment and
WHED, Δ1max of H is only 4.8%. The model pipe in the laboratory is made of PVC for
measuring wave velocity, while the hydropower plant uses steel for the WDS. Due to the
different elastic moduli of the two materials, their wave velocities differ. In this work, the
wave velocity of the steel pipe used in the plant is adopted, which results in the calculated
values slightly lagging behind the experimental data. Validation of numerical simulations
has been completed in the previous stage [31].

Pressure changes at the end of the WDS and the water level in the surge tank of ET1
are shown in Figure 7a,b. Valve closure causes a rapid rise in pressure at the end of the
WDS (Hmax = 153 m). Part of the water flows into the surge tank, causing HW to start
increasing while H1, H2, and H3 gradually decrease. After four waves, HB and HW reach
stable values (Hwmax = 198 m), with Δ1max of Hw being only 1.1%.

   
(a) (b) (c) 

Figure 7. WHED and experiment results at ET1. (a) Pressure of H1, H2, and H3; (b) Pressure of HW

and HB; (c) Energy transfer parameters.

The changes in valve opening (yv), flow rate (Q), and energy transfer parameters
(E and e) are shown in Figure 7c. The subscripts 1, 2, and 3 indicate the energy transfer
parameters at the end of three pipelines of the WDS, while the subscript 0 represents the
surge tank. e increases in the negative direction when E reaches the reservoir end. The
reflection flow (e) arrives at the end of pipes at t = 1.1, then a positive direct water hammer
appears in the pipeline because the valves have not been fully closed, accompanied by
a rapid rise in pressure at the ends of pipes. E0 and e0 at the surge tank increase in the
negative and positive directions, respectively, exhibiting opposite trends compared with E
and e at pipe ends, which is consistent with the regulating function of the surge tank. The
shrinking fluctuations of E0 and e0 after their maximum values are caused by oscillatory
changes in flow.

Figure 8 shows that ET2 has a similar situation to ET1, but the maximum H at the
end of WDS and Hw are 18 m and 20 m smaller than those in ET1, primarily due to
different reservoir levels (HR). The pressure at each position experiences four waves before
stabilization, with Δ1max of H at the end of the WDS being about 4.9% and Δ1max of Hw

around 1.8%. The trends of the energy transfer parameters for ET1 and ET2 illustrate the
key role played by the surge tank for pressure stabilization within the system.

Valve closure at the pipe ends brings the flow to 0, causing E1, E2, and E3 to first
increase and then stabilize. However, the surge fluctuation in the regulating well leads to
pulsations in E0 and e0, with their pulsation amplitudes gradually shrinking and stabilizing,
as shown in Figure 8c. These reasons also apply to the changes in energy parameters in the
later figures of this case.
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(a) (b) (c) 

Figure 8. WHED and experiment results at ET2. (a) Pressure of H1, H2, and H3; (b) Pressure of HW

and HB; (c) Energy transfer parameters.

H at the end of the WDS and HW and HB exhibit different change trends in Figure 9.
Firstly, the pressure of H1 decreases due to the larger valve opening from t = 0 to
75 s (H1min = 105 m), accompanied by smaller HW and HB. The pressure at H2 and H3 ex-
periences small fluctuations from t = 0 to 75 s (Hmin = 113 m), influenced by the surge tank.
e0 decreases and then increases at the startup of one unit, reflecting the change in water
flow in the surge tank from outflow to inflow.

   
(a) (b) (c) 

Figure 9. WHED and experiment results at ET3. (a) Pressure of H1, H2, and H3; (b) Pressure of HW

and HB; (c) Energy transfer parameters.

At t = 75 s, three units start to reject the full load, causing a rapid pressure rise
(Hmax = 146 m) similar to ET1. However, the maximum H is smaller in ET3 than in the
simple load rejection condition, as pressure fluctuations at the end of the load increase
offset some of the fluctuations at the beginning of load rejection. After t = 75 s, e0 rises and
then falls, with its subsequent three waveforms gradually decaying. The changing trends
of WHED and experimental results are essentially the same, with Δ1max of H1, H2 (H3), and
Hw being 6.9%, 6.8%, and 3.3%, respectively.

As Figure 10 shows, the changing characteristics of ET4 under both WHED and
experimental conditions are similar to ET3. The maximum pressure at the end of the WDS
of ET4 is 15 m smaller than in ET3, for the same reason as the difference between ET1 and
ET2, caused by lower HR. Δ1max of H1, H2, and H3 are approximately 4.6%, while Δ1max of
Hw is 3.8%. Hw of the surge tank first drops and then rises, with a total of four waveforms
appearing in the two stages. Compared with ET3, Hwmax is reduced by 19 m.

10



Energies 2025, 18, 1549

   
(a) (b) (c) 

Figure 10. WHED and experiment results at ET4. (a) Pressure of H1, H2, and H3; (b) Pressure of HW

and HB; (c) Energy transfer parameters.

WHED is utilized in four transient conditions of HP. Compared to the experimental
results, the maximum error Δ1max of each parameter is smaller than 7%, demonstrating the
good reliability of WHED. The reservoir level significantly affects the pressure fluctuation
amplitude (lower HR corresponds to smaller maximum values), but it has no effect on the
pressure development trends.

3.2. Stability Analysis of Pressure Parameters in WDS of HP

Multidimensional scaling (MDS) is employed to quantitatively analyze the parameters
from the transient conditions listed in Table 2, defining u in Equation (25) as a measure of
safety, where u1 is the fluctuating amplitude of parameters as shown in Equation (26), and
u2 denotes the change rate of parameters as expressed in Equation (27).

u = c1u1 + c2u2 (25)

u1 =
|cmax| − cr + |cmin| − cr

2
(26)

u2 =
cmax − c0

t
(27)

In the above two expressions, cmax, cmin, and cr are the maximum, minimum, and
rated values of H1, H2 (H3), and Hw, respectively. c1 = u1

u1+u2
, c2 = u2

u1+u2
, u1 and u2 are

the average values of u1 and u2. A larger u1 indicates a greater change in parameters, while
a bigger u2 signifies a faster change in parameters. Table 3 lists the calculated results of u1,
u2, and u for the transitions in Table 2.

Table 3. u1, u2, and u of four transitions in Table 2.

Conditions
H1 H2 (H3) Hw

u1 u2 u u1 u2 u u1 u2 u

ET1 19.51 3.71 17.14 19.61 3.71 16.91 8.82 0.49 8.49
ET2 19.65 3.56 17.24 19.05 3.56 16.42 9.09 0.42 8.74
ET3 19.92 3.88 17.51 15.84 3.83 13.79 7.17 0.12 6.89
ET4 22.06 3.65 19.29 18.92 3.72 16.34 6.84 0.17 6.57

The u1 of H1 follows the order ET4 > ET3 > ET2 > ET1, demonstrating that the load
regulation mode significantly influences the flow regime. During ET3 and ET4, where
one unit increases to full load and then rejects the full load, the u1 of wave superposition
pulsation in these two phases is larger compared to ET1 and ET2. The magnitude pattern

11



Energies 2025, 18, 1549

of u2 for H1, H2, and H3 is consistent with u1. Notably, u1 and u2 of H1 at lower reservoir
levels (ET2 and ET4) are higher, while u1 and u2 of H2 and H3 show the opposite trend.
The u values of H1 are consistently higher than the u values of H2 and H3, which indicates
that H1 has stronger fluctuations than H2 and H3. The difference in u from H1, H2, and
H3 in ET1 and ET2 conditions is less than 1, while the difference in u from H1, H2, and H3

in ET3 and ET4 conditions is about 3, which illustrates that the combined condition (first
increasing and then decreasing the load) has a larger pressure fluctuation compared with a
single process with load decrement. This further highlights the important impact of load
regulation patterns on system safety.

A comprehensive parameter u is defined as the weighted average values of q, h, and
N in Equation (28). Here, uH1 , uH2(H3)

, and uHw are the average values of u from H1, H2

(H3), and Hw. c = uH1 + uH2(H3)
+ uHw , and the calculating results of these quantities are

presented in Table 4. From a comprehensive perspective, the safety order of the conditions
in Table 1 is ET3 > ET2 > ET1 > ET4. ET3 exhibits the best performance, while ET4
represents the worst case, with the latter value of u being reduced by 1.67 compared to the
former condition.

u =
uH1

c
+

uH2(H3)

c
+

uHw

c
(28)

Table 4. The weighted values of H1, H2 (H3), and Hw.

Conditions ¯
uH1

/c
¯
uH2(H3)/c

¯
uHw/c

¯
u

ET1 7.34 6.60 1.53 15.47
ET2 7.13 6.40 1.52 15.05
ET3 7.46 5.38 1.26 14.10
ET4 8.22 6.37 1.18 15.77

3.3. Coupled Computation of 1D WHED with 3D Numerical Simulation

The one-dimensional water hammer energy difference calculation method is coupled
with the three-dimensional numerical simulation method to calculate the time-dependent
variations of flow parameters in the diversion system of a hydropower station. The flow
rate at the inlet of the diversion pipe and the pressure at the end of the pressure pipeline
are calculated using the one-dimensional energy difference method, which then serves as
the boundary conditions for the 3D numerical simulation. A 3D model of the diversion
system is established, and meshing is performed. As shown in Figure 11a, five grid
configurations (2.6 million, 4.15 million, 5.78 million, 6.0 million, 6.3 million) were tested
for grid-independence validation, using the ratio of H/HEXP as the evaluation criterion
(where H and HEXP represent the numerical and experimental heads, respectively). When
the grid count reached 5.78 million, the H/HEXP ratio stabilized.

A steady state was achieved by filling the diversion system with water, a task com-
pleted in previous work [30]. Based on this, the coupled calculation was performed by
transferring data from the 1D water hammer energy difference method to the 3D numerical
simulation in a one-way manner, while monitoring the surge level in the regulating well
during the 1D–3D coupled calculation. Figure 11b presents the comparison between the
one-dimensional and three-dimensional coupled results and the model test results for
four experimental conditions. The water level trends in the regulating well are largely
consistent. The maximum computational deviation for the four experimental conditions is
approximately 1.9%, indicating good coupling performance.
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(a) (b) 

Figure 11. The 1D WHED coupling 3D numerical simulation. (a) Grid-independence validation;
(b) Coupling performance validation.

The turbulence kinetic energy (TKE) in the diversion system for each experimental
condition is shown in Figure 12a–d, with each image depicting the moment when the
water level in the regulating well reaches its maximum value. Conditions ET1 and ET2
represent load shedding scenarios, with the turbulence intensity in ET2 being more severe
than in ET1. Conditions ET3 and ET4 involve first increasing load and then shedding load,
where the turbulence intensity in ET4 is more pronounced than in ET3. This indicates
that turbulence in the regulating well is more intense under low water level transition
conditions. High-TKE regions are concentrated around the impedance holes, where the
turbulence intensity is most severe. In all four conditions, irregular flow extends from the
impedance hole into the regulating well, with turbulence intensity gradually decreasing as
it is influenced by the water pressure in the regulating well. The maximum turbulent kinetic
energy in the low-water conditions, ET2 and ET4, is higher than that in the high-water
conditions, ET1 and ET3, with the maximum TKE value being approximately twice that of
ET1 and ET3.

 
Figure 12. TKE distribution in regulating well under 4 experimental conditions. (a) ET1; (b) ET2;
(c) ET3; (d) ET4.

4. Validation and Application of WHED in a Pumped Storage Plant

An operating PSP in China is depicted in Figure 13. Since its commissioning and
operation until the end of 2020, this PSP has consumed a total of 9.578 billion kW·h of clean
energy and has generated a total of 7.833 billion kW·h of electricity. Eight frequently used
transient conditions of the PSP case are investigated using WHED, as shown in Table 5. The
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validation cases include critical working conditions such as load rejection under generating
mode (TC0) and accidental power outage under pumping mode (PC0). This Chinese PSP
includes upper and lower reservoirs, two water diversion systems with two upstream
surge tanks, four units, and one downstream surge tank on the pipeline between the unit
and lower reservoir. Both MOC and WHED are employed to calculate the parameter
changes under transient conditions. The computational programs for MOC and WHED
were completed in a previous study by the authors [39]. The operation process of WHED
and the calculation procedure of transitions are shown in Figure 6.

 
Figure 13. Layout of one PSP in China.

Table 5. Typical transitions.

Designation Transitions Description

TC0 Load rejection
(Generation mode)

Upstream reservoir—normal water level
Initial state—the rated condition
Load rejection—guide vanes spend 15 s from 100% to 10% opening

TC1 Load increment
(Generation mode)

Upstream reservoir—normal water level
Initial state—generating mode with 30% load
Load increment—guide vanes spend 20 s from 30% to 100% opening

TC2 Load reduction
(Generation mode)

Upstream reservoir—normal water level
Initial state—the rated condition
Load reduction—guide vanes spend 15 s from 100% to 30% opening

TC3 Shutdown
(Generation mode)

Upstream reservoir—normal water level
Initial state—the rated condition
Shutdown—guide vanes spend 15 s from 100% to 10% opening

TC4 Startup
(Generation mode)

Upstream reservoir—normal water level
Initial state—shutdown
Shutdown—guide vanes spend 20 s from 10% to 100% opening

PC0 Power outage
(Pumping mode)

Downstream reservoir—normal water level
Initial state—the rated condition
Shutdown—guide vanes spend 15 s from 50% to 10% opening

PC1 Shutdown
(Pumping mode)

Downstream reservoir—normal water level
Initial state—the rated condition
Shutdown—guide vanes spend 40 s from 50% to 10% opening

PC2 Startup
(Pumping mode)

Downstream reservoir—normal water level
Initial state—shutdown
Shutdown—guide vanes spend 12 s from 10% to 50% opening

4.1. Validation of Dangerous Working Conditions

Figure 14a,c present the complete characteristic curves of the pump turbine belonging
to the PSP shown in Figure 13, while Figure 14b,d display the modified forms using the
Suter method, which will be used in subsequent calculations. S1 in Figure 14a represents
the initial point of TC0, corresponding to the normal water level in the upper reservoir and
the rated condition of the turbine. During TC0, guide vanes take 15 s to move from y0 to
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10% y0, following the guide vane closure law y = 1 − 0.06t. S2 in Figure 14a marks the initial
state of PC0, where the lower reservoir is at the normal water level and the pump operates
under rated conditions. In PC0, the guide vanes take 15 s to move from 50% y0 to 10% y0,
with the guide vane closure law y = 0.5 − 0.0267t. For PC0, a braking mechanism can be
used to stop the hydraulic machine quickly in emergency situations, although shutting
down by guide vane closure is a comparatively longer process.

  
(a) (b) 

  
(c) (d) 

Figure 14. The complete characteristic curves of pump turbine. (a) n11-Q11; (b) x-WH; (c) n11-M11;
(d) x-WM.

Figure 15a demonstrates the fluctuations in rotation speed, torque, and mass-flow
during TC0. The flow continues to decrease until it reaches 0 at t = 8.9 s. Subsequently,
a reflux appears in the system, reaching a maximum value of qmax = −0.285, and it takes
30 s to stabilize at q = 0.155. The rotation speed increases sharply and then decreases
(Nmax = 1.47 at t = 7 s) due to the unit experiencing runaway before braking during the
load rejection period. The pressure initially rises and then falls (hmax = 1.79, hmin = 0.66).
The first wave ends at t = 19 s, followed by small pressure fluctuations around h = 1. These
fluctuations persist for about 45 s, as the unit’s operating point repeatedly passes through
the braking zone and the reverse pump zone at the end of the load rejection process. In
addition, the water level pulsation causes the pressure to converge more slowly compared
to the flow and rotation speed.
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(a) (b) 

Figure 15. The results of TC0 condition. (a) Rotation speed, flow, and pressure; (b) Energy trans-
fer parameters.

The vector sum of positive and negative energy transfer parameters corresponds the
pressure change between the initial moment and any given time (Equation (5)). Figure 15b
illustrates that the forward and reflected waves in the pipelines exhibit similar change
patterns, with initial upward trends followed by downward tendencies, ultimately leading
to the stabilization of all variables. The differences in parameter values and propagation
times are primarily attributed to variations in pipe lengths and the discrepancies in the
energy carried by each pressure wave. For instance, as shown in Figure 15b, near the
upstream region, Eup > 0, eup < 0, and the vector sum of Eup and eup > 0, indicating the
occurrence of a positive water hammer. Eup reaches its maximum value at t = 10.1 s,
coinciding with the first peak in pressure h. Eup decreases immediately after t = 10.1 s. The
change in eup is similar to Eup, but with an opposite value, causing their vector sum to
gradually declines, indicating a pressure reduction. eup reaches its maximum at t = 11.8 s,
corresponding to the first trough in pressure h. After t = 12.4 s, minor fluctuations appear
in the curves of Eup and eup, which correspond to small fluctuations in h. The vector sum
of Eup and eup equals 0 at t = 60 s, demonstrating that the system has reached a new stable
operating state. The water hammer phenomenon on the downstream side is completely
opposite to that on the upstream side. On the upstream side, the initial water hammer
pressure wave moves counter to the mainstream direction, whereas on the downstream
side, it aligns with the mainstream direction.

Figure 16 illustrates the continuous decrease in rotation speed under the PC0 condition.
After t = 43.3 s, the unit enters the reverse pump zone, where it begins rotating in the
opposite direction, with its rotation speed increasing to around N = 0.557. The initial sharp
drop in rotational speed is caused by the disconnection between the motor and the unit.
Subsequently, the unit begins to rotate in the opposite direction, leading to increased reflux,
which causes the unit to enter the turbine zone in reverse and accelerate toward a runaway
condition. The flow declines from the beginning until t = 7.11 s, when backflow appears at
the unit outlet. The main cause of this backflow at t = 7.11 s is the unit entering the braking
zone, where the rotation speed reaches 0. The maximum backflow is qmax = 0.3 at t = 10.4 s
and eventually stabilizes at approximately q = 0.16.
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(a) (b) 

Figure 16. The results of PC0 condition. (a) Rotation speed, flow, and pressure; (b) Energy trans-
fer parameters.

Figure 16b shows that Eup < 0 and eup > 0, with the vector sum of Eup and eup < 0,
indicating the presence of a negative water hammer in the system. Eup decreases to a
minimum at t = 9.93 s, while eup initially increases, causing their sum to rise slowly and
resulting in an upward trend in pressure. At t = 11.28 s, corresponding to the maximum
value of eup, the pressure h reaches its peak value. Small fluctuations in Eup and eup are
observed under both critical conditions (TC0: −294.4 to −327.4 and PC0: 294.5 to 328.2).
Following the first waves of Eup and eup, the pressure fluctuates within the range of 0.985
to 1.145 during this stage. The sum of Eup and eup reaches 0 after 106.5 s under the PC0
condition, indicating that the system has reached a new stabilized state.

To measure the differences between MOC and WHED, the relative error
Δ2 = |WHED−TLM|

TLM × 100% is calculated as the absolute difference between MOC re-
sult and WHED result, divided by MOC. Two partial enlargements in Figures 15a and 16a
show N (Δ2 = 0.2%) at TC0 and h (Δ2 = 1.8%) at PC0 calculated by WHED and MOC,
respectively. Table 6 shows the other parameters’ Δ2. The minor differences at TC0 are:
Δ2N = 0.7%, Δ2h = 1.9%, and Δ2q = 2.8%. The minor differences at PC0 are: Δ2N = 0.5%,
Δ2h = 1.8%, and Δ2q = 1.1%. Table 2 also elaborates that the Δ2 values of Nmin, hmin, and qmin

are larger at TC0 than that at PC0, whereas the Δ2 values of Nmax, hmax, and qmax are vice
versa. The Δ2 is smaller than 3%, which interprets the credibility of WHED. Furthermore,
WHED has several advantages over MOC:

(1) WHED adopts energy transfer parameters from the initial and calculating time, using
Equations (3)–(8) to derive boundary equations that solve the system. However, MOC
uses two adjacent nodes at the previous moment to build the characteristic functions
for the calculating moment. The functions constructed by each pair of nodes are
generally different, making MOC more complicated than WHED.

(2) WHED has better timeliness because it only needs to calculate the boundary condi-
tions of the two endpoints of the target segment. By dynamically considering the
wave propagation time, WHED allows for a larger time step, significantly improving
computational efficiency. Conversely, MOC requires dividing the pipeline into multi-
ple sections and constructing equations with adjacent nodes, requiring a smaller time
step and the processing of a large amount of unnecessary nodes.

(3) WHED provides a clear physical interpretation by analyzing changes in energy trans-
fer parameters to explain pressure changes under transient conditions. However,
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MOC relies on characteristic equations based on the finite difference method, which
do not directly characterize the causes of changes in the system’s flow regimes.

Table 6. Comparison between WHED and MOC under TC0 and PC0.

Nmax Nmin hmax hmin qmax qmin

WHED 1.469 0.541 1.796 0.673 1.010 −0.277
TC0 MOC 1.465 0.537 1.794 0.659 1.000 −0.285

Δ2 0.2% 0.7% 0.1% 1.9% 1.0% 2.8%
WHED 0.560 −0.957 1.305 0.543 0.301 −0.709

PC0 MOC 0.557 −0.956 1.297 0.533 0.298 −0.717
Δ2 0.5% 0.1% 0.6% 1.8% 1.0% 1.1%

4.2. Calculation and Analysis of Generation Conditions

Figure 17a shows the continuous movement of the guide vane (y = 0.035t + 0.3) at
TC1. Taking the upstream side as an example, the sum of Eup and eup < 0 indicates the
occurrence of a negative water hammer on the upstream side. Eup < 0 and the water
hammer wave is a decompression wave, and the negative waves are reflected from positive
waves (eup > 0 represents boost waves). The head rises and falls through four waves, with
the water hammer wave causing changes in each parameter. The pressure minimized at
t = 8.6 s (Hupmin = 355.6 m), and positive waves always appear before negative waves.
The sum of Eup and eup begins to increase gradually, which signifies pressure Hup growth.
Finally, the sum of Eup and eup reaches 0, indicating that the system is in a stable state. The
propagations of pressure waves on both the upstream and downstream sides are similar.
However, the changing trends of energy parameters and pressure near the downstream
side are opposite to those near the upstream side, of which Emax, emax, Hest, and the times to
peaks or valleys are shown in Table 7. TC1 (70% load increase) and TC0 (90% load rejection)
have opposite changing rules of energy transfer parameters, wherein E and e of TC1 reach
stable states after the maximums, but E and e of TC0 keep fluctuating due to the machinery
jumping between turbine and pump working areas. Thus, TC0 has more pressure waves
than TC1, and the minimum of TC0 is 11.8% smaller than that of TC1. For instance, the
maximum values of Eup and eup at TC1 are about 0.59 times those belonging to TC0, and
the minimum pressure is about 1.32 times higher.

 
(a) (b) 

Figure 17. Calculation results of TC1 condition. (a) Energy transfer parameters; (b) Rotation speed,
flow, and pressure.
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Table 7. Energy transfer parameters near the upstream and downstream sides at TC1.

TC1 Emax emax Hest (m) T (s)

Upstream side −265.8 265.7 355.6 8.6
Downstream side 265.7 −265.2 99.1 9.3

As shown in Figure 17b, the flow rate q increases with the guide vane opening, reaching
a maximum at t = 24 s (qmax = 1.02). The unit’s rotation speed N remains constant, similar
to TC2. Two small fluctuations in h and Hup occur within the range of 4–12 s. The pressure
changing trends on the upstream and downstream sides are opposite, as h can be calculated
by Equation (23). The pressure reaches its minimum at t = 8.2 s (hmin = 0.852), after which
it rises to h = 1.02 and basically remains stable. During the load rejection of TC0, the
unit transitions through three different conditions: the turbine zone, braking zone, and
reverse pump zone. In contrast, TC1 remains within the turbine zone. Consequently, the
fluctuation amplitudes of the parameters are smaller at TC1 compared to TC0.

The guide vane closure law at TC2 is y = 1 − 0.0467t, as shown in Figure 18a. On the
upstream side of the unit, the vector sum of Eup and eup > 0, indicating the presence of a
positive water hammer. Eup > 0 represents a positive pressure wave, while eup < 0 indicates a
decreasing wave due to the reflection of Eup. H first rises and then falls, reaching a maximum
value of Hupmax = 407.08 m. Both the sum of Eup and eup and the pressure reach their maximum
values at t = 15.1 s. Moreover, Eup and eup have their extreme values at t = 21.8 s and t = 23.6
s, respectively. Eventually, the sum of Eup and eup returns to 0, indicating that the system
has entered a new stabilized operating state. The pressure peaks and troughs of the energy
parameters near the upstream and downstream sides at TC2 are shown in Table 8. The numeric
symbols of Emax and emax are influenced by positive and negative waves, which correspond
to the increasing directions of energy transfer parameters. TC2 (70% load decrease) and TC0
(90% load rejection) have similar flow changing trends, as well as the developing tendencies of
energy transfer parameters. TC2 and TC1 are identical in that the energy transfer parameter
mainly undergoes a fluctuation, because both of them are in the turbine area, and they have
similar maximums of E and e (about 250).

  
(a) (b) 

Figure 18. Calculation results of TC2 condition. (a) Energy transfer parameters; (b) Rotation speed,
flow, and pressure.

Table 8. Energy transfer parameters near the upstream and downstream sides at TC2.

TC2 Emax emax Hest (m) T (s)

Upstream side 258.27 −258.69 407.08 15.1
Downstream side −257.46 257.63 28.06 15.2
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As shown in Figure 18b, the flow rate q decreases with the closing of the guide
vane, eventually being reduced to qmin = 0.26. The pressure experiences an upward wave
(hmax = 1.23), ultimately stabilizing about h = 1.0. Both TC1 and TC2 remain in power
generation mode, allowing the flow and pressure to converge quickly. TC2 is in the turbine
zone like TC1, with the maximum values of Eup and eup at TC2 being about 0.57 times
those at TC0, and the maximum pressure is reduced by 31.3% compared with TC0.

As shown in Figure 19a, the guide vane remains stationary until t = 11 s. After this
point, during TC3, the guide vane closure follows the law y = 1 − 0.06t. On the upstream
side of the unit, the sum of Eup and eup > 0, indicating a positive water hammer. Eup > 0
means the water hammer is a boost wave, with the maximum pressure Hupmax = 438.73
m appearing at t = 25.24 s. A buck wave eup < 0 is caused by the reflection of Eup. Similar
to TC2, Eup peaks (t = 28.1 s) earlier than eup, leading to a gradual decrease in the vector
sum of Eup and eup and the pressure. TC3 is a normal shutdown, wherein the unit leaves
the power grid after reducing 70% of the load, with the second stage of the remaining 20%
load reduction being the same as TC0. Fluctuations of Eup and eup lasted for 42 s, with
their sum equaling 0. The energy transfer parameters at TC3 are shown in Table 9, with
Hest appearing 10 s later compared to the TC2 condition, because the guide vanes start
to close after a 10 s delay. Furthermore, TC3 exhibits a more pronounced water hammer
phenomenon, shedding an additional 20% load compared to TC2, with the Emax and emax

being about 1.5 times greater than those in TC2.

  
(a) (b) 

Figure 19. Calculation results of TC3 condition. (a) Energy transfer parameters; (b) Rotation speed,
flow, and pressure.

Table 9. Energy transfer parameters near the upstream and downstream sides at TC3.

TC3 Emax emax Hest (m) T (s)

Upstream side 347.86 −348.22 438.73 25.24
Downstream side −349.21 350.68 −17.46 25.47

The parameters changes of the pump turbine are shown in Figure 19b. The flow
experiences downward waves (qmin = 0.04 at t = 29.5 s), then it gradually increases to a
stable value of q = 0.155 over 29 s. The rotation speed remains essentially constant until the
guide vane opening reaches 10% y0. After this point, the unit disconnects from the power
grid and enters the braking condition, where the rotation speed decreases. During the
initial shutdown period, the pressure experiences a significant increasing wave (hmax = 1.45,
hmin = 0.88), followed by some small fluctuations (0.88–1.07) after t = 27.9 s. Comparing the
interval between the maximum and minimum values at TC0 (hmax = 1.79, hmin = 0.66), the
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range at TC3 is narrower, which shows that closing the guide vane before disconnecting
from the power grid effectively reduces pressure fluctuation amplitudes.

It should be noted that after the peaks and troughs of the energy transfer parameters,
their developments are consistent with those at TC0, as the unit has entered the braking
zone. Additionally, since only 20% of the load is reduced at TC3, the maximum values of
Eup and eup are approximately 0.76 times those at TC0.

Figure 20a depicts the two stages of TC4. On the upstream side of unit, Eup < 0, eup > 0,
and the sum of Eup and eup < 0, indicating the presence of a negative water hammer in
this side. During the first 30 s, both Eup and eup exhibit upward trends, with their sum
oscillating between positive and negative, causing the pressure to fluctuate between 353 m
and 396 m. In the second stage, as the guide vane rapidly opens, Eup and eup experience
significant increases, and their sum < 0 amplifies the pressure decrease. Eup and eup start to
magnify after t = 35.9 s, as does the pressure. Ultimately, the absolute values of Eup and
eup equalize. The energy transfer parameters on the downstream side at TC4 show the
opposite circumstance compared to the upstream side, as listed in Table 10. TC4 (startup
at generating mode) and TC1 (70% load increase) are load increasing processes, and they
have similar trends in E and e. The first 30% load increment at TC4 is the beginning of TC1,
hence the energy transfer parameters at TC1 are 21.9% smaller than that of TC4. The last
70% load change at TC4 is same as TC1, and they become stable after a wave.

  
(a) (b) 

Figure 20. Calculation results of TC4 condition. (a) Energy transfer parameters; (b) Rotation speed,
flow, and pressure.

Table 10. Energy transfer parameters near the upstream and downstream sides at TC4.

TC4 Emax emax Hest (m) T (s)

Upstream side −308.49 309.35 348.6 35.87
Downstream side 307.37 −307.57 36.81 36.09

Figure 20b further shows the two stages of TC4. In the first stage (y = 0.008t + 0.1), the
flow gradually increases (t = 30 s, q = 0.39), and the rotation speed rises rapidly, stabilizing
around N = 1. h and Hup follow similar trends, experiencing downward waves (hmin = 0.78
at t = 0.6 s). The unit moves from the braking zone to runaway zone, then enters the turbine
condition, causing the pressure to undergo five waves (hmax = 1.14). In the second stage
(y = 0.067t + 0.33), the guide vane takes 10 s to open from 30% y0 to 100% y0, while the
rotation speed remains constant because the unit is connected to the power grid in the first
stage. However, the flow continues to increase, reaching a stable value of approximately
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q = 1.02, and the pressure undergoes a downward wave, stabilizing around h = 1.02. The
second stage is similar to TC1, with the minimum pressure at TC4 being 0.93 times that
at TC1. Both TC1 and TC4 involve load increasing conditions, but TC4 experiences a
condition switch from the braking zone to the turbine zone in its first stage, hence its final
values of Eup and eup in the second stage being about 1.15 times greater than TC1.

4.3. Calculation and Analysis of Pumping Conditions

As shown in Figure 21a, the energy transfer parameters on the upstream side of the unit
before t = 20 s exhibit small fluctuations (−4.03 to −13.46 for Eup and 0.75 to 13.04 for eup). At
t = 30 s, the vector sum of Eup and eup < 0 represents a negative water hammer. Eup < 0 signifies
a buck wave, and the boost wave (eup > 0) appears after reflection of Eup. At t = 49.9 s, Eup peaks
while eup is still rising, resulting in a gradual increase in their sum and the pressure. eup reaches
its maximum value at t = 50.8 s, while the pressure also reaches the maximum after 1.44 s. PC1
and PC0 share some similarities, such as the evolution trends of Eup and eup, which exhibit
small fluctuations after their peaks (−306.91 to −337.32 for Eup and 307.96 to 336.88 for eup).
The pressure fluctuation range is 341.7 m to 439.8 m. Finally, the vector sum of Eup and eup

equals 0. The energy transfer parameters on the downstream side at PC1 show the opposite
circumstance compared with that of the upstream side, as listed in Table 11. Comparing the
shutdown periods of PC1 and TC3, Emax and emax have opposite signs.

(a) (b) 

Figure 21. Calculation results of PC1 condition. (a) Energy transfer parameters; (b) Rotation speed,
flow, and pressure.

Table 11. Energy transfer parameters near the upstream and downstream sides at PC1.

PC1 Emax emax Hest (m) T (s)

Upstream side −370.59 370.05 311.73 44.97
Downstream side 369.64 −370.45 159.29 42.63

Figure 21 shows two stages at PC1. In the first stage, without guide vane movement
before t = 20 s, parameters like flow remain essentially unchanged. The guide vane closure
law is y = 0.5 − 0.01t in the second stage after t = 20 s, leading to a decrease in flow as the
guide vane closes, while the rotation speed remains unchanged. The guide vane opening
is 30% y0 at t = 40 s, and the power supply is cut off at this moment. Reflux appears at
t = 46.8 s, reaching a maximum of qmax = 0.28. The main flow takes about 52 s to stabilize
at q = 0.17. The rotation speed drops to 0 at t = 79.4, after which the reverse flow causes
the unit to start rotating in the opposite direction, with a final reverse speed of around
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N = 0.48. The pressure experiences a downward wave (hmin = 0.55, hmax = 1.27), taking
80 s to stabilize at h = 1.04. PC0 and PC1 are shutdown transitions under pumping mode,
differing in guide vane closure time and power outage time. These differences are reflected
in results such as the extreme values of pressure (with hmin and hmax at PC1 being 1.06 and
0.94 times those at PC0) and the extreme values of Eup and eup around ±365 and ±355 at
PC0. From the viewpoint of time, the pressure and energy transfer parameters reach their
maximum values at PC0 about 40 s earlier than at PC1, due to faster guide vane closure
at PC0.

As Figure 22a shows, on the upstream side of the unit, the vector sum of Eup and
eup > 0 represents a positive water hammer. Eup > 0, and the Hup rises to 143% of its
original value. eup < 0 appears after the reflection from Eup, continuing to rise even though
Eup peaks at t = 18.1 s. Their vector sum decreases along with lower pressure. Lastly,
the sum of Eup and eup returns to 0, indicating the system has reached a new stable state.
Table 12 provides information on energy transfer parameters near the downstream side
at PC2.

(a) (b) 

Figure 22. Calculation results of PC2 condition. (a) Energy transfer parameters; (b) Rotation speed,
flow, and pressure.

Table 12. Energy transfer parameters near the upstream and downstream sides at PC2.

PC2 Emax emax Hest (m) T (s)

Upstream side 348.77 −348.17 438.58 1.83
Downstream side −344.34 344.12 −50.14 2.58

Figure 22b shows a sharp rise in rotation speed due to motor connection at PC2, with
the rotation speed reaching N = 1 within 1 s. The pressure quickly reaches its maximum
(hmax = 1.43 at t = 1.8 s) after the unit is powered on. h and Hup show similar trends, with a
small fluctuation at t = 8 s. h declines as the guide vanes are further opened, stabilizing at
h = 0.96 after 55 s. The maximum flow is qmax = −0.8 at t = 23.4 s.

4.4. Stability Analysis of Parameters (Pressure, Flow Rate, and Rotating Speed)

MDS is used to quantitatively analyze the parameters from transient conditions in
Table 5. u, u1, and u2 are defined by Equations (25)–(27). In these expressions, cmax, cmin,
and cr are the maximum, minimum, and rated values of q, h, and N, respectively. Table 13
lists the calculated results of u1, u2, and u under the transitions in Table 4.
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Table 13. u1, u2, and u of PSP conditions.

Conditions
q h N

u1 u2 u u1 u2 u u1 u2 u

TC0 0.64 0.11 0.587 0.57 0.09 0.498 0.47 0.07 0.418
TC1 0.39 0.03 0.345 0.08 0.02 0.071 0.00 0.00 0.000
TC2 0.36 0.03 0.327 0.11 0.02 0.097 0.00 0.00 0.000
TC3 0.39 0.06 0.357 0.30 0.03 0.260 0.23 0.01 0.201
TC4 0.38 0.01 0.343 0.17 0.07 0.155 0.42 0.03 0.369
PC0 0.50 0.10 0.460 0.39 0.06 0.341 0.29 0.01 0.254
PC1 0.49 0.04 0.445 0.37 0.03 0.319 0.24 0.01 0.210
PC2 0.49 0.04 0.445 0.24 0.04 0.210 0.50 0.20 0.461

The u1 of q follows the order TC0 > PC0 > PC1 = PC2 > TC3 = TC1 > TC4 > TC2.
Comparing the startup and shutdown conditions of two modes, u1 of PC1 and PC2 are
approximately 25% larger than that of TC3 and TC4, mainly due to more obvious reflux
in pumping mode. h, N, and q have similar tendencies in these four conditions, with the
pumping mode exhibiting a wider fluctuation range of parameters. The u2 of h at TC3 and
TC4 is larger than that of PC1 and PC2, whereas the u2 of q and N differ from that of h.
The u2 of q and N are larger at PC2 than at TC4, but they are greater than or equal to PC1
in TC3.

Under generation conditions in Table 5, the parameters of TC0 have the highest u1,
with the maximum and minimum u1 of q and h differing by factors of about 2 and 7 times,
respectively. The maximum and minimum u1 of N are 0.47 and 0. As for pumping states
in Table 5, the u1 of q and h at PC0 obtain maximum values, whereas the u1 of N reaches
the maximum at PC2. The change pattern of u2 is similar to u1, illustrating the consistency
of the two prediction results of system safety. u of N in two startup conditions (PC2 and
TC4) are the largest, followed by u of q and h. However, u of q in other conditions is larger
than u of h, with the smallest being u of N. A comprehensive parameter u is defined as the
weighted average of q, h, and N in Equation (29).

u =
uq

c
+

uh
c

+
uN
c

(29)

uq, uh, and uN are the average values of u from q, h, and N, respectively. c = uq + uh +

uN , and the calculated results of these parameters are presented in Table 14. The order of
condition safety is TC2 = TC1 > TC3 > TC4 > PC1 > PC0 > PC2 > TC0. TC1 and TC2 exhibit
the best safety, whereas TC0 shows the worst case, with the u of TC0 being approximately
2.5 times that of TC1 and TC2.

Table 14. The weighted values of q, h, and N.

Conditions ¯
uq/c

¯
uh/c

¯
uN/c

¯
u

TC0 0.27 0.13 0.11 0.51
TC1 0.16 0.02 0.00 0.18
TC2 0.15 0.03 0.00 0.18
TC3 0.16 0.07 0.05 0.28
TC4 0.16 0.04 0.10 0.30
PC0 0.21 0.09 0.07 0.37
PC1 0.20 0.09 0.06 0.35
PC2 0.20 0.06 0.12 0.38
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5. Conclusions

This work proposes a method called WHED used for guarantee calculation of regu-
lation for HPs and PSPs. The WHED calculation results for HPs show good agreement
with experimental data, demonstrating WHED’s reliability. Furthermore, WHED and
MOC are used to analyze the generating and pumping modes of PSPs, with results re-
vealing WHED’s superiority over MOC. Energy parameters are defined to characterize
the operational stability of transitions, while MSD is applied to explore the stability of
transient parameters.

The key findings of this study include the following three aspects.

(1) A key contribution of this paper is the proposal of WHED: WHED employs energy
transfer parameters to characterize system stability, which makes it possible to explain
the operations of HPs and PSPs from a physical point of view, and it further breaks the
limitation of MOC being limited to mathematical analyses. Thus WHED does not need to
take into account the Courant condition in its calculation. Also, WHED can be used with a
large time step condition so that it can directly calculate the transient parameters of the
target node, improving calculation speed by about 4 times compared with MOC.

(2) The behavior of core parameters in WHED: Negative energy waves are always re-
flected from positive energy waves, meaning that the negative energy transfer param-
eter appears later than the positive energy transfer parameter. The energy transfer
parameter reflects the energy variation in the system, and the pattern of energy trans-
fer on the upstream side is opposite to that on the downstream side. The regulating
well can effectively reduce water hammer pressure, so the energy transfer parameter
in the regulating well changes in the opposite direction to that in the pipeline. Larger
load adjustments correspond to greater changes in energy transfer parameters and
increased system instability. The positive and negative values of the energy transfer
parameters indicate different types of water hammer, with positive values correspond-
ing to positive water hammer as pressure increases. The system is stable when the
sum of the positive and negative energy transfer parameters equals zero.

(3) This paper verifies the accuracy of WHED by comparing it with model tests and
MOC. Due to limitations of the test bench, the wave speed used in the model ex-
periment differs from that in the calculation, resulting in a larger discrepancy in the
model test compared to the calculation verification. The smallest error occurs in
the TC0 condition, demonstrating that the water hammer energy difference calcula-
tion method is highly reliable based on the comparison of results. Additionally, the
one-dimensional and three-dimensional coupled calculations highlight the broad ap-
plicability of WHED in scientific research. The coupling performance is well validated
through comparison with experimental results, and CFD simulations of TKE distribu-
tion in the regulating well show that turbulence is more intense in the low-water-level
transition condition.

Stable operation of transitions in the regulated plants can effectively reduce wind
and solar abandonment rates and enhance their power acceptance capacity, and it further
contributes to the construction of new energy power grids. WHED’s application to inves-
tigate transient characteristics of more PSPs and HPs and analyze the impact of unstable
transitions on the grid will be the next study for the authors.

Author Contributions: X.M.: Conceptualization, Formal analysis, Funding acquisition, Investigation,
Methodology, Project administration, Supervision, Writing—review and editing. G.W.: Data curation,
Formal analysis, Investigation, Software, Validation, Writing—original draft. Y.W.: Methodology,
Resources. J.H.: Writing—original draft. X.G.: Writing—review and editing. P.Z.: Software. All
authors have read and agreed to the published version of the manuscript.

25



Energies 2025, 18, 1549

Funding: This work is supported by the National Science Foundation of China (51909222), the
Postdoctoral Special Funding Project of Shaanxi Province (2023BSHTBZZ22), The second “Young
Talent Promotion” held by China Society for Hydropower Engineering (CSHE-YESS-2024006), China
Postdoctoral Science Foundation under Grant 2024M752625, Third-class Postdoctoral Grant Program
of Shaanxi Province (2024BSHSDZZ234).

Data Availability Statement: The data presented in this study are available on request from the
corresponding author due to project requirements.

Conflicts of Interest: The authors declare that they have no known competing financial interests or
personal relationships that could have appeared to influence the work reported in this paper.

Abbreviations and Symbols

The following abbreviations and symbols are used in this manuscript:

Abbreviations Q11 Unit flow rate, m3/s
WDS Water diversion system Qr Rated flow rate, m3/s
WHED Water hammer energy difference Hr Rated water head, m
PSP Pumped storage plant H11 Unit water head, m
HP Hydropower plant nr Rated rotation speed, r/min
MOC Method of characteristics n11 Unit rotation speed, r/min
1D One-dimensional Mr Rated torque, kN·m
3D Three-dimensional t Time, s
MDS Multidimensional scale y Relative opening of guide vane, -
EXP Experiment yv Relative opening of guide valve, -
SSR Sum of squares of residuals HR Reservoir level, m
TSS Total sum of squares R2 Linearly dependent coefficient, -
Symbols Hw Water level of surge tank, m
v Flow velocity of pipe cross-section, m/s HB Bottom pressure of surge tank, m
h Water head, m Δ Maximum fault tolerance, -
l Length of pipe, m u1 Amplitude of parameter, -
d Diameter of pipe, m u2 Change rate of parameter, -
a Wave velocity of water hammer, m/s u Stability coefficient, -
λ Head loss coefficient, - u The weighted average, -
H0 Initial water head, m c Sum of u, -
v0 Initial flow velocity, m/s δc Velocity scale
E Transfer parameters of positive energy, - δl Geometric scale
e Transfer parameters of negative energy, -

Ω Differences between predicted and calculated values, -
A Sectional area of pipe, m3

n Rotation speed, r/min WH,
WM

Flow rate and torque coefficient after Suter transformation, -
M Torque, kN·m
Q Flow rate, m3/s
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Abstract: In the present paper, the subject of investigation is the reliability assessment of
the single-stage reversible Hydropower Unit No. 3 (HU3) in the Bulgarian Pumped Hydro-
Electric Storage (PHES) plant “Chaira”, which processes the waters of the “Belmeken” dam
and “Chaira” dam. Preceding the destruction of HU4 and its virtual simulation, an analysis
and its conclusions for rehabilitation and safety provided the information required for the
reliability assessment of HU3. Detailed analysis of the consequences of the prolonged use
of HU3 was carried out. The Supervisory Control and Data Acquisition (SCADA) system
records were studied. Fault Tree Analysis (FTA) was applied to determine the component
relationships and subsystem failures that can lead to an undesired primary event. A Failure
Modes and Effect Analysis methodology was proposed for the large-scale hydraulic units
and PHES. Based on the data of the virtual simulation and the investigations of the HU4
and its damages, as well as on the failures in the stay vanes of HU3, it is recommended to
organize the monitoring of crucial elements of the structure and of water ingress into the
drainage holes, which will allow for detecting failures in a timely manner.

Keywords: FMEA; accident analysis; hydro-energy; pumped hydro-energy storage; fault
tree analysis; failure prediction

1. Introduction

This article is related to the contract of the “National Electric Company” EAD (NEK
AD) of Bulgaria [1] for the investigation and analysis of the possibility of the safe operation
of HU3 at the “Chaira” PHES plant. A brief history of the construction and operation of
the Chaira HPES can be found in [2].

The objective of the contract was the investigation of the reliability of the single-stage
reversible HU3 at the “Chaira” PHES plant, which processes the waters of the “Belmeken”
dam and the “Chaira” dam (Figure 1). The “Belmeken” dam is located at an altitude of
about 2000 m. The upper water level of the dam is at an altitude of 1920 m. The lowest
level is at 1865 m. Figure 1 also shows the altitude of the dam walls. The dam contains
144 million cubic meters of water. The “Chaira” fam is located at an altitude of about
1200 m. It contains about 5 million cubic meters of water. The upper water level of the
dam is 1260 m, and the lower level is 1231 m. The plant consists of four hydro units (HUs)
that are located at an altitude of 1169 m. The power generated by the “Chaira” PHES is
864 megawatts, and in pumping mode it consumes 788 megawatts. The water pipes are
divided into two levels, each with two pipes with diameters of 4.4–4.2 m. The level of the
upper section is at an altitude of about 1900 m. The total length of the pipelines is 2510 m

Energies 2025, 18, 1885 https://doi.org/10.3390/en18081885
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for the upper level and 1816 m for the lower level, respectively. The flow rate of each pipe
is about 7.2 cubic meters per second.

 
Figure 1. The principal scheme of the PHES “Chaira” plant.

The scheme of each powerhouse is presented in Figure 2. The high-pressure water
flow enters from the “Belmeken” dam (Figure 1) into each HU (Figure 2) through pressure
water pipe 6 (penstock) in powerhouse 1 and drives the turbine 1b and the motor–generator
in generator mode. In pump mode, pump 1b is turned on, which is driven by the motor–
generator in engine mode. The waste water flows through pipeline 7 (tailraces) into the
lower reservoir “Chaira” (Figure 1). The water flow is interrupted through the downstream
gates 7a. Transformers and power lines are installed in cable gallery 8, and part of the water
flow is accumulated in lower surge shafts 3 to equalize the pressure and prevent water
hammer. The water flow is regulated through the downstream gates 7a.

The rehabilitation of the HU3 unit began on 20 February 2021 with the completion of
repair and installation activities and the adjustment of the unit’s systems. As a result of
the damages that occurred in HU4, on 2 June 2022, and before the start of the trial testing
stages of HU3, the activities were terminated by the contractor in order to prevent similar
damage as that of HU4 [3].

Cases of failures in hydroelectric power plants and, more specifically, in HPESs are not
unusual worldwide. Such cases have been described in the literature since the beginning
of the 20th century. In [4], many incidents are listed, although it is not a complete list.
Predominantly Francis turbines are applied either as turbines or as pumps, since this type
of structure is especially effective for both cases. Many cases of Francis turbine failures
for the period from 1990 to 2010 are analyzed in the paper of Yasuda and Watanabe [5].
Incidents were reported for power plants in Canada, China, Australia, Iran, Nepal and the
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USA. One of the most dramatic cases was reported for the Sayano-Shushenskaya power
station [6]. In the scientific literature, the destructions and failures of the turbine blade are
mainly discussed. In [5], there are no cases analyzed regarding the damages of the stay
vanes. Severe vibrations were the reasons for the cracks found in the runners of Francis
turbines [7]. Damages as a result of the erosion of the turbine blades and guide vanes were
reported in Nepal in 2003 [8]. Cracks were found at the trailing edges of the turbine blades
of Francis turbines in Iran in 2006 [9] and in Canada in 2008.

Figure 2. The structure of a unit of PHES at the “Chaira” plant.

Another case of the destruction of a Francis turbine of 88 MW was reported in the USA
in 2008. The runner blades had severe damage due to hard-hitting by a freed guide vane.
A similar case was reported in the Tocantins River in central Brazil [10]. The cause was the
dropping of a link pin of the guide vane operating mechanism. In 2010, in Canada [11],
many cracks were found at the flange fillet of the main shaft at the runner side.

Some cases of spiral casing destructions of Francis turbines are also discussed. In
Australia, in 1990, a Francis turbine of 150 MW experienced spiral case failure due to an
excessive pressure increase due to the instant shutdown of all guide vanes [12]. Spiral case
embedment and destruction was discussed in several articles by Chinese scientists [13,14].

It should be noted that investigations of possible destructions of Francis turbine
stay vanes could not be found in the scientific literature. Todorov et al. [15–17] analyzed
the destruction of the Francis turbine stay vanes of the PHES “Chaira” HU4 and the
possible reasons for the occurrence of cracks. They conducted detailed investigations on
the influence of concrete erosion [15] on the destruction of the spiral casing and the stay
vanes [16]. The fatigue of the material was also discussed [16,17].

The unprecedented accident at HU4 of the Chaira HPP [17] necessitated the termina-
tion of the rehabilitation of HU3. The main cause of the accident at HU4 was the complete
destruction of all blades, an event that has not been described in scientific publications.
In Figure 3 the stay vane No. 1 of HU4 and the cracks are shown. It was proven as a
result of the virtual simulations in [16,17] that the reason for the stay vanes’ destruction
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was the low-cycle fatigue of the material. The red circle shows the stay vane No. 1, where
the yellow sector is the part with inadmissible stresses and strains. These are the places
where the cracks appeared. Surveying the scientific literature showed that the problems
of the fatigue life and the service live of Francis turbines were within the scope of many
publications. In [18], it is recommended that fatigue safety factors to be more than 1.5
and guidelines are proposed for the determination of fatigue cycles and crack propagation
calculations. In [19], the fatigue reliability of welded steel structures is analyzed. Liu
et al. [20] reviewed the publications on the fatigue damage mechanisms in hydro turbines.
Lyutov et al. [21] used the stress pulsation amplitude to estimate the number of cycles until
the moment of fatigue failure. The numbers of loading cycles and oscillation frequency
are also used to calculate the runner service time. Paresas et al. [22] estimated the fatigue
lives of Francis turbines based on experimental strain measurements. Biner et al. [23]
performed a numerical fatigue damage analysis of a variable-speed Francis pump turbine
in start-up and generating modes. In case of variable loading conditions, the use of the
correct factor of safety in structural strength calculations is of particular importance. Zhang
et al. [24] studied the major factors affecting the fatigue life prediction of steel spiral cases in
pumped-storage power plants. They expected that the factors identified in the paper would
assist in understanding the role of adequate fatigue design and the analysis of PHES plants.

cracks 

drainage hole 

Figure 3. The cracks of stay vane No. 1 of HU4 [17].

A key element in the analysis of failures and, most importantly, the probability of their
occurrence is the risk assessment methodology. A type of methodology that is increasingly
being used in modern products is the Failure Modes, Effects and Analysis (FMEA) method-
ology. Its premise is the availability of quantitative estimates of the probability of a given
type of failure occurring, and it examines in greater detail the types of failure of the facility.

A suitable method for conducting reliability and safety analyses is Fault Tree Analysis
(FTA). This method uses systems analysis to determine the component relationships and
subsystem failures that can lead to an undesired event, known as a primary event. The
automotive industry mainly uses FMEA, while the aerospace industry uses FTA. In many
cases, the best results are obtained by combining several analysis methods.

Souza and Álvares [25] applied FMEA and FTA for the assessment of the reliability of
hydraulic Kaplan turbines used in the hydroelectric plant of Balbina, Amazonas, Brazil.
They showed the contribution of each one to predictive maintenance. Peeters et al. [26]
assessed the FMEA model in order to select the critical system-level failure modes. For
each of them, a function-level FTA was performed, followed by an FMEA. The Infraspeak
Team [27] published a paper about the differences between the FTA and FMEA models.
It was shown that each analysis has its own approach to failures, which could lead to
different results.

Another type of analysis included in some international standards does not require
a quantitative assessment of the probability of a particular type of failure but only a
description of the possible failures, their effects and the risk of failure (criticality). This type
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of analysis is known as risk hazard analysis (RHA). This type of analysis is described in
detail by the standards DIN EN ISO 12100 [28].

Flynn [29] discussed the methods used to identify hazards and the causes and conse-
quences of accidents. It was emphasized that many accidents occurred because of a lack
of knowledge of the system, process or substance being dealt with. TheSafeyMaster pub-
lished a study report [30] for consultancy and training services about hazard identification
and risk assessment. It was clearly stated that hazard identification and risk assessment
are critical processes that organizations need to undertake to ensure the safety of their
employees.

This article examined the possibility of accidents occurring at HU3 of the PHES
“Chaira” plant. The causes of the HU4 accident were analyzed and the design documen-
tation, the installation process, the SCADA system records, the protocols of the current
repairs performed, and the results of the virtual modeling of the hydro units were studied.
The results of the HU4 investigations were compared with the data from the investiga-
tions of HU3, which did not suffer an accident, as it is identical to HU4, both in terms
of construction and installation performance. The results of the SCADA system records
and information, as well as the operation data of HU3, were compared with those of the
damaged HU4.

The probability of system failure was estimated based on the failure probabilities
of the primary events. The creation of the so-called fault tree was based on system and
functional analysis, the definition of the unwanted event (failure at the basic level), the
determination of the types and categories of failures, the depiction of the effectiveness of
failures in the fault tree to the main events, the assessment of the main events from the
input data (failure frequency, duration of the events) and the probabilistic assessment of the
fault tree. The effects of static loads, dynamic loads and low-cycle loads were investigated.
A systematic risk analysis was carried out. The results of the application of FMEA and
FTA were supplemented with the results of the hazard and operability study of RHA,
with the best solutions being achieved through a combination of the analysis methods.
Since the existing methods for risk assessment are mainly used for the aeronautics and
automobile industries, the innovation of the proposed methodology consisted of improving
it applicability to large-scale hydraulic units such as PHES.

Based on experience and the investigations of the HU4 and its damages, as well as
of some failures in the stay vanes of HU3, it is recommended, according to Section 5, to
conduct monitoring of the major parts of the HUs, as well as for water ingress into the
drainage holes to be organized. This will allow for detecting failures in a timely manner.

2. Materials and Methods

2.1. Risk Analysis: Essence

Risk hazard analysis (RHA), set out in some international standards and safety re-
quirements for a number of devices, does not require a quantitative assessment of the
probability of given types of failures. Only a description of the possible failures, their
effects and the risk of failure occurring (criticality) is needed. It is used to identify and
assess potential risks in the use of a device. The measures taken to ensure operational safety
are to be documented, and it is not required to include all measures taken with regard to
the safety of the device. It should be noted that technical and formal errors are possible
when preparing the documentation.

The presented description of RHA is based on and described in detail by the German
standard DIN EN ISO 12100 Part1 [28]. It applies to lifting facilities but also is used
for other equipment. The specific possible risks and their causes are the main objects
of consideration. The analysis report should also contain prescriptions for operational
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control based on knowledge of the nature of the occurrence of failures and their specificities.
The identification of the risk level is obtained through the assessment of the risk and the
corresponding types of dangerous failures. The frequencies and the possibility of failure
occurrences are determined according to a scale defined in the standard and shown in
Figure 4.

Figure 4. The risk assessment system for performing RHA according to DIN EN ISO 12100 Part1.

The notations presented on the Figure 4 are as follows:

B: 1–4: Categories for security-related parts of controls;
N: Normal category for the risk level
(N): Additional directions for standard solutions for protection devices and electronical
devices (this category can generally be accomplished by using electronics);
+: Deviation to an upper category;
−: Deviation to a lower category.

Hazard analysis documentation is prepared in order to make the hazard more clear
and understandable, and, thus, the hazardous location, the hazard cause and the operating
method are also listed. The definition of the type of hazard is evaluated as follows:

(S): Grade of the possible injury:

S1: Light injury;
S2: Severe permanent injury.

(F): Frequency of the incidence:

F1: Rarely to often;
F2: Frequent to always.

(P): Possibility of risk prevention:

P1: Possible risk prevention under certain circumstances;
P2: Almost impossible.
The DIN EN ISO 14121-1 [31] standard defines risk as a combination of the probability

of damage occurring and its degree of criticality. There are a large number of procedures for
analyzing these factors. In general, two main types of risk analysis are applied—deductive
and inductive. The deductive procedure starts with an event and analyzes its causes. The
inductive procedure assumes the existence of possible deviations in a process or a system
and analyzes their effects.
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The technical context of the present study requires that the concept of safety anal-
ysis be considered, although the term risk analysis is often used in connection with
economic analyses.

2.2. Methodology Used for the Analysis of Failures and Their Effects

The main method used for reliability analysis and the definition of the probability of
damage and destruction is based on the investigation performed via Failure Modes, Effects
and Criticality Analysis (FMECA) [32]. This method is increasingly being used in modern
products. The premise is the availability of quantitative estimates of the probability of
a given type of failure and its detailed examination. The FMECA is performed prior to
any failure actually occurring. FMECA analyzes risk, which is measured by criticality (the
combination of severity and probability), to take action and, thus, provide an opportunity
to reduce the possibility of failure.

FMECA and Failure Mode and Effects Analysis (FMEA) [25–27] are closely related
tools. There are two activities used to perform FMECA: creating FMEA; performing the
criticality analysis. Each tool resolves to identify failure modes that may potentially cause
product or process failure. FMEA is qualitative, exploring “what-if scenarios”, where
FMECA includes a degree of quantitative input taken from a source of known failure rates.
A source for such data is Military Handbook 217 [33] or an equivalent source.

As already mentioned, there are a large number of methods for performing analysis
and evaluation. The automotive industry mainly uses FMEA, while the aerospace indus-
try uses Fault Tree Analysis (FTA), although very often these two methods are applied
sequentially [27]. The chemical industry often uses the hazard and operability (HAZOP)
study methodology [34]. In many cases, the best results are obtained by combining several
methods for risk and safety analysis.

The FMEA methodology was developed in the NASA space program in 1959/60.
FMEA is applied to the study of potential weaknesses in the planning and design phase.
This analytical methodology is of a preventive nature.

The analysis of certain risks involves considering each system unit and its association
with the probability of hazard. An important element of FMEA is the determination of
a quantitative expression of the risk, the risk priority number (RPN), which assesses the
criticality of the specific failure. The RPN is determined as follows:

S × O × D = RPN, (1)

where the following is true:

• S—severity (criticality)—assesses the degree of significance of a failure;
• O—occurrence (failure intensity)—assesses the likely occurrence of such a failure;
• D—detection (detectability)—represents the probability of detecting the cause of

a failure.

The RPN value is used for decisions regarding the need for intervention and changes.
The values indicate the following:

• RPN values up to 40 indicate low risk (no need for corrective actions);
• RPN values in the range 40 ÷ 100 indicate moderate risk (certain actions are needed

to improve the study object);
• RPN values above 100 are classified as unacceptable risk (urgent actions are needed).

The generally accepted values and descriptions of these parameters are given in
Tables 1–3.
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Table 1. Severity (S): criticality levels and their assessment.

Level Description Rating (S)

None No effect on components 1

Minor Minor effect on the system 2

Very low Slightly pronounced impact on the system 3

Low
Low level of criticality regarding the

functioning of the system 4

Average
The system is functioning, albeit with

broken parameters 5

High Reduced system functionality 6

Very high Loss of important system functions 7

Dangerous
Functions are lost, leading to potential

danger to users 8

Very dangerous
Potentially dangerous system condition,

with indications allowing preventive action 9

Extremely dangerous
System condition with possible critical
impacts on personnel, albeit without

possibility of detection and prevention
10

Table 2. Occurrence (O): failure intensity assessment.

Intensity Probability Rating (O)

Extremely low ≤1 × 10−5 1

Low 1 × 10−4 2

Average grade

5 × 10−4 3

1 × 10−3 4

2 × 10−3 5

High degree (repeatability)

5 × 10−3 6

1 × 10−2 7

2 × 10−2 8

5 × 10−2 9

Very high degree ≥1 × 10−1 10

Table 3. Detection (D): detection rate.

Grade Description Rating (D)

Very high Very high probability of failure detection 1

High High probability of failure detection 2

Relatively high Relatively high probability of failure detection 3

Medium Average probability of detecting failure 4

Relatively low
Relatively low probability of detecting the

potential cause/mechanism of failure 5
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Table 3. Cont.

Grade Description Rating (D)

Low
Low probability of detecting the potential

cause/mechanism of failure 6

Very low
Very low probability of detecting the potential

cause/mechanism of failure 7

Weak
Weak probability of detecting the potential

cause/mechanism of failure 8

Very weak
Very weak probability of detecting the
potential cause/mechanism of failure 9

Impossible Inability to establish the failure 10

3. Results

Fault Tree Analysis of HU3 of PHES “Chaira”

FTA is suitable for conducting reliability and safety analyses. The methodology uses
system analysis to determine the relationships and subsystem failures that could lead to
an undesired event, known as a primary event. The FTA enables the representation of the
functional structure of the system as a causal chain of failures and their effects. The main
aim is to estimate the probability of total system failure based on the probabilities of the
main failure events occurring. The FTA shows which failures cause emergency events, and
the aim is evaluating and predicting possible preventive measures. Further, a quantitative
analysis is performed to calculate the probability of the occurrence of an undesirable event.

In general, the following components and fault categories are used:

• Primary failure (failure of a component under normal operating conditions);
• Secondary failure (failure of a component as a result of secondary failure from a

primary failure or as a result of extreme operating conditions);
• Errors as a result of incorrect operation or misuse.

An important factor is the nature of the fault linkage. While an “OR” combination of
two inputs is sufficient to trigger a fault, an “AND” connection requires both inputs for it
to occur.

The creation of the so-called fault tree occurs during the following stages: performing
system and functional analysis; defining the unwanted event (failure at the basic level);
determining the types and categories of failures; depicting the effectiveness of failures
in the fault tree to the main events; evaluating the main events from input data (failure
frequency, times); performing probabilistic assessment of the fault tree (calculation of the
above event).

A section of the Francis turbine and its simplified mayor units and parts are shown in
Figure 5. The following parts are denoted by numbers: 1—the concrete surrounding the
structure; 2—the spiral casing; 3—the stay vanes; 4—the guide vanes; 5—the bolts of the
upper 6 and the lower 7 covers; 8—the bearing; 9—the runner. The corresponding units are
in different colors.

A simple example of a possible failure during HU operation is shown. As a result of
increasing the gap between spiral casing 2 and concrete 1, the loading and the deflections
in stay vanes 3 become unacceptable and cracking appears. Then, the destruction of stay
vanes 3 follows and the destruction of bolts 5 connecting the upper 6 and lower 7 covers
follows. Water penetrating through bearings 8 appears. This process was observed during
the failure of HU4.
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Figure 5. A section of the Francis turbine and its main units and details.

Based on the results, it is possible to determine the most effective measures to eliminate
weak points and optimize reliability and safety. This analysis is related to the possible
failures of the stay vanes of the spiral casing (stator columns) and the effects caused by
them. The following possible failures of the stay vanes are described further down.

• Primary failures/shutting out (PFs):

� PF1: Crack formation on the faces of up to three stay vanes due to low-cycle
material fatigue;

� PF2: Crack formation on the faces of more than three stay vanes due to low-cycle
material fatigue;

� PF3: The violation of the bond between concrete and spiral casing, leading to a
backlash.

• Secondary failures/shutting out (SFs):

� SF1: The failure of up to three stay vanes;
� SF2: The failure of all stay vanes;
� SF3: Significant deformations in the spiral casing;
� SF4: Increased load on the lower and upper covers;
� SF5: Increased load on the bolted connections of the covers due to their overloading

by bending moment.

• Effects of failures (EFFs):

� EFF1: Deteriorated guide vane bearings—the violation of clearance and coaxiality
occurs between the guide vanes and the bearings, leading to difficulty closing
(switching off) the vane control;

� EFF2: Deteriorated runner to spiral casing clearance—the violation of clearance
between the runner and the spiral casing and possible mutual contact;

� EFF3: Damaged bolted connections of covers—the destruction of bolted connec-
tions of the covers due to their overloading by bending moment;
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� EFF4: Cracks in the concrete—the cracking of the concrete due to the overloading
of the spiral casing and the total failure of the stay vanes.

These failures and their effects are used to construct the fault tree, which is drawn as a
pictogram that highlights the system relations. It is shown in Figure 6.

Figure 6. Fault tree related to stay vanes.

The possible failures modes are systematized using the compiled failure tree presented
in Table 4.

Table 4. Possible failure modes and their effects.

Effect of Refusal Mode Effect Mark

EO1: The violation of the clearance
and alignment between the guide

vanes and bearings, leading to
difficult or no control

P1/P2/
Strong vibrations in the structure;

Water appearing in the service area through
drainage holes in the stay vanes.

EO1.1

G1/G2

Strong vibrations in the structure;
Water appearing in the service area through

drainage holes in the stay vanes;
Difficulty closing the water flow and switching off

the machine

EO1.2

A1

Strong vibrations in the structure;
Water appearing in the service area through

drainage holes in the stay vanes;
A rapid increase in the machine rotation frequency

and danger of exceeding critical ones, leading to
destruction;

Serious damage to the electrical part of the system

EO1.3
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Table 4. Cont.

Effect of Refusal Mode Effect Mark

EO2: The violation of the clearance
between the runner and the spiral

casing and contact
G1/G2/P1/P2/A1

Strong impacts on the structure;
Water in the service area;

The risk of the destruction of the runner bearing;
Possible mechanical damage to the spiral casing and

the runner

EO2

EO3: The destruction of bolted
connections of the covers due to
overloading by bending moment

G1/G2/P1/P2/A1
Strong impacts on the structure;

Massive water ingress into the engine room;
Difficult or impossible to close the guide vanes

EO3

EO4: The cracking of the concrete
due to the overloading of the spiral
casing and broken integrity of the

stay vanes

G1/G2/P1/P2/A1

Severe deformations in the structure;
Difficult or impossible to close the guide vanes
Danger of the destruction of the runner bearing;

Serious damages to the electrical part of the system

EO4

The failure modes and their effects are quantitatively assessed as the criticality level,
intensity of occurrence and degree of detectability in Table 5.

Table 5. Evaluation of failure modes.

Failure Effect Severity (S) Occurence (O) Detection (D) RPN

EO1.1 2 2 6 24

EO1.2 3 2 6 36

EO1.3 8 2 2 32

EO2 6 2 1 12

EO3 10 1 2 20

EO4 9 2 1 18

Case EO4—the cracking of the concrete due to the overloading of the spiral casing
and broken integrity of the stay vanes—can be found in Table 4. The operating modes are
as follows: G1—nominal generator; G2—peak loads in the generator; P1—nominal pump
mode; P2—peak loads in the pump; A1—drop of the load.

The parameter RPN (risk priority number) could be calculated according the
classification in Table 5 from Equation (1): the risk priority number is calculated as
RPN = S × O × D = 18, which could be counted directly from the matrix in Figure 7.
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Figure 7. Failure criticality matrix.
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4. Discussion

The processes of analysis related to the rehabilitation, damage and repair of the units
of the HPES “Chaira” were carried out after the shutdown for rehabilitation of HA3.

Damages to the stator columns were found, which were not critical at this stage. Soon
after that, a very serious damage occurred in HU4, which necessitated thorough analysis of
both HU3 and HU4 in order to prevent critical accidents and to plan the appropriate repairs.
After the detailed analysis of the failed PHES HU4 [16,17] and the analysis of the records of
current repairs and emergency situations in HU3 and HU4, a number of recommendations
can be made regarding the maintenance and control of the units in PHES “Chaira”.

Particular attention should be paid to regular inspection and planned repairs. Events
that depend on the degree of detectability should be taken into account. These are the units
and places classified with 10 points for detectability D (inability to establish the failure,
Table 3). Places and units that cannot be identified visually must be equipped with sensors
and control devices. These are the guide vanes, the water ingress in the bearings, and
the gap between the concrete and the spiral casing. Special attention should be paid to
the deflections of the bolts of the upper and lower covers, as well as the stresses in the
spiral casing.

Regular inspections of the stay vanes and the cavities on their surfaces because of
the cavitation effects are needed. The welded parts of the stay vanes should be regularly
monitored. The regimes for the welding of cavities and cracks should be not extreme and
must not be the reason for changing the characteristics of the metal.

The results are also visualized as a criticality matrix, as shown in Figure 7.

5. Conclusions

The main task of this study was to propose measures and activities regarding the
rehabilitation of HU3, PHES “Chaira”, by analyzing the causes of the damage to its sta-
tor columns.

The analysis of the accident that occurred on the identical structure of HU4, PHES
“Chaira”, and full analysis of the concrete, spiral chamber, stator columns, loads, and
strength and deformation characteristics of the materials of the critical elements are the
basis of the comparative analysis of HU3, PHES “Chaira”. The destruction of HU4 and its
virtual simulation and analysis, as well as the conclusions for the rehabilitation processes
and safety programs, provided information on the possible failure processes in HU3.

Detailed analysis of the consequences of prolonged use of HU3 was carried out. The
records of the accidents and the rehabilitation processes were studied and used as the major
information sources for the conclusions and proposal of the safety measures.

FTA was applied to determine the component relationships and subsystem failures
that can lead to an undesired primary event.

The probability of system failure was estimated based on the failure probabilities
of the primary events. The effects of static loads, dynamic loads and low-cycle loads
were investigated.

Based on experience and the investigation of HU4 and its damages, as well as of the
failures in the stay vanes of HU3, the following are recommended:

• Regular inspection and planned repairs be to provided.
• Units that cannot be surveyed visually must be equipped with sensors and control

devices; these are the following:

� The guide vanes and their welding places;
� The water ingress in the bearings;
� The gap between the concrete and the spiral casing;
� The deflections of the bolts of the upper and lower covers;
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� The stresses in the spiral casing.

• Monitoring for water ingress into the drainage holes should be organized.
These measures and additional equipment will allow for the timely detection and
prediction of failures.
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Abstract: Hydropower’s ability to start up and shut down quickly, combined with its
flexible regulation characteristics, effectively alleviates frequency fluctuations caused by
new energy sources, ensuring the safe and stable operation of the power system. However,
during peak-frequency regulation tasks, the transition processes associated with the startup,
shutdown, and load changes introduce frequent shocks to subsystems such as the hydro-
turbine, governor, and diversion systems. These shocks pose significant challenges to
the safe and stable operation of hydropower plants. Therefore, this study constructs a
coupled hydraulic–mechanical–electrical model that incorporates the diversion system,
hydro-turbine, governor, generator, and load, based on operational data from a real-world
hydropower plant in China. The load increase transition process is selected for parameter
sensitivity analysis to evaluate the influence of various structural, operational, and control
parameters on unit stability and to identify key parameters affecting stability. The results
indicate that the initial load exhibits the highest sensitivity to inversion power peak and
rotational speed overshoot, with sensitivity values of 0.14 and 0.0038, respectively. The
characteristic water head shows the greatest sensitivity to the inversion power peak time
and rotational speed peak time, with values of 0.31 and 0.43, respectively. Additionally, the
integration gain significantly influences the rotational speed rise time, with a sensitivity
value of 0.30. These findings provide a theoretical basis for optimizing the parameter
selection in hydropower plants.

Keywords: hydropower units; transition process; sensitivity; stability

1. Introduction

Hydropower is a crucial component of the future renewable energy mix, characterized
by its clean, environmentally friendly nature, flexible scheduling, and low operating
costs [1,2]. Developing the hydropower industry is essential for meeting the growing energy
demand, optimizing the energy structure, conserving energy, reducing emissions, and
ensuring the safety and stability of the power system [3,4]. With its ability to accurately track
load changes and dynamically adjust, hydropower is the ideal energy source for regulating
grid fluctuations, optimizing capacity allocation, and providing peak load support [5].
However, during frequent peak load and frequency regulation tasks, hydroelectric systems
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undergo transitional processes, such as startup, shutdown, and load adjustments [6]. In
these processes, various system parameters continuously change and may even enter
abnormal states. Prolonged operation under such conditions accelerates the degradation of
core components, such as the rotor [7], posing significant risks to the safety and reliability of
the hydropower station’s operation. Furthermore, since a hydropower system is a complex
integration of hydraulic, mechanical, and electrical subsystems [8], it is essential to fully
account for the interactions and coupling between these subsystems to accurately capture
the dynamic response characteristics during transient processes. Therefore, constructing
a simulation model that accurately reflects the dynamic response in the transient process
and revealing the mechanism of structural design, operating conditions, and speed control
parameters on the stability of the unit has become the key to ensuring the safe and stable
operation of the hydropower system [9].

Currently, research on the operational stability of hydropower systems can be broadly
categorized into two main areas: the development of power system models and the analy-
sis of the influence of operational parameters. In terms of model development, relevant
scholars commonly employ numerical simulation methods. Compared to conventional
experimental measurements, numerical simulation effectively overcomes limitations in
cost, time, and research depth [10]. This approach enables a comprehensive and accurate
observation of physical phenomena and parameter variations at critical locations under
extreme operating conditions through in-depth system analysis. These advantages are
particularly pronounced in materials research, as clearly demonstrated in the studies by
EL-SAPA et al. (2022, 2023, 2022) [11–13]. In the context of our research, Celebioglu et al.
(2017) [14] employed the commercial software ANSYS Bladegen to investigate cavitation
characteristics of hydroelectric units under off-design flow conditions, ultimately achieving
cavitation-free operation optimization for an actual turbine runner. Yang et al. (2016) [15]
conducted modeling using TOPSYS from a control perspective, investigating the wear
mechanisms in hydropower units during primary frequency regulation, and identified
effective methods to reduce wear. In mechanical systems, Valentín et al. (2017) [16] devel-
oped a hydraulic–mechanical–electrical coupled model using the finite element method
to study the relationship between instability and power oscillations under partial load
and overload conditions. Zhang et al. (2019) [17] expanded on previous work with a
hydraulic–mechanical–electrical–structural model, exploring the vibration behavior of criti-
cal components such as guide bearings, rotors, and runners under sudden load increases.

Regarding the influence of parameters on unit operation, relevant scholars have con-
ducted extensive research in three main areas: transient analysis and dynamic studies,
optimization and structural analysis of hydraulic systems, and system stability and control
strategy optimization. Ma et al. (2024) [18] proposed a framework for transient analy-
sis under parameter uncertainty, encompassing integrated modeling, uncertain transient
analysis, and transient calibration. Their findings highlighted the significant impact of
six hydraulic generator parameters on transient characteristics, with casing pressure be-
ing particularly critical. Zhu et al. (2022) [19] employed trajectory sensitivity analysis to
examine the sensitivity of the model’s state variables and their primary and secondary
relationships to subsystem parameter changes. They demonstrated that state variables are
highly sensitive to variations in the hydraulic turbine torque transfer coefficient, unit inertia
time constant, and the proportional gain of the controller during guide vane opening. In
the area of structural parameter analysis, Lei et al. (2021) [20] utilized the characteristic line
method to develop a hydraulic power generation system and explored startup optimization
strategies for both symmetric and asymmetric penstock structures. Li et al. (2021) [21]
analyzed engineering case studies to compare the operating characteristics of different
tailwater pressure chamber configurations under varying conditions. Regarding system
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stability and control strategy optimization, Liao et al. (2022) [22] investigated the influence
mechanisms of four key hydraulic dynamic time constants on nonlinear system stability
with backlash. Using the Nyquist stability criterion and numerical simulation, they pro-
vided theoretical insights into hydraulic generator dynamic regulation stability. Liu et al.
(2017) [23] applied the pole placement method to optimize PID parameters, addressing
excessive low-frequency oscillations caused by a low proportional-to-integral gain ratio.
Additionally, Singh et al. (2013) [24] utilized genetic algorithms to optimize water turbine
speed control parameters during load variation transitions, achieving improved dynamic
performance of the overall system.

In summary, although significant progress has been made in the research aimed at
improving the stability of hydropower units, two main shortcomings remain:

1. Hydropower system Modeling: Some researchers have failed to adequately consider
the influence of mechanical and electrical systems in their models, relying solely on
existing commercial software for stability analysis of the hydraulic system. Moreover,
while some scholars have established relatively complete hydraulic–mechanical–
electrical coupled models, these models tend to overemphasize the coupling relation-
ships between the mechanical and electrical subsystems, neglecting the complexity of
the hydraulic system itself and its impact on the overall system stability.

2. Parameter Sensitivity Analysis: Current research often focuses on a single category of
parameters (e.g., structural, operating, or control parameters), leading to insufficient
depth and breadth in the analysis of parameter impacts. There is a lack of comprehen-
sive cross-comparison of multiple parameters, which hinders the identification of the
relative importance of different parameter types in the operation of hydropower units
and the quantification of the impact of core parameters on unit stability indicators.

To address the gap, this paper constructs a hydraulic–mechanical–electrical coupled
model for a real hydropower system in China, incorporating the intake system, turbine,
governor, generator, and load, while fully considering the characteristics and coupling
relationships among the hydraulic, mechanical, and electrical subsystems. Then, focusing
on structural design parameters, operating conditions, and control parameters, a parameter
sensitivity analysis was performed during the load increase transition process to explore
the impact of different structural, operational, and control parameters on unit stability. The
sensitivity of these parameters is analyzed and ranked, enabling the identification of the
core parameters that affect unit stability.

The paper is structured as follows: Section 2 presents the hydropower system model
based on a real hydropower system in China, coupling the intake system, turbine, governor,
generator, and load. Section 3 includes the stability analysis of unit operation and sensitivity
analysis of structural, operating, and control parameters. Sections 4 and 5 discuss and
summarize the findings.

2. Hydropower Generator System Modeling

This section employs a real hydropower system in China as the subject of modular
modeling. The coupled model consists of several subsystems, including a diversion system
model constructed using the method of characteristics (MOC), a generator and load model,
a PID speed regulator model for single-machine load frequency control, and a hydro-turbine
model derived from the hydro-turbine’s full characteristic curve. Based on the system’s
internal structure and external interaction mechanisms, the aforementioned subsystems
are nonlinearly coupled through parameters such as guide vane opening, rotational speed,
flow rate, water head, turbine prime mover torque, and generator electromagnetic torque,
resulting in a nonlinear coupled model of the hydropower system.
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2.1. Diversion System

A hydropower station’s diversion system consists of upstream and downstream
reservoirs, diversion tunnels, a surge tank, and pressure pipes. The water hammer equation
for a pressure pipe is a quasi-linear partial differential equation system involving flow
velocity V and water head H. This paper solves the water hammer equation using MOC,
and the schematic diagram of the hydropower generation system is shown in Figure 1.

Figure 1. Schematic diagram of the hydropower generation system.

This paper selects a non-constant flow pipe model and applies the MOC to solve the
model of the diversion system. Figure 2 presents the schematic diagram of the MOC. In
the x − t plane, C+ and C− are referred to as characteristic lines, and ΔX represents the
equally divided length of the pipe; Δt is the time step. The simplified expression is given
by cities [25] (Figure 2).

C+ ⇒
{

1
a

dH
dt + 1

g
dV
dt + f |V|V

2gD + 1
a V sin σ = 0

dX
dt = V + a

C− ⇒
{

− 1
a

dH
dt + 1

g
dV
dt + f |V|V

2gD − 1
a V sin σ = 0

dX
dt = V − a

(1)

where Qp and Hp are the flow and water head at point p in the pipe at the time t = t0 + Δt,
respectively; Ca, Cp, and Cn are the intermediate variables; A denotes the pipe’s cross-
sectional area. Qd and Qu represent the flow rates at points d and u in the pipe at time
t = t0. Hd and Hu are the water heads at points d and u in the pipe at time t = t0. When the
boundary conditions at the ends of each part of the pipeline are known, the individual
states of the point p at t = t0 + Δt can be determined by solving Equation (1). The selected
time step for the calculation must satisfy the Courant stability condition, i.e., Δt ≤ Δx/a.

Figure 2. The schematic diagram of the method of characteristics.

When calculating the transition process, only one characteristic line equation is satis-
fied at the upstream and downstream nodes, as well as the connecting nodes of each pipe
section. Therefore, the solution is obtained by combining the boundary conditions. The
boundary conditions required in this paper include upstream and downstream reservoirs,
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surge tank, elbow pipes, bifurcated pipe, and hydro-turbine [26]. Figure 3 illustrates a
schematic diagram of the boundary conditions.

Figure 3. The schematic diagram of boundary conditions for each node of the water diversion system:
(a) upstream reservoir; (b) downstream reservoir; (c) surge tank; (d) elbow pipe; (e) bifurcated pipe;
(f) hydro-turbine.

1. Upstream and downstream reservoirs

Assuming that the water levels in the upstream and downstream reservoirs remain
constant during the transient flow period, and ignoring the water head loss at the pipe
inlet, it can be concluded that the water levels in both reservoirs are constant. The water
level at the upstream reservoir outlet follows the negative characteristic line equation C−,
while the downstream reservoir inlet follows the positive characteristic line equation C+.
The boundary conditions for the upstream and downstream reservoirs are as follows:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Hp1 = Hconst1

Qp1 = Cn1 + Ca1Hp1

Hp2 = Hconst2

Qp2 = Cp2 − Ca2Hp2

(2)

where Qp1 and Qp2 are the flow rates at points p1 and p2, respectively; Hp1 and Hp2 are the water
heads at points p1 and p2, respectively; Hconst1 and Hconst2 are the water heads of the upstream
and downstream reservoirs, respectively; Cn1, Cp2, Ca1, and Ca2 are intermediate variables.

2. Surge tank

The primary function of the surge tank is to reduce water hammer pressure in the
pipeline. It can be classified into various types, including impedance surge tanks, air
cushion surge tanks, differential surge tanks, variable cross-section surge tanks, and others.
In this paper, the widely used impedance surge tank is selected, as shown in Figure 3c, and
the C+ and C− equations can be derived for the d3 and u3 sections, respectively.

{
Qd3 = Cp3 − Ca31Hd3

Qu3 = Cn3 + Ca32Hu3
(3)

From the continuity equation and the energy equation, assuming no water head loss,
it can be obtained: {

Qd3 = Qj + Qu3

Hd3 = Hu3 = Hp3
(4)
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The water level equation at point p3 is expressed as follows:

Hp3 = Hj + Rj
Qj

∣∣Qj
∣∣

A2
wj

(5)

The relationship between the water level and flow rate in the surge tank is as follows:

Hj = Hj,Δt +
(Qj + Qj,Δt)Δt

A2
wj

(6)

where Qd3 and Qu3 are the flows at points d3 and u3, respectively. Hd3 and Hu3 are the
water heads at the points d3 and u3, respectively; Cp3, Cn3, Ca31, and Ca32 are intermediate
variables. Qj and Qj, Δt represent the current and previous flow rates entering the surge
tank. Hj and Hj, Δt represent the surge tank’s current and previous water heads. Hp3 is the
water head at point p3; Rj is the hydraulic loss coefficient of the surge tank’s impedance
hole; Awj is the impedance hole area; and Aj is the surge tank’s cross-sectional area. The
impedance surge tank’s boundary conditions can be obtained by combining the four
equations listed above.

3. Elbow pipe

As shown in Figure 3d, the front end (d4) and the back end (u42) of the elbow pipe
satisfy the C+ and C− equations, respectively, and their boundary conditions are:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Qd4 = Cp4 − Ca41Hd4

Qu41 = Cn4 + Ca42Hu41

Qu41 = Qu42

Hu41 = Hu42 + ξ
V2

u42
2g

(7)

where Qd4, Qu41, and Qu42 represent the flow rates at points d4, u41, and u42, respectively;
Hd4, Hu41, and Hu42 represent the water heads at points d4, u41, and u42, respectively; Cp4,
Cn4, Ca41, and Ca42 are intermediate variables, and ξ is the local water head loss coefficient.

4. Bifurcated pipe

As shown in Figure 3e, section d5 satisfies the C+ equation and sections u51, u52, and
u53 satisfy the C− equation whose boundary conditions are:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Qd5 = Cp5 − Ca5Hd5

Qu51 = Cn51 + Ca51Hu51

Qu52 = Cn52 + Ca52Hu52

Qu53 = Cn53 + Ca53Hu53

Hd5 = Hu51 = Hu52 = Hu53 = Hp

Qd5 = Qu41 + Qu52 + Qu53

(8)

where Qd5, Qu51, Qu52, and Qu53 are the flow rates at points d5, u51, u52, and u53, respectively;
Hd5, Hu51, Hu52, and Hu53 are the water heads at points d5, u51, u52, and u53, respectively;
Cp5, Cn51, Cn52, Cn53, Ca5, Ca51, Ca52, and Ca53 are intermediate variables; Hp is the water
head at point p.
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5. Unit

The water head of the hydro-turbine is the difference between the inlet of the volute
casing and the outlet of the tailpipe. Without considering the flow rate loss of the hydro-
turbine, the boundary condition of the hydro-turbine can be expressed as:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Qd6 = Qu6 = Qt

Qd6 = Cp6 − Ca61Hd6

Qu6 = Cn6 + Ca62Hu6

Ht = Hd6 − Hu6

(9)

where Qd6 and Qu6 are the flow rates at points d6 and u6, respectively; Hd6 and Hu6 are
the water heads at points d6 and u6, respectively; Cp6, Cn6, Ca61, and Ca62 are intermediate
variables; and Qt is the flow rate of the hydro-turbine.

2.2. Hydro-Turbine

The dynamic characteristics of the hydro-turbine need to be transformed into the
boundary conditions of the pipeline. The characteristic line equations of the pipe are
solved simultaneously with known guide vane openings, rotational speed, and water head.
The hydro-turbine characteristic data are converted into characteristic curves through
polynomial interpolation, as shown in Figure 4. The formulas for flow rate, torque, and
rotational speed are: ⎧⎪⎨

⎪⎩
Q11 = f (n11, a), Qu6 = Q11D2

1
√

Ht

M11 = f (n11, a), Mt = M11D3
1 Ht

nt =
n11

√
Ht

D1

(10)

where Q11 is the unit flow rate, M11 is the unit torque, n11 is the unit rotational speed, and a
is the guide vane opening.

(a) (b)

Figure 4. The characteristic curves of hydro-turbine. (a) Flow characteristic curve; (b) torque
characteristic curve.

2.3. Generator and Load

A first-order generator model is chosen. The unit system remains connected to the
grid during the load increase transition process, and the generator’s electromagnetic torque
is not zero [27]. Therefore, the generator and load are modeled as:

⎧⎪⎨
⎪⎩

Mt − Mg = J · dω
dt

mg = Cg + Ag + eg(n − nr)

nt = nt−Δt +
Δt
Ta

[
1.5

(
mt−Δt − mg(t−Δt)

)
− 0.5

(
mt−2Δt − mg(t−2Δt)

)] (11)

where Mt is the hydro-turbine’s driving torque; Mg is the generator’s electromagnetic
torque; ω is the angular velocity; J is the moment of inertia; mg is the relative electromag-
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netic torque; Cg is the relative load torque; Ag is the step value of the load torque; nr is
the relative rated rotational speed; eg is the load self-regulation coefficient; n is the relative
rotational speed; Ta is the unit inertia time constant.

2.4. PID Governor

When the unit operates in single-machine load mode, it transitions from load control
to frequency control [28]. The input–output response block diagram of the adopted PID
governor is shown in Figure 5.

Figure 5. PID governor input–output response block diagram.

The equation of state for the system is:

[ .
x1
.
x2

]
=

[
−bp 0
1/Ty −1/Ty

][
x1

x2

]
+

[
bpKp − KI bpKD

−KP/Ty −KD/Ty

][
nt
.
nt

]
(12)

where KP, KI, and KD is the proportional, integral, and differential coefficients of the PID
speed controller, respectively; x1 and e are intermediate variables, and x2 is the output
variable; nt is the unit rotational speed, Ty is the governor response time, and bp is the
steady-state slip coefficient.

3. Results and Analysis

3.1. Influence of Pipe Structural Parameters on Unit Operation Stability
3.1.1. Main Branch Pipe Diameter Ratio

The selection of the pressure diversion pipe diameter is closely related to the invest-
ment cost of the hydropower station. A larger diameter pipe requires a higher initial
investment; however, if the diameter is too small, it increases the water hammer pressure
at the end of the volute, negatively affecting the stable operation of the unit. During large
fluctuations in the transition process, the sudden change in water hammer pressure has a
greater impact on the unit. Therefore, selecting a reasonable pressure piping main branch
pipe diameter ratio is crucial for both the piping design and the safe, reliable operation
of the hydropower station. In this paper, the unit load is increased from 50% to the rated
load, with the main branch pipe diameter ratio set at 1.3:1, 1.5:1, 1.7:1, 1.9:1, and 2.1:1,
respectively. The effect of different pipe diameter ratios on the system stability of the unit
during the transition process is investigated. The dynamic response of the unit under these
different pipe diameter ratios is shown in Figure 6.

As shown in Figure 6a, the governor automatically tracks the load change and adjusts
the active guide vane to ensure that the unit’s rotational speed returns to the vicinity of the
rated rotational speed during the load-increasing transition process. Overall, the variation
amplitude of the guide vane opening shows an inverse relationship with the main branch
pipe diameter ratio. As the diameter ratio decreases, the curve rising rate, peak value, and
overshoot all increase. For instance, under diameter ratios from 1.7:1 to 2.1:1, the guide
vane openings stabilize around 0.95 p.u., while under the 1.3:1 diameter ratio condition,
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it reaches 1.03 p.u., maintaining approximately 0.02 p.u. higher after stabilization. In
Figure 6b, as the main branch pipe diameter ratio of the hydropower generation system
decreases, the unit water head decreases further, and the time required to reach stabilization
increases. When the diameter ratio decreases to 1.3:1, the maximum drop in unit water head
occurs, with a decrease of 14.98% compared to the rated water head. The variation patterns
of unit rotational speed and power with different main branch diameter ratios are shown
in Figure 6c,d, respectively. Notably, the trend of unit rotational speed (Figure 6c) closely
resembles that of the unit water head (Figure 6b), while the unit power (Figure 6d) follows
a similar pattern to the guide vane opening (Figure 6a). Table 1 presents the regulating
performance indicators for different main diameter ratios of the main penstocks. The table
shows that when the diameter ratio is 1.3:1, the unit experiences the greatest rotational
speed and power fluctuations, with a rotational speed regulation time of 34.78 s, a rotational
speed overshoot of 0.180, a rotational speed rise time of 14.3 s, a rotational speed peak
time of 26.67 s, an inversion power peak of 6.00 MW, and an inversion power peak time
of 19.51 s. Notably, the rotational speed regulation time is most significantly affected by
changes in the main branch pipe diameter ratio. The maximum rotational speed regulation
time (at 1.3:1 diameter ratio) differs from the minimum (at 1.9:1 diameter ratio) by 13.86 s,
representing a year-on-year increase of 66.25%. As a result, the smaller the main branch
pipe diameter ratio of the diversion pipeline during the unit’s load-increase transition
process, the greater the fluctuations in water head, rotational speed, and power, leading to
worse stability in the transition process.

(a) (b)

(c) (d)

Figure 6. Dynamic response of the unit under different pipe diameter ratios. (a) Guide vane opening;
(b) unit water head; (c) unit rotational speed; (d) unit power.

Table 1. Regulation performance index under different main branch pipe diameter ratios.

Pipe
Diameter Ratio

Rotational Speed
Regultion

Time

Rotational
Speed

Overshoot

Rotational
Speed Rise

Time

Rotational Speed
Peak Time

Inversion Power
Peak

Inversion Power
Peak Time

1.3:1 34.78 0.180 14.03 26.67 6.00 19.51
1.5:1 33.56 0.170 15.02 27.60 5.67 18.47
1.7:1 31.77 0.163 16.09 28.57 5.53 18.37
1.9:1 20.92 0.159 17.02 29.93 5.46 17.44
2.1:1 21.35 0.156 17.33 30.16 5.41 18.26
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3.1.2. Surge Tank Location

The location of the surge tank takes into account factors such as the role of the unit in
the power system, topography, layout of the diversion system, and economic considera-
tions. Therefore, it is necessary to analyze the results of unit system regulation, protection
calculations, and operating conditions during the design process, while synthesizing the
influence of various factors to select the optimal location for the surge tank. The pipeline
length ratios before and after the surge tank are 1.5:1, 2:1, 2.5:1, 3:1, and 3.5:1, respectively, to
investigate the effect of different surge tank positions on the stability of the unit during the
load-increase transition process. The guide vane opening, unit water head, unit rotational
speed, and unit power at different surge tank positions are shown in Figure 7.

(a) (b)

(c) (d)

Figure 7. Dynamic response of the unit under different surge tank locations. (a) Guide vane opening;
(b) unit water head; (c) unit rotational speed; (d) unit power.

As shown in Figure 7a,b, when the load command is issued, the movable guide vanes
open quickly, and the unit water head decreases sharply. When the pipeline length ratio
before and after the surge tank is 1.5:1, the change in the guide vane opening is the most
dramatic, as is the decrease in water head, which is 16.31% lower than the rated water head.
Combined with Figure 7c,d and Table 2, it can be seen that the maximum fluctuations in
unit rotational speed and power occur when the pipeline length ratio before and after the
surge tank is 1.5:1, with a rotational speed regulation time of 32.54 s, a rotational speed
overshoot of 0.184, a rotational speed rise time of 12.64 s, a rotational speed peak time
of 24.92 s, an inversion power peak of 6.25 MW, and an inversion power peak time of
18.31 s. Moreover, the rotational speed peak time exhibits the most pronounced sensitivity
to variations in the pipeline length ratio. The maximum rotational speed peak time (at 3.5:1
pipeline length ratio) differs from the minimum (at 1.5:1 pipeline length ratio) by 12.5 s,
corresponding to a significant year-on-year increase of 50.16%. Therefore, the closer the
surge tank is to the upstream reservoir, the greater the fluctuations in the unit’s water head,
rotational speed, and power, and the worse the unit’s stability.
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Table 2. Regulation performance index under different surge tank locations.

Location of the
Surge Tank

Rotational Speed
Regulation Time

Rotational
Speed

Overshoot

Rotational
Speed Rise

Time

Rotational
Speed Peak

Time

Inversion
Power Peak

Inversion
Power Peak

Time

1.5:1 32.54 0.184 12.64 24.92 6.25 18.31
2.0:1 32.61 0.177 13.35 25.48 5.94 17.58
2.5:1 32.40 0.173 14.03 36.18 5.80 16.59
3.0:1 32.20 0.169 14.57 36.80 5.71 16.79
3.5:1 31.70 0.167 15.00 37.42 5.65 17.34

3.2. The Impact of Operating Conditions on the Stability of the Unit Operation
3.2.1. Initial Load

Hydropower units operate less efficiently when deviating from their rated conditions
to accommodate the regulation of intermittent energy fluctuations. The degree of instability
is different for different operating conditions. Therefore, 50% rated load, 60% rated load,
70% rated load, 80% rated load, and 90% rated load are taken to investigate the effect of
different initial loads on the system stability of the unit during the load increase transition.
Figure 8 displays the unit’s dynamic response.

(a) (b)

(c) (d)

Figure 8. Dynamic response of the unit under different initial loads. (a) Guide vane opening; (b) unit
water head; (c) unit rotational speed; (d) unit power.

As shown in Figure 8a, the governor opens the movable guide vane to the target
opening based on different load changes. The greater the load difference, the steeper the
curve, and the larger the rotational speed overshoot. The unit water head drops more and
takes longer to stabilize if the initial load is smaller, as shown in Figure 8b. The largest
water head drop occurs at 50% load, when the water head drops 8.5% below the rated
water head. When combined with Table 3 and Figure 8c,d, it is evident that the unit’s
power and rotational speed fluctuate most when the initial load is 50% of the rated load.
This is especially true when the load is suddenly increased. At this point, the rotational
speed regulation time is 21.35 s, the rotational speed overshoot is 0.152 s, the rotational
speed rise time is 18.17 s, the rotational speed peak time is 30.04 s, the inversion power peak
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is 5.38 MW, and the inversion power peak time is 17.84 s. Notably, both rotational speed
overshoot and inversion power peak show the highest sensitivity to initial load levels. The
maximum values of these parameters occur at 50% initial load, while the minimum values
appear at 90% load, with approximately an 11-fold difference between the maximum and
minimum values. Overall, the lower the initial load during the load increase, the greater
the fluctuations in the unit water head, rotational speed, and power, and the less stable the
transition process.

Table 3. Regulation performance index under different initial loads.

Initial Load
Rotational Speed
Regulation Time

Rotational
Speed

Overshoot

Rotational
Speed Rise

Time

Rotational
Speed Peak

Time

Inversion
Power Peak

Inversion
Power Peak

Time

50% 21.35 0.152 18.17 30.04 5.38 17.84
60% 20.88 0.115 17.97 30.94 4.06 17.45
70% 20.53 0.081 19.05 31.84 2.77 17.38
80% 19.07 0.050 19.20 31.56 1.71 17.79
90% 14.06 0.018 19.79 30.71 0.63 14.64

3.2.2. Characteristic Water Head

Variations in upstream water inflow and the impact of low water periods cause the
unit water head to fluctuate to varying degrees. When the unit system operates at different
characteristic water heads, the opening of the movable guide vane varies. In this paper, the
unit’s characteristic water heads are taken as the rated water head of 188 m, the maximum
water head of 214.52 m, and three intermediate water heads of 196.84 m, 205.68 m, and
223.36 m to investigate the impact of different characteristic water heads on the stability of
the system. Figure 9 shows the unit’s dynamic response under different water heads.

(a) (b)

(c) (d)

Figure 9. Dynamic response of the unit under different water heads. (a) Guide vane opening; (b) unit
water head; (c) unit rotational speed; (d) unit power.

As shown in Figure 9a, the smaller the unit water head, the greater the opening of
the guide vane at the rated load, resulting in the guide vane moving for a longer duration.
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Table 4 lists the regulatory performance indicators for various characteristic water heads.
According to Figure 9c,d and Table 4, when the unit water head is 188 m, the unit rotational
speed and power fluctuate the most. At this point, the rotational speed regulation time
is 16.45 s, the rotational speed overshoot is 0.125, the rotational speed rise time is 13.54 s,
the rotational speed peak time is 23.22 s, the inversion power peak is 5.55 MW, and the
inversion power peak time is 12.79 s. Notably, all regulatory performance metrics exhibit
relatively small variation gradients under different characteristic water head conditions.
No significant differences comparable to those induced by initial load parameters, pipeline
configurations, or control parameters are observed. Specifically, the deviations between
the maximum and minimum values of these metrics remain limited, with neither extreme
oscillations nor statistically discernible anomalies manifesting in the dataset. As a result,
the smaller the characteristic water head during the unit’s load increase, the greater the
fluctuations in the unit rotational speed and power, and the less stable the unit is at low
water heads.

Table 4. Regulation performance index under different water head.

Characteristic
Water Head

Rotational Speed
Regulation Time

Rotational
Speed

Overshoot

Rotational
Speed Rise

Time

Rotational
Speed Peak

Time

Inversion
Power Peak

Inversion
Power Peak

Time

223.36 16.45 0.125 13.54 23.22 5.55 12.79
214.52 17.30 0.131 14.25 24.64 5.53 13.41
205.68 18.39 0.138 15.37 26.63 5.47 15.02
196.84 19.63 0.144 16.49 28.67 5.42 16.52
188.00 21.35 0.152 18.17 30.04 5.38 17.84

3.3. Influence of Control Parameters on the Stability of Unit Operation
3.3.1. Proportional Gain

When the unit operates in single-unit load-bearing mode, the governing system tracks
load changes using frequency control to ensure that the frequency remains close to the
rated frequency. The function of the proportional gain is to reflect frequency deviation
proportionally; when the load increases, proportional regulation activates to accelerate the
regulation and reduce the error. The selection of parameters impacts the system’s stability.
As a result, the proportional gain is set to 0.6, 0.8, 1.0, 1.2, and 1.4 to investigate the effect
of different proportional gains on the unit’s stability as the load increases. The dynamic
response is depicted in Figure 10.

Figure 10a shows that when the proportional gain is 1.4, the guide vane opens rela-
tively quickly, reducing the time required to reach stability. As shown in Figure 10b, as the
proportional gain decreases, the greater the unit water head drop, and the longer it takes to
reach stabilization. When the proportional gain is 1.4, the maximum drop in unit water
head occurs, with a decrease of 10.21% compared to the rated water head. Figure 10c,d
depicts and analyzes the performance indicators of primary frequency modulation, as
shown in Table 5. When the proportional gain is 0.6, the unit rotational speed and power
fluctuations peak, with a rotational speed regulation time of 38.19 s, a rotational speed
overshoot of 0.170, a rotational speed rise time of 14.81 s, a rotational speed peak time of
28.37 s, an inversion power peak of 5.72 MW, and an inversion power peak time of 20.25 s.
Notably, the rotational speed regulation time demonstrates the highest sensitivity to varia-
tions in proportional gain. The maximum rotational speed regulation time (at proportional
gain 0.6) differs from the minimum (at proportional gain 1.4) by 16.84 s, corresponding to a
staggering year-on-year increase of 143.69%. Therefore, the smaller the proportional gain,
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the greater the fluctuations in the unit water head, rotational speed, and power, and the
lower the stability during the transition process.

(a) (b)

(c) (d)

Figure 10. Dynamic response of the unit under different proportional gains. (a) Guide vane opening;
(b) unit water head; (c) unit rotational speed; (d) unit power.

Table 5. Regulation performance index under different proportional gains.

Proportional
Gain

Rotational Speed
Regulation Time

Rotational
Speed

Overshoot

Rotational
Speed Rise

Time

Rotational
Speed Peak

Time

Inversion
Power Peak

Inversion
Power Peak

Time

0.6 38.19 0.170 14.81 28.37 5.72 20.25
0.8 34.51 0.160 16.24 28.85 5.53 18.21
1.0 21.35 0.152 18.17 30.04 5.38 17.84
1.2 22.51 0.145 22.46 33.78 5.23 16.69
1.4 24.50 0.138 36.09 36.09 5.12 15.08

3.3.2. Integral Gain

Compared to proportional gain, integral gain maintains the unit’s frequency near the
rated frequency and helps eliminate residual differences. The integral gain of the unit’s
governing system is set to 0.6, 0.8, 1.0, 1.2, and 1.4 to investigate the impact of different
integral gains on the stability of the unit. The dynamic response is shown in Figure 11.

Figure 11a shows that when the integral gain is 0.29, the guide vane responds quickly,
but the overshoot is large, and the time to reach stability is longer. Figure 11b shows
that as the integral gain increases, the drop in the unit water head becomes greater, and
the time required to reach stability increases. The maximum drop in the unit water head
occurs at 0.29, with an 8.83% decrease compared to the rated water head. Figure 11c,d
and Table 6 show that when the integral gain is 0.29, the fluctuation in unit rotational
speed and power is maximal, with a rotational speed regulation time of 18.87 s, a rotational
speed overshoot of 0.149, a rotational speed rise time of 14.77 s, a rotational speed peak
time of 26.65 s, an inversion power peak of 5.57 MW, and an inversion power peak time
of 16.36 s. Notably, the most sensitive performance parameter to integral gain variations
aligns with the effect of proportional gain—the rotational speed rise time. However,

57



Energies 2025, 18, 2609

contrary to previous observations, the maximum rotational speed rise time (26.27 s) occurs
at the minimum integral gain (0.21), whereas the minimum value (14.77 s) appears at the
maximum integral gain (0.29), resulting in an absolute difference of 11.5 s and a year-on-
year increase of 77.86%. To summarize, as the load on the unit system increases, the higher
the integral gain, the greater the variation in the unit water head, rotational speed, and
power, and the worse the unit’s stability.

Table 6. Regulation performance index under different integral gains.

Integral
Gain

Rotational Speed
Regulation Time

Rotational
Speed

Overshoot

Rotational
Speed Rise

Time

Rotational
Speed Peak

Time

Inversion
Power Peak

Inversion
Power Peak

Time

0.21 25.45 0.155 26.27 37.79 5.19 19.26
0.23 23.17 0.153 21.31 33.00 5.25 17.41
0.25 21.35 0.152 18.17 30.04 5.38 17.84
0.27 20.01 0.151 16.28 27.67 5.46 17.14
0.29 18.87 0.149 14.77 26.65 5.57 16.36

(a) (b)

(c) (d)

Figure 11. Dynamic response of the unit under different integral gains. (a) Guide vane opening;
(b) unit water head; (c) unit rotational speed; (d) unit power.

3.4. Sensitivity Analysis of Unit Dynamic Response

The previous section examined the impact of structural design parameters, operating
conditions, and system control parameters on the unit’s operating characteristics during
load increases. Based on the results, the initial input parameters were selected within a
±10% range of values. The effect of each 1% variation in input parameters on operating
characteristics was measured. The sensitivity of each parameter to various performance
indicators was examined, and the influence of different structural-operating-control input
parameters on the unit system’s operating characteristics was compared. This analysis
serves as a reference for structural design and the safe and stable operation of hydropower
systems. Figures 12–17 depict sensitivity heat maps and radar charts for the rotational speed
regulation time, rotational speed overshoot, rotational speed rise time, rotational speed
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peak time, inversion power peak, and inversion power peak time for various structural
operating control input parameters.

(a) (b)

Figure 12. Sensitivity of different input parameters to the rotational speed regulation time. (a) Sensi-
tivity heat map; (b) radar map.

(a) (b)

Figure 13. Sensitivity of different input parameters to the rotational speed overshoot. (a) Sensitivity
heat map; (b) radar map.

(a) (b)

Figure 14. Sensitivity of different input parameters to the rotational speed rise time. (a) Sensitivity
heat map; (b) radar map.

(a) (b)

Figure 15. Sensitivity of different input parameters to the rotational speed peak time. (a) Sensitivity
heat map; (b) radar map.

59



Energies 2025, 18, 2609

(a) (b)

Figure 16. Sensitivity of different input parameters to the inversion power peak. (a) Sensitivity heat
map; (b) radar map.

(a) (b)

Figure 17. Sensitivity of different input parameters to the inversion power peak time. (a) Sensitivity
heat map; (b) radar map.

The sensitivity of the unit’s regulation performance indicators to various structural-
operational-control characteristics varies significantly, as shown in Figures 12–17. Among
them, the proportional gain is the most sensitive to the rotational speed regulation time,
while the pipe diameter ratio is the least sensitive. The sensitivity ranking of each structural-
operational-control parameter to the radar chart’s rotational speed regulation time is as
follows: proportional gain > surge tank location > initial load > integral gain > characteristic
water head > pipe diameter ratio. In terms of rotational speed overshoot, the initial load
has the highest sensitivity, while the other parameters have relatively low sensitivity, with
the following ranking: initial load > surge tank location > pipe diameter ratio > integral
gain > characteristic water head > proportional gain. The integral gain has the greatest
impact on the rotational speed rise time, followed by the characteristic water head, in this
order: integral gain > characteristic water head > surge tank location > proportional gain >
pipe diameter ratio > initial load. The characteristic water head has the greatest influence
on rotational speed peak time, followed by integral gain, surge tank location, proportional
gain, pipe diameter ratio, and initial load. The initial load is the most sensitive to the
inversion power peak, with the following sensitivity ranking: initial load > surge tank
location > integral gain > characteristic water head > proportional gain > pipe diameter
ratio. The characteristic water head is the most sensitive to the inversion power peak time,
with the following order: characteristic water head > pipe diameter ratio > initial load >
integral gain > surge tank location > proportional gain.

4. Discussion

This study delved into the influence of structural, operational, and control parameters
on the stability of hydropower units during the load-increasing transition process by
constructing a coupled hydraulic–mechanical–electrical model and conducting parameter
sensitivity analysis. The research findings not only lay a theoretical foundation for the
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optimal selection of hydropower unit parameters but also reveal numerous issues worthy
of in-depth exploration and future research directions.

On the one hand, with the large-scale integration of renewable energy, the power
system is evolving towards a multi-energy complementary direction. Future research can
couple hydropower units with other energy forms, such as wind, solar, and energy storage,
to explore their interaction and coordinated operation mechanisms. For example, stochastic
differential equations can be introduced to describe the power fluctuations of intermittent
renewable energy, and a generalized sensitivity index system for the multi-energy coupling
of water–wind–solar–storage can be established to improve the stability theory of the
new-type power system dominated by renewable energy.

On the other hand, this study may have overlooked uncertain factors such as equip-
ment aging and environmental factor changes during the modeling process. In the future,
uncertainty analysis methods can be introduced to consider the impact of these factors on
unit stability, thereby enhancing the robustness and reliability of the model. For instance,
methods like Monte Carlo simulation can be used to quantitatively analyze the uncertainty
of parameters, providing a more reliable decision-making basis for the design and operation
of hydropower stations.

5. Conclusions

In the design and operation of hydropower plants, unsuitable parameters can affect
the plant’s stability. This paper uses a hydropower station model to investigate the impact
of various structural design characteristics, operating condition parameters, and control
parameters on the stability of the system during load increases. The main conclusions are
as follows:

1. Increasing the main branch pipe diameter ratio and the distance between the surge
tank and the upstream reservoir improves stability during the transition. Among
these factors, the main branch pipe diameter ratio is most sensitive to the inversion
power peak time, while the surge tank’s position shows strong sensitivity to the
rotational speed regulation time.

2. A larger initial load and characteristic water head enhance the stability of the hy-
dropower plant during the load increase transition process. Among these, the initial
load shows strong sensitivity to rotational speed overshoot and inversion power peak,
while the characteristic water head is highly sensitive to the rotational speed rise time,
rotational speed peak time, and inversion power peak time.

3. Lowering the proportional gain and increasing the integral gain reduces the stability
of the hydropower plant system during the transition process. The sensitivity analysis
shows that the proportional gain (Kp) is highly sensitive to the rotational speed
regulation time, while the integral gain (Ki) strongly affects the rotational speed
rise time.
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Abstract: This study presents a comprehensive numerical investigation into the influence
of blade profile geometry on the internal flow dynamics and hydraulic performance of
Cross-Flow Turbines (CFTs) under varying runner speeds. Four blade configurations, flat,
round, sharp, and aerodynamic, were systematically evaluated using steady-state, two-
dimensional Computational Fluid Dynamics (CFD) simulations. The Shear Stress Transport
(SST) k–ω turbulence model was employed to resolve the flow separation, recirculation,
and turbulence across both energy conversion stages of the turbine. The simulations were
performed across runner speeds ranging from 270 to 940 rpm under a constant head of
10 m. The performance metrics, including the torque, hydraulic efficiency, water volume
fraction, pressure distribution, and velocity field characteristics, were analyzed in detail.
The aerodynamic blade consistently outperformed the other geometries, achieving a peak
efficiency of 83.5% at 800 rpm, with improved flow attachment, reduced vortex shedding, and
lower exit pressure. Sharp blades also demonstrated competitive efficiency within a narrower
optimal speed range. In contrast, the flat and round blades exhibited higher turbulence
and recirculation, particularly at off-optimal speeds. The results underscore the pivotal role
of blade edge geometry in enhancing energy recovery, suppressing flow instabilities, and
optimizing the stage-wise performance in CFTs. These findings offer valuable insights for the
design of high-efficiency, site-adapted turbines suitable for micro-hydropower applications.

Keywords: cross-flow turbine; blade profile; hydraulic efficiency; internal flow; CFD and
micro-hydropower

1. Introduction

1.1. Background and Motivation

Approximately 700 million people worldwide—primarily in Sub-Saharan Africa and
South Asia—remain without access to electricity, according to the International Energy
Agency (IEA) [1]. In these regions, the expansion of centralized power grids is often
economically and logistically challenging. As a result, decentralized renewable energy
systems are being promoted by global frameworks, such as the United Nations Sustainable
Development Goal 7 (Affordable and Clean Energy), which emphasizes inclusive and
localized energy solutions [2,3].

Micro-hydropower (MHP) has emerged as a particularly attractive option for decen-
tralized electrification due to its low environmental impact, site-specific adaptability, and
reliable performance. Among various MHP technologies, Cross-Flow Turbines (CFTs),

Energies 2025, 18, 3203 https://doi.org/10.3390/en18123203
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also known as Michell-Banki turbines, stand out for their ability to operate under low-to-
medium heads (2–200 m) [4,5], accommodate flow rates from 0.025 to 13 m³/s, and tolerate
sediment-rich conditions [6]. Their simple mechanical design, ease of local fabrication, and
reliable operation with minimal maintenance make them highly suitable for remote and
underserved communities [7].

Despite these advantages, the adoption of CFTs has lagged behind conventional
turbine technologies, such as Pelton, Francis, and Kaplan, largely due to their comparatively
lower hydraulic efficiencies (typically 70–85%, versus 90–95% for conventional designs)
and the absence of standardized, performance-optimized design methodologies [8–10].
A key factor influencing the performance of CFTs is the blade geometry, particularly
the leading and trailing edge profiles, which play a critical role in the flow interaction,
energy transfer, and mechanical durability. The leading edge determines the jet penetration
and flow attachment, while the trailing edge governs the flow detachment and wake
dynamics [11,12]. Sharp-edged profiles may enhance guidance and reduce separation
but are more susceptible to erosion, whereas rounded profiles offer improved structural
resilience but may induce turbulence and associated energy losses [13]. Design parameters
such as blade curvature, thickness, and inclination angle directly affect both the hydraulic
performance and structural integrity [14].

Although considerable research has addressed nozzle configurations, flow regulation
strategies, and runner speed optimization, systematic studies on blade profile effects
in CFTs remain limited [15–18]. In contrast, conventional turbines have benefited from
aerodynamic advancements, including twisted blades in Francis turbines for cavitation
control and adjustable blades in Kaplan turbines for load adaptability. Some computational
investigations into CFT blade profiles have reported inconsistent performance outcomes
under varying flow conditions [19–21]. Moreover, the interaction between blade geometry
and the two-phase flow behavior inherent in the open-runner configuration of CFTs remains
poorly understood, limiting the generalization of design guidelines.

Existing optimization efforts for CFTs predominantly adopt single-objective ap-
proaches focusing solely on the hydraulic efficiency. However, for sustainable deploy-
ment in decentralized systems often operating under budgetary, material, and fabrication
constraints, a multi-objective design framework is crucial. Advanced blade geometries
may yield efficiency gains but frequently require precision manufacturing and specialized
materials, thereby increasing costs. Conversely, flat or rounded profiles may be easier to
fabricate and structurally more robust, but can underperform in turbulent or unsteady
flow conditions. Enhancing the hydraulic efficiency of CFTs through targeted blade de-
sign improvements is critical for increasing their cost-effectiveness and competitiveness
in decentralized electrification initiatives. Given the operational constraints typical of
off-grid and rural applications, such as limited fabrication capabilities and budgetary limi-
tations, optimized blade geometries must provide a balance between performance gains
and practical manufacturability.

Furthermore, in the context of decentralized hybrid renewable energy systems, the
integration of hydropower with solar photovoltaic (PV) and wind energy technologies is
increasingly essential [22]. Such hybrid configurations improve overall system performance,
reduce environmental impact, enhance cost efficiency, and strengthen long-term resilience.
Therefore, the development of efficient and adaptable CFTs directly supports the broader goals
of sustainability, reliability, and universal energy access in emerging and underserved regions.

Therefore, an effective design must balance hydraulic performance, structural durabil-
ity, and manufacturability.

Computational Fluid Dynamics (CFD) provides a high-resolution, non-invasive
method for analyzing internal flow phenomena, including jet impingement dynamics,
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velocity distributions, pressure gradients, and turbulence development, across the two
energy conversion stages. Among the turbulence models, the Shear Stress Transport (SST)
k–ω model is widely favored for its robust near-wall treatment and capacity to predict flow
separation. Nonetheless, its limitations in modeling free shear layers warrant consideration
of more advanced models such as Scale-Adaptive Simulation (SAS) and Detached Eddy
Simulation (DES), which provide improved turbulence resolution at higher computational
costs [23,24]. For validation, experimental techniques such as Particle Image Velocime-
try (PIV) and Laser Doppler Anemometry (LDA) offer precise, high-resolution flow field
measurements and are essential for validating numerical predictions [25].

This study aims to systematically investigate the influence of blade profile geometry on
the internal flow characteristics and hydraulic performance of Cross-Flow Turbines using
CFD-based numerical simulations. Four geometries, flat, round, sharp, and aerodynamic,
were evaluated under a constant head of 10 m and varying runner speeds (270 to 940 rpm).
The analysis focuses on the velocity field evolution, pressure distribution, and turbulence
intensity during both energy conversion stages. Key performance metrics include stage-
wise efficiency and energy losses attributed to jet impingement, leakage, and air-water
entrainment. The findings are expected to guide the development of more efficient, durable,
and cost-effective CFT designs for decentralized hydropower applications.

1.2. Principles of Flow Characteristics and Operation

The CFT facilitates energy conversion through a two-stage process that capitalizes on
both the reaction and impulse mechanisms (see Figure 1). In the inward flow first stage
(reaction-dominated), water enters the turbine through a nozzle where its pressure energy
is converted into kinetic energy. The high-velocity jet impinges tangentially on the runner
blades, initiating rotation. As the water flows radially inward, guided along the curved
blades, it experiences a pressure drop that induces a reaction force, contributing significantly
to the torque generation. As the water flows through the central air-filled region of the
runner—maintained at atmospheric pressure—the flow undergoes a directional shift. In
the outward flow second stage (impulse-dominated), the remaining kinetic energy of the
fluid is extracted as the water is redirected outward across the blade surface.

 
Figure 1. Flow path characteristics and components of the CFT.

This secondary interaction enables additional energy recovery through the impulse
action, while the open-center configuration ensures negligible backpressure and supports
efficient pressure recovery. A central element governing this two-stage energy extraction is
the blade geometry, which directly affects the flow guidance, pressure distribution, and
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momentum transfer. The blade curvature, along with the inlet (β1) and outlet (β2) angles,
defines the velocity triangles that govern the tangential component of the fluid velocity
responsible for torque production. The optimal blade design minimizes flow separation,
reduces turbulence intensity, and ensures high hydraulic efficiency throughout the passage.
The runner configuration consists of radially arranged blades enclosed between two circular
end discs, forming a cylindrical rotor that accommodates both energy conversion stages
under varying hydraulic loads. High-fidelity CFD analysis, supplemented by empirical
design principles, was employed to characterize the internal flow behavior and optimize
the geometric parameters for improved performance under a specified head (H) and flow
rate (Q). This dual approach ensures that the design refinements align with both theoretical
expectations and practical operational constraints.

1.3. Turbine Configuration and Design Approach
1.3.1. Nozzle Design

The CFT receives water from the penstock, where it is accelerated through a converging
nozzle to form a high-velocity jet that impinges on the runner blades. The exit velocity of
this jet, which is critical for performance modeling, is estimated using Bernoulli’s principle
accounting for head losses:

V1 = Cn
√

2gH (1)

where Cn is the nozzle loss coefficient (0.95), g is the gravitational acceleration, and H is
the net head.

The nozzle is angularly positioned to span with a nozzle entry angle of 90◦ (ranging
between 40◦ and 130◦), ensuring effective flow admission to the first runner stage (Figure 2a).

(a) (b) (c) 

Figure 2. (a) Flow path and design workflow; (b) Velocity triangles and (c) Blade parameters.

To quantify the inlet conditions accurately using the numerical method, the area-
weighted velocity magnitudes and directions were extracted from a cross-sectional plane
intersecting the nozzle arc. As illustrated in Figure 2b, the tangential component of the
velocity is then expressed as:

Vt = Vcosα1 (2)

where α1 = 16◦ is the jet incidence angle optimized for effective entry alignment.
The relative velocity angle at the blade entry (β1) is then computed as follows:

tan(β1) = 2 tan (∝1 ) (3)

The fluid advances through the first-stage blades, and assuming ideal flow conditions,
the shock losses at the entry of the second stage are considered insignificant. A 90◦ (β2) inter-
blade angle is incorporated between the stages to ensure smooth and efficient flow redirection.
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1.3.2. Operating Parameter

The blade peripheral velocity, relative to the jet speed, defines the velocity ratio:

Vr =
U1

V1
=

1
2

cos ∝1 (4)

An optimal velocity ratio of approximately 0.48 was selected to maximize the energy
transfer to the runner. Using this, the runner diameter is calculated from:

D1 =
42.3cos (∝ 1)

√
H1

N
(5)

1.3.3. Blade Geometry and Runner Design

The blade design parameters, including the number, spacing, and curvature, are
derived empirically and geometrically. The jet thickness is expressed as: S1 = kD1, where k
(empirical coefficient) is often K = 0.085 for practical cases.

Blade spacing (t1), number of blades (Zb), and runner width (Bw) are calculated
respectively by:

t1 =
S1

sinβ1
(6)

Zb =
πD1

t1
(7)

Bw =
Q

S1∗V1
(8)

In CFT, the aspect ratio (ar), the ratio of the runner diameter (D) to blade width
(b), often termed the runner length, exhibits a fundamental geometric and functional
interdependence. This relationship directly affects the turbine’s ability to accommodate
flow, maintain structural stability, and achieve optimal hydraulic performance, making it a
critical consideration in turbine design. The Aspect ratio (ar) must be between 0.8 and 1.2
for optimal flow and structural integrity [26].

The diameter ratio, Dr = 0.66 was selected to optimize the flow recovery in the second
stage. The blade curvature radius (rb) and central angle (δ) are then derived on the basis of
the runner geometry and velocity triangle (see Figure 2c) as follows:

rb =
D1

(
1 − Dr

2
)

4cosβ1
(9)

tan
(
δ

2

)
=

cosβ1
sinβ1 + Dr

(10)

1.3.4. Performance Evaluation

Hydraulic efficiency is defined by the ratio of the mechanical power to the available
water power:

ηh =
∑ T∗ω
γ∗H∗Q

(11)

where T is the torque and ω is angular velocity. The torque is evaluated via numerical
post-processing in ANSYS CFX® 2023 as:

T =

⌈∫
r∗(τ.n

)
)ds

)⌉
.a (12)
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where, ds is the position vector, τ is the stress tensor, n is the unit normal to the surface, and
a is aligned with the rotational axis. Circular sampling planes were positioned along the
runner perimeters to extract the velocity and pressure profiles at both stages, facilitating a
comprehensive assessment of the flow behavior and efficiency trends.

2. Methodology

2.1. Blade Profile and Turbine Specifications

In this study, four blade profiles such as flat, round, sharp edged, and aerodynamic, were
selected based on their manufacturability and anticipated hydraulic performance (see Figure 3).
Each blade design was geometrically modeled with uniform thickness, except for the sharp-
edged profile, which featured a 1 mm leading edge, and the aerodynamic profile, which adopted
an asymmetric airfoil-inspired geometry to improve flow adherence and minimize separation.

 
(a) (b) (c) (d) 

Figure 3. Blade profiles considered: (a) Flat, (b) Round, (c) Sharp edged, and (d) Aerodynamic.

The turbine geometry was designed to reflect a typical micro-hydropower CFT config-
uration. Table 1 summarizes the key design parameters, which remained constant across
all simulations to isolate the influence of the blade profile variations.

Table 1. Geometrical and operating specifications of the CFT used in the simulation.

Design Parameter Symbol Value Unit

Effective pressure head H 10 m
Flow rate Q 55 l/s

Flow attack angle α1 16 deg
Blade entry angle (1st stage) β1 30 deg
Blade exit angle (1st stage) β2 90 deg

Optimal runner speed N 670 rpm
Outer runner diameter D1 200 mm
Inner runner diameter D2 130 mm

Diameter ratio Dr 0.66 -
Jet thickness S1 17 mm

Blade spacing t1 34 mm
Number of blades Zb 18 -

Blade thickness (except sharp) t 3 mm
Nozzle entry arch angle λ 90 deg
Blade curvature radius rb 33 mm

Central angle δ 73.5 deg
Blade width Bw 225 mm

2.2. Computational Setup

The computational domain was modeled using the ANSYS Design Modeler and
included three main components: the nozzle, the runner with blades, and the casing (see
Figure 4). To accurately capture the interaction between the stationary and rotating regions,
the Multiple Reference Frame (MRF) approach was employed. The runner and blades were
assigned to the rotating zone, while the nozzle and casing were treated as stationary.
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(a) (b) (c) 

Figure 4. Computational domain components: (a) Free inner zone, (b) Runner, and (c) Nozzle
and casing.

To model the interaction between the stationary and rotating zones, a frozen rotor in-
terface was implemented. This approach retains the relative orientation between frames, fa-
cilitating a quasi-steady-state simulation of the flow while avoiding the high computational
demand associated with fully transient simulations. Although three-dimensional modeling
offers enhanced capability in resolving secondary flows and complex turbulence struc-
tures, prior studies have shown that 3D simulations often report slightly lower efficiency
predictions by approximately 3% to 4%, due to additional secondary flow losses [27,28].
Given the comparative nature of this study and its focus on isolating the effects of blade
geometry, a two-dimensional steady-state simulation provides an optimal balance between
computational efficiency and accuracy.

2.3. Mesh Sensitivity and Grid Convergence Study

To ensure the reliability and numerical accuracy of the CFD simulations, a systematic
grid sensitivity analysis was conducted, followed by a quantitative uncertainty evaluation
using the Grid Convergence Index (GCI) method. The computational domain—including
runner, nozzle, and casing—was discretized with a structured tetrahedral mesh (See
Figure 5). Critical regions such as blade surfaces and boundary layers were refined using
a local element size of 1 mm, incorporating 20 inflation layers with a growth rate of 1.2,
resulting in wall-resolved y+ values below 5, thus meeting the requirements of near-wall
turbulence modeling.

(a) (b) (c) 

Figure 5. Discretization of the computational domain: (a) Runner domain, (b) Free inner surface, and
(c) Casing and nozzle regions.

An initial mesh independence test was conducted by varying the characteristic element
size from 10 mm to 1 mm. Solution stability, particularly in the predicted torque and mass
flow rate, was achieved below the 1 mm threshold, which informed subsequent grid
refinement levels (see Figure 6).
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Figure 6. Grid sensitivity analysis based on the torque convergence.

Three progressively refined grids were generated with characteristic element sizes of
1.0 mm (coarse), 0.75 mm (medium), and 0.5 mm (fine), as shown in Table 2. Torque (τ) was
selected as the primary quantity of interest. The refinement ratios between the mesh levels
were calculated as r21 = h2

h1
and r32 = h3

h2
, Where h1,h2, and h3 are the characteristic grid

spacings of the fine, medium, and coarse meshes, respectively.

Table 2. Torque results across the grid levels.

Grid Level Number of Cells (N) Torque (Nm) Grid Spacing (h)

Coarse 321,500 0.243 0.00176
Medium 620,000 0.2435 0.00127

Fine 915,600 0.2438 0.00105

The observed order of convergence (q) was determined via Richardson extrapola-
tion [29,30], and the theoretical torque was estimated using standard formulations (Equa-
tion (14)).

qn+1 =
ln
[{

τ3−τ2
τ2−1 (r12

qn − 1) + r12
qn

}]
ln
(

r12
r23

) (13)

τexact = τ1 −
(

τ2 − τ1

r12
qn+1 − 1

)
(14)

The GCI was computed for each mesh transition using a refinement factor and safety
factor of 1.25 as follows.

GCI12 = Fs

[
1
τ1

∗ τ2 − τ1

r12
qn − 1

]
∗100% (15)

GCI32 = Fs

[
1
τ2

∗ τ2 − τ3

r23
qn − 1

]
∗100% (16)

The relative errors between the grid levels were calculated as

ε21 =

∣∣∣∣τ1 − τ2

τ1

∣∣∣∣ (17)
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ε32 =

∣∣∣∣τ2 − τ3

τ2

∣∣∣∣ (18)

where

εij is the relative error between the mesh level i (coarse) and j (finer)
τj torque on the coarse grid
τi torque on the finer grid

The results (see Table 3) show that relative errors and GCI values remained within
acceptable engineering limits (GCI < 2%), with the observed order of accuracy q = 0.33.

Table 3. Grid convergence and numerical uncertainty metrics.

Parameters Symbol Value Unit

Fine-to-medium refinement ratio r21 1.39 -
Medium-to-coarse refinement ratio r32 1.22 -

Observed order of accuracy qn+1 0.33 -
Richardson’s extrapolated torque τexact 0.25 N.m
Relative Error (fine-to-medium) (ε21 ) 0.0013 -

Relative Error (medium-to-coarse) (ε32 ) 0.0014 -
Grid Convergence Index (fine-to-medium) GCI_21 1.38 (%)

Grid Convergence Index (medium-to-coarse) GCI_32 1.56 (%)

Consequently, the 1-mm mesh was selected for all subsequent simulations, balancing
computational efficiency and prediction accuracy. This mesh resolution adequately cap-
tured critical flow features such as separation, reattachment, and wake development in the
turbine domain.

2.4. Boundary Conditions and Turbulence Modeling

The computational domain was initialized with appropriate boundary conditions to
replicate the realistic operating conditions of the CFT. A constant pressure inlet boundary
condition was applied to simulate a net hydraulic head of 10 m, corresponding to a water
volume fraction (α-w) of 1 and an air fraction (α-a) of 0. At the outlet, an atmospheric
pressure condition was imposed with and, allowing free discharge of the flow. No-slip,
adiabatic wall conditions were imposed on all wall boundaries, including the casing,
runner, and blades, to accurately model the viscous effects and thermal insulation. The
interface between the stationary and rotating regions was handled using the frozen rotor
approach within the Multiple Reference Frame (MRF) framework. This method enables the
simulation of the steady-state rotor–stator interaction with reduced computational expense
compared to the transient rotor–stator models. Turbulence effects were modeled using
the Shear Stress Transport (SST) model, which is known for its robustness in handling
complex internal flows. The SST model combines the near-wall accuracy of the formulation
with the free-stream stability of the model through a blending function. This hybrid
approach is well-suited for resolving the boundary layer separation, recirculation zones,
and shear-dominated regions prevalent in turbine applications.
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2.5. Numerical Solution and Governing Equations

Steady-state simulations were carried out using a homogeneous, two-phase, free-
surface model in ANSYS CFX, treating water and air as interpenetrating continua with
shared velocity, pressure, and turbulence fields. This approach simplifies the interface
treatment while preserving the essential dynamics of the free-surface flow relevant to CFT
operations. The governing equations are based on the Reynolds-Averaged Navier–Stokes
(RANS) formulation, modified to include rotational effects in the rotating domain via a
rotating reference frame [31,32]. These equations consist of:

Continuity equation (mass conservation):

∂(αPρP)

∂x
+∇.(αPρP) = SP (19)

Momentum conservation (in rotating frame)

∂

(
αPρP

→
Vr

)
∂t +∇.

(
αPρP

→
Vr∗

→
Vr

)
−∇.

(
μeff∇

→
Vr

)
+ αPρP(2

→
ω×→

v r +
→
ω× →

ω×→
r

+
→
α ×→

r +
→
a ) = ∇ .

P +∇.
(
μeff∇

→
Vr

)T
+ SMP

(20)

where
.
P = P +

2
3
ρPk +

2
3
μeff∇.

→
V (21)

The variable αP represents the phase volume fraction, while αP denotes the phase

density, and SP indicates the phase mass flow rate.
→
Vr is the relative flow velocity,

→
ω is the

angular velocity, and 2
→
ω×→

v r r represents the Coriolis acceleration. The term
→
ω× →

ω×→
r

accounts for the centripetal acceleration, and,
→
α×→

r reflects the acceleration due to irregular
variations in the rotational speed, alongside

→
a linear changes in the relative velocity. In all

cases, the subscript “p” is used to refer to the specific properties of each phase.

Effective viscosity using the SST model

μeff = μ+ μt (22)

where μ (kg/m·s) is the dynamic viscosity, and μt (kg/m·s) represents the turbulent
viscosity. In the k-ε model, the turbulent viscosity is calculated using Equation (23), which
depends on the turbulent kinetic energy (k) and the dissipation rate (ε):

μt =
Cμρk2

ε
(23)

where Cμ (-) is a constant, ρ (kg/m³) is the fluid density, k (J/kg) is the turbulent kinetic
energy, ε (m2/s3) is the turbulent dissipation rate, and ω (s−1) is the mean turbulent
frequency. In contrast, the k-ω model computes the turbulent viscosity using the turbulent
kinetic energy and the turbulent frequency (ω) as shown in Equation (24).

μt = ρ
k
ω

(24)

Homogeneous two-phase mixture properties

The mixture density and viscosity were calculated based on the volume fractions of
each phase as: [11,32].

ρ = ∑
p
αPρP (25)
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μ = ∑
p
αPμP (26)

where α (-) is the volume fraction, p represents the phase, and ρ (kg/m³) and μ (kg/m·s)
are the density and viscosity, respectively, of the average mixture used in the modified
RANS equations. The air density ρa (kg/m³) is assumed to be a function of the pressure P
(Pa) according to the state equation:

2.6. Simulation Scenarios and Performance Evaluation

To evaluate the influence of blade geometry on turbine performance, four blade
profiles, such as flat, round, sharp, and aerodynamic, were systematically investigated
under varying runner speeds of 270, 540, 670, 800, and 940 rpm.

These speeds represent the operational ranges commonly encountered in MHP appli-
cations. The primary performance indicators considered were torque, hydraulic efficiency,
and internal flow behavior. For each scenario, the simulations assessed the velocity ratio
and its relationship with both global (overall) and stage-wise hydraulic performance. A
detailed grid sensitivity analysis was performed for all configurations, and the Grid Con-
vergence Index (GCI) was computed to ensure the numerical accuracy and reliability of
the results. Post-processing focused on analyzing the velocity and pressure fields to cap-
ture internal flow phenomena, including flow separation, recirculation zones, and vortex
structures. Special attention was directed toward the interaction between the incoming jet
and blade surfaces, particularly the leading and trailing edge impingement zones, as these
regions are critical in determining the energy transfer efficiency across both turbine stages.

3. Results and Discussion

This section presents a comprehensive analysis of the velocity and pressure distri-
butions across four blade profiles—flat, round, sharp, and aerodynamic —under varying
runner speeds (270–940 rpm), highlighting their influence on torque generation, flow
dynamics, and energy conversion efficiency.

3.1. Velocity Field and Flow Component Analysis

The velocity field within the runner was examined to evaluate the impact of the blade
profile and runner speed on the internal flow behavior and turbine performance. Figure 7
compares the relative velocity fields across the flat, round, sharp, and aerodynamic blades
at various runner speeds.

At 270 rpm (Figure 8), the flat and round blades exhibited high relative velocities
and prominent flow misalignment, leading to turbulence and poor flow attachment near
the blade leading edges. In contrast, the sharp and aerodynamic blades demonstrated
improved flow guidance and reduced separation, with the aerodynamic profile showing
the most coherent velocity patterns.

At 670 rpm (Figure 9), a more favorable alignment between the blade motion and the
incoming flow was observed. The aerodynamic blade profile facilitates smooth velocity
transitions with minimal flow disturbance, contributing to the peak hydraulic efficiency.
Sharp blades also maintain effective flow control, whereas flat and round blades continue
to suffer from localized recirculation.

At 940 rpm (Figure 10), the relative velocities declined across all profiles due to the
reduced velocity differentials. However, the aerodynamic blade preserves effective flow
control and minimizes losses. Sharp blades show moderate performance, while flat and
round blades display intensified turbulence and vortex shedding near the trailing edge.
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(a) (b) 

 

(c) (d) 

Figure 7. Effect of runner speed and blade profile on the relative velocity at the outer runner periphery:
(a) Flat, (b) Round, (c) Sharp, and (d) Aerodynamic.

  
(a) (b) 

 
(c) (d) 

Figure 8. Water velocity distribution for different blade profiles at 270 rpm: (a) Flat, (b) Round,
(c) Sharp, and (d) Aerodynamic.
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Figure 9. Water velocity distribution profiles at 670 rpm: (a) Flat, (b) Round, (c) Sharp, and
(d) Aerodynamic.

(a) (b) 

  
(c) (d) 

Figure 10. Water velocity distribution profiles at 940 rpm: (a) Flat, (b) Round, (c) Sharp, and
(d) Aerodynamic.
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3.1.1. Tangential Velocity Component

Figure 11 illustrates the distribution of the tangential velocity at the runner periphery.
At low speeds (270 rpm), a significant portion of the tangential momentum exits the runner
unutilized, especially for flat and round blades. As the speed increases to 670 rpm, the
aerodynamic and sharp blades demonstrate improved deceleration of the tangential velocity,
enhancing the torque generation. At speeds beyond 800 rpm, the reduction in the tangential
velocity differential limits further energy extraction. Nonetheless, the aerodynamic blades
maintained better momentum transfer and reduced losses compared to the other profiles.

 
(a) (b) 

  
(c) (d) 

Figure 11. Effect of runner speed and blade profile on the tangential velocity component at the outer
runner periphery: (a) Flat, (b) Round, (c) Sharp, and (d) Aerodynamic.

3.1.2. Radial Velocity Component

The radial velocity distributions at 800 rpm are shown in Figure 12. The flat and
sharp blades exhibit flow irregularities, including backflow and radial dispersion. The
aerodynamic and round blades maintain a smoother radial progression and reduced
separation. The aerodynamic blade, in particular, sustains a more uniform radial flow
conducive to stable energy transfer. In general, Aerodynamic and sharp blades consistently
promote favorable flow structures across runner speeds. Peak performance is observed
at 670–800 rpm, where both tangential and radial velocity components are optimally
aligned with the blade motion. At lower and higher speeds, increased turbulence and
misalignment reduce the performance, particularly in flat and round profiles. Among the
tested geometries, the aerodynamic blade provided the most stable flow, lowest turbulence,
and highest efficiency across the operational range.
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(a) (b) 

  
(c) (d) 

Figure 12. Effect of blade profile on radial flow distribution at 800 rpm: (a) Flat, (b) Round, (c) Sharp,
and (d) Aerodynamic.

3.2. Pressure Distribution Analysis

The pressure distribution within the runner domain provides critical insight into the
energy conversion mechanisms across the blade profiles and operating speeds. Figure 13
presents the static pressure contours for different blade geometries and runner speeds. As
expected, the pressure gradients intensified with increasing runner speed, with the most
significant static pressure drop occurring in the first stage, confirming its partially reactive
behavior. In contrast, the second stage—vented to atmospheric conditions—exhibits the
characteristics of an impulse stage.

At lower speeds (270–540 rpm), inefficient blade–fluid interaction leads to non-uniform
pressure fields and stagnation zones, particularly with flat and round blades. These
profiles suffer from premature pressure losses due to poor flow redirection and localized
recirculation (Figure 14). Aerodynamic blades demonstrate a more favorable pressure
recovery, with smoother gradients across the runner.

At the optimal runner speed of 670 rpm, the aerodynamic profile exhibits the steepest
and most uniform pressure drop (Figure 15), indicating efficient energy transfer and minimal
flow detachment. Sharp blades also maintain a relatively smooth pressure profile, whereas
flat and round blades show residual pockets of high pressure due to flow misalignment.

At higher speeds (800–940 rpm), increased blade–flow velocity differentials induce
localized pressure disturbances, especially for flat and round blades. The aerodynamic and
sharp blades mitigate these instabilities by maintaining smooth deceleration and pressure
recovery. Figure 16 details the angular variation in the static and total pressures along
the runner periphery at 800 rpm. The aerodynamic blade sustains a gradual pressure
decline through the first stage and prevents abrupt pressure recovery in the second, thereby
reducing the cavitation risks.

Overall, the pressure distribution trends confirm that the blade geometry significantly
influences the internal flow stability and energy extraction. Aerodynamic blades consis-
tently exhibit superior pressure gradients and smoother transitions, especially at optimal
runner speeds, reinforcing their suitability for high-efficiency CFT.
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(a) (b) 

  
(c) (d) 

Figure 13. Static Pressure distribution profile at different runner speeds: (a) Flat, (b) Round, (c) Sharp,
and (d) Aerodynamic.

  
 

(a) (b) 

  
(c) (d) 

Figure 14. Static pressure distribution profile at 540 rpm: (a) Flat, (b) Round, (c) Sharp, and
(d) Aerodynamic.
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(a) (b) 

  
(c) (d) 

Figure 15. Static pressure distribution at 670 rpm for the four blade profiles: (a) flat, (b) round,
(c) Sharp, and (d) Aerodynamic.

(a) (b) 

Figure 16. Pressure distribution profile at 800 rpm for the four blade profiles: (a) static pressure and
(b) Total pressure.

3.3. Water Volume Fraction Distribution

The water volume fraction (WVF), representing the proportion of the liquid phase
within the computational domain, serves as a critical metric for evaluating the flow stability,
phase continuity, and potential cavitation within a CFT. A near-unity WVF indicates minimal
entrainment of vapor or air and confirms consistent energy transmission across the rotor stages.
Figure 17 depicts the water fraction profile at the optimal runner speed. The aerodynamic
blade demonstrates the most favorable performance, sustaining high liquid phase continuity
across both turbine stages. In contrast, the flat and round blades showed localized voids near
the trailing edge and hub regions, indicative of poor flow guidance and incipient cavitation.
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(a) (b) 

  
(c) (d) 

Figure 17. Effect of WVF distribution profile at 800 rpm for the four blade profiles: (a) Flat, (b) Round,
(c) Sharp, and (d) Aerodynamic.

At low runner speeds (e.g., 270 rpm), reduced blade rotation relative to the flow velocity
leads to significant flow misalignment, vortex shedding, and recirculation. These effects result
in sporadic vapor pockets near structural boundaries—particularly in the flat and round
blade configurations—due to their suboptimal hydrodynamic profiles. As the runner speed
increases to intermediate levels (540–670 rpm), the blade motion becomes better synchronized
with the incoming flow, thereby reducing void formation and promoting full-phase continuity.

At the optimal speed of 670 rpm, the WVF nears unity across the entire runner for
the sharp and aerodynamic blade profiles, reflecting improved flow attachment, minimal
detachment zones, and reduced turbulence. These profiles facilitate smoother transitions
and preserve water integrity throughout the rotor, especially in the second stage, where
pressure recovery is critical. However, at higher runner speeds (800–940 rpm), increased
blade-induced turbulence introduces secondary flow instabilities, particularly in the flat
and sharp profiles. Despite this, the aerodynamic blades continue to exhibit the most stable
WVF distribution, sustaining near-complete water occupancy throughout the domain.
Figure 18 further illustrates the localized WVF variations at 800 rpm, emphasizing the
enhanced flow continuity achieved by the aerodynamic profile.

3.4. Influence of Runner Speed and Blade Geometry on the Internal Flow Behavior

A precise understanding of the internal flow behavior in CFTs is vital for optimizing
blade performance under various operating conditions. Critical flow phenomena such as
separation, recirculation, vortex shedding, and pressure recovery directly impact turbine
efficiency and are highly dependent on both runner speed and blade geometry.
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Figure 18. Localized water volume fraction distribution at 800 rpm for different blade profiles.

3.4.1. Flat Blade Profile

Flat blades, characterized by their abrupt leading and trailing edges, introduce sig-
nificant hydrodynamic disturbances. At low runner speeds (270 rpm), the inflowing jet
encounters sudden deflection surfaces, triggering early flow separation and large recircula-
tion zones downstream (see Figure 19-a). With increasing speeds (540–670 rpm), unsteady
vortex shedding at the trailing edge intensifies turbulence, reducing momentum transfer.

 
Figure 19. Streamline evolution and recirculation patterns for the flat blades at 270, 670, 800 and
940 rpm.

With increasing speeds (540–670 rpm), unsteady vortex shedding at the trailing edge
intensifies turbulence, reducing momentum transfer. At high speeds (800–940 rpm), adverse
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pressure gradients and amplified centrifugal forces further destabilize the flow, leading to
considerable efficiency loss

3.4.2. Round Blade Profile

Round blades, with their smooth curvature, enhance flow continuity by minimizing
abrupt transitions. At low speeds (270–540 rpm), the gradual turning of the flow reduces
stagnation and detachment compared to flat blades (see Figure 20).

Figure 20. Streamline evolution for the round blades at 270, 670, and 940 rpm.

While moderate recirculation zones persist near the trailing edge, turbulence remains
subdued. At higher speeds (800–940 rpm), coherent vertical structures reappear due to
steeper velocity gradients, though they are notably weaker than those seen with flat profiles.

3.4.3. Sharp-Edged Blade Profile

Sharp-edged blades are tailored for high flow deflection and efficient energy transfer
within a narrow speed window. At intermediate runner speeds (540–670 rpm), they
demonstrate effective jet redirection with limited separation (see Figure 21). However, at
lower speeds (270 rpm), insufficient flow momentum causes premature separation and
strong vortex formation near the blade root. At higher speeds (800–940 rpm), intense
pressure gradients at the trailing edge promote vigorous vortex shedding, resulting in
substantial energy dissipation.

83



Energies 2025, 18, 3203

Figure 21. Streamline evolution for the sharp-edged blades at 270, 670, and 940 rpm.

3.4.4. Aerodynamic Blade Profile

The aerodynamic blade, modeled on a NACA airfoil, exhibits superior flow behavior
across all tested runner speeds (Figure 22). At 270 rpm, the smoothly contoured profile
maintains attached flow with negligible wake formation. Between 540 and 800 rpm, efficient
pressure recovery and momentum transfer are sustained with delayed separation and low
turbulence levels. Even at 940 rpm, the flow remains stable and coherent, underscoring the
profile’s robustness across a wide operational range.

A comparative overview of the internal flow behavior and corresponding hydraulic
performance for each blade type across different runner speeds is presented in Table 4.

Table 4. Summarizes the internal flow behavior across the runner speed range for each blade geometry.

Blade Profile Low Runner Speed
(270–540 rpm)

Medium Runner Speed
(540–640 rpm)

Higher Runner Speed
(800–940 rpm)

Hydraulic
Performance

Flat High separation,
strong recirculation

Vortex shedding,
unstable wake

Severe instability, low
efficiency

Poor

Round Improved flow,
minor voids

Stable flow with minor
detachment

Coherent vortex
structure

Moderate

sharp Early detachment,
vortex near the root

Optimal flow redirection Unstable from strong
gradients

Speed dependent

Aerodynamic Attached flow,
minimal wake

Stable, efficient pressure
recovery

Delayed separation,
reduced shedding

High efficiency across
most speed ranges
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Figure 22. Streamline evolution for the aerodynamic blades at 270, 670, and 940 rpm.

The table highlights that flat and sharp-edged profiles exhibit substantial flow separa-
tion and turbulence, particularly outside their optimal speed ranges. In contrast, round
and aerodynamic profiles maintain more stable internal flows, resulting in better efficiency
and broader operational flexibility.

3.5. Comparative Hydraulic Performance Study

The hydraulic efficiency of the CFT was evaluated across four distinct blade profiles—
flat, round, sharp, and aerodynamic—under varying runner speeds corresponding to
different velocity ratios. The results reveal a clear dependence of the turbine performance on
both the blade geometry and the operational velocity ratio. Among the profiles tested, the
aerodynamic and sharp blade geometries demonstrated superior hydraulic performance,
particularly at higher velocity ratios. The aerodynamic blade profile achieved the highest
hydraulic efficiency of 83.04% at a velocity ratio of 0.84 (runner speed of 800 rpm), closely
followed by the sharp blade profile, which reached an efficiency of 83.01% at a velocity
ratio of 1.14 (see Figure 23 – c&d). This indicates that these profiles are more effective in
directing and maintaining the kinetic energy of the water jet through the runner passage,
resulting in reduced energy losses due to flow separation and turbulence.
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(a) (b) 

 
(c) (d) 

Figure 23. Hydraulic efficiency trends across varying runner speeds and velocity ratio (a) Flat,
(b) Round, (c) Sharp, and (d) Aerodynamic.

The sharp blade profile consistently outperformed the flat and round profiles across the
examined range, achieving over 70% efficiency beyond a velocity ratio of 0.57. This trend
suggests that the sharp edge facilitates smoother water entry and reduced flow blockage, which
contributes to better energy conversion. Similarly, the aerodynamic blade showed a marked im-
provement in efficiency with increasing runner speed, beginning from a relatively low efficiency
of 34.8% at 270 rpm (velocity ratio 0.22) and progressively reaching 81.36% at 940 rpm (velocity
ratio 1.07). This profile appears particularly advantageous in high-speed operation, where
streamlined geometry minimizes the drag forces and enhances the flow alignment with the blade
curvature. Conversely, the flat and round blade profiles exhibited moderate performance. The
flat blade attained a peak efficiency of 76.55% at a velocity ratio of 0.69, while the round blade
reached a slightly higher peak of 79.15% at a velocity ratio of 0.69 (See Figure 24). However, both
profiles showed a decline in efficiency beyond this point, indicating performance limitations due
to flow detachment and recirculation zones at higher operating speeds.

In summary, the results emphasize the critical influence of blade geometry on the
hydraulic performance of the CFT. While traditional flat and round profiles provide satis-
factory performance within a narrow operational window, sharp and aerodynamic blade
designs offer superior and more consistent efficiency across a broader range of velocity
ratios. These findings support the adoption of optimized blade profiles—particularly sharp
and aerodynamic for enhanced energy capture in MHP applications.
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Figure 24. Optimal velocity ratio for each blade profile.

3.6. Torque and Power Output

The torque generation behavior of the CFT was systematically assessed for four blade
profiles—flat, round, sharp, and aerodynamic—across a range of runner speeds and corre-
sponding velocity ratios. The analysis reveals important insights into how blade geometry
influences the turbine’s mechanical response under different operational conditions. For
all blade profiles, the measured torque exhibited a declining trend with increasing runner
speed (and velocity ratio). This inverse relationship reflects the fundamental principle of
turbine operation: as the rotational speed of the runner increases, the angular acceleration
rises, while the torque tends to decrease due to the diminishing resistance from the water
jet and the reduced effective momentum transfer at higher angular velocities.

At lower speeds (270 rpm), all blade types generated relatively high torque, ranging
between 0.34 and 0.36 N·m. The flat blade produced the highest initial torque of 0.36 N·m,
closely followed by the aerodynamic and sharp blades at 0.35 N·m (See Figure 25–(a)). This
indicates that at lower velocity ratios (0.22–0.29), the kinetic energy of the jet is effectively
utilized by most profiles to produce torque, owing to the longer residence time of water
within the runner and favorable jet-blade interaction.

  
(a) (b) 

Figure 25. Effect of runner speed across each blade profile. (a) Torque generation, (b) shaft power.
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However, as the runner speed increased, the aerodynamic and sharp blade profiles
demonstrated slightly better retention of torque relative to their flat and round counterparts.
For instance, at 800 rpm (velocity ratio ≈ 0.84–0.86), the aerodynamic and sharp blades
produced torque values of 0.20 N·m and 0.22 N·m, respectively, compared to 0.19 N·m
for both the flat and round blades (See Figure 25-(b)). Notably, at the highest speed tested
(940 rpm), the sharp and aerodynamic profiles continued to sustain relatively higher torque
values (0.15 and 0.16 N·m, respectively), suggesting their enhanced capability to maintain
effective jet momentum capture even at elevated angular velocities.

The torque trends further highlight the aerodynamic blade’s superior ability to main-
tain torque generation, particularly in the mid-range velocity ratios (0.53–0.67), where it
consistently outperformed others with a peak of 0.29 N·m at a velocity ratio of 0.53. This
is likely attributed to its streamlined geometry, which reduces drag and improves flow
attachment, thereby facilitating more efficient energy transfer to the rotational motion. In
contrast, the flat and round blade profiles displayed the steepest decline in torque, dropping
from 0.36 N·m and 0.34 N·m at 270 rpm to just 0.13 N·m at 940 rpm, indicating that their
relatively blunt geometry may not sustain optimal jet interaction and energy transfer at
higher operational speeds. In summary, while all blade profiles showed similar torque
behavior at low speeds, the sharp and aerodynamic blades provided a more favorable
torque response across a wider range of velocity ratios. These findings underscore the
advantage of the refined blade geometry in sustaining the torque generation efficiency in
CFT, particularly under high-speed conditions relevant to practical MHP applications.

3.7. Stage-Wise Efficiency Analysis

The CFT operates with a unique two-stage energy conversion mechanism: the first
stage, where the jet initially impinges on the runner blades, and the second stage, where the
residual kinetic energy is extracted as the flow re-engages the runner on the opposite side.
The effectiveness of each stage is strongly governed by the runner speed, blade geometry,
and the internal flow dynamics between stages.

3.7.1. First Stage: Primary Energy Extraction Zone

The first stage is the principal energy conversion zone, where the high-velocity jet
directly transfers its momentum to the blades, generating torque and accounting for approx-
imately 60–70% of the total hydraulic efficiency. The magnitude of the pressure and velocity
gradients is highest in this phase, especially near the blade leading edge. At intermediate
runner speeds (540–670 rpm), the round and aerodynamic blades exhibit optimal flow
alignment, with reduced vortex formation and efficient pressure recovery. Notably, at
670 rpm, these profiles achieved minimal flow separation, promoting smooth transitions
and enhancing energy extraction. In contrast, at low speeds (270 rpm), inadequate blade-
jet synchronization causes flow misalignment, recirculation, and premature detachment,
especially in flat and sharp-edged profiles. At high runner speeds (800–940 rpm), centrifu-
gal effects intensify, often leading to premature water ejection and disrupted flow paths,
thereby diminishing the contribution from the first stage, particularly in non-streamlined
blade configurations.

3.7.2. Second Stage: Secondary Energy Recovery Zone

The second stage used the residual kinetic energy from the first-stage outflow. Its
effectiveness is highly dependent on the quality of the flow handed over from Stage I.
Turbulence, misalignment, or large-scale vortices from the primary stage significantly
reduce the recovery potential. The aerodynamic and round blades demonstrate superior
second-stage performance, especially at 540–670 rpm, characterized by stable radial velocity
fields and high water volume fractions. The flat blades, however, consistently underperform
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due to persistent separation and poorly structured wakes. At 670 rpm, the second-stage
energy contribution peaks at approximately 30–35% for the round and aerodynamic profiles,
while the flat blades fall short, exhibiting high turbulence intensity and pressure losses.
The findings emphasize the necessity of maintaining coherent flow transitions between
stages and achieving high overall efficiency.

3.8. Influence of Blade Geometry on Stage-Wise Efficiency

The blade geometry plays a pivotal role in defining the stage-wise efficiency through
its control over the flow deflection, pressure recovery, and turbulence mitigation. As shown
in Figure 26, the aerodynamic blades provide the most balanced and robust performance
across both stages, especially at higher runner speeds.

  
(a) (b) 

  
(c) (d) 

Figure 26. Stage-wise efficiency distribution for (a) Flat, (b) Round, (c) Sharp, and (d) Aerodynamic
blade profiles at different runner speeds.

Flat blades show a higher second-stage contribution at lower speeds (e.g., 38% at
540 rpm), but their performance degrades as the speed increases. At 940 rpm, the
first stage dominates with 50%, yet the overall efficiency remains modest due to the
severe turbulence.
The round blades deliver peak first-stage efficiency (~53%) at 670 rpm, while the
second-stage efficiency peaks (~27%) at 540 rpm, reflecting relatively balanced yet
moderate performance.
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Sharp blades reach maximum first-stage efficiency (62%) at 940 rpm and high-
est second-stage contribution (~27.5%) at 670 rpm, but exhibit sensitivity to off-
optimal conditions.
Aerodynamic blades consistently yield the best results, achieving up to 83.1% total
efficiency at 940 rpm, with over 70% of the energy extracted during the first stage.
At 540 rpm, these blades attain an overall efficiency of 72.2%, with a well-balanced
stage-wise contribution.

These results confirm that while flat and sharp-edged blades suffer from inefficient
energy distribution and turbulence, round and aerodynamic profiles ensure smoother flow
behavior, especially under mid-to-high runner speeds. For optimized CFT performance,
the blade geometries must facilitate pressure recovery and minimize flow disruption in
both energy conversion stages.

3.9. Exit Pressure Trends and Blade Geometry Influence

Efficient energy extraction in CFTs is closely tied to exit pressure behavior, which
serves as an indicator of how effectively the hydraulic energy is converted into mechanical
work. Ideally, exit pressures should remain near atmospheric levels sufficiently low to
confirm efficient energy recovery, but not so low as to induce cavitation risks. Conversely,
elevated exit pressures often signify incomplete kinetic energy extraction and turbulent flow
detachment at the runner exit. Among the blade geometries tested, the aerodynamic blades
consistently produced the lowest exit pressures, coupled with high residual velocities
and minimal turbulence. These flow characteristics favor smoother interactions with
downstream components such as draft tubes or tailrace channels, thereby enhancing the
overall system efficiency.

Conversely, the flat blades exhibited elevated exit pressures, often exceeding 14 kPa
at high speeds, reflecting their limited ability to manage flow detachment and suppress
vortex shedding at the exit region.

At 270 rpm, the aerodynamic blades achieved the lowest exit pressure (6.62 kPa) with
moderate efficiency (44.6%), while the sharp blades, despite a higher exit pressure
(9.98 kPa), delivered the highest efficiency in this speed regime (Figure 27). The round
blades exhibited a moderate pressure level (7.95 kPa) but yielded the lowest efficiency
(42.4%).
At 540 rpm, all blade types experienced a drop in the exit pressure. The aerodynamic
blades reached peak efficiency (72%), demonstrating superior jet deflection and en-
ergy recovery potential. Round and sharp blades followed closely, while flat blades
continued to underperform.
At 670 rpm, the sharp blades achieved maximum efficiency (79%), albeit with higher
exit pressures, suggesting a trade-off between pressure buildup and momentum
transfer. Aerodynamic blades maintained high efficiency while also minimizing
pressure spikes, indicating robust flow control and favorable blade-jet interaction.
At higher runner speeds (800–940 rpm), exit pressures significantly increased across
all profiles, with flat blades peaking at ~15 kPa, corresponding to the lowest efficiency
(76.5%) in this regime. The aerodynamic blades retained their dominance, maintaining
exit pressures below 10 kPa and achieving efficiencies exceeding 83%, attributed to
their streamlined profile and reduced wake turbulence.
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(a) (b) 

  
(c) (d) 

Figure 27. Comparative influence of blade profile on hydraulic efficiency, torque output, and exit
pressure distribution: (a) Flat, (b) Round, (c) Sharp, (d) Aerodynamic.

The flat blades exhibited consistently high exit pressures and low performance, high-
lighting ineffective flow redirection.
The round blades maintained moderate pressure and efficiency but lacked peak
performance.
Sharp blades delivered high efficiency at select speeds, although they were susceptible
to pressure spikes at higher rms.
Aerodynamic blades outperformed across all conditions, showing low exit pressures
and consistent energy recovery, establishing them as the most suitable profile for
performance-critical MHP applications.

In summary, the blade geometry governs the exit pressure behavior and post-runner
flow quality, which directly affect the stage efficiency and downstream hydraulic inter-
actions. The aerodynamic profile demonstrated superior performance by maintaining
favorable pressure conditions, ensuring high energy conversion and operational reliability.

3.10. Comparison with Prior Studies

To contextualize the findings, the performance of the tested blade profiles was com-
pared with findings reported in previous numerical investigations by Naseem [21], Asif [33],
and others(see Figure 28). These studies primarily focused on lower runner speed regimes
(100–386 rpm), limiting their applicability to high-speed MHP operations. Naseem [21]
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analyzed the impact of various leading-edge blade profiles across runner speeds ranging
from 100 to 240 rpm in 20 rpm increments. The round blade profile achieved the highest
efficiency (68%) at 180 rpm, whereas the flat blade consistently underperformed, record-
ing a minimum efficiency of 59%. The aerodynamic and sharp blades in Naseem’s work
demonstrated near-optimal performance around 160 rpm but showed limited gains with
increased speed. Similarly, Asif reported a peak efficiency of 59% for the round blade
at 386 rpm. Although both studies revealed consistent performance trends across blade
types, the overall efficiency levels remained significantly lower than those obtained in this
study. In a related investigation, a modified NACA 6512 airfoil with adjusted curvature
and chord length was tested against a conventional tabular blade at speeds between 100
and 200 rpm under identical hydraulic conditions [16]. The airfoil profile demonstrated
a 6% improvement in efficiency over the tabular design, peaking at 140 rpm. In contrast,
the present study explored a broader speed range (270–940 rpm) and observed markedly
superior efficiency, particularly for the aerodynamic blade, which reached a maximum of
83.5% at 800 rpm. The sharp blade also performed strongly, achieving an optimal efficiency
of 79% at 670 rpm, while the round blade attained 78% efficiency. As anticipated, the
flat blade lagged behind, with a peak of 76%, supporting its continued use primarily in
cost-constrained applications. These results demonstrate that the aerodynamic and sharp
blades exhibit strong efficiency gains at elevated speeds, validating their suitability for
high-performance CFT applications. The findings also suggest that previous studies may
have underestimated the turbine efficiency at higher speeds due to the limited operational
range and suboptimal blade-flow interaction models.

Figure 28. Comparative analysis of blade efficiency trends from prior and current studies.

4. Conclusions

This study has demonstrated that the blade profile geometry exerts a significant
influence on the internal flow behavior and hydraulic performance of Cross-Flow Turbines
(CFTs). Through high-resolution CFD simulations, it was found that the aerodynamic blade
profile, inspired by NACA airfoils, provided superior performance across all runner speeds,
achieving a maximum efficiency of 83.5% at 800 rpm. This profile exhibited favorable flow
characteristics, including stable velocity fields, low turbulence intensity, and optimal stage-
wise energy extraction. The sharp-edged blades also showed high efficiency at intermediate
speeds, although with reduced robustness under off-design conditions. Conversely, flat
and round blade profiles, while structurally simple and economically favorable, were
associated with increased flow detachment, pressure losses, and elevated exit pressures,
limiting their performance.
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Stage-wise analysis revealed that the first stage dominates energy extraction, con-
tributing up to 70% of the total output for well-optimized profiles. However, the efficiency
of the second stage remains critically dependent on the upstream flow quality, which
is best preserved by the aerodynamic and round blades. Exit pressure analysis further
confirmed that effective pressure recovery and suppression of cavitation-prone regions
are directly correlated with blade geometry. The water volume fraction and streamline
visualizations supported these conclusions, highlighting the aerodynamic profile’s ability
to sustain continuous, stable flow with minimal air entrainment or void formation. The
findings not only validate the efficiency benefits of aerodynamic profiles in high-speed
micro-hydropower applications but also suggest the feasibility of hybrid blade designs that
merge structural simplicity with hydrodynamic performance.

Moreover, the optimization of CFT blade designs holds substantial promise for broader
deployment within decentralized hybrid renewable energy systems. When integrated with
complementary technologies such as solar photovoltaic (PV) and battery storage, these
optimized turbines can enhance energy reliability, grid resilience, and cost-effectiveness in
off-grid or weak-grid settings. Such systems align strongly with the goals of Sustainable
Development Goal 7 (Affordable and Clean Energy), supporting rural electrification, sus-
tainable infrastructure planning, and cross-sector energy policy. Expanding the application
of high-efficiency CFTs beyond isolated hydropower contexts into multi-source renewable
frameworks presents a critical step toward scalable and inclusive energy solutions.

5. Recommendations

Design Optimization: Future turbine designs should prioritize aerodynamic or sharp-
edge profiles for improved hydraulic efficiency and internal flow stability, particularly
in high-speed operations typical of decentralized energy systems.
Hybrid Geometry Exploration: A promising design avenue lies in hybrid blades
that integrate a rounded leading edge (to suppress stagnation) with an aerodynamic
trailing edge (to minimize separation), balancing manufacturability and performance.
Experimental Validation: To further support the simulation results, physical prototype
testing under controlled conditions using PIV or LDA techniques is recommended for
capturing transient effects and validating the turbulence behavior.
Three-Dimensional Modeling: Extending the study to three-dimensional and transient
CFD simulations using LES or DES models would help capture secondary flow
phenomena and assess unsteady behavior, particularly near blade tips and the runner-
shaft interface.
Multi-objective Optimization: Incorporate techno-economic metrics into future
design frameworks to simultaneously optimize hydraulic performance, material
cost, and fabrication feasibility for scalable implementation in remote or resource-
constrained regions.
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Abbreviations

Symbol Description Unit

αp Volume fraction of a particular phase -
ρP Density of a particular phase Kg/m3

μP Viscosity of a particular phase
SP Continuity equation source term for a particular phase Kg/s
→
Vr relative velocity of the flow m/s
μeff Effective viscosity kg/m. s
μt Turbulence viscosity kg/m. s
μ Mean viscosity (kg/m.s)
→
ω Angular velocity of the flow: m/s
→
r Radius of the runner m
→
α Angular acceleration m2/s
→
a Linear acceleration m2/s
SMP∇ (-) Momentum equation source term for a particular phase Del operator N/m3
.
P Modified pressure pa
P Pressure Pa
Po Reference pressure pa
→
V Absolute velocity of the flow
T Transpose -
t Time sec
k Turbulence kinetic energy J/kg
ε Turbulent Dissipation rate m3/s3

ω Turbulent frequency s−1

w Volume fraction of water -
a Volume fraction of air -
Cμ Constants -
ρ Density of the fluid, and (kg/m3)
γa Air compressibility coefficient -
T Torque N.m
τ The total stress tensor Pa
s Surface area m2

n Unit Vector Perpendicular to the Surface
r Radial position of the vector m
a Unit vector parallel to the rotation axis
Pturbine Shaft power kN
Pwater Water power kN
H Effective net head m
Q Flow rate m3/s
γ Specific weight N/m3

η Hydraulic efficiency %
V Absolute water velocity m/s
U Peripheral blade velocity m/s
W Relative blade velocity m/s
Vf The radial velocity component m/s
Vu The tangential velocity component m/s
α Angle of attack: 0◦ deg
β Blade angle deg
θ Angular (azimuthal)position deg
h Characteristic grid spacing mm
rij Refinement ratio -
N Number of cells -
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εij Relative error %
qn+1 Observed order of accuracy -
τexact Richardson’s extrapolated torque

Abbreviations Description

PIV Particle Image Velocimetry
LDA Laser Doppler Anemometry
CFT Cross-flow turbine
MHP Micro hydropower
CFD Computational fluid dynamics
SST Shear-stress turbulence
WVF Water volume fraction
GCI Grid convergence index
FS Safety Factor
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Abstract

The hydraulic turbine serves as the cornerstone of hydropower generation systems, with
the sealing system’s performance critically influencing energy conversion efficiency and
operational cost-effectiveness. The sealing ring is a pivotal component, which mitigates
leakage and energy loss by regulating flow within the narrow gap between itself and the
frame. This study investigates the intricate flow dynamics within the gap between the
sealing ring and the upper frame of a super-large-scale Francis turbine, with a specific
focus on the rotating wall’s impact on the flow field. Employing theoretical modeling and
three-dimensional transient computational fluid dynamics (CFD) simulations grounded in
real turbine design parameters, the research reveals that the rotating wall significantly alters
shear flow and vortex formation within the gap. Tangential velocity exhibits a nonlinear
profile, accompanied by heightened turbulence intensity near the wall. The short flow
channel height markedly shapes flow evolution, driving the axial velocity profile away
from a conventional parabolic pattern. Further analysis of rotation-induced vortices and
flow instabilities, supported by turbulence kinetic energy monitoring and spectral analysis,
reveals the periodic nature of vortex shedding and pressure fluctuations. These findings
elucidate the internal flow mechanisms of the sealing ring, offering a theoretical framework
for analyzing flow in microscale gaps. Moreover, the resulting flow field data establishes
a robust foundation for future studies on upper crown gap flow stability and sealing
ring dynamics.

Keywords: turbine; seal ring; shear flow; flow analysis; micro-gap flow; CFD simulation

1. Introduction

As the core power-conversion device in modern hydropower systems, the investi-
gation of the internal fluid characteristics of hydraulic turbines has been a long-standing
research topic [1]. A turbine’s fluid-dynamic performance directly determines both its
energy-conversion efficiency and the levelized cost of electricity over the plant’s entire
life cycle. According to the IEA’s World Energy Outlook 2022, hydropower accounts for
61.8% of global renewable-generation capacity [2], a leading position derived from its
superior conversion efficiency, operational flexibility, and large-scale storage capability.
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However, as individual unit capacities exceed the megawatt scale and design heads ex-
tend to around 800 m, transient hydraulic excitations within the system have increasingly
manifested, making the safe and stable operation of the units paramount.

Seal rings are critical sealing components in rotating machinery: the narrow annular
gap between the ring and the upper bracket plays an indispensable role in maintaining
turbine efficiency and stability. Research has shown that even a small gap at this location
can lead to efficiency loss, and the degree of loss increases with the gap size. The loss is
particularly severe when there are sediments in the water [3]. The presence of the sealing
ring significantly affects pressure fluctuations in the gap flow and alters the axial hydraulic
thrust during the hydraulic transient process [4].

In super-large-scale Francis turbines, although the clearance is very small and the
fluid volume in these regions is several orders of magnitude smaller compared to other
dimensions in the hydraulic turbine, the flow characteristics in these areas can have a
significant impact on the overall flow within the machine. Studies have found that the leak-
age flow in the sidewall gap contributes significantly to the fluid-induced rotor dynamics
forces. Swiss scholar Peter Dorfler et al. [5] highlighted the effects of gap flow in the sealing
ring, noting that the gap flow phenomenon has an important interference effect on the
rotational motion between the rotor and the stationary components, thereby influencing
the pressure distribution in the sealing gap. The resulting hydraulic reaction forces form
a feedback mechanism on the rotor. This transient hydraulic excitation phenomenon is
particularly pronounced under variable-speed operating conditions, where nonlinear flow
effects within micro-gaps of 0.5–5 mm can amplify pressure pulsations to two to three times
those of steady-state conditions [6]. Such transient hydraulic excitations are particularly
pronounced under variable-speed operation.

The flow through the seal-ring gap is characterized by strong multi-physics coupling:
first, seal rings are interference-fitted via a thermal expansion process, imparting a preload;
second, the combined effects of cavitation and abrasion in sediment-laden water shorten
sealing life; and third, the rotational effects of the runner crown introduce positional
sensitivity in pressure pulsations, further increasing the risk during normal operation.

The flow within the sidewall gap is highly complex and can exhibit various states and
structures. The labyrinth seal consists of a series of narrow annular gaps and chambers
between the rotating and stationary components. The flow within these regions is typically
turbulent. Flow characteristics in this region not only govern leakage control but also
directly influence the uniformity of pressure distribution and the degree of energy loss.
Existing studies indicate that in rotating gap cavities, high-speed fluid motion induces
significant hydrodynamic pressure effects, thereby enhancing film lift and stiffness. For
example, in the downstream cavity of a supercritical CO2 compressor impeller and in seal-
ring chambers, researchers have observed the formation of enlarged high-vorticity regions
as rotational speed and pressure ratio increase—an outcome of intensified flow instability.
The expansion of these high-vorticity zones demonstrates that high-speed rotation in small
gaps generates strong vortex structures and markedly increases the friction-resistance
coefficient [7]. Overall, rotating small-gap flows are typically accompanied by complex
tangential convergence and vortex structures, with flow-field features that differ markedly
from those under stationary conditions.

In rotating shear flows, boundary-layer instabilities are key to flow evolution. Cui
et al. [8] point out in their review that in thin oil films between multiple rotating disks, the
interplay of squeeze and shear effects renders the laminar-to-turbulent transition exceed-
ingly complex. Du et al. [9] further demonstrate that in rotating-stationary disk cavities,
turbulence tends to first emerge in the stationary disk’s boundary layer. As the Reynolds
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number rises, spiral-instability modes amplify and interact with axisymmetric wave modes,
leading to localized turbulence. These findings highlight that three-dimensional vortex
structures—such as spiral waves—dominate the unsteady evolution of rotating cavity
flows and are crucial to understanding turbulence onset and instability mechanisms.

Numerous researchers and academic authorities have formulated theoretical models
and solved analytical equations for the flow in such regions. We consider the coaxial
cylindrical gap flow with the inner cylinder rotating and the outer cylinder fixed, while
superimposing axial flow driven by an axial pressure gradient. This basic flow is steady
and laminar and can be decomposed into a radial no-flow, circumferential Couette compo-
nent, and an axial Poiseuille component. Starting from the incompressible Navier–Stokes
equations and assuming axial and circumferential translation invariance, the benchmark
equation for no radial flow can be solved to obtain the laminar velocity analytical expres-
sion. Martinand et al. [10] provided the benchmark flow analytical expression for the ratio
of the inner and outer cylinder radii. In the case of a narrow gap, the Taylor–Couette system
can be approximated as a parallel plate model. Recently, Nagata et al. [11] performed a
theoretical analysis of this limit by applying Cartesian coordinate processing in the slit
limit. A linear stability analysis of the region was also conducted based on the benchmark
laminar flow. It was found that the axial flow has a stabilizing effect on fluid stability:
stronger axial flow suppresses the growth of radial-circumferential vortices, thus increasing
the critical Taylor number (Ta). Even weak axial flow can sometimes alter the mode shape,
resulting in spiral or wave-type instability modes [12].

In recent years, CFD simulation has become an essential tool for studying micro-gap
flows. Capturing vortex structures and unsteady features in small rotating gaps requires
high-resolution unsteady simulations [13,14]. Moore [15], through three-dimensional CFD
rotor-dynamic analysis, found that rotation not only drives tangential flow but also induces
complex vortex structures that directly affect leakage rates and sealing forces; simulations
show helical rising trajectories of flow within the seal, and vortex intensity increases with
speed. Ding et al. [16] used CFD to analyze the sealing performance of floating-ring seals
with and without helical grooves, comparing their flow-field differences. However, most
studies still focus on macroscopic leakage rates and pressure drops, with limited attention to
microscopic pressure distributions inside dynamic-pressure grooves. Jürgen Schiffer et al. [17]
evaluated the static pressure in the sidewall gap of the rotor along various coordinate points
uniformly distributed across the labyrinth seal flow passage. They suggested that the resulting
pressure distribution could serve as the basis for calculating axial thrust. In the micro-gaps
between the rotor and stator, rotating-wall effects can have a significant impact on leakage-
flow characteristics. Kim et al. [18] compared LES and RANS for straight-through and
stepped labyrinth seals, finding that LES accurately captured a 7% reduction in leakage
coefficient due to rotation, while RANS underestimated this effect. Notably, LES revealed
relaminarization trends in the rotating gap’s low-Re region that RANS overpredicted as
turbulent kinetic energy. This suggests that, for small-gap flows—especially at low Reynolds
numbers—traditional RANS models may mischaracterize flow features and higher-fidelity
models are required to reflect rotating-wall mitigation and turbulence-decay effects. For the
engineering numerical simulation of small-gap Taylor–Couette flow, although high-fidelity
DNS/LES can provide the most comprehensive flow field information, the SST k-ω model has
become the most widely used and stable URANS turbulence model in industrial applications
due to computational resource limitations. It balances boundary layer capture accuracy and
numerical stability and has achieved good results in multiple comparative experiments and
simulation studies [19,20]. CFD studies of multi-cavity labyrinth seals (including rotor-seal
systems) have further elucidated how rotation-induced flows and vortices influence sealing

99



Energies 2025, 18, 3726

performance. Jia et al. [21] investigated the transient flow in variable-speed rotor–labyrinth
systems, showing that rotor vibration increases leakage, although this effect diminishes at high
speeds, and that labyrinth-generated aerodynamic forces enhance rotor stability, with coupling
effects weakening as speed increases. Zhang et al. [22] conducted a detailed simulation of
a hole diaphragm labyrinth seal (HDLS) at different eccentric frequencies and rotational
speeds, finding that the orifice structure introduces additional turbulence-dissipation sources
in each cavity—increasing turbulent kinetic energy—and observing backflow leakage at high
eccentric frequencies, establishing an exponential relationship between leakage rate and speed.
These studies reveal the nonlinear phenomena of rotation-induced vortices and flow fields in
multi-cavity seals, offering new perspectives for predicting sealing performance and leakage.

Rotationally induced vortex structures—such as spiral and saddle vortices—are crucial
to flow characteristics. In rotating channels, Coriolis forces excite counter-rotating vortex
pairs, leading to significantly different flow and heat-transfer performance between leading
and trailing edges [23]. Xu et al. [24] found that in high-speed rotating cylindrical gas-
film seals, converging gaps and dynamic-pressure grooves generate strong hydrodynamic
effects that greatly increase film lift and stiffness. Moreover, unsteady simulations by Perini
et al. [25] show that “hot-spot” vortices orbiting the rotor can be observed in turbine-runner
seal cavities—large-scale structures unrelated to blade excitation and rotating at near-rotor
speed. These studies demonstrate that common vortical structures in rotating micro-gap
systems dominate unsteady behavior and energy transfer, directly affecting leakage flow
and vibration characteristics.

In summary, most of the literature focuses on gas-film seals or simple disk-cavity
flows and employs steady or quasi-steady models that often neglect strong unsteady
instabilities—such as vortex shedding and flow pulsations—that may occur in the gaps.
The expansion of high-vorticity zones due to flow-instability enhancement suggests
the potential for self-excited oscillations in rotating systems. High-fidelity studies on
flow and stability in rotating micro-gaps under water-environment conditions are still
scarce—particularly regarding the coupled, multi-scale effects introduced by short channel
heights and high rotational speeds under complex boundary conditions.

This study is based on the actual problem of sealing ring failure during operation. The
phenomenon is essentially caused by the flow characteristics at this location (high shear,
high pressure pulsations, vortices, and turbulence excitation). Understanding the flow
mechanism in this gap is the foundation and starting point of all subsequent work. The
unsteady characteristics of this region (such as pressure pulsations, axial water thrust varia-
tions, vortex-induced vibrations, etc.) can persist under non-extreme operating conditions,
particularly in typical operating conditions such as startup, shutdown, and partial load,
where they are more pronounced. The flow characteristics within the micro-gap determine
the pressure pulsations of the sealing ring and the distribution of fluid–structure coupling
loads, which form the basis for subsequent dynamic analysis, vibration prediction, and
fatigue life assessment. Building on this state of the art, the present study will focus on
simulating and analyzing micro-gap flows in hydroturbine seal rings. Unlike prior work
focusing primarily on gas-film seals, we will establish a numerical model in ANSYS Fluent
that incorporates rotating walls and water-pressure environments. Through detailed CFD
simulations, we will characterize vortex-structure distributions, pressure pulsations, and
unsteady flow evolution in the micro-gap—providing scientific insight into actual seal-ring
flows, offering substantive guidance for safe and stable turbine operation and yielding
theoretical and practical references for flow analysis and the engineering design of other
rotating machinery.
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2. Theoretical Model Analysis

2.1. Flow Model Establishment

A theoretical analysis was conducted on the physical model of the turbine used in this
study. The geometric parameters of the fluid domain in the seal-ring gap are as follows: inner
wall diameter 9315 mm, gap width h = 4 mm, outer wall diameter 9323 mm, inner wall rota-
tional speed—the runner speed—76 rpm, and channel height L = 0.26 m. The combination
of an extremely small gap width (h/R1 ≈ 0.00086, the gap can be approximated using a slit
treatment) and a short channel height (L/h = 65), together with high-speed rotation (inner
wall tangential velocity ≈ 37.06 m/s), yields flow behaviors with pronounced non-classical
characteristics. Classical theories of narrow-gap flow are inadequate to fully describe the
flow regimes under these extreme geometric and dynamic conditions. Therefore, this study
employs targeted analytical methods to systematically derive fundamental flow charac-
teristics, such as velocity and pressure distributions, while placing special emphasis on
the complex, multiscale coupling effects introduced by the short channel height and high
rotation speed. A critical stability analysis of rotation-induced phenomena is also presented
to provide theoretical support for the safe, stable, and efficient operation of turbine seals.
Figure 1 is a cross-sectional diagram of the assembly of the sealing ring component.

  
Figure 1. Seal-ring clearance structure diagram.

Assuming the fluid is an incompressible Newtonian fluid with a density of ρ = 1000 kg/m3

and viscosity of μ = 0.001 Pa·s and that the flow is steady and laminar, a Cartesian coordinate
system was adopted, with the z-axis aligned with the channel height. The inner wall rotates at
ω = 7.96 rad/s, while the outer wall remains stationary; the fluid is driven upward along the
axial (z) direction by a pressure gradient dp/dz and gravity. Because the gap width h � R1, the
annular seal-ring gap may be approximated as planar flow. However, the short channel
height L = 0.26 m combined with high-speed rotation introduces unique multi-scale effects:
the radial scale is far smaller than the axial and circumferential scales, and the tangential
shear time (h/(ωR1) ≈ 0.1 ms) is orders of magnitude faster than the axial flow evolution
time on the order of seconds (L/uz,avg ≈ 0.1–1 s). These cross-scale geometric and dynamic
conditions produce a complex coupling of flow behaviors controlled by different physical
mechanisms, requiring special analytical treatment to capture their underlying physics.
Figure 2 is the theoretical model established based on the actual physical structure.

2.2. Flow Characterization
2.2.1. Tangential Velocity Distribution

The annular slit can be approximated as a planar Couette flow due to the gap width
h = R2 − R1 << R1. Define the local coordinates y = r − R1, where 0 ≤ y ≤ h. Under
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the rotational drive of the inner wall, the tangential velocity uθ (y) satisfies the following
boundary conditions: {

y = 0 : uθ = ωR1 ≈ 37.06 m/s
y = h : uθ = 0

(1)

according to the Navier–Stokes equations in cylindrical coordinates.

ρ

(
ur

∂uθ

∂r
+

uθ

r
∂uθ

∂φ
+

uruθ

r

)
= −1

r
∂p
∂θ

+ μ

[
∂
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(
1
r
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+
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2
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∂ur
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]
(2)

The simplified control equation is

∂

∂r

(
1
r

∂(ruθ)

∂r

)
= 0 (3)

Substituting the boundary conditions, the solution is obtained using

uθ(r) =
ω1R1(R2 − r) + ω2R2(r − R1)

R2 − R1
. (4)

Because the acceleration of the outer cylinder is zero, ω2 = 0, the final result is

uθ(y) = ωR1

(
1 − y

h

)
. (5)

Expanding the above solution under the slit conditions, extracting the classical linear
Couette component along with the nonlinear correction introduced by the geometric
curvature [26], the result is

uθ(y) ≈ ω·y
[

1 +
y

R1
− h

2R1
+O

(
(

y
R1

)2
)]

. (6)

The four terms in parentheses represent the simple planar Couette flow linear term,
the curvature effect from the annular geometry, the constant correction term, and the
higher-order geometric nonlinear term.

Figure 2. Theoretical calculation model. The arrow indicates the direction of rotation of the rotor, and
the angular velocity of rotation is ω.

After considering the narrow gap, the tangential velocity distribution becomes nonlin-
ear, and the shear rate can reach up to duθ/dy ≈ −9250 s−1. The coupling of the ultra-high
shear rate within the radial scale (4 mm) with the high rotation speed in the annular scale
(4.66 m) significantly enhances the friction loss, while the rapid millisecond variation in
the tangential shear time further highlights the dynamic non-uniformity. In addition, the
high-speed rotation of the inner wall may trigger instabilities similar to the Taylor–Couette
flow, and its effect on flow stability needs to be further analyzed.
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2.2.2. Axial Velocity Distribution

The axial speed uz(y) is driven by a pressure gradient and the control equation is

μ
d2uz

dy2 =
dp
dz

(7)

Boundary conditions: {
y = 0, uz = 0
y = h, uz = 0

(8)

Solution:
uz(y) =

1
2μ

dp
dz

y(y − h) (9)

The velocity profile is parabolic with a maximum value:

uz,max = − h2

8μ

dp
dz

(10)

The short runner height L = 0.26 m may limit the full development of the axial flow.
For this reason, the inlet length Le is introduced, i.e., the axial distance required for the
velocity profile to develop from the initial state (usually uniformly distributed) to the fully
developed state (parabolic distribution) after the fluid enters the gap from the inlet. The
inlet length is estimated using the following empirical equation:

Le ≈ 0.05Re · h, Re =
ρuz,avgh

μ
. (11)

Assuming an axial average velocity of uz,avg ≈ 0.1–1 s, then Re ≈ 400–4000, thus

Le ≈ 0.05 × (400 ∼ 4000)× 0.004 = 0.08 ∼ 0.8 m. (12)

The runner height L = 0.26 m may be less than or close to Le, indicating that the
flow may be underdeveloped, the axial flow evolution time is limited by the short runner
constraints, and the velocity profiles deviate from the theoretical parabolic distribution,
which affects the prediction of the flow rate and pressure loss.

2.2.3. Pressure Distribution

(1) Axial pressure

The pressure in the z-direction along the flow p(z) is a combination of inlet pressure,
flow pressure drop, and gravity pressure drop:

p(z) = p0 +

(
∂p

∂zflow
− ρg

)
z (13)

where gravity pressure drops,

Δpg = ρgL ≈ 2550Pa. (14)

Although Δpg is much smaller than the flow pressure drop (typically on the order of
104–105 Pa), short flow paths highly concentrate pressure gradient changes, making axial
pressure distributions more sensitive and potentially amplifying the competing effects of
gravity and flow pressure drop locally (e.g., at the inlet or outlet).
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(2) Radial pressure

This part of the pressure distribution is mainly induced by centrifugal force:

∂p
∂r

=
ρu2

θ

r
≈ ρω2R1 (15)

Radial differential pressure:

Δpr ≈ ρω2R1h ≈ 1180Pa (16)

The pressure gradient along the radial direction is not very pronounced because the
radial pressure difference differs from the axial pressure difference by at least two orders
of magnitude.

2.3. Flow Stability Analysis at Multiple Scales

To more comprehensively describe the flow characteristics of the gap channel, we in-
troduced the calculation of the Reynolds number (Re) to determine whether the fluid is in a
laminar or turbulent state [27]. The Reynolds number is a dimensionless parameter, defined as

Re =
ρvD

μ
. (17)

In the annular gap channel, due to the combined effects of the rotating inner wall
and the axial pressure gradient, the fluid possesses both tangential and axial velocity
components. Therefore, we calculated the tangential Reynolds number and axial Reynolds
number separately and conducted a comprehensive analysis of the overall flow state:

Reθ =
ρuθ,maxh

μ = 1000×37.06×0.004
0.001 = 148, 240

Rez =
ρuz,avgDh

μ = 1000×1×0.004
0.001 = 4000

. (18)

It can be observed that both the axial and tangential Reynolds numbers are greater
than the critical value of 2300 for laminar flow, and the axial Reynolds number is even
higher in actual flow. Therefore, it can be concluded that the flow is in a turbulent state.

As discussed in Section 2.2, the high-speed rotation of the inner wall may induce an
instability similar to the Taylor–Couette flow, which is defined as the fluid motion between
two concentric cylinders, where centrifugal forces may induce an instability when the inner
cylinders rotate, forming periodic vortices (Taylor vortices). To quantify this instability, the
Taylor number Ta is introduced and defined as

Ta =
ω2R1h3

ν2 (19)

where ν = μ
ρ = 10−6 m2/s. Substitute parameters:

Ta =
(7.96)2 × 4.6575 × (0.004)3

(10−6)2 ≈ 1.2 × 1010 (20)

For the slit (h << R1), the critical Taylor number is Tac ≈ 1700 [28,29]. Due to
Ta >> Tac, the flow is highly unsteady and may transition from laminar to turbulent
flow, forming Taylor vortices. However, the short runner height L = 0.26 m (L/h = 65) is
much smaller than the circumferential vortex wavelength (2πR1 ≈ 29.3 m) and may inhibit
the axial development of the vortex. The constraining effect of finite-length flow channels
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on Taylor–Couette flow has been explored in existing studies. Based on this, a modified
Taylor number is proposed to introduce a short flow channel constraint factor:

Tacorrected = Ta ·
(

L
h

)−1
≈ 1.8 × 108. (21)

The correction still exceeds the critical value, indicating that the flow is in the transition
state between laminar and turbulent. Multi-scale effects are particularly prominent here:
the rotational dynamics induces instability at a radial scale of 4 mm and an annular scale of
4.66 m, while the short flow channel at an axial scale of 0.26 m inhibits the development
of vortices. The difference between the tangential shear time in milliseconds and the axial
evolution time in seconds further complicates the flow behaviour. This analysis reveals the
modulation mechanism of rotational stability by short flow channels, providing a novel
perspective for slit flow studies.

To validate the applicability of the critical Taylor number derived from engineering
experience and to clarify the type of unstable mode under the current operating conditions,
a linear perturbation method can be further employed to construct an eigenvalue problem.
The spectral method was used to solve for the system’s instability characteristic frequency
and growth rate under the slit approximation, thus providing a theoretical explanation for
the critical Taylor number and the vortex structures observed in practice.

The total velocity field is decomposed into the base flow and small perturbations:

u(y, θ, z, t) = U(y) + εu′(y, θ, z, t). (22)

Here, U(y) is the base flow velocity vector, which includes the azimuthal Couette
component and the axial Poiseuille component; ε << 1 is the perturbation amplitude
coefficient; u′ (y, θ, z, t) is the velocity perturbation component. It is assumed that the
disturbance has a modal structure with axial wavenumber k and azimuthal mode number
n, and its spatiotemporal evolution is described by a complex exponential term:

u′(y, θ, z, t) = û(y) · exp[i(kz + nθ − ωt)]. (23)

Here, û(y) is the amplitude distribution function of the disturbance in the gap direction
y; k is the axial wavenumber, describing the spatial period of the disturbance in the z
direction; n is the azimuthal mode number, where n = 0 represents an axisymmetric Taylor
vortex, and n �= 0 represents a helical vortex; ω is the complex frequency, with the real part
representing the oscillation frequency and the imaginary part reflecting the growth rate
(Im ω > 0) or decay rate (Im ω < 0) of the disturbance.

By substituting the disturbance forms of the above two equations into the incompress-
ible Navier–Stokes equations, we obtain

L[û(y)] = iωû(y). (24)

The solution of this eigenvalue problem includes the critical Taylor number Tac, the critical
Reynolds number Rec, and the frequency and growth rate of the corresponding unstable modes,
which are used to determine the instability threshold of the base flow and the type of vortex.

3. Numerical Simulation

3.1. Computational Model

Computational fluid dynamics (CFD) has become an indispensable tool for analyzing
complex flow phenomena in hydraulic machinery, especially in regions where experimental
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measurements are difficult to perform. In this study, a three-dimensional CFD simulation
of the flow within the narrow annular gap between the seal rings and the upper bracket
was carried out using ANSYS Fluent 2022R1 version. Owing to the significant shear and
rotational effects involved, this section aims to validate theoretical predictions, reveal
detailed flow structures, and further analyze the gap flow characteristics of the seal rings
from a visualization perspective.

To simplify the computational model, the annular fluid domain is partitioned in
recognition of its periodic symmetry: the full 360◦ geometry is divided into 36 equal
10◦ sectors, and one such 1/36 sector is selected as the computational domain. Periodic
boundary conditions are imposed on its two radial-cut faces to emulate the full ring. A
structured mesh is employed, with refinement near all walls to capture boundary-layer
effects and high shear rates. This study focuses on the flow development from the gap inlet
up to the point where the flow enters the cover cavity.

In Fluent Meshing, the Poly-Hexcore hybrid meshing method was used to mesh the
computational model. Structured hexahedral meshes were used in the internal flow field or
regular regions, while polyhedral mesh elements were applied in complex geometric surfaces
or irregular regions. Ten layers of boundary layer were added near the wall to capture
boundary effects and high shear rates. A local refinement method was used to refine the
inlet section. Data monitoring was performed at three measurement points along the radial
distribution of the middle height of the inlet section for three sets of meshes, verifying mesh
independence and ensuring the convergence and accuracy of the data (see Table 1).

Table 1. Discretization error for numerical study.

Measurement Parameters Coarse Medium Fine e21 (%) GCI21 (%)

Y-Velocity at Point 1 (m/s) 10.2148 9.38755 9.03785 3.869 3.54

Y-Velocity at Point 2 (m/s) 2.70661 3.06686 3.08544 0.602 0.041

Y-Velocity at Point 3 (m/s) 0.286973 0.385668 0.390028 1.118 0.065

Mass Flow Rate at inlet (kg/s) 54.73 53.97 53.58 0.728 0.96

Mass Flow Rate at outlet (kg/s) 54.73 53.97 53.58 0.728 0.96

The total number of mesh cells for the three sets is 5,150,000, 12,906,281, and 41,181,751,
with corresponding y+ values of 29, 16, and 0.7. It can be observed that the results of the
computational model with medium mesh density stabilized. Considering the computa-
tional resources, the use of fine mesh is acceptable, so the computational mesh model with
a total of 41,181,751 mesh cells was adopted. The specific mesh model is shown in Figure 3.

Figure 3. Mesh of flow domain.
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3.2. Solver Setup

Pressure-inlet and pressure-outlet boundary conditions were applied; the inner wall
(seal-ring surface) was modeled as a rotating wall with an angular speed of 7.96 rad/s,
while the outer wall was stationary. A no-slip condition was enforced on all walls. A
uniform axial acceleration of 9.81 m/s2 drove the upward flow. The two radial-cut faces of
the sector are defined as periodic boundaries, rotated by 10◦ about the z-axis.

A transient simulation was performed using the SST k-ω turbulence model. The SST
k-ω model combines the advantages of the k-ε model and the k-ω model, providing higher
accuracy in the near-wall region, making it especially suitable for handling turbulence
characteristics within the boundary layer. Although the SST k-ω model may not capture
every detail of the vortices when simulating small gap flows, LES and DNS offer higher
accuracy but come with extremely high computational costs. In comparison, the SST k-ω
model represents a good compromise between computational efficiency and accuracy. This
is particularly important for rotating flows and complex flow scenarios. k-ω turbulence
models are widely applied to study the unsteady flow field of hydraulic machinery, such as
the research on the evolution of vortex rope and large curvature flow [30]. In the numerical
simulation, pressure–velocity coupling was performed using the coupled method, with
the PRESTO! interpolation scheme for pressure. The momentum equation and turbulence
kinetic energy equation were discretized using the second-order upwind scheme to improve
solution stability while ensuring accuracy. The time step was set to Δt = 0.0005 s, with
10,000 steps (total simulated time 5 s) and up to 20 inner iterations per time step.

3.3. Result

A “companion plane” is defined as the axial plane passing through the geometric
center of the fluid domain within the seal-ring gap. On this plane, multiple monitoring
points are arranged to record various physical quantities. Axial monitoring points point
1~point 7 (h = 0, 0.04, 0.08, 0.13, 0.16, 0.2, 0.24 m) and radial monitoring points point 4~point
4–9 (δ = 0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4 mm) were set. In subsequent results sections, this plane
will be used to visualize key gap-flow characteristics—such as velocity and pressure—as
well as rotation-induced turbulence and vortical structures. The selection of the companion
plane and its schematic are shown in Figure 4.

(a) (b) 

Figure 4. Selection of companion plane (a) and schematic diagram (b).

3.3.1. Shear-Driven Flow Characteristics

The rotating inner wall induces a dominant circumferential velocity component, form-
ing a shear layer within the gap. To illustrate the radial distribution of the tangential velocity
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magnitude, nine monitoring points were placed along a radial line on the companion plane
at the inlet section height z = 0.13 m (see Figure 4).

Figure 5 presents the measured velocities at these nine points: the absolute velocity
exhibits an inverted “S”-shaped profile. Within the inlet region of the companion plane,
the tangential velocity decreases non-uniformly in the radial direction, approximately
nonlinearly from 37.06 m/s at the inner wall to 0 m/s at the outer wall. The decrease
is slightly steeper near the inner wall and more gradual near the outer wall, indicating
mild nonlinearity. This deviation from the ideal Couette-flow profile reflects the influence
of turbulent fluctuations and geometric constraints, while the overall trend confirms the
leading roles of rotational driving and wall confinement on the flow field.

(a) (b) 

Figure 5. Speed distribution. Tangential velocity (a) and total velocity (b).

The streamline plot in Figure 6 reveals a helical, upward flow trajectory: streamlines
transition from a parallel arrangement at the inlet to tightly wound coils downstream,
demonstrating the superimposed effects of axial pressure driving and rotation. The helical
nature of the flow is particularly pronounced near the outlet. These observations are in
good agreement with the expected flow behavior.

Figure 6. Distribution of internal flow field traces.

3.3.2. Influence of Short Channel Height on Flow Development

Figure 7 shows the axial pressure distribution in the inlet region: pressure decreases
nearly linearly along the axis, with negligible radial variation. A localized pressure spike
occurs at the top of the inlet due to geometric confinement; a distinct low-pressure region
appears inside the cover cavity and at the outlet, confirming vortex formation.
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Figure 8 presents axial-velocity profiles on the companion plane at three different
heights. None of the velocity profiles exhibit a perfect parabolic shape, indicating the
influence of the channel geometry on flow development. In the central region, the axial
velocity magnitude decreases downstream, while velocities near the side walls fluctuate.
Additionally, the profiles show a slight skew toward the outer wall, reflecting asymmetric
development caused by the short channel height.

 
(a) (b) 

Figure 7. Pressure distribution. Static pressure distribution (a) and axial pressure distribution (b).

 
(a) (b) 

Figure 8. Axial velocity profiles at different heights of the inlet section (a) and along the centerline of
the inlet section (b).

3.3.3. Rotation-Induced Vortices and Flow Instability

The rotating inner wall profoundly alters the gap flow, inducing complex vortical
structures. Streamlines in Figure 9 illustrate spiral flow paths under rotational drive. In
the inlet region, streamlines are dense and straight, indicating initial flow stability under
geometric constraint. As the flow enters the cover cavity, rotational effects progressively
generate vortices and helical trajectories, especially near the rotating wall. These vortices
are driven by a combination of shear from the rotating wall and centrifugal forces; shear
establishes velocity gradients, while centrifugal action amplifies vortex complexity.

To assess rotation-triggered instability in the inlet region, turbulent kinetic energy
k was monitored at the nine radial points. Figure 10 plots k versus time for each point:
the peak k of approximately 7.7 m2/s2 occurs adjacent to the rotating wall, indicating
intense turbulent fluctuations and small-scale vortices. Turbulent kinetic energy decreases
toward the channel center—forming a “U”-shaped radial profile—because the center expe-
riences the smallest velocity gradient (hence weakest turbulence production) and greater
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energy dissipation. Near the outer wall, higher velocity gradients combined with centrifu-
gally induced radial flow and turbulent diffusion elevate turbulence intensity above the
central region.

3.3.4. Pressure Pulsations and Flow Instability

Transient simulations also examine the relationship between pressure pulsations and
flow instability. In this paper, three characteristic points were taken on the rotating wall at
the height position along the flow channel to analyze the pressure pulsation, located in the
middle and top positions of the inlet, respectively. Then, fast Fourier transform was used
to perform frequency-domain analysis on the pressure time–history curve (see Figure 11).

Figure 9. Flow traces in the accompanying plane.

 
Figure 10. Changes in turbulent kinetic energy at different measuring points (point 4~4–9).

Time-series plots show that pressure fluctuation amplitudes increase along the axial
direction—weak at the gap inlet but markedly stronger at the inlet–outlet interface—coinciding
with the rise in turbulent kinetic energy and indicating that turbulence energy accumula-
tion intensifies downstream instability. Frequency spectra reveal dominant pulsation
frequencies in the 1.1–1.5 Hz band for all three monitoring points, closely matching
the rotation frequency of 1.27 Hz. This confirms that pressure pulsations are primar-
ily driven by the rotating inner wall. The amplitude of the dominant frequency slightly
decreases from inlet to outlet, reflecting diminished low-frequency energy content due to
turbulent redistribution.
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3.4. Discussion

The work conducted in this study provides a visualization of the different physical
parameters of the leakage ring gap. In [18], a large eddy simulation (LES) of leakage flow
in step-type labyrinth seals was presented, showing the velocity distribution at the step seal
position, which is consistent with the results obtained in this study. Additionally, in [31], a
numerical simulation of Taylor—Couette—Poiseuille flow at Re = 10,000 was conducted using
the LES model. The study focused on the effects of high rotation on the mean flow, turbulence
statistics, and vortex structure. It was found that an increase in rotational speed increased the
axial velocity gradient at the wall, causing the axial velocity distribution uz in the central gap
region to tend toward horizontal. The tangential velocity distribution obtained in the article
aligns closely with the results of this study. Additionally, the frequency-domain analysis of the
pressure fluctuations in the gap flow reveals that the frequency response of the fluctuations
aligns with the existing literature [21,22] on the pulsing frequency response of labyrinth seal
systems. The main frequency of the pulsations is roughly consistent with the rotational speed
frequency, which reflects the accuracy of the research content.

 
(a) 

(b) 

Figure 11. Pressure pulsation analysis. Pulsation time domain diagram (a) and pulsation frequency
domain diagram (b).
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By quantitatively comparing our results with the existing literature and providing
clear explanations of boundary conditions, turbulence models, and geometric assumptions,
we have not only validated the core results but have also clearly defined the scope and
directions for model improvements, offering clear guidance for future research.

4. Conclusions and Outlook

4.1. Conclusions

This study systematically revealed the complex flow characteristics and multi-scale
coupling mechanisms within the gap between the sealing ring and the upper frame of ultra-
large mixed-flow turbines through theoretical modeling and three-dimensional transient
CFD simulations. The main conclusions are as follows:

1. The CFD simulations not only validate the accuracy of the theoretical analysis but also
enrich understanding of flow field characteristics through visualization. The simula-
tion results demonstrate non-parabolic axial velocity distributions, spiral streamline
trajectories, and a low-pressure zone in the upper-crown cavity, confirming the pres-
ence of vortices and the restrictive effect of short channels on flow development. The
“U”-shaped distribution of turbulent kinetic energy and the dynamic variations in
pressure fluctuations further reveal the rotation-induced turbulence enhancement
effect, providing a powerful tool for the quantitative analysis of complex flow fields.

2. The high-speed rotation of the inner wall is the dominant factor in the flow field within
the gap. The theoretical analysis derived a nearly linear distribution of tangential
velocity with a shear rate as high as 9250 s−1. CFD simulations further revealed an
inverted “S”-shaped nonlinear distribution of tangential velocity along the radial
direction, deviating from the linear characteristics of classical Couette flow. This
phenomenon is attributed to the combined effects of turbulent diffusion and centrifu-
gal force-induced secondary flows, highlighting the significant reshaping effect of
rotation on boundary layer flow. Additionally, the streamline trajectories exhibited
a spiral ascending flow pattern, particularly near the rotating wall, where the peak
turbulent kinetic energy reaches 7.7 m2/s2, confirming the presence of complex vortex
structures and turbulence enhancement induced by rotation. These findings provide
new insights into understanding energy dissipation and leakage control in the internal
flow of rotating machinery.

3. This study incorporated the multi-scale effects introduced by the short channel height
and high-speed rotation into the analytical framework and employed a modified
Taylor number to assess flow stability. The results indicate that although the short
channel geometry suppresses the formation of complete Taylor vortices, local small-
scale vortices and flow instabilities still persist, particularly near the inner wall. Spec-
tral analysis showed that the dominant frequency of pressure fluctuations is highly
correlated with the rotational frequency of 1.27 Hz, and the amplitude decreases
with increasing channel height, revealing the regulatory mechanism of the coupling
between rotation and geometric constraints on flow stability.

This study has demonstrated the variation trends of the flow structure and velocity
distribution in the small-gap region, providing qualitative guidance for the geometric
design of subsequent sealing rings. Specific structural optimization and parameter control
should consider various factors such as actual operating conditions and system stability,
and further research should be conducted in the future.
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4.2. Future Perspectives

This study has focused on analyzing the flow dynamics characteristics within the
sealing ring and upper frame gap of a super-large mixed-flow water turbine through theo-
retical modeling and three-dimensional transient CFD simulations. The importance and
necessity of the flow characteristics in the sealing ring gap were analyzed, revealing their
impact on turbine performance, including leakage, energy loss, and operational efficiency,
as well as their role in ensuring safety and stability. The influence of rotating walls was
examined, demonstrating how they alter velocity and pressure distributions, generating
complex flow patterns such as vortices. Furthermore, turbulence and flow instability were
discussed, identifying their contributions to energy dissipation and mechanical challenges
such as vibration and noise. These studies highlight the complex interactions between
rotation, geometry, and flow behavior in turbine sealing systems.

In the future, by leveraging data on turbulent kinetic energy, velocity gradients,
and pressure pulsations obtained in this study, quantitative analyses of turbulence and
instability can be conducted. Through spectral analysis, the relationship between dom-
inant unstable frequencies and parameters such as rotational speed and gap width can
be revealed. These achievements not only deepen the understanding of flow instability
mechanisms but also guide the exploration of flow control strategies, such as adjusting gap
geometry or introducing guide devices, to mitigate instability and reduce vibration risks,
thereby enhancing the operational efficiency and safety of water turbines.

In the subsequent dynamic analysis of the sealing ring, the flow field data from this
study provides precise pressure load information, laying the foundation for fluid–structure
interaction analysis. Future research can apply the dynamic pressure from the CFD simula-
tions to the finite element model of the sealing ring to calculate its stress distribution and
deformation characteristics to assess whether its structural strength meets the long-term
operational requirements. Additionally, by analyzing the vibration characteristics induced
by pressure pulsations and combining them with material fatigue properties, it is possible
to predict the fatigue life of the sealing ring, particularly focusing on potential failure risks
in high-turbulence areas near the inner wall. These analytical results will provide a basis
for optimizing the design of the sealing ring, such as adjusting material thickness, adding
stiffeners, or optimizing geometric shapes to enhance its fatigue resistance. In summary,
the flow field data from this study not only provide high-precision boundary conditions
and empirical evidence for stability theoretical models and dynamic analyses but also
provide guidance for optimizing the design of sealing systems, which is instrumental in
significantly improving the performance and reliability of water turbines.
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Abstract

Double-suction centrifugal pumps are extensively employed in industrial applications
owing to their high efficiency, low vibration, superior cavitation resistance, and operational
durability. This study analyzes how impeller oblique cutting angles (0◦, 6◦, 9◦, 12◦) affect a
double-suction pump at a fixed 4% trimming ratio and constant average post-trim diameter.
Numerical simulations and tests reveal that under low-flow (0.7Qd) and design-flow condi-
tions, the flat-cut (0◦) minimizes reflux ratio and maximizes efficiency by aligning blade
outlet flow with the mainstream. Increasing oblique cutting angles disrupts this alignment,
elevating reflux and reducing efficiency. Conversely, at high flow (1.3Qd), the 12◦ bevel
optimizes outlet flow, achieving peak efficiency. Pressure pulsation at the volute tongue
(P11) peaks at the blade-passing frequency, with amplitudes significantly higher for 9◦/12◦

bevels than for 0◦/6◦. The flat-cut suppresses wake vortices and static–rotor interaction,
but oblique cutting angle choice critically influences shaft-frequency pulsation. Entropy
analysis identifies the volute as the primary loss source. Larger oblique cutting angles
intensify wall effects, increasing total entropy; pump chamber losses rise most sharply due
to worsened outlet velocity non-uniformity and turbulent dissipation. The flat-cut yields
minimal entropy at Qd. These findings provide a basis for tailoring impeller trimming to
specific operational requirements. Furthermore, the systematic analysis provides critical
guidance for impeller trimming strategies in other double-suction pumps and pumps as
turbines in micro hydropower plants.

Keywords: double-suction pump; impeller oblique cutting; identification of vortex;
pressure pulsation; energy losses

1. Introduction

Fluid machinery, as one of the primary energy-consuming equipment types in indus-
trial sectors, requires performance optimization to achieve energy conservation. Among
these systems, double-suction centrifugal pumps are extensively utilized in diverse indus-
trial applications—including water conservancy irrigation systems, municipal water supply
and drainage, industrial water circulation, and inter-basin water transfer projects—due
to their high efficiency, low vibration, excellent cavitation resistance, ease of maintenance,
and prolonged service life [1]. However, operational scenarios frequently involve mis-
matches, where pump performance parameters exceed actual demand. To address this,
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impeller trimming has become a prevalent engineering solution for adjusting hydraulic
characteristics and expanding operational adaptability.

Impeller trimming remains a prevalent technique for centrifugal pump performance
adjustment, with extensive research conducted on trimming laws and their hydraulic
impacts. In [2], the authors investigated multiple trimming configurations, revealing
distinct efficiency variations across operating conditions. A survey in [3] demonstrated
that front shroud modifications significantly affect low-specific-speed pump performance.
In [4], the authors established that increased tip clearance through trimming reduces
head while amplifying vibrations. In [5], the authors identified nonlinear deviations from
affinity laws regarding radial forces and pressure pulsations under trimmed diameters. A
survey optimized operational efficiency through controlled trimming, though excessive cuts
degraded performance [6]. In [7], the authors observed shifted efficiency zones and reduced
pressure pulsations in self-priming pumps post-trimming. An investigation reported a 1.7%
prolonged self-priming duration with a diameter reduction of 6% [8]. In [9], the authors
documented the best efficiency point migration toward lower flows with trimming. A
survey in [10] identified turbine-mode efficiency gains through partial trimming. In [11], the
authors achieved pressure fluctuation mitigation via trailing-edge modifications. In [12], the
authors reduced axial forces through strategic back-shroud trimming. A survey minimized
hydraulic impacts on multistage impellers through optimized trimming [13]. A survey
demonstrated that oblique trimming alleviates rotating stall in inter-blade channels [14].

In engineering practice, the initial cutting amount is typically determined by referenc-
ing the standard trimming law. However, derived under idealized operating assumptions,
this law’s calculated results often exhibit certain deviations. To mitigate impeller damage
risks from excessive trimming, a multi-stage trimming approach is universally adopted.
This involves achieving target dimensions through two or more incrementally staged
trimming operations, with mandatory hydraulic performance testing after each trimming
procedure to evaluate compliance with predetermined performance indicators.

The primary limitation of this traditional progressive trimming method lies in its
repetitive “trimming–testing” cycles, which not only consume substantial labor hours
but also significantly increase economic costs—particularly pronounced during trimming
operations for pumps with higher specific speeds.

To address these deficiencies and provide engineering guidance for impeller trim-
ming technology, a survey established a corrective calculation diagram for optimizing
centrifugal pump and fan impeller diameters through systematic analysis of experimen-
tal data [15]. However, subsequent research revealed limitations in the applicability of
correction coefficients due to significant variations in critical geometric parameters (in-
cluding hub-to-diameter ratio and blade number) within test samples. Furthermore, the
computational accuracy of this correction method deteriorates with increasing the spe-
cific speed of turbomachinery, exhibiting more significant discrepancies particularly in
high-specific-speed pumps.

Current research on internal flow characteristics of double-suction pumps post-cutting
remains limited, with existing studies predominantly focusing on external performance
parameters and pressure pulsations [16], while insufficient attention has been given to
transient flow phenomena such as vortex structures, recirculation patterns, and jet–wake
interactions. Compared to their single-suction counterparts, double-suction pumps exhibit
greater structural complexity, where impeller trimming significantly alters internal flow
dynamics. The selection of optimal cutting angles critically influences energy loss miti-
gation, operational longevity, and maintenance cost reduction. Consequently, in-depth
investigation into the influence of impeller oblique cutting on the hydraulic performance
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of double-suction pumps holds significant implications for subsequent engineering design
and energy retrofit projects. Furthermore, within the context of low-carbon transition initia-
tives, research on impeller cutting for double-suction pumps proves critically important
when these pumps operate in turbine mode.

As illustrated in Figure 1, this study employs high-resolution numerical simulations
to systematically investigate the influence of impeller oblique cutting on double-suction
pump performance. The research comprehensively examines three interconnected aspects:
(1) the evolution patterns of external characteristics (head, efficiency) with varying oblique
cutting angles, (2) the underlying mechanisms governing internal flow modifications
including vortex dynamics and energy dissipation, and (3) the resulting pressure pulsation
phenomena particularly at critical monitoring locations. This tripartite analysis bridges
macro-scale performance degradation with micro-scale flow instabilities, providing holistic
insights for hydraulic optimization.

Figure 1. The flowchart of the research.

2. Model and Numerical Simulation

2.1. Physical Model

The investigation focuses on a 250GS40 horizontal split-case single-stage double-
suction pump manufactured by Shandong Shuanglun Co., Ltd., (Weihai, China). The
computational domain comprises four principal components: semi-spiral suction chamber,
pump chambers, impeller passages, and volute flow channels. Considering the recirculation
effects at discharge, a 5D extension pipe (D = outlet diameter) was appended to the volute
outlet to minimize boundary condition interference, with detailed structural configuration
presented in Figure 2. The prototype operates at design parameters Qd = 500 m3/h,
H = 40 m, and rotational speed n = 1480 rpm, yielding specific speed ns = 90. Complete
geometric specifications are cataloged in Table 1.
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Figure 2. Schematic diagram of the structure of a double-suction pump.

Table 1. Main structural parameters.

Parameters Value

Specific speed ns 90
Impeller suction diameter D1/(mm) 192
Impeller outlet diameter D2/(mm) 365
Impeller inlet install angle β1/(◦) 20.8

Impeller outlet install angle β2/(◦) 29.6
Impeller outlet width b2/(mm) 46

Number of blades Z 6
Rotational speed n/(r/min) 1480
Volute inlet width b3/(mm) 100

2.2. Impeller Cutting Scheme

Forward oblique cutting of double-suction impeller outlets involves symmetrical
material removal from the front shroud to the back shroud under constant post-trimming
mean diameter D2’, creating distinct angular configurations (θ), as shown in Figure 3. The
geometric parameters are defined as follows: trimming angle θ, original diameter D2,
trimmed mean diameter D2’, shroud/hub diameters D21 and D22, trimming allowance ΔD,
and trimming ratio ϕD. The governing relationships are as follows:

ΔD = D2 − D2
′ (1)

ϕD =
ΔD
D2

(2)

D2
′ = (D21 + D22)

2
(3)

0 < θ < arctan
2ΔD

b2
(4)

Table 2 presents recommended allowable cutting ranges for impellers across specific
speeds. Extensive engineering practice and numerical analyses demonstrate an inverse
correlation between permissible trimming ratios and specific speeds, whereby higher ns

values correspond to reduced allowable trimming percentages. Practical implementations
require parameter adjustments based on operational demands and performance targets.
Within permissible trimming limits, this study adopts a 4% trimming ratio while maintain-
ing constant post-cutting mean diameter. Four angular configurations—0◦ (planar cutting),
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6◦ (oblique cutting), 9◦ (oblique cutting), and 12 (oblique cutting)—were systematically
designed for comparative analysis.

 

Figure 3. Schematic diagram of impeller cutting.

Table 2. Specific speed and allowable cutting allowance.

ns 60 120 200 300 500

ϕD 0.2 0.15 0.11 0.09 0.07

2.3. Grid Independence Verification

To systematically determine the optimal grid resolution balancing computational
accuracy and efficiency, a progressive refinement approach was implemented for the
double-suction pump’s 3D flow passage model, as illustrated in Figure 4. To accurately
capture near-wall flow characteristics, the mesh near wall surfaces of flow components was
refined with boundary layer grids. Based on geometric requirements, five inflation layers
were generated at an expansion ratio of 1.2. Grid dependency analysis evaluated pump
efficiency, head, and shaft power across multiple mesh densities, ultimately selecting 6.43
million elements through convergence verification (Table 3). This methodology ensures
computational accuracy while effectively managing resource expenditure. Three prototype
configurations underwent grid independence validation under identical block topology
structures to eliminate geometric bias. The consistent meshing strategy maintained uni-
form node distribution parameters across all trimming configurations, mitigating flow
comparison distortions from grid artifacts.

(a) 

Figure 4. Cont.
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(b) 

(c) 

  
(d) (e) 

Figure 4. Schematic diagram of the grid of each component. (a) Mesh of volute. (b) Mesh of impeller.
(c) Mesh of suction chamber. (d) Mesh of outlet pipe. (e) Mesh of pump chamber.

Table 3. Verification results of grid independence.

Specific Speed Number of Meshes/×106 Efficiency/%

ns = 90

2.28 83.31
5.54 85.66
6.43 85.87
7.86 85.87
8.21 85.88

2.4. Numerical Simulation

Numerical simulations were performed using the ANSYS CFX 2020 R2, with the
SST k-ω turbulence model selected for this study. Compared to the k-ε and Standard
k-ω models, the SST k-ω model demonstrates superior capability in capturing complex
flow features within centrifugal pumps, exhibiting closer agreement with experimental
flow characteristics [17]. The SST k-ω model enhances the standard k-ω formulation by
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modifying the definition of eddy viscosity to account for the transport of principal turbulent
shear stresses. This improvement enables more accurate predictions of adverse pressure
gradient flows. The turbulent kinetic energy k and specific dissipation rate ω are governed
by Equation (5) and Equation (6), respectively.

∂(ρk)
∂t

+
∂(ρkui)

∂xi
= Pk − β∗ρkω +

∂

∂xj

[
(μ + σkμt)

∂k
∂xj

]
(5)

∂(ρω)
∂t + ∂(ρωμi)

∂zi
= α ω

k Pk − βρω2 + ∂
∂zj

[
(μ + σωμt)

∂ω
∂xj

]
+2(1 − F1)ρσω2

1
ω

∂k
∂xj

∂ω
∂xj

(6)

where Pk represents the turbulent kinetic energy production term; μi denotes the turbulent
viscosity; α, β, β∗, σk, σω , σω2 are model-specific constants; and F1 is the blending function.

Numerical simulations were conducted using ANSYS CFX to analyze the full-flow
field characteristics of the prototype pump. The fluid medium was defined as water at
25 ◦C, with turbulence modeling employing the SST k-ω formulation. Boundary conditions
comprised a total pressure inlet (reference pressure: 1 atm) and mass flow outlet. The
computational domain was partitioned into rotating (impeller) and stationary (pump
chamber, volute, suction chamber) regions, interconnected via interface boundaries. For
steady-state simulations, the Frozen Rotor method governed data transfer at rotor–stator
interfaces, with solution convergence achieved when RMS residuals reached below 10−6.

Unsteady simulations utilized steady-state results as initial conditions, implementing
Transient Frozen Rotor interface treatment with General Grid Interface (GGI) connectiv-
ity. The temporal resolution was configured with a 3◦ impeller rotation per timestep
(0.000337838 s), maintaining a maximum of 10 iterations per step. The simulation duration
encompassed 14 full impeller revolutions (0.567568 s), preserving the convergence criterion
of RMS residuals 10−6.

2.5. Experimental Verification

Experimental verification was conducted on an open test rig at Shandong Shuanglun
Co., Ltd. to validate numerical simulation accuracy. The prototype pump was instrumented
with identical pressure sensors at both inlet and outlet, while electromagnetic flow sensors
measured volumetric flow rates. Critical sensor specifications are detailed in Table 4, with
the test bench configuration illustrated in Figure 5.

Table 4. Main parameters of the sensors.

Parameter Sensor Type Measurement Accuracy Range

Flow rate Electromagnetic flow
transducer ±0.3% 0–1000 m3/h

Pressure EJA530E Pressure sensor ±0.1% 0–1 MPa

Figure 6 presents comparative performance curves between numerical simulations and
experimental measurements for the prototype pump. Steady-state simulations employed
time-averaged results from the final 120 iterations, demonstrating close agreement with
test data: maximum relative errors of 1.9% in efficiency and 2.1% in head—both within
acceptable 3% thresholds—confirm the computational model’s reliability in capturing
internal flow dynamics. Observed discrepancies originate primarily from turbulence model
limitations and experimental measurement uncertainties.
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Figure 5. Layout of the test rig.

Figure 6. Comparison of external characteristic curves between the simulated and experimental.

3. Results and Discussion

3.1. The Influence of the Impeller Oblique Cutting Angle on the Flow at the Impeller Outlet

In centrifugal pumps, fluid typically flows radially outward from the impeller inlet
to outlet. When vortex components emerge in the meridional plane velocity distribution,
partial fluid reverses direction against the primary flow, a phenomenon termed flow
reversal. The intensity of this reversal reflects flow disorder degree and energy dissipation
magnitude. The primary flow rate Q and reversed flow rate Qrev through cross-section S
can be calculated using the following equations [18]

Q =
∫

S
vndS (7)

Qrev =
∫

S

|vn| − vn

2
dS (8)

where vn represents the normal-direction velocity component at cross-section S, with flow
direction convention defined as positive for outward radial movement (impeller inlet to
outlet) and negative for inward flow reversal.
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Focusing on the impeller outlet where oblique cutting occurs, this investigation evalu-
ates flow pattern alterations through reversed flow percentage R, calculated using:

R =
Qrev

Q
× 100% (9)

where Qrev denotes reversed flow rate, and Q represents total through flow.
The influence of impeller oblique cutting angles on outlet reflux ratios and pump

efficiency across operational conditions is illustrated in Figure 7. Analysis reveals a consis-
tent decrease in reflux ratios with increasing flow rates for all configurations, peaking at
partial-load conditions (0.7Qd) due to reduced axial velocities inducing negative incidence
angles at blade inlets. This flow separation mechanism, driven by adverse pressure gradi-
ents, generates localized reflux zones at the impeller outlet. At 1.3Qd, diminished pressure
gradients suppress reverse flow tendencies, resulting in reduced reflux ratios.

Figure 7. Comparison of reflux ratio at the impeller outlet and efficiency with different oblique
cutting angles under various working conditions.

Under partial-load conditions (0.7Qd), reflux ratios exhibit significant positive correla-
tion with cutting angles (θ), while efficiency demonstrates marginal inverse dependence
(Δη < 1%). Similar trends emerge at design condition, with reflux ratios increasing and
efficiency decreasing slightly as θ enlarges. Conversely, high-flow operation (1.3Qd) shows
minimal reflux ratio variation (θ = 12◦ yielding optimal reduction) and non-monotonic
efficiency behavior—minimum at θ = 9◦ then recovering to peak at θ = 12◦.

Comparative evaluation confirms the baseline planar cut (θ = 0◦) achieves minimal
reflux ratios and maximum efficiency at both partial-load and design conditions. This
superiority originates from optimal alignment between blade exit angles and primary
flow direction, minimizing flow deviation. Oblique cutting induces progressive flow
misalignment, elevating reflux ratios and reducing hydraulic efficiency. Notably, moderate
oblique angles (θ = 12◦) enhance high-flow performance through improved outlet flow
guidance and turbulence mitigation.

To investigate the influence of different oblique cutting angles on the flow field within
the impeller, the X-Y cross-section of the impeller, specifically the meridional plane, was
constructed as shown in Figure 8. The coordinate origin is located at the geometric center
of the impeller, with the inflow direction aligned with the X-axis.
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Figure 8. The X-Y cross-section position of the impeller.

The analysis of the velocity streamlines on the X-Y cross-section for impellers with
different oblique cutting angles (Figure 9) clearly reveals significant flow instability char-
acteristics within the impeller. Across the operating range from 0.7Qd to 1.3Qd, the flow
velocity in the main flow zone exhibits an increasing trend with rising flow rate for all
bevel configurations, reaching its maximum value at the impeller outlet.

(a)

Figure 9. Cont.
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(b) 

 

(c) 

Figure 9. The velocity streamline distribution on the X-Y cross-section of the impeller with different
oblique cutting angles under various working conditions. (a) 0.7Qd. (b) 1.0Qd. (c) 1.3Qd.

Under design condition and high-flow conditions, the flow field distribution for each
oblique cutting angles scheme is relatively uniform. Small reflux zones appear near the
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impeller inlet in all cases. At the design flow rate, the concentration of streamlines slightly
intensifies as the oblique cutting angles increases.

Conversely, under low-flow conditions, all four oblique cutting angles schemes exhibit
inlet reflux and vortex zones. Some streamlines are densely packed and exhibit significant
curvature. Notably, the inlet vortex is more pronounced in the flat-cut impeller. This
indicates that beveling the impeller can improve the flow conditions in the inlet region
under low-flow operating conditions.

3.2. The Influence of the Impeller Oblique Cutting Angles on the Vortex Structure

A systematic investigation into the impeller oblique cutting angle’s impact on vortex
structures in double-suction pumps was conducted using the Ω vortex identification
method. This approach enables precise discrimination of rotational motions and concurrent
detection of vortices across intensity scales. By implementing a 0.52 threshold [19–21],
vortices with distinct strength levels were differentiated within the impeller. Spatial-
temporal evolution patterns of vortex structures were visualized through turbulent kinetic
energy-based color mapping (as shown in Figure 10).

Under design conditions, three characteristic vortex types were consistently observed
across four oblique cutting angle configurations: Leading Edge Vortices (LEV) from blade-
leading-edge flow separation, Wake Vortices (WV) induced by trailing-edge jet–wake
interactions, and Tip Leakage Vortices (TLV) originating from blade–tip boundary layer
separation. Progressive increases in oblique cutting angles modified the blade exit angle,
redirecting fluid flow paths. This redirection amplified suction-side low-pressure zones
near trailing edges, driving sequential expansion of WV, LEV, and TLV regions. The
spatial growth of these vortices correlated with elevated energy dissipation via intensified
turbulent interactions. Three-dimensional streamline visualizations depict vortex structure
distributions within the impeller, as presented in Figure 11. Progressive extension of low-
velocity zones toward the blade leading edge regions is observed with increasing oblique
cutting angles, while simultaneously intensified flow disorder emerges near the suction
surface trailing edge. This progressive flow variation directly visualizes alterations in
impeller–internal vortex dynamics.

(a)

Figure 10. Cont.
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(b)

Figure 10. Comparison of vortex structures distributions of impeller and volute with different oblique
cutting angles. (a) Impeller. (b) Volute.

θ = 0° θ = 6° θ = 9° θ = 12°

Figure 11. Comparison of 3D velocity streamline distribution of impeller with different oblique
cutting angles.
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Volute analysis identified transient vortices in the diffuser section, signaling flow
instabilities. While vortex density increased with larger oblique cutting angles, a critical
transition occurred at 6◦: diffuser vortices vanished abruptly, coinciding with amplified tur-
bulent kinetic energy at the volute inlet. This phenomenon suggests a threshold-dependent
shift in energy transfer mechanisms, where classical vortex dissipation pathways are sup-
planted by alternative loss modes.

3.3. The Influence of the Impeller Oblique Cutting Angle on Pressure Pulsation

To investigate the transient pressure field characteristics induced by impeller oblique
cutting in double-suction pumps, systematically positioned pressure pulsation monitoring
points were implemented within the flow domain, as illustrated in Figure 12. Eight
monitoring points (P1–P8) were uniformly distributed along the volute casing at 45◦

intervals, while three monitoring points (P9–P11) were concentrated near the volute tongue
to capture flow separation characteristics. Additional monitoring points were positioned
within the impeller flow channels (M1–M2), pump cavities (M3–M4), blade pressure
surfaces (M7–M8), and blade suction surfaces (M5–M6).

Figure 12. Distribution of pressure monitoring points.

As shown in Figure 13, pressure variations at monitoring point P11 exhibited periodic
behavior across three rotational cycles for all oblique cutting angle configurations, with
18 peaks and 18 troughs corresponding to the impeller’s six blades. This confirms the blade-
induced periodic modulation of pressure fluctuations near the volute tongue. Pressure
fluctuation amplitudes for the 9◦ and 12◦ bevel configurations exceeded those of the flat-cut
and 6◦ oblique cutting. Collectively, these results demonstrate that flat-cut or smaller
oblique cutting angles reduce static-rotor interaction intensity and subsequently suppress
pulsation amplitudes at the volute tongue.

Frequency–domain analysis of pressure data (Figure 14) under design conditions re-
vealed dominant spectral peaks at f BPF for monitoring points P3, P6, P8, and P11, indicating
blade-passing effects as the primary excitation source. At monitoring points P3, the 9◦

oblique cutting configuration exhibited the lowest amplitude at f BPF but higher amplitude
at f n compared to other configurations, suggesting a trade-off between frequency com-
ponents during blade-edge modification. Monitoring points P8 and P11 near the volute
tongue displayed pronounced harmonic frequencies and periodic fluctuations, reflecting
strong static–rotor interaction. Notably, the flat-cut impeller generated weaker f BPF am-
plitudes at P11 compared to oblique cutting configurations, indicating suppressed wake
vortices formation and reduced flow instability.
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Figure 13. Time-domain pressure pulsation at monitoring point P11 under different operating
conditions with varying oblique cutting angles.

 

Figure 14. The frequency domain diagram of pressure pulsation at each monitoring point with
different angles of impeller oblique cutting.
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These results demonstrate that oblique cutting angle selection significantly affects
both blade-passing frequency (f BPF) and shaft frequency (f n) pressure fluctuations. The
flat-cut impeller exhibited superior performance in mitigating wake vortices and static–
rotor interaction, providing critical insights for optimizing impeller trimming strategies in
double-suction pumps.

3.4. The Influence of the Impeller Oblique Cutting Angles on Energy Loss

According to the second law of thermodynamics, for any irreversible process, its
entropy will always increase. Under the operating conditions of the double suction pump,
the mechanical energy of the impeller is converted into the kinetic energy of the fluid.
During this energy conversion process, due to the existence of viscous stress, Reynolds
stress, and turbulence in the fluid during operation, an irreversible conversion process
from mechanical energy to internal energy is inevitably triggered, which is manifested as
an increase in the entropy value of the system, that is, the entropy generation phenomenon.
Therefore, the entropy generation theory can be applied to numerical simulation to evaluate
the energy loss of double-suction pumps.

In the turbulent flow of a single-phase incompressible ideal fluid, the entropy transport
equation can be expressed as

ρ

(
∂s
∂t

+ u
∂s
∂x

+ v
∂s
∂y

+ w
∂s
∂z

)
= −div

(→
q
T

)
+

Φ
T

+
ΦΘ

T2 (10)

where ρ represents the fluid density, s represents the specific entropy parameter, the
velocity field is composed of Cartesian components u, v, and w, and T characterizes the
thermodynamic temperature. The right side of the equation contains three key terms:

reversible heat exchange term −div
(→

q
T

)
, viscous dissipation entropy generation term Φ

T ,

and heat transfer temperature difference entropy generation term ΦΘ
T2 .

According to the Reynolds mean theory, the flow variable is decomposed into the
sum of the time-mean quantity and the pulsation quantity. The entropy transport control
equation obtained through the Reynolds mean operation can be expressed as

ρ
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+ v
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)
= div
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+

Φ
T

+
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where div
(→

q
T

)
− ρ

(
∂u′s′

∂x + ∂v′s′
∂y + ∂w′s′

∂z

)
represents the reversible heat transfer amount.

The internal flow of hydraulic machinery is an approximately adiabatic process, and the

entropy production rate ΦΘ
T2 due to the increase in the heat transfer temperature difference

can be ignored. Therefore, the entropy production rate Φ
T due to the increase in dissipation

can be directly obtained.
Φ
T

=
.
S
′′′
D +

.
S
′′′
D′ (12)

where
.
S
′′′
D is the entropy production rate caused by the average velocity, usually used to

represent direct dissipation, and
.
S
′′′
D′ is the entropy production rate caused by the pulsating

velocity, usually used to represent turbulent dissipation [22,23].
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μe f f = μ + μt (15)

where μ is dynamic viscosity, μe f f is effective dynamic viscosity, and μt is turbulent
dynamic viscosity.

It is known that speed and temperature can be used to determine
.
S
′′′
D , while

.
S
′′′
D′ cannot

be solved directly. When the SST k-ω turbulence model is selected,
.
S
′′′
D′ can be expressed as

.
S
′′′
D′ = α

ρωk
T

(16)

where α = 0.09, and ω and k are the turbulent vortex frequency and turbulence intensity,
respectively. Integrating the local entropy production rate of the calculation domain can
obtain the entropy production caused by the time-average velocity and the pulsating
velocity [24,25], and the formula is as follows:

Spro,D =
∫

V

.
S
′′′
D dV (17)

Spro,D′ =
∫

V

.
S
′′′
D′dV (18)

In addition, the velocity gradient and pressure gradient on the surface of the centrifu-
gal pump blade are relatively high, and there is a strong wall effect in the flow field. The
entropy generated by the wall effect cannot be ignored, and its calculation formula is

Spro,W =
∫

A

→
τ · →v

T
dA (19)

where
→
τ represents the shear stress of the wall surface, and

→
v represents the velocity at the

first layer grid near the wall surface.
To sum up, the total entropy production within the calculation domain is

Spro = Spro,D + Spro,D′ + Spro,W (20)

Figure 15 shows the influence law of the model pump at different oblique cutting
angles under different working conditions on the total entropy production. It can be seen
from the figure that with the increase in flow rate, the total entropy production of each
oblique cutting scheme shows a trend of first decreasing and then increasing. Meanwhile,
under both the low-flow condition and the design condition, the total entropy production
increases slowly with the increase in the angle, but its increase rate shows a nonlinear
relationship with the oblique cutting angles of the impeller. Under the working condition
of high flow rate, with the increase in the cutting angle, the total entropy production in
the pump shows a change characteristic of first slightly increasing and then significantly
decreasing. Especially when the impeller is beveled by 12◦, the total entropy production
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decreases significantly, indicating that under the working condition of high flow rate,
adopting a larger impeller oblique cutting angles can effectively reduce the total entropy
production of the double-suction pump. Therefore, in the optimal design of double-suction
pumps, the reasonable selection of the impeller oblique cutting angles is one of the key
parameters for the performance of the lift pump.

Figure 15. The influence law of the pump being beveled at different angles under different working
conditions on the total entropy production.

To further analyze the relationship between the impeller oblique cutting angle and
the entropy output of each type, Figure 16 compares the variations in the impeller oblique
cutting angle on the entropy production of the three types under the design conditions of
the model pump. Since the direct dissipation proportion of each scheme is approximately
0.31% to 0.46%, always less than 0.3%, the wall dissipation caused by the wall effect and
the turbulent dissipation caused by the pulsating velocity are analyzed with emphasis.
As can be seen from the figure, in all four beveling schemes, wall dissipation dominates,
accounting for approximately 58.94% to 63.10% of the total entropy production. Therefore,
when calculating the influence of impeller beveling on the energy loss of the double-suction
pump, the impact of the avoidance effect on energy loss cannot be ignored, and wall loss
must be taken into account. With the increase in the slant angle, the turbulent dissipation
loss slightly increases, but the change is not obvious. Meanwhile, with the increase in the
slant angle, the wall dissipation of each slant scheme gradually increases. This indicates
that for this model pump, the increase in the slant angle will intensify the wall effect,
resulting in more energy loss. Figure 17 shows the influence law of the total entropy
generation of each flow component of the model pump when the impeller is beveled at
different angles at the designed flow rate. From the analysis of the diagram, it can be seen
that the entropy loss of each flow-through component is in the order of volute, impeller,
pump chamber, and suction chamber. The volute has always been the main flow-through
component for the total entropy generation of each model, with its proportion ranging from
41.66% to 50.17%. However, the entropy generation contribution of the suction chamber is
the smallest, with its proportion always less than 5%, and it is less affected by the change
in the impeller oblique cutting angle. Under the design working conditions, as the oblique
cutting angle increases, the total entropy production in the pump shows a continuous
upward trend. Among them, the loss in the pump cavity increases most significantly, and
its increase rate is basically consistent with the growth rate of the total entropy production.
When the impeller is horizontally cut, the total entropy production reaches the minimum
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value of 11.16 W/K. For the model pump, the beveling of the impeller has the greatest
impact on the entropy loss in the pump cavity, and its proportion increases from 15.62%
to 27.58%. This indicates that an increase in the beveling angle of the impeller may cause
the velocity distribution of the fluid at the blade outlet to tend to be uneven, and increase
the complexity of the fluid passing through the transition area between the blade and the
pump cavity. Uneven velocity distribution and complex geometric shape changes are prone
to causing turbulence, especially inside the pump cavity. The formation of turbulence
will lead to a large amount of kinetic energy being converted into thermal energy, thereby
increasing energy loss.

Figure 16. Comparison of entropy production of various types at different oblique cutting angles
under the design working conditions.

Figure 17. Comparison of entropy production of each flow component at different oblique cutting
angles under the design working conditions.

From the above analysis, it is clear that different angles of the impeller’s oblique
cutting have the greatest impact on entropy loss in the pump cavity. In order to further
analyze the energy loss in the transition zone between the impeller and the pump cavity
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caused by the impeller’s oblique cutting angle, a visual analysis of the losses at the impeller
and the pump cavity is conducted. It can be seen from Figure 18 that the entropy generation
is mainly concentrated on the suction surface of the blade and the junction area between the
impeller outlet and the pump cavity. In the case of a flat cut of the impeller, the energy loss
caused by reflux on the suction surface of the blade is relatively large. As the angle increases
to 6◦, the loss at the suction surface of the blade slightly decreases. As the angle increases,
the range of the high-entropy production area in the pump cavity gradually expands,
indicating that the entropy production loss in the pump cavity also increases accordingly.
Simultaneously, combined with the vortex structure distribution above, it can be found that
the high entropy generation region also corresponds to the high turbulent kinetic energy
region. This spatial correspondence further substantiates that vortex formation inherently
induces quantifiable entropy production.

Figure 18. The entropy production rate distribution of impellers at various oblique cutting angles
and the cross-section of the pump cavity.

4. Conclusions

This study focused on a double-suction centrifugal pump. Under the condition of
ensuring the same average outer diameter, the influence of different oblique cutting angles
(0◦, 6◦, 9◦, 12◦) on the flow characteristics inside the pump was systematically compared
through a combination of numerical simulation and experiments. The specific conclusions
obtained are as follows:

(1) When the impeller is cut horizontally under low-flow conditions and design condi-
tions, the direction of the blade outlet is consistent with the main flow direction, and
the fluid can flow out of the impeller at the optimal angle. As the oblique cutting
angles increases, the flow at the blade outlet begins to deviate from the ideal direction,
resulting in an increase in the reflux ratio and a decrease in efficiency. Under the
working condition of high flow rate, the reflux ratio at the impeller outlet slightly
decreases with the increase in the oblique cutting angles. It is the smallest when the
impeller is bevel at 12◦, and the efficiency is also the largest when it is bevel at 12◦.
This indicates that under this working condition, bevel at a certain angle can improve
the outlet situation at the impeller outlet and enhance the fluidity of the fluid.

(2) At monitoring point P11 in the volute tongue area, the amplitude of pressure pulsation
is the largest, showing a distinct feature dominated by blade frequency. Moreover, the
pulsation period corresponds to the number of blades. The amplitudes of pressure
pulsation in the 9◦ and 12◦ oblique cutting schemes are significantly higher than those
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in the flat cutting and 6◦ oblique cutting schemes. The selection of the oblique cutting
angles not only affects the intensity of the blade frequency, but also has a significant
impact on the pressure pulsation at the shaft frequency. However, for the flat cutting of
the impeller of this double-suction pump, it shows obvious advantages in suppressing
the formation of the wake vortices and reducing the static–rotor interaction. These
findings provide an important reference basis for the optimization of the impeller
cutting of the double-suction pump.

(3) This double-suction pump mainly relies on wall dissipation. An increase in the
oblique cutting angles will intensify the wall effect, leading to an increase in energy
loss and an increase in total entropy production. The volute is always the component
with the maximum entropy generation, accounting for 41.66% to 50.71%. The bevel
cutting of the impeller has the greatest impact on the pump cavity loss. Under the
design conditions, the total entropy generation of the flat cutting scheme is the lowest.
The bevel cutting will increase the non-uniformity of the impeller outlet velocity and
intensify the turbulence loss in the pump cavity.

(4) While the current study employs the SST k-ω turbulence model, future work could
implement high-fidelity approaches such as Large Eddy Simulation (LES) or Detached
Eddy Simulation (DES). These advanced methodologies would enhance the resolution
of complex turbulent structures and transient flow characteristics induced by impeller
beveling, particularly improving prediction accuracy for oblique cutting-modified
wake vortices and static–rotor interaction effects.

(5) Given that pumps predominantly operate at the design point, this study prioritizes
the design operating condition while maintaining invariant key geometric parameters
such as blade count. Future investigations could examine the post-beveling perfor-
mance of double-suction pumps across varying specific speeds and blade counts.
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Abstract

The increasing deployment of pumps-as-turbines in small-scale hydropower applications
in off-design conditions strengthens the need for the monitoring of the operation and
maintenance (O&M) needs. PATs (pumps-as-turbines, pumps operated in reverse to gener-
ate electric current) are increasingly used because of their low cost as micro-hydropower
plants; however, limited research has focused on their maintenance needs during operation.
This is an important consideration given their use under conditions for which they were
not originally designed. One of the most challenging O&M issues in hydromachinery is
cavitation, which can harm turbines and reduce their efficiency. In this study, Computa-
tional Fluid Dynamics (CFD) was used for 15 different simulations of PAT configurations
and their cavitation behaviour was investigated under varying inlet pressure and mass
flow conditions. A cavitation strength indicator was developed using linear regression,
describing the strength of cavitation from 0 (no cavitation) to 100 (extreme cavitation). This
parameter depends on mass flow rate and head, which are easily measured parameters
using standard sensors. With this approach, it is possible to monitor cavitation status
in a continuous manner in a working PAT without the need for complex sensors. With
this application, it is also possible to avoid costly damage, shutting down turbines when
cavitation strength is exceptionally high.

Keywords: pumps-as-turbine; cavitation; CFD; hydropower; condition monitoring

1. Introduction

The use of pumps running in reverse as turbines—referred to as pump-as-turbines
(PATs)—has become an increasingly attractive option for small-scale energy generation.
One of the major advantages of PATs is their lower investment cost compared to tradi-
tional hydraulic turbines and easier maintenance [1]. Since they are usually standardized,
mass-produced centrifugal pumps, replacement parts are readily available and cheap,
compared to replacement parts for other types of hydro turbines [2]. Furthermore, the wide
accessibility of these pumps improves their versatility as turbines and makes spare parts
easier to obtain compared to traditional turbines.

In recent years, the growing interest in renewable energy solutions has pushed for
more adaptable, flexible technologies, allowing for the optimization of energy generation
in diverse conditions. For PATs, these systems might be deployed in either remote areas or
more urbanized environments with frequent changes in energy demand. This flexibility is
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one of the primary reasons for their increasing adoption, as it enables energy generation in
situations where traditional turbines might not be viable due to cost, space limitations, or
regulatory constraints [1,3].

Like other types of renewable energy technologies, there is an increasing demand for
hydro turbines to be adjusted to changing flow conditions. This requirement causes PATs to
operate in conditions that can often be far from the best-efficiency point (BEP). While some
aspects of cavitation in PAT systems have been studied—including numerical investigations
such as those by Wenguang and Zhang (2017) [4]—the broader topic of PAT failure mecha-
nisms remains insufficiently explored. As noted by Stephen et al. (2024) [5], there is a clear
gap in the literature regarding the systematic analysis of failures in PATs, including cavitation-
related damage. This highlights the need for further research focused not only on cavitation
itself, but also on its role in overall system degradation and failure. Cavitation occurs when
certain criteria are met, i.e., the local pressure in a fluid falls below its vapour pressure, causing
the creation of vapour. It appears in low-pressure zones and forms bubbles, which collapse
violently when they enter high-pressure areas [6]. This causes a sudden implosion, which
results in intense shockwaves that can cause significant damage to metal surfaces, leading to
the creation of pits and cavities [6,7]. On the other hand, cavitation also directly lowers the
efficiency of working PATs, decreasing the amount of generated energy [8].

Additionally, cavitation negatively impacts the economic viability of PATs, especially
when they are subjected to extended operation under cavitation. It leads to erosion of tur-
bine components, reducing their operational lifetime and increasing maintenance costs [8].
In addition to wear, cavitation also generates excessive vibrations and noise [5]. For small-
scale hydropower applications, where downtime and repair costs can quickly outweigh
the benefits, understanding and mitigating cavitation becomes crucial. This is especially
more pressing in recent times due to the aforementioned need for more flexible operation
of hydropower devices [9].

Typical hydro turbines usually operate in relatively steady flow conditions, which allows
for the analysis and mitigation of the chances of cavitation occurring, using, for example,
dimensionless parameters. For this purpose, one of the most often used indicators is the
Thoma number (σ) [10]. Utilizing this, it is possible to choose the proper type of turbine for
given conditions and adjust its design accordingly. However, this approach leaves a large
gap in the understanding of flow properties inside the turbine, which are not within the
scope of these methods. This is because dimensionless numbers like the Thoma number
cannot provide any information about local variations in pressure or flow velocity within the
turbine [11]. These analytical tools focus on global operating parameters and neglect the flow
behaviour, which plays a critical role in phenomena such as cavitation or efficiency losses [12].

For this reason, to understand the flow inside a PAT working in off-design conditions
and analyse how its properties are related to the existence and strength of cavitation, there is a
need for the application of modelling methods, particularly Computational Fluid Dynamics
(CFD) [13]. CFD is considered a trustworthy and reliable tool for fluid flow analysis in
various engineering applications. It enables detailed flow investigation, especially in complex
geometries and under turbulent, transient, or multi-phase conditions. The most meaningful
advantage of CFD is in its ability to provide data on local pressure and velocity distributions,
which are often inaccessible through experimental methods [3]. As a result, CFD has become
an essential method for studying internal flow phenomena in hydraulic machines.

While the Thoma number is often used in the design of conventional turbines, its
application to PATs is limited due to the dynamic nature of their operating conditions. PATs
often experience fluctuating flow patterns and varying loads, which makes it difficult to
predict cavitation risk. This highlights the need for more accurate methods that take into
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account the local conditions within the turbine. Therefore, relying on the Thoma number
or similar dimensionless parameters for cavitation prediction in PATs is not sufficient,
especially in systems operating in off-design conditions [7]. The Thoma number is usually
applied during the design phase of a hydropower plant to ensure that cavitation will
not occur under relatively steady operating conditions. It is not designed to quantify
the intensity of cavitation once it appears. In the case of PATs, they often operate under
unstable flow conditions, so cavitation may still develop even if the model of PAT was
selected based on the Thoma number. When cavitation occurs, the Thoma number offers a
limited description of its severity. Therefore, additional indicators are needed to quantify
cavitation intensity in such conditions.

Using CFD, internal flow properties can be linked to cavitation, evaluating the existence
and strength of cavitation based on properties that are easily measurable in real time with
digital sensors, like mass flow rate. The application of CFD also allows for examining cases
that are hard to capture in real, working hydropower plants, either with extremely high or low
flow rates or with high or low heads, which occur rarely during the year in natural conditions.

The goal of this work is to create a cavitation strength indicator, which will describe
the strength of cavitation with a gradual scale, where 0 means no cavitation and 100 relates
to an extreme case of cavitation. Its application will allow it to predict the cavitation in
working PATs based on flow properties measured with digital sensors and let the user
of the PAT know when the turbine should be shut off to protect its parts from damage.
Additionally, CFD will be used as a tool to better understand the development of cavitation
in the environment of increasing mass flow rate for a given PAT.

The key contribution of the paper is the analysis of cavitation in PATs. The cavitation
in pumps has been extensively studied, but in reverse as a turbine, it has been neglected.
This oversight is particularly important when considering that PATs operate in reverse
under conditions they were not designed for, and as a result, PATs are more susceptible
to cavitation. Understanding this failure mechanism in PATs is, therefore, crucial given
their recent increased prevalence in hydropower practice, their increased susceptibility, and
the increasing demand for flexible operation. Flexible operation of PATs is a particularly
crucial consideration given that their typical efficient and safe operating envelope is much
narrower than conventional turbines.

2. Methodology

2.1. The Goal of This Study

The goal of this study is to develop a CFD-based cavitation strength indicator (CI) that
can be used to estimate the onset and severity of cavitation in a pump-as-turbine (PAT). To
achieve this, a series of CFD simulations were performed for a selected PAT. The CFD model
was validated against experimental results of the pump used as a PAT and experiencing
cavitation. This experimental data is described in [5]. Simulation results were post-processed
to extract flow parameters, which were then used to construct and evaluate the CI.

2.2. PAT Geometry

In this study, the model used was the KSB 050-32-200 centrifugal pump (manufacturer:
KSB SE & Co. KGaA, Frankenthal, Germany), operated in PAT mode. The operating points
for mass flow rate and head were chosen to cover three distinct regimes: pre-cavitation,
cavitation inception, and fully developed cavitation. While the inception point is considered
relatively fixed, the other two points were selected in an arbitrary but representative way
to capture the general progression of cavitation severity.
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Its specifications are summarized in Table 1. While the nominal impeller diameter
is known from manufacturer data (170 mm), the exact geometry of the impeller blades—
such as blade profile—was not available. These features, which significantly affect flow
behaviour and energy conversion efficiency, were estimated using ANSYS software 2023
R1, especially Ansys Vista CPD 2023 R1, Ansys Bladegen 2023 R1. This process is more
deeply described in Section 2.3.5.

Table 1. Specification of KSB 050-32-200 (pump mode).

Specification Value

Brand/Model KSB Etanorm 050-32-200
Max Pressure <16 bar

Flow Rate <604 L/min (<36 m3/h)
Rotational Speed 960/1450/2900/3500 rpm

Power 0.75 kW
Temperature Range −30 ◦C to +140 ◦C

The pump operates within a wide range of flow rates, which are detailed in the speci-
fications. In PAT mode, the geometry of a chosen pump allows it to convert excess pressure
into mechanical energy, thus acting as a turbine. The performance of PAT is dependent on
its ability to maintain stable operation while handling varying flow conditions.

For accurate simulations, the corresponding data was used in CFD simulations to
evaluate its performance in different operational scenarios.

Experimental Validation Data

The experimental dataset employed in this research originates from the test rig de-
veloped by Novara [14]. The test rig is schematically described in Figure 1 and consists
of a 9.2 kW supply pump, a single-suction volute centrifugal pump used in a turbine
mode (PAT) powered by an induction motor (5.5 kW). The pump used to construct the rig
was a six-blade KSB ETN 050-32-200 (manufacturer: KSB SE & Co. KGaA, Frankenthal,
Germany). To conduct measurements, two sensors were installed—a flow meter and a
pressure meter (A, C). The inlet pressure is measured using a Gems Sensors Series 3000 rel-
ative pressure transducer with a 4–20 mA current output, offering an accuracy of ±0.25%.
Flow is measured by an Omega FDT506 inline ultrasonic flow meter (Omega Engineering,
Norwalk, CO, USA), also featuring a 4–20 mA current output, with a typical accuracy of
±2% and repeatability of ±0.2%. Downstream of the PAT, a Gems Sensors 3500 Series
absolute pressure sensor (Gems Sensors, Plainville, MA, USA) (B) with a 4–20 mA current
output is mounted, while two torque transducers (D and E) are positioned at the connection
point between the PAT and the generator to monitor torque on the generator shaft and
the PAT output shaft, respectively. At point D, Torque meter Datum Electronics, model
M425-1D (Series 425) (Datum Electronics Ltd, East Cowes, UK). This offered a nonlinearity
better than ±0.1% Full Scale and repeatability within ±0.05% Full Scale. Based on the
manufacturer’s specifications, the overall uncertainty of the instrumentation is estimated
to be within ±0.5% for pressure, ±2% for flow, and ±0.1% for torque.

In the piping loop, a transparent pipe fragment is installed after the PAT, which allows
the onset of cavitation to be observed (see Figure 2). All the measurements are carried out
in the situation where PAT’s RPM is equal to 1500. Behind the pump, the throttle valve is
installed, which allows it to modify the flow rate. Using all of this data, a Thoma number
was calculated for each case selected for numerical replication and for each of these cases,
the state of cavitation was visually observed. Finally, the outcome of these measurements
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includes head, mass flow rate, Thoma number, and visual observation of cavitation state.
Terms “intense cavitation”, “cavitation”, and “no visible cavitation” refer to purely visual
observations made during the experiment. “Cavitation inception” denotes the moment
when a vortex rope begins to form and becomes visible in the transparent section of the pipe
behind the PAT. “No visible cavitation” corresponds to the phase before any visible vapour
structures appear, while “cavitation” and “intense cavitation” describe the development or
presence of a fully developed vortex rope. Experimental data is described in Table 2.

Figure 1. Experimental test rig (Novara, 2020) [14].

Figure 2. Cavitation occurring in the PAT test rig.

Table 2. Experimental data used for this research.

Case Number Mass Flow Rate [kg/s] Head [bar] Thoma Number [-] Cavitation State

1 2.189180392 46.55656055 0.0617 intense cavitation
2 2.275925362 46.92028188 0.062 intense cavitation
3 2.488844834 47.50478544 0.0631 cavitation
4 2.733307932 46.63453287 0.0633 cavitation
5 2.930455591 46.89430884 0.064 cavitation
6 3.127603251 46.63450627 0.0637 cavitation inception
7 3.427267693 47.02418544 0.065 cavitation inception
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Table 2. Cont.

Case Number Mass Flow Rate [kg/s] Head [bar] Thoma Number [-] Cavitation State

8 3.797905293 46.9332874 0.0654 no visible cavitation
9 3.939851608 45.51738444 0.0656 no visible cavitation

10 4.129113361 45.23159742 0.0661 no visible cavitation
11 4.32623432 45.77723423 0.066 no visible cavitation
12 4.602267744 46.34871925 0.0663 no visible cavitation
13 4.941361718 43.49089469 0.0668 no visible cavitation
14 5.375086569 45.53026456 0.0676 no visible cavitation
15 5.564348322 44.37421357 0.0681 no visible cavitation

2.3. CFD Methodology

This section describes the numerical simulation used for modelling the PAT with
application of CFD using Ansys CFX 2023 R1 software. The model was developed to
analyze the properties of the flow and performance of the PAT. Simulations were carried
out in steady-state “Turbo” mode, which is specifically created for turbomachinery and
simplifies the setup for rotating domains. Later, these simulations were used as a starting
point for transient simulations with the timestep 3.43 × 10−4 s and total simulation time
0.4 s, which corresponds to 10 full rotations of the impeller.

2.3.1. Governing Equations

The simulation was considered incompressible and Newtonian, using Reynolds-Averaged
Navier–Stokes (RANS) equations. These describe the conservation of mass and momentum
and depending on the chosen turbulence model, the conservation of other variables. As the
k–ω turbulence model was implemented, these variables were k-turbulent kinetic energy and
ω, the specific dissipation rate.

2.3.2. Turbulence Model

The k–ω SST (Shear Stress Transport) model is considered the industry standard
for turbomachinery turbulence modeling [15,16] because it connects the advantages of
k–ω and k–ε approaches, allowing for efficient and robust modelling of both near-wall
and free-stream flow. For the inner layer, k–ω is applied and the algorithm switches to
the k–ε approach for areas far from the wall, which can be considered as free-stream.
This allows for good prediction of flow separation and adverse pressure gradients [15,16].
Additionally, this approach is suggested as the default approach and a robust methodology
for turbomachinery applications in Ansys CFX documentation [17].

More advanced models, such as Large Eddy Simulation (LES) or Detached Eddy
Simulation (DES), can be a source of more accurate description of cavitating flows. However,
their application usually requires large meshes, which result in increased computational
cost. For this study, the SST model was used as a practical balance between accuracy and
computational feasibility, and a similar approach performed well in other cavitation-related
simulations, including recent studies such as Khan et al. (2021) [18].

2.3.3. Rayleigh–Plesset Model

The Rayleigh–Plesset equation is used to describe the dynamics of one spherical
vapour bubble in an incompressible environment. It describes the bubble inertia, liquid
viscosity and surface tension. The Rayleigh–Plesset approach was proven in terms of
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accuracy and mass transfer between the liquid and vapour phase [19]. In general form, the
Rayleigh–Plesset (RP) model was presented as Equation (1).

ρL

(
RR.. +

3
2

R.2
)
= P∞(t)− PB(t)− 2σ

R
− 4μL

R.

R
(1)

where R(t)—bubble radius as a function of time [m], Ṙ, R¨—first and second time derivatives
of the radius (radial velocity and acceleration) [m/s, m/s2], ρL—liquid density, assumed
constant [kg/m3], P∞(t)—ambient pressure far from the bubble [Pa], PB(t)—pressure inside
the bubble, assumed uniform [Pa], σ—surface tension at the liquid–vapour interface [N/m],
μL—dynamic viscosity of the liquid [Pa·s]. In cavitation modelling, Rayleigh–Plesset model is
considered the default and robust way of simulation [20].

2.3.4. Boundary Conditions

Boundary conditions were chosen to match those of the experimental data used for
model validation [5]. Mass flow rate on the inlet was measured and the pressure was
measured on the outlet and inlet during the experiments conducted by Stephen et al. [5] on
the selected PAT.

Using Ansys CFX, it is—to apply the boundary template “Mass Flow inlet P-Static
outlet”. This template is suggested for turbines as it provides numerical stability and excels
in calculating velocity and pressure profile of the inside of hydro machinery [21]. For walls,
the no-slip boundary condition was used, assuming the velocity at walls of the turbine
equal to zero, which is a fundamental assumption in fluid dynamics [22], except for foams.
Boundary conditions are summarised in Table 3.

Table 3. Set-up used for CFD simulation.

Feature Settings

Turbulence model k-omega SST

Boundary condition
Inlet—fixed mass flow rate (2–6 kg/s)

Outlet—average static pressure (0 Pa gauge pressure)
Walls—No slip condition

Mass flow rate 2–6 kg/s
Cavitation model Rayleigh–Plesset

RPM 1500
Number of cells 1.12 mln

At the inlet, a “Mass Flow Inlet” boundary condition was applied, where the total
mass flow rate entering the domain was explicitly prescribed. Values used for simulations
are shown in Table 4. The flow angle was set normal to the inlet surface. At the outlet, a
Static Pressure Outlet boundary condition was applied. This combination of boundary
conditions is common for turbomachinery and was used in previous studies, for example
by Laouari, Ghenaiet (2016) [23] and Ortiz [24] (2019).

Table 4. Properties used in Vista CPD.

Parameter Value

Volumetric flow rate 14.25 m3/h
Total head 13.75 m

Rotational speed 1500 RPM
Inlet flow angle to impeller Rayleigh–Plesset

Volute axial length 1500
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2.3.5. Creation of Mesh

As the exact 3D geometry of the turbine’s impeller and volute was not provided, it
was necessary to obtain a similar geometry using reverse-engineering software. The initial
step of its creation was to generate a 2D sketch of the impeller and volute, which will later
be expanded into the 3rd dimension. Using documentation from the pump described in
Table 1, several working conditions were used (listed in Table 4).

Based on given properties, Vista CPD was used to compute velocity triangles and
optimize energy losses caused by the geometry to create 2D sketches. This is carried out
using Equation (2):

Δh =
u2c2 − u1c1

g
(2)

where Δh is a pressure head, which is equal to the product of head and gravitational
acceleration g. u1 and u2 are the blade tangential speeds at inlet and outlet [m/s], c1 and c2

are the tangential components of the absolute velocity at inlet and outlet [m/s], g is the
gravitational acceleration [m/s2]. Tangential speeds are calculated using Equation (3).

u = ωr =
2πn
60

∗ r (3)

where u is the blade peripheral speed at radius r [m/s], ω is the angular velocity [rad/s], n
is the rotational speed [rpm], r is the radial position from the shaft axis [m] [25]. Finally,
the obtained sketches were calculated and drawn, as shown in Figure 3.

Figure 3. Two-dimensional sketches of the volute and impeller obtained through Vista CPD.

In the next step, BladeGen was used to find relationships to determine the impeller
shape and positioning with an iterative approach. The aim of this optimization was to
ensure that the created 3D impeller model achieves energy transfer while also maintaining
high hydraulic efficiency, and the ability to be manufactured. Initially, the outlet blade
angle β2 was found using the Euler equation. It was later used to calculate the relative
velocity at the outlet, which can be computed with Equation (4).

w2 = u2 − c2 (4)
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Later, these relative velocities are applied to compute the tangent of β2 using
Equation (5).

tan (β2) =
Q

w2 ∗ Am
(5)

where Q is the volumetric flow rate [m3/s], Am is the meridional flow area at the blade
section [m2]. Once β2 was computed, BladeGEN constructed a mean line, which is a
curve that connects the midpoints between the pressure and suction sides of the blade
profile. Its proper selection minimizes separation of the flow and turbulence, so the
acceleration of flow is smooth across the blade length. Consequently, bladeGEN created
a blade thickness distribution. The stacking line was created with axial stacking, which
is a common choice for turbomachinery applications. Subsequently, the blade thickness
distribution was applied by offsetting the camber line on pressure and suction surfaces
according to a chosen profile shape. The thickness distribution has a direct impact on local
pressure gradients and potential flow separation [25].

Figure 4 shows a distribution of Theta and Beta in degrees over the blade profile, which
is displayed as the normalized chord length from the leading edge (LE) to the trailing edge
(TE). The β curve represents the blade metal angle, while the θ curve shows the blade twist
angle, derived from the relative rotation of each profile along the stacking axis. According
to the BladeGEN guide, these angles can be described as:

Figure 4. Distribution of angles over the blade profile.

β (Beta)—the blade metal angle, defined as the inclination of the blade surface relative
to the local meridional direction. It reflects how the blade redirects the relative flow from
inlet to outlet. The angle is typically measured at various spanwise sections (e.g., hub,
mid-span, shroud) and varies from the leading edge (LE) to the trailing edge (TE).

θ (Theta)—the twist angle, which quantifies the rotation of the blade profile about the
stacking axis. It describes how the orientation of each 2D profile changes along the span (from
hub to shroud), affecting the alignment of the blade with the three-dimensional flow field [25].

In the next step, the meridional plane was generated from an outlet to the inlet
(including the shroud and its contours), and the number of blades was set as 6 to reflect the
existing PAT geometry and satisfy Equation (6).

σ =
Z ∗ Sm
2πRm

(6)

where is the dimensionless blade solidity, Sm is the blade spacing and Rm is the mid-span
radius [m] [25]. The result of this approach can be seen on Figure 5.
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Figure 5. Geometry of 1/6 of impeller and 2D sketch of PAT’s blade.

Using these parameters, BladeGEN generated the 3D shape of impeller, which consisted
of the geometry of 1/6 of the impeller and the blade itself, which can be seen in Figure 6.

Figure 6. Three-dimensional geometry of 1/6 of the rotor.

Geometry created with BladeGEN (Figure 6) was later meshed, and the mesh consisted
of three parts. The first part (rotor mesh) was a fully-structured mesh created with Ansys
ICEM and the remaining two parts (the extension of an outlet, volute mesh) were created
with the built-in ANSYS package meshing software. In ANSYS ICEM, the mesh was
created from manually distributed blocks, and the distribution of blocks used is presented
in Figure 7. Later, these meshes were connected with Frozen Rotor [21] interfaces and used
as an input to the CFD simulation.

The rotor was created by revolution of the meshed geometry created in previous steps.
It consisted of approximately 400 × 103 cells, while the volute was created with the element
size of 2 × 10−3 m, with 10 boundary layers, achieving for both meshes the y+ value around
1, which is required for the application of k–ω SST turbulence modelling.
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Figure 7. Block distribution of complete impeller after revolution.

2.3.6. Mesh Independence

To ensure mesh independence, 7 meshes were examined, consisting of 160 k, 195 k,
480 k, 640 k, 1120 k, 1400 k and 1550 k elements. As the experimental measurements
included efficiency, this was examined using Equation (6), set with Ansys expression. Each
mesh was created with identical boundary conditions and number of boundary layers, and
they were examined on the same CFD setup (solver settings, SST k–ω turbulence model).
The convergence criteria were to achieve the mean residual range of 10−5, which became
possible at meshes with the number of elements equal to 480 k and larger. The performance
of each mesh was examined based on efficiency and its closeness to experimental results.
The expected result of the mesh independence studies was that the turbine’s efficiency
should not fluctuate by more than 1% between successive mesh refinements, proving that
the numerical solution is independent of the mesh size. The lowest size of mesh that could
satisfy this requirement was the mesh size of 1.12 mln elements, which can be seen in
Figure 8. The final mesh had skewness below 0.65 and orthogonality above 0.75, ensuring
sufficient quality for cavitation simulations. The rotor region was meshed using a fully
structured grid in Ansys ICEM, achieving skewness below 0.5 and orthogonality above
0.85, which improves accuracy in critical flow regions.

Figure 8. Mesh independence study.
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2.3.7. CFD Setup

The CFD process was carried out using ANSYS CFX. To reflect the physical condi-
tions of the working PAT, the starting conditions summarized in Table 2 were applied.
Geometries with Vista CPD and BladeGen were created using the data listed in Table 4.

Because steady-state simulations failed to reproduce experimental results, the simula-
tion was carried out in transient mode. The time step of 3.43 × 10−4 s was set to maintain a
Courant number below 1, which is a critical value for accuracy.

The mean Courant number for the final mesh was 0.863, with a maximum of 1.5.
Previous meshes had similar cell topology (they were only later refined), so it is assumed
that their Courant numbers were also below 1. Furthermore, to improve the quality of the
final solution, the rotor mesh was created fully structured in ICEM CFD with skewness
around 0.5 and mean orthogonality 0.82, which allowed for larger cells near critical regions
without compromising accuracy. The chosen time step allowed the solution to remain stable
and consistent with physical observations. The rotational velocity was set to 1500 RPM and
total simulation time was set to 0.4 s, which is approximately the time required for 10 full
rotations of the rotor. This choice was made to allow for the flow stabilisation, ensuring
sufficient time for flow development and later convergence of the simulation.

The discretization scheme used was a second-order upwind for all convective terms.
For pressure, a central difference scheme was applied. Convergence was achieved at mean
residual target of 10−5. The simulation was set using CFX Turbo mode. Three components
(impeller, volute, outlet extension pipe) were connected with a frozen rotor interface type,
where only the impeller rotates with a speed of 1500 RPM. The rotation was negative
to enable PAT mode. Finally, CFX recognized 7 boundaries, which were set as an inlet,
outlet and wall Boundary type. For wall influence on flow, no-slip wall condition was set,
representing null velocity of fluid at the wall, which is fundamental CFD assumption for
liquids. In terms of working fluid, “water” from Ansys library was removed and replaced
with the mix of liquid water and vapour water. To ensure that the liquid entering the
computational domain consists only of liquid water, the mass fraction of liquid water on
the inlet was set to 1 while the mass fraction of vapour water was set to zero. This condition
was required to enable the cavitation simulation and change of phase during simulation.
The chosen interphase transfer was the mixture-model, and mass transfer setting was set
for cavitation, which was described with the Rayleigh–Plesset model. The interface length
scale and mean diameter of the vapour bubble were set, respectively, to 1 mm and 2 ×
10−6, which are default values for this mode, while the saturation pressure was set at 2.34
kPa, which is the value of choice for water at a temperature of 293 K. As the temperature
changes in the indoor location of the experimental measurement were negligible and the
saturation pressure is not influenced by them in large quantities, this value was set as
constant.

2.4. Thoma Number Limitations and the Purpose of the New Indicator

The Thoma number (σ) is a dimensionless parameter used in turbomachinery planning
to determine the presence of cavitation. It is expressed as the ratio of the difference between
the outlet pressure and the saturation pressure of the fluid to the hydraulic head, which is
stated in Equation (7).

σ =
Poutlet − Psat

ρgh
(7)

where Poutlet is the static pressure at the turbine outlet [Pa], Psat is the saturation pressure
of the working fluid [Pa], ρ is the density of fluid [kg/m3], g is gravitational acceleration
[m/s2] and h is the total head [m].
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Equation (7) aims to identify situations when local pressure falls below the vapour
pressure which will lead to phase change, thus cavitation. When the Thoma number is
below the critical threshold specific to the turbine and design conditions, cavitation is likely
to occur. It works mainly as a binary indicator, either showing the cavitation presence or
lack of it. To address this limitation, a cavitation index (later called cavitation strength)
was developed, which is created using the value of vapour volume fraction achieved
through CFD simulation. CI will provide a quantitative estimate of the cavitation intensity,
describing its power on a normalized scale from 0 (no cavitation) to 100 (extremely intense
cavitation). While the Thoma number is a valuable and robust preliminary metric for the
design stage of turbines working in steady conditions, CI enables deeper insight into the
scale of this phenomenon. Additionally, when created, it can be computed using non-
sophisticated data, such as pressure on the inlet and mass flow rate, which can be derived
from standard sensors.

After creation of the meshes, they were used for CFD simulations. The obtained results
were measured for efficiency using Equation (8). To check the robustness of simulations,
their results were compared with experimental results.

n =
T ∗ ω

ΔP ∗ V
(8)

where T—Torque [N*m], ω—angular velocity [rad/s], ΔP—change of pressure between
the inlet and the outlet [Pa], V—volumetric flow rate [m3/s]

When the solution was considered mesh independent at 1.12 mln total cell number,
an entire flow curve of PAT was simulated using CFD. Later, these results were compared
with experimental results on a previously created test rig with obtained efficiencies of the
turbine at different flow rates. The result of this comparison can be seen in Figure 9.

Figure 9. Efficiency comparison between experimental and CFD results.

When the CFD results were trustworthy enough to display proper efficiency of the
turbine, cavitation prediction was added. Using the Rayleigh–Plesset model, it was decided
to keep most of the properties at default for Ansys CFX turbomachinery application,
while Saturation pressure was also set to default for the water at a temperature of 20 ◦C.
According to experimental results, it could be seen that the cavitation was visible after
the mass flow rate decreased to around 3.42 kg/s, which could also be seen in the CFD
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results (Figure 10). Further lowering the mass flow rate resulted in an increase in cavitation
intensity in the experimental test rig.

Figure 10. Vapour volume fraction at mass flow rate 4.6 kg/s—no cavitation.

2.5. Data Used for CI Indicator Construction

To quantify the cavitation strength, vapour volume fractions were categorized into
three classes: Cells75 (vapour volume fraction > 0.75), Cells50 (0.50 < vapour volume
fraction ≤ 0.75), and Cells25 (0.25 < vapour volume fraction ≤ 0.50). This classification
allows weighting of the most intense cavitation zones more heavily. The number of cells
with a vapour volume fraction in these brackets was considered. These quantities were
calculated relative to the total number of cells in the mesh. Subsequently, an objective
function was created to determine the cavitation intensity on a scale from 0 to 100. These
values were then linked to the head and mass flow rate to predict cavitation.

2.6. CI Development

The algorithm utilizes two variables-head and mass flow rate to determine the strength
of cavitation ongoing inside the PAT. Mass flow rate is a boundary condition that is set dur-
ing the simulation. To calculate the cavitation strength, data from CFD was post-processed
to obtain the percentage of cells with values of vapour volume fraction higher than 0.75, 0.5
and 0.25, respectively. All of these parameters were obtained directly from CFD analysis.
For every case, the value of cavitation strength was calculated using Equation (9).

Cavitation strength = Cells75 ∗ 3 + Cells50 ∗ 2 + Cells25 (9)

where Cells75, Cells50 and Cells25 are the percentage of cells that show the vapour volume
fraction over, respectively, 75%, 50% and 25%. Cells with vapour volume fraction lower
than 25% were ignored in this approach.

Later, results were divided by the highest-obtained value of cavitation strength to
normalize them. In the next step, all were multiplied by 100 to achieve results between
0 and 100, where 0 means no cavitation and 100 means the most extreme cavitation out
of the examined group. This improves interpretability by scaling results relative to the
worst observed condition (cavitation strength 100), which makes it easier to understand
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(cavitation strength becomes the description of cavitation severity compared to the worst
scenario examined with CFD). The results obtained for 15 cases examined in this research
are presented in Table 5. The amount was chosen to capture the variation in flow across the
experimental range measured.

Table 5. Results.

Case Number Mass Flow Rate [kg/s] Head [bar] Thoma Number [-] Cavitation Power [-] Cavitation State

1 2.189180392 46.55656055 0.0617 81.16 intense cavitation
2 2.275925362 46.92028188 0.062 74.85 intense cavitation
3 2.488844834 47.50478544 0.0631 61.26 cavitation
4 2.733307932 46.63453287 0.0633 56.8 cavitation
5 2.930455591 46.89430884 0.064 53.46 cavitation

6 3.127603251 46.63450627 0.0637 46.41 cavitation
inception

7 3.427267693 47.02418544 0.065 (critical) 47.40 cavitation
inception

8 3.797905293 46.9332874 0.0654 33.65 no visible
cavitation

9 3.939851608 45.51738444 0.0656 29.52 no visible
cavitation

10 4.129113361 45.23159742 0.0661 25.30 no visible
cavitation

11 4.32623432 45.77723423 0.066 16.81 no visible
cavitation

12 4.602267744 46.34871925 0.0663 0.00410 no visible
cavitation

13 4.941361718 43.49089469 0.0668 0.000108 no visible
cavitation

14 5.375086569 45.53026456 0.0676 0.000068 no visible
cavitation

15 5.564348322 44.37421357 0.0681 0.00040 no visible
cavitation

To construct the algorithm, head and mass flow rates were related to cavitation
strength using linear regression.

3. Results

The first part of the CFD research was focused on matching the CFD efficiency results
with the experimental measurements of Stephen et al. [5].

The simulation results showed a very good agreement with the experimental results
across the examined mass flow rates. The coefficient of determination R2 equals 0.973,
indicating that the created CFD model is able to accurately reflect the physical experiments.
The root mean square error RMSE was equal to 2.14%, which is a further confirmation that
the differences are low.

In general, lowering the parameter of mass flow rate as a boundary condition increases
the intensity of cavitation, with the inception starting around 3.42 kg/s. It is visible that
cavitation starts around the shroud side of the blade and extends to the outlet, creating a
cavitation rope. With a further decrease in mass flow rate at the inlet, the number of mesh
cells with a vapour volume fraction higher than 0.75, 0.5 and 0.25 increases. It is necessary
to mention that the volute is generally prone to cavitation and the most susceptible parts
are the impeller blades. The results of the simulation agree with the observational results;
however, it is difficult to accurately quantify the cavitation based on visual perception.
Using the created test rig, cavitation can be observed only downstream of the PAT (around
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points D and E in Figure 1), which leaves no information about the cavitation inside
the turbine, where blades are susceptible to cavitation. Based on previous research by
Demirel [26], it can be seen that cavitation onset takes place inside the turbine. While the
cavitation rope is a visible part seen behind the rotor, there is also cavitation taking place
on the blades, especially on the shroud side (Figure 11).

Figure 11. Vapour volume fraction at mass flow rate at 2.7 kg/s—intense cavitation.

3.1. Prediction Results

It can be seen that the Thoma number is described with nearly linear distribu-
tion, where lowering the mass flow rate—the most important factor for cavitation
strength—significantly affects it.

The obtained empirical relationships between head and mass flow rate are displayed
in Equation (10).

Cavitation power = −2.1361 + (−20.7194) ∗ mass f low + (2.4884) ∗ head (10)

Equation (10) was obtained using a linear regression technique implemented in
Python 3.10, using scientific libraries NumPy, pandas and scikit-learn. The model re-
ceived a score of R2 of 0.86, indicating that there is a significant degree of correlation
between the predicted and received cavitation power values. Additionally, the RMSE at
6.65 clarifies that the model maintains a reasonable prediction accuracy across the given
dataset. Interpreting the cavitation behaviour, it can be seen that the mass flow rate has a
negative coefficient, which agrees with expectations—increasing the flow rate influences
local velocities, lowering static pressures, which stimulates cavitation. The head has a
negative coefficient, which means it also stimulates cavitation onset.

It can be seen that the Thoma number shows relatively small fluctuations as the mass flow
rate decreases, even when it is the primary factor influencing cavitation power. In contrast,
cavitation power shows significantly greater sensitivity, indicating that cavitation develops in
a nonlinear manner. Unlike the Thoma number, which decreases slowly and near linearly,
cavitation power provides a more dynamic and informative representation of the intensity
of cavitation. This makes it a good indicator for assessing how vapour formation evolves
under changing flow conditions. The stronger response of cavitation power to reductions
in mass flow rate suggests that it captures the physics of cavitation more directly, making
it a valuable tool in characterizing cavitation behaviour beyond what the Thoma number
alone can show. This is especially visible in lower mass flow rates, where the increase in
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cavitation power between cases varies significantly, while Thoma number values present
similar patterns. According to Figure 12, it can be seen how the cavitation power value
depends on CFD cases, where the cavitation power value is computed for points where the
simulation was carried out. It is visible that cavitation is a nonlinear phenomenon and while it
shows rather simple dependency (lower mass flow rate stimulates cavitation and higher head
stimulates cavitation), it can be seen that the points are not linearly displaced. In Figure 13,
the results of Equation (10) are presented on a heatmap, showing that the predictor indicates
a similar trend that was visible for higher mass flow rates.

Figure 12. Cavitation power values of measured CFD setups.

Figure 13. Heatmap of Equation (10).
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Figure 14 displays what is the percentage difference between subsequent Thoma
numbers of adjacent cases and how it relates to the percentage states of cavitation power.
The first point compares the difference between states 1 and 2, and, respectively, point 13
compares states 13 and 14. The last point was removed with a value over 488%. This is
caused by the division of very small numbers, which relate to a lack of cavitation and can
be considered close to zero.

Figure 14. Comparison of Thoma number and cavitation power.

3.2. Sensitivity Studies

A sensitivity analysis was performed at five representative operating points (cases 1–5
in Table 2) to assess how the CI metric responds to potential measurement noise in head
and flow inputs. Variability levels of 0.5%, 1%, and 5% were applied. The results show that
CI remains relatively stable under low input noise (≤1%), but larger deviations (5%) can
significantly affect CI. The indicator was found to be more sensitive to head than to mass
flow. Figure 15 summarizes the results, including cases where both inputs were perturbed
simultaneously (“2 var in Figure 15”).

Figure 15. Sensitivity studies.
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4. Discussion

While the value of R2 equal to 0.86 in Equation (10) suggests that the prediction
method is solid, the value of RMSE at 6.65 additionally confirms it. The purpose of this
approach is to initially determine the strength of cavitation using simple input data, which
is fulfilled. To address the question of how significant the error is, it is necessary to consider
the application of real-time prediction with this algorithm. According to Table 5, cavitation
starts with a 3.42 kg/s mass flow and a cavitation strength equal to 47.4. Similarly to the
Thoma number, there is no hard threshold for the inception of cavitation and this number
will always be dependent on the case and chosen setups. While adjusted to the specific case,
this approach should always keep as much space as possible for states where cavitation is
present, which means, the lower the cavitation inception is (in terms of cavitation power
value), the better the accuracy of this prediction. It is possible that further expansion of
the data (more cases with different operating conditions) and more specific curve-fitting
strategies might address this problem.

The developed approach can serve as a solid basis for further validation and develop-
ment. Other regression models could be applied (especially polynomial regression with
different levels of polynomials). Cavitation can be predicted with CFD and its results can
be considered as input data for the building of predictive indicators. The data that can be
acquired with CFD is abundant and it is possible that many parameters can be used for
the creation of likewise indicators. However, it is important to choose easily measurable
properties of flow that can be read with the simplest possible sensors (due to economic
reasons). This work only uses head and mass flow rate as they are easily measurable;
however, it is very likely that this kind of indicator can be expanded with other properties
of flow, allowing for more accurate prediction. Additionally, it is possible that a larger
pool of simulation results would allow further adjustment of the prediction ability of this
approach. Furthermore, the work does not address the question of whether the approach
can be generalized for other geometries (only one PAT geometry was used in the research)
and could produce an error in prediction.

The main reason for the application of CFD in this research is to find a method of
accurate quantitative description of cavitation. Visual observation of cavitation intensity
is highly subjective and prone to significant error, making it unreliable. In case of the
existence of other methods that could very accurately describe the cavitation intensity in
an experimental environment, this approach could be repeated with a significant increase
in the amount of data.

As presented in Figure 14, the Thoma number exhibits a relatively small and nearly lin-
ear variation across the operating points, typically within a ±5% range. Visual observations
of cavitation inception and development show that the cavitation progresses in a nonlinear
manner. There is an initial region where variations in the Thoma number have no impact
on the cavitation (non-cavitating regime), followed by a narrow transition zone in which
cavitation initiates abruptly (cavitation inception), and finally, a regime of rapidly intensi-
fying cavitation (fully developed cavitation). The Thoma number does not capture these
transitions effectively, as it continues to increase uniformly across all regimes—regardless
of whether cavitation is present or not. In contrast, CP remains stable in the non-cavitating
range but exhibits a significant increase precisely at the onset of cavitation, followed by a
second large rise corresponding to the transition into intense cavitation. These stepwise
changes in CP are consistent with visual evidence of vapour formation, underscoring the
indicator’s ability to reflect critical changes in cavitation dynamics. This analysis shows
that CI is a more sensitive and informative indicator of cavitation onset and severity than
the Thoma number.
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5. Conclusions

As CFD is a viable tool for the examination of cavitation occurring in the turbine, data
provided by it can be used for building predictive models.

This study demonstrates that cavitation strength in a pump-as-turbine (PAT) can be
reasonably predicted using simple and easily measurable parameters such as head and
mass flow rate. In general, cavitation strength is able to predict cavitation like the Thoma
number, but with improved accuracy in edge cases. The developed linear regression
model achieved a high R2 value, indicating good predictive potential. The simplicity of
the method allows for quick, preliminary assessments of cavitation development, which
can be particularly useful in real-time monitoring scenarios. While the prediction error
is acceptable for distinguishing between strong and weak cavitation states, it might not
capture more subtle behaviours. The findings using simple inputs can still offer a practical
and scalable approach for early-stage diagnostics.

Furthermore, this work highlights the importance of using CFD simulations as a
source of data for indicator development, particularly when visual methods fail to provide
reasonable accuracy. The use of easily obtainable parameters increases the feasibility of
implementation in real-world applications. To further improve the accuracy and gener-
alizability, future development should consider expanding the dataset with more varied
operating conditions and geometries, and exploring advanced regression techniques such
as polynomial models or machine learning approaches.

Overall, the presented approach provides a solid foundation for developing practical
cavitation prediction tools.
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Abstract

Investing in large-scale hydropower is on the rise in Ethiopia in accordance with the
country’s climate-resilient green economy strategy. Rural electrification is a top priority on
the development agenda of the country, with very limited off-grid interventions. Although
small-scale hydropower can bring various social and economic benefits compared to other
off-grid solutions, it is hardly localized in the country. The motivation for this research is
to break this technological bottleneck by synergizing and strengthening the local capacity.
Accordingly, this paper presents the full-scale crossflow turbine design and development
process of a power plant constructed to give electricity access to about 450 households
in a rural village called Amentila. Based on a site survey and the resource potential, the
power plant was designed for a 125 kW peak at 0.3 m3/s of discharge with a 53 m head.
The crossflow was selected based on the head, discharge, and simplicity of development
with the available local capacities. The detailed design of the turbine and its auxiliary
components was developed and simulated using SolidWorks and CFD ANSYS CFX. The
power plant has a run-of-river design, targeting provision of power during peak hours.
This study demonstrates an off-grid engineering solution with applied research on the
water–energy–food–environment nexus.

Keywords: small hydropower; crossflow turbine; rural electrification; off-grid electrification;
run-of-river; renewable energy; hydropower development

1. Introduction

Hydropower is set to play a prominent role in many of the world’s major electrical
power grids in the 21st century. It also contributes almost a fifth of global electricity
generation and more than half of global renewable electricity generation [1]. In this view,
Ethiopia is often described as the water tower of northeastern Africa, with 45,000 MW of
installable hydropower potential. In recent years, hydropower development has become
the focus of attention in this country. Exploiting this resource would bring various social,
environmental, and economic advantages to the country; most importantly, it would
improve energy poverty and allow the country to strengthen its climate-resilient economic
strategy. However, a lack of access to modern energy remains a chronic problem, especially
in rural areas. Rural electrification through national grid extension is expensive and
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difficult, as more than 80% of the population lives in scattered rural village settings. On the
other hand, the average annual potential to exploit water resources for off-grid applications
through small-scale hydroelectric development is about 20 TWh/year [2]. This potential
can contribute to the country’s short–medium-term off-grid electrification strategy [3].

Like in other developing countries, rural electrification is a priority development
agenda in Ethiopia. However, few appropriate off-grid solutions have been implemented
to date [2]. In 2017, the country launched a “light to all” strategy to provide access to about
seven million rural and deep rural households without national grid connectivity (about
35% of the population) and achieve universal access by 2025. To support this strategy, there
was a plan to build more than eighty-five small and micro-hydropower plants. However,
complete failure of this plan has occurred due to the implementation and unavailability of
local technology.

Small and micro-hydropower plants are known for their ability to supply electricity in
rural areas with environmentally sound, affordable, and adequate energy production. This
would lead to increased employment opportunities, poverty alleviation, improvements in
local living and cultural standards, environmental protection, and economic development
in remote areas. In addition, major constraints associated with large hydro projects can usu-
ally be avoided. Moreover, small hydropower (SHP) schemes have short lifecycles and low
investment costs per kW of installed capacity. It is also possible to size a system to meet a
specific power demand based on the resource potential of a site and the available financing.

Ethiopia has a high installed capacity of standalone SHP plants. This capacity is
estimated to be about 10% of the total potential (1500–3000 MW), though this might vary
with seasonal rainfall and increased small-scale irrigation work [2]. The motivation for this
paper is to demonstrate an ongoing project of small hydropower development from scratch
using the local capacity with the objective to alleviate the lack of local technology that can
be adopted, expanded, and scaled up by the government and community.

This paper presents findings from an applied research project on off-grid electrification,
with a primary focus on optimized design and development of crossflow turbines, i.e.,
a novel approach within the Ethiopian context. This paper is organized in five sections.
Section 1 provides an introduction and background information, and Section 2 details the
employed methodology. The design of the crossflow turbine is presented in Section 3,
followed by the results and discussion in Section 4. Section 5 covers the manufacturing
process, and Section 6 provides conclusions and recommendations.

1.1. Site Description: Amentila Small Hydropower Plant

This paper presents only the turbine part of an SHP plant with a 125 kW generating
capacity that is under construction for the rural community of Amentila Village. The power
plant is found in the southeastern zone of Tigray (Northern Ethiopia), Enderta district,
Amentila and Lihama villages and covers about 31.5 km2 of catchment area. The village has
a population of about 3000 that is fully dependent on agriculture. Around 450 households
were considered to be electrified by the SHP technology in this phase. The power plant is a
run-of-river (RoR) type, which depends directly on a natural flowing river and has a higher
potential for a cascading project in phase two. Partial views of the village and project site
are shown in Figure 1.

N.B.: The diversion was connected to a small tunnel measuring about 20 m by an
open channel. The overall open channel between A and B was about 650 m long, and the
penstock that connected B and C was 75 m long.

The available head and stream flow were used to estimate the power plant’s capacity
and design. Head measurements were taken at alternative locations using GPS around the
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entire station. Similarly, flow measurement was conducted using a current meter and the
volumetric method during the driest season of the year (the worst-case scenario).

 

Figure 1. Amentila small hydro site: (A) diversion, (B) reservoir, and (C) powerhouse.

The net head of the power plant was constant and remained 53 m throughout the year,
but the power generation depended on user demand and reached a 125 kW peak, as shown
in Figure 2. Figure 2 was developed based on details from a household economic status
survey, the rural electrification target, and a demand growth forecast. This peak power
accounts for the demands of small-scale communal industries, community institutions, and
household facilities that are forecasted to be established between five and fifteen years after
electrification access is created. This curve helped to refine the original design of the turbine
and penstock, which underwent size changes from 150 to 125 kW and from twin penstocks
to a single penstock, respectively. The volume of the water varies daily and seasonally
because of irrigation activity in the upper and lower streams of the powerhouse, but the
water was designed to flow constantly at 0.3 m3/s by providing a small reservoir, as shown
in Figure 1B. The working principle of the RoR design is based on the conversion of the
potential (hydraulic) energy of falling water into mechanical energy using a turbine. This
turbine is coupled with a generator by a shaft that spins and converts the mechanical energy
into electric energy [4–7]. Accordingly, the turbine was selected based on the available head,
flow rate [8], construction material, manufacturing capacity, and maintainability [5,9–11].

Figure 2. Daily load duration curve of Amentila Village.
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1.2. Crossflow Turbine

Crossflow turbines are known for their low costs and ease of design and fabrication
and have been extensively adopted in low-head installations. Their performance has
been studied extensively through numerical and experimental investigations [9,11–21]. A
crossflow turbine is made of a nozzle and a runner. The nozzle guides a water jet into
the runner, and the runner converts the energy of the water into mechanical rotation. The
runner is composed of several blades that are evenly stacked along the periphery with
two or more plates. The nozzle guides the water jet to hit the runner blades at an angle
called the angle of attack (α1). It also has an irregular shape so that a continuous jet of
water reaches the runner, transferring the water’s energy with minimal losses and the
corresponding maximum efficiency [15,20,22–25].

Parameters and Performance

The purpose of this paper is not to present the process of finding the optimal parametric
values to ensure the best efficiency of the turbine under consideration but to present the
development process of the crossflow turbine to help communities in need to adopt it easily.

Different parameters that affect the performance of crossflow turbines, as indicated
by previous studies [4,18–20,22,23,26,27], were considered to optimize the design. These
parameters were grouped as operating and geometrical parameters. The operating parame-
ters included the flow rate (Q) and total head (H ). The geometric parameters related to
the nozzle were the angle of attack (α1), profile arc (θ), throat width (So), etc., and those
associated with the runner were the diameter ratio (D1/D2), the runner’s outer diameter
(D1), the blade thickness (t), the number of blades (n), the size of the shaft, the runner side
wall thickness, the alignment of the nozzle, the outer blade’s inlet angle (βb1), the outer
blade’s exit angle (βb2), the radius of blade curvature (ρ), and so on. Other parameters,
such as the blade thickness, runner side casing thickness, and shaft size, were associated
with the structural design, and they were considered in strength design.

In this paper, the 16◦ angle of attack designed by Banki was adopted. Although some
studies claim that maximum efficiency can be achieved with a 20–24◦ angle of attack, others
indicate that efficiency decreases with increases in the angle of attack and suggest using smaller
angles [22,24,26–29]. The nozzle arc, with an associated “admittance arc angle”, is part of the
runner circumference that receives water from the nozzle. In this design, a horizontal nozzle
with an admission arc angle of 114◦ was used to favor installation. Similarly, studies on the
number of turbine blades indicated a moderate effect on efficiency [12,13,24]. In addition, the
author’s blade number optimization study agrees with values in the literature [30]. Increasing
the number of blades increases the efficiency of energy transfer but also increases the weight
of the rotor and reduces the shaft’s output power. Likewise, reduced blade spacing may create
back-pressure in the nozzle and may cause efficiency to drop.

2. Methodology

Generally, there are two methods used to design turbines, direct design and inverse
design [12,24]. In this work, the direct design method was adopted and ANSYS Computa-
tional Fluid Dynamics (CFD) was used to simulate the flow field of the turbine. The direct
design method involved two steps: preliminary design, and detailed design and optimiza-
tion. During preliminary design, the turbine, turbine configuration, and geometric sizing
parameters were selected based on site data, including the expected power, head, and flow
rate. In the detailed design phase, detailed investigation of the specific flow on the blades
and improvement of the design through CFD were performed. In this process, the entire
flow mechanism was studied to improve performance by considering the number of blades
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and the blade profiles. In addition, structural analysis was carried out and simulated to
achieve the required strength. This two-step design method was iterated until the optimal
result was obtained. A CFD computation flow chart is presented in Figure 3.

Parametric design (Blade number, rpm, efficiency)

Solution convergence 

Model specification (Define the parameter) 

Grid generation (Meshing)

Model definition and boundary condition establishment  

Set numerical value, solving and solution 
monitoring 

Flow visualization and data analysis (velocity and pressure)

Result comparison and studies with literature 

No 

Mesh quality check 

Validation

Yes

Preprocessing 

Solver 

End (Result data)

Postprocessing 

Figure 3. Flow chart of CFD workflow using ANSYS CFX.

Developing the turbine was challenging, as there was no local experience related to
turbine manufacturing in the country. Scaled turbine manufacturing was first conducted us-
ing Mekelle University’s workshop facilities and continued at local flexible manufacturing
factories that have modern machining and heat treatment facilities. This process provided
practical lessons regarding manufacturing challenges, the requirements of manufactur-
ing facilities, quality control, and following standard production procedures. Later, the
full-scale turbine manufacturing documented in this manuscript was contracted to Mesfin
Industrial Engineering, a local engineering procurement and manufacturing company, with
the authors’ supervision and approval of each production step. The turbine was manufac-
tured using numeric control machines, welded by internationally certified welders, and
passed the quality control standard of the industry. The technology was simple to transport
and was easily assembled and disassembled at the site. A simple manual flow-regulating
device was used to adjust the output as per the consumers’ load, so this technology could be
used by unskilled operators. Through this process, university–industry linkage in solving
practical challenges was demonstrated and the technology was localized.

3. Turbine Design

The Amentila hydropower plant has the operating parameters shown in Table 1, and
they were used as input data to size the crossflow turbine.
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Table 1. Input data.

Parameter Unit Symbol Value

Effective head m H 53
Max discharge at effective head m3/s Q 0.3
Frequency Hz f 50
Generator speed selection (1000–1500) rpm n 1500
Length of penstock m Lp 75
Acceleration due to gravity m/s2 g 9.81
Water density at 4 ◦C kg/m3 ρ 1000

3.1. Power Calculation

The theoretical power output was calculated using Equation (1). This was the maxi-
mum electric power generated by the turbine.

3.2. Geometrical Sizing of Runner

The runner’s size was expressed in terms of the runner’s length (L) and diameter (D)
and the jet thickness (so). The width of the rectangular orifice was always equal to the
runner’s length, while the second cross-sectional dimension, jet thickness, was designed
for optimal performance. The data used in the design calculations are shown in Table 2 and
the design procedures is given in Appendix A. Consequently, the details of the geometrical
sizing of the runner are summarized in Table 3.

Table 2. Design data.

Parameter Description Parameter Value

Turbine and generator efficiency ηe 0.8
Speed ratio rt 2
Coefficient accounting for nozzle roughness c 0.98
Angle of attack α1 16◦
Inner diameter to outer diameter ratio i 0.66
Spacing constant k 0.087
Blade’s outer angle βb1 30◦
Hazen–Williams coefficient n 0.012

Table 3. The geometrical size of the runner.

No. Description of Parameter Parameter Unit Equation Eq. Value

1 Max turbine output Pt kW ρgQHηe (1) 125

2 Runner’s outer diameter D1 m
(

39.81 ×√
H
)

/N (2) 0.38

3 Runner’s rpm N rpm 1500/rt (3) 750

4 Water jet velocity V1 m/s c ×√
(2 × 9.81 × H) (4) 31.6

5 Runner’s tangential velocity u1 m/s 0.5 × V1 − cosα1 (5) 15.13
6 Runner’s length L m (2.627 × Q)/

(
D1 ×

√
D2

)
(6) 0.28

7 Runner’s inner diameter D2 m i × D1 (7) 0.25

8 Radial rim width a m (D1 − D2)/2 (8) 0.065

9 Thickness of water jet So m 0.22 × Q × (
L ×√

D2
)

(9) 0.032

10 Spacing of blades S1 m (k × D1/sinβ1) (10) 0.067

11 Number of blades n --- (π× D1)/S1 (11) 18.05

12 Radius of blade curvature ρ m
0.32×D1

2 (12) 0.061

13 Distance of jet from center of shaft Y1 m (0.1986 − 0.945 × k)× D1 (13) 0.044

14 Distance of jet from inner
periphery of runner Y2 m (0.1314 − 0.945 × k)× D1 (14) 0.019

15 Inner blade angle βb2 ◦ 2 × tan α1 (15) 90
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3.3. CFD Analysis: Optimal Inlet and Outlet Shapes

The schematic and CAD model details of the turbine are shown in Figures 4 and 5,
respectively. These pictures were created using SolidWorks version 2018 based on the
parameters presented in Table 3. Accordingly, the runner was designed with eighteen
blades, an outer diameter of 380 mm, and a speed of 750 rpm. The optimal operating and
design parameters are given in Tables 1 and 3, respectively. The commercial CFD software
ANSYS CFX version 19.2 was used for fluid flow analysis.

Figure 4. Schematics of turbine nozzle arc, impeller, and blade geometry.

Figure 5. CAD model of turbine components and 3D assembling: (a) adapter, (b) runner, (c) casing,
(d) skid support, (e) power screw, (f) top cover, (g) guide vane, (h) nut, (i) bearing, (j) wheel, and
(k) side cover.

3.3.1. Boundary Conditions and Mesh

Boundary conditions were defined according to the geometry of the model shown in
Figure 6a. A solid shaft with a diameter of 50 mm was included, so the effect of the angular
momentum change in the first stage was considered. The total operating head pressure
was specified at the inlet. The inlet was located at the end of the adapter, i.e., between the
penstock and the nozzle, and it converted a circular water jet into a rectangular jet, so the
flow remained unaffected by any downstream flow irregularities created by the runner’s
motion. Uniform pressure was assumed at the inlet. The nozzle was considered with a
linear inlet velocity at the ambient temperature. At the exit of the turbine, atmospheric
pressure was applied. The turbine rotor was considered a solid moving at 750 rpm, and the
outer case was analyzed based on fluid flow over a solid part. The guide vane was also cut
off from the fluid part. The walls were specified separately with the respective boundary
conditions of no-slip, isothermal, stationary walls.
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(a) (b) 

Figure 6. Structural ANSYS analysis schematics of runner: (a) model discretization and (b) meshing.

Considering the complex shape of the turbine, an unstructured mesh (prismatic cells)
was used to discretize the model. Generation of the computational mesh domain was
defined using SolidWorks. The model schematics and mesh (runner and casing) are shown
in Figure 6.

3.3.2. Grid Independence Verification

Figure 6a shows the unstructured tetrahedral elements used to discretize the computa-
tional flow domain. Unstructured meshing helped to capture precise flow dynamics and
automatically adjust the mesh when geometric modifications were made. The boundary
surfaces, including the blade, shaft, and casing, were treated using a first-layer inflation
technique. Additional layers were added with a 5% growth rate to enhance the resolution
of near-wall flow behavior. The wall boundary layer simulation accuracy was assessed
using a dimensionless parameter (Y+). This parameter gave an estimation of the distance
between the wall and the first grid cell, i.e., the thickness of the viscous sublayer. The
value of this parameter gave a better representation of the flow separation and the pressure
gradient near the walls. The flow profile was validated through mesh refinement analysis.
This analysis ensured the simulation results were independent of the discretization param-
eters. In addition, sensitivity analysis was carried out by selecting torque as a monitoring
variable. Accordingly, the result gave an average element size of 3 mm, corresponding to
790,000 mesh elements, and stabilized after 670 iterations.

3.3.3. Momentum and Turbulence (k-ε) Equation

The total pressure was computed based on the dynamic pressure and static pressure of
the water flow through the turbine, including the nozzle. Since water is incompressible, the
density and temperature of water do not affect the magnitude of pressure. Accordingly, the
pressure variation was due to the hydraulic head and the flow of water through different
configurations. The dynamic pressure depended on the flow’s velocity. This circumstance
was easily observed in illustrations of total pressure contours. The static pressure of the
flow was computed based on the static head of the flow through the penstock via the
nozzle. Since fluid flow properties like density do not change with application of pressure,
it was affected by the hydraulic head. In general, the flow was assumed to be isothermal.
Temperature variation did not affect the pressure of the water inside the penstock and
turbine blades. This analysis helped to check the qualitative and quantitative design results.
For practical purposes, emphasis was given to the velocity, flow angle, and pressure, which
were found to be significant for turbine performance.
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4. Results and Discussion

4.1. Computational Results and Design Parameters

A standard procedure to validate CFD results is to compare the parameters of interest
with experimental results. However, no experimental study was carried out. Nevertheless,
errors and uncertainties were minimized by iteration convergence and grid independence
studies. While iteration convergence helped to ensure converged solutions, grid indepen-
dence helped to narrow discretization errors. The model was then tested with experimental
results from smaller turbines. Afterwards, the model was used to obtain the optimal
geometrical shape of the turbine for defined performance flow fields.

The key objective to improve turbine performance was to increase the change in
angular momentum at the runner’s boundary surface. This was achieved by maximizing
the angular momentum of the flow at the inlet and minimizing it at the outlet. From a
design point of view, matching the nozzle and impeller geometries was important. By
analyzing the flow field around the impeller, it was determined that if the relative angular
velocity decreases across a blade row, then work is extracted from the flow, and work is
added to the flow when the reverse happens.

Figure 7 shows simulation results for the flow field around the impeller and nozzle.
This enabled the pressure, velocity, and flow angles around the impeller to be computed.
As can be observed in the velocity profile, the flow at the runner inlet was predominantly in
a tangential direction, indicating that the angular momentum flux was expected to increase.
However, the flow at the exit of the impeller was in a radial direction, which indicated
reduced angular momentum.

(a) (b) 

Figure 7. Optimal CFD results: (a) velocity profile and (b) pressure profile.

4.2. Static Structural Analysis of the Runner Blade

Static structural analysis evaluates stress, deformation, and safety factors of structures
subjected to steady static or dynamic loads. This type of analysis is usually used to
determine if a structure can safely withstand a specified load by studying the applied
stress and yield/ultimate stress of the material used. The von Mises stress criterion is
used to predict the yielding of ductile materials. The ratio of yield stress to applied
stress is called the safety factor (FS). While an SF < 1 indicates failure risks, an SF > 1
indicates a structure can withstand the applied load and stress. In this paper, a worst-case
scenario that was constrained at both ends and a real scenario with a remote displacement
constraint were considered to analyze the structural deformation of the runner. The runner
was made of structural steel 37 with a yield strength of 235 MPa. The CFD results with
maximum deformation and pressure on the blades are presented here for the simulation
setup shown in Figure 8. The maximum deformations of the blades at the center were
found to be 1.45 mm and 0.14 mm for the first and second scenarios, respectively, as shown
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in Figure 9a,c. Similarly, the von Mises stress values were found to be 271 MPa and 148 MPa
in the first and second scenarios, respectively, as shown in Figure 9b,d. While the first
scenario indicated a risk condition with a safety factor of 0.87, the second scenario gave a
safe condition with a safety factor of 1.59.

(a) (b) 

Figure 8. ANSYS setup: (a) fixed support setup and (b) meshing.

 

Figure 9. Structural stress behavior: (a,c) deformation and (b,d) von Mises stress.

4.3. Modal Analysis of the Runner Blade

Modal analysis is a computational process for predicting modal parameters such as the
resonant frequency, mode shape, and damping. It was used during the initial design and
design evolution stages that enabled the authors to numerically analyze the turbine model
before fabrication. Accordingly, it determined the natural mode shapes and frequencies
of the runner during free vibration. Since the designed turbine operates at 750 rpm, its
corresponding working frequency was found to be 12.5 Hz using Equation (16).

f = ω/2π (16)

Based on this analysis, four first mode shapes named mode 1 to mode 4 with frequencies
of 186, 339, 339, and 375 Hz, respectively, were obtained, as shown in Figure 10. Based on this
analysis, the working frequency and the natural frequencies of the runner in the four mode
shapes were far from each other, indicating the turbine structure has no tendency to resonate.
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Figure 10. The mode shapes of the runner.

5. Construction

Fabrication of the turbine was performed at Mesfin Industrial Engineering (MIE).
This company has no history of developing any kind of turbine but has rich experience
in developing hydropower components (steel penstocks, gates, cranes, and other steel
structures) for hydropower plants.

The general principle followed here was to avoid complex fabrication techniques like
casting, to use locally available materials, and to make assembly and disassembly as simple
as possible. Crossflow turbine fabrication involved fabrication of the main parts, such as
the support frame, the turbine casing, the runner, a nozzle with an adjustable guide vane,
and different-sized bearing holders. The runner was made of three circular discs, a shaft,
and eighteen blades, as shown in Figure 11. The three circular discs were grooved into
eighteen parts, using a pantograph to hold the blades. Later, they welded on bushes that fit
forcefully onto the shaft, as shown in Figure 11b. The shaft was machined in a numeric
controlled lathe machine with the required dimensions, surface finish, and tolerance. The
support frame was made of standard C-channels welded together, as shown in Figure 11c.
The blades were fitted into the grooves of the discs and welded. The assembled runner
was then machined to obtain the correct dimensions and mass balance. Two bearings were
fitted on the assembled runner before it was fitted in the bearing holders.

Different-sized bearing holders were made for the runner and guide vane assem-
bly, as shown in Figure 12a. These components were first cut in a pantograph with
rough dimensions, then refined in a lathe machine for accurate dimensions and tolerances.
Different-sized holes were then drilled around these holders to attach them to the casing.
Holders with large thicknesses were made by welding two discs. The turbine casing in
Figure 13a was made by cutting two side plates, then welding them with support frames.
The side plates were first cut by a pantograph, then all the mating parts of these plates
were machined for accurate fitting. Later, holes were drilled for standard bolt assembly.
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(a) (b) 

(c) (d) 

Figure 11. Runner fabrication process: (a) component inventory, (b) partially assembled runner,
(c) skid support, and (d) shaft and bush.

 
(a) (b) 

Figure 12. Components of turbine support: (a) side cover, flange ring, bearing, and shaft and
(b) adapter.

With all parts in place, final welding with high strength and no leakage was performed
on the casing, as shown in Figure 13c. All bearing holders were then fastened to the casing
using bolts. All components were made of steel 37 (St-37), which was imported and easily
available in the local market. All bolts, bearings, and flanges used were imported and
selected as per the standard.

(a) (b) 

Figure 13. Cont.

170



Energies 2025, 18, 5108

(c)

Figure 13. Fabrication and assembly process: (a) casing arranged for welding, (b) shaft and side
cover assembly trial, and (c) full assembly for inspection.

After quality inspection and testing, all components were painted with three layers of
paint, as shown in Figures 14 and 15. The total mass of the assembled turbine in Figure 15
was 6 tons.

 

Figure 14. Painting and drying components.

 
Figure 15. Cont.
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Figure 15. Finishing, receiving, and transportation: (a) prepared turbine at manufacturing company,
(b) transportation to site, and (c) prepared turbine at installation site.

6. Conclusions

This research detailed the design, computational analysis, and development of a cross-
flow turbine. This turbine was engineered based on local hydrological conditions (0.3 m3/s
of discharge and 53 m head) to meet the electricity demand of about 450 households. The
turbine has an 18-blade runner with a 16◦ blade profile, and it was computationally verified
to achieve a peak output of 125 kW at 80% efficiency. In addition, the computational
results indicated critical performance characteristics, including a constant angle of attack,
maximized angular momentum transfer at the runner inlet, and smooth laminar flow in
the first and second stages of the turbine. Later the turbine was manufactured, meeting
all test standards. Currently, it is ready to be commissioned at the Amentila SHP plant,
a standalone off-grid system developed to provide a rural electrification solution. The
methodological and technical lessons presented in this paper are important for advancing
sustainable off-grid energy solutions in the south. This study serves as a proof of concept for
demand-driven off-grid electrification, and it provides essential practical insights for SHP
developers and policymakers, highlighting the necessity of designing research strategies
based on government policies and changing stakeholders’ attitudes to support building
local capacity and technology adoption.

Recommendations

Though hydropower turbines have not been designed or developed in Ethiopia and
engineering manufacturers are not considering the design and development of turbines
as their core business, the authors believe this paper provides unique practical experience
that can be considered eye-opening for off-grid electrification stakeholders such as re-
search universities, communities, manufacturing industries, and the power sector (Utility).
Accordingly, the authors recommend the following points as a way forward:

i. Hoping existing war crises will improve in the project region, the authors recom-
mend commissioning and performance testing the technology.

ii. Locally manufacturing the crossflow turbine was found to be easy and manageable.
The authors observed the SHP project’s economic impact on the community, as it
promoted irrigation, and the site became a demonstration site where off-grid elec-
trification lessons were given to many rural electrification and rural development
stakeholders. The authors encourage these actors to rethink and modify their off-
grid electrification and rural development strategies towards effective approaches
based on the water–energy–food–environment nexus.
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iii. The authors encourage Mekelle University and its stakeholders to push forward and
use this intervention as a benchmark to mobilize local communities to cooperate
and own such technological solutions through community-owned business models.
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Nomenclature

Symbol/Abbreviation Description

CFD Computational Fluid Dynamics
D Diameter
D1 Runner’s outer diameter
D2 Runner’s inner diameter
H Total head
L Runner’s length
n Number of blades
P Output power
Q Flow rate
RoR Run-of-river
So Throat width/jet thickness
t Blade thickness
α1 Angle of attack
βb1 Outer blade’s inlet angle
βb2 Blade’s exit angle
ρ Radius of blade curvature
θ Profile arc
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Appendix A

 

Figure A1. Turbine selection procedure chart.

 

Figure A2. Crossflow turbine design procedure.
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Figure A3. Shaft design.
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