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Influence of Winding Configurations and Stator/Rotor Pole
Combinations on Field Back-EMF Ripple in Switched Flux
Hybrid Excited Machines

Zhiyu Yang, Xiaoyong Sun *, Ruizhao Han, Ruyu Shang, Zhen Chen and Xiangdong Liu

School of Automation, Beijing Institute of Technology, Beijing 100081, China; 3220231079@bit.edu.cn (Z.Y.);
3120230863@bit.edu.cn (R.H.); 3120230862@bit.edu.cn (R.S.); chenzhen76@bit.edu.cn (Z.C.);
xdliu@bit.edu.cn (X.L.)
* Correspondence: xiaoyongsun@bit.edu.cn

Abstract: Similar to armature back electromotive force (armature back-EMF), the back-EMF also exists
in the field winding of hybrid excited machines. However, the existence of field back electromotive
force (field back-EMF) is harmful to the safe and stable operation of machine systems, e.g., higher
losses, lower efficiency, higher torque ripple, and reduced control performance. This paper systemati-
cally investigates the influence of armature/field winding configurations together with stator/rotor
pole combinations on the field back-EMF ripple in hybrid excited machines with switched-flux stators.
The two-dimensional (2D) time-stepping finite element modeling and prototyping experiments are
used for the research. The investigated field and armature coil pitches equal to 1, i.e., non-overlapped
windings. The influential factors that are investigated in this paper mainly include the number of
layers of field/armature windings, the number of field/armature coils, and the stator/rotor pole
combinations. The results show that the field back-EMF’s harmonic order and peak-to-peak value are
closely associated with field/armature winding configurations and stator/rotor pole combinations
under various conditions. Finally, for validation of the results predicted by the finite element method,
a prototype machine is built and tested. Overall, non-overlapped double-layer armature and field
windings are recommended for the hybrid excited switched flux machines with various stator/rotor
pole combinations to realize relatively lower field back-EMF under different conditions.

Keywords: field winding back-EMF; hybrid excitation; stator/rotor pole combination; winding
configuration

1. Introduction

Due to high torque density, electrical machines with permanent magnets are exten-
sively used in a variety of applications [1–6]. The variable-speed system is one of the
most important fields for the applications of permanent magnet machines (PMMs) and it
usually requires excellent flux-weakening capability. However, due to a fixed magnetic
field, permanent magnet machines are always faced with relatively poor flux-weakening
capability. Different from the electrical machines with pure permanent magnets (PMs), the
electrical machines with both field coils and permanent magnets, i.e., hybrid excitation,
have drawn considerable research interest due to the synergy of controllable magnetic
fields and high torque density [7–12]. Hybrid excited machines (HEMs) can be broadly di-
vided into stator-HEMs and rotor-HEMs according to the location of the excitation sources,
i.e., the field coils and the permanent magnets.

Compared with the conventional rotor-HEMs with the excitation sources on the rotor
side, the stator-HEMs with the excitation sources on the stator side are preferred for high-
speed and high-reliability applications since the sliding contacts are not required and the
rotor is purely iron-cored [13–16]. Among a variety of stator-HEMs, the hybrid excited
machines with the switched-flux stator (HESFMs) are the most studied because of their
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wide flux-regulation range and high torque density [17–20]. However, as investigated
in [21], HESFMs suffer from the field back-EMF ripple, which may introduce field current
ripple, torque ripple, additional losses, etc. Moreover, the field back-EMF ripple may
also bring challenges to the machine control and the field power supply, especially under
high-speed operations.

The research activities for the field back-EMF ripple originated from the switched-flux
wound-field machines with partitioned stators (PS-WFSFMs). In [22,23], based on the
conditions of no-load and on-load, the field back-EMFs of the PS-WFSFMs are investigated
and reduced by rotor pole pairing and rotor skewing, respectively. Moreover, the influences
of five-phase and dual-three-phase windings on the field back-EMF in the switched-flux
wound-field machines (WFSFMs) are presented in [24,25], respectively. Moreover, ref. [26]
studies the field back-EMF in a doubly salient brushless DC (DSBLDC) generator and
adopts the stator-damper winding to suppress the field back-EMF ripple. Apart from the
electrically-excited machines, e.g., WFSFMs and DSBLDC generators, the hybrid excited
machines inevitably suffer from the field back-EMF as well due to the adoption of field coils.

The field back-EMF ripple in hybrid excited machines is first presented in [21], in
which the field back-EMF is reduced by the techniques of rotor skewing and unequal rotor
teeth. Moreover, based on the HESFM, the influence of stator/rotor pole combination
on field back-EMF is studied in [27]. Further, the field back-EMFs of hybrid excited
machines with different switched-flux topologies are comprehensively compared in [28].
The multi-objective optimization of the HESFM by considering the field back-EMF ripple
as one of the optimization objectives is investigated in [29]. Moreover, the design tradeoff
between field back-EMF ripple and airgap flux regulation capability in the HESFM is also
discussed in [30].

However, in the existing papers, all the HESFMs are equipped with double-layer (DL)
concentrated armature and field windings (AC/DC windings). The influences of AC/DC
winding configurations and stator/rotor pole combinations on field back-EMF at various
conditions have not been systematically studied. From the perspective of machine design, a
high winding factor, i.e., high output torque, is always the design criteria for the selection of
winding configurations and stator/rotor pole combinations. However, when considering
the effect of field back-EMF, there is a design tradeoff between a high winding factor
and low field back-EMF ripple when choosing AC/DC windings and stator/rotor pole
combinations. To date, there is no reference on how to select appropriate armature/field
winding configurations to diminish the influences of the field back-EMF ripple while
maintaining relatively higher output torque. Therefore, the main aim of this paper is
to uncover the influences of the winding configurations together with the stator/rotor
pole combinations on the field back-EMF ripple in HESFMs and provide guidance for
selecting appropriate winding configurations to reduce the field back-EMF ripple and
maintain reasonable torque performance. The influential factors to be investigated in this
paper mainly include the number of layers of field/armature winding, the number of
field/armature coils, and the stator/rotor pole combination.

The rest of this paper is organized as follows. The HESFMs to be studied in this paper
are illustrated in Section 2. The HESFMs with various stator/rotor pole combinations
and armature/field winding configurations are studied in Section 3 and four different
conditions are considered. The experimental results are presented in Section 4, followed by
the conclusion in Section 5.

2. Machine Topology

In this paper, the calculated/simulated results are obtained using the 2D time-stepping
finite element analysis (FEA) method in the commercial FEA software (Ansys/Maxwell
18.2). The topology of the HESFMs to be investigated in this paper is shown in Figure 1 and
their main parameters are summarized in Table 1. The investigated HESFMs originated
from the switched flux permanent magnet (SFPM) machine by adding iron bridges for
additional flux paths and reducing the volume of PMs to accommodate field coils. For
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simplicity, it should be noted that Figure 1 only presents four of the eight investigated
stator/rotor pole combinations. The purpose of using iron bridges is to better regulate the
flux of the airgap. As aforementioned, the winding configurations to be investigated in
this paper mainly include the number of layers of field/armature winding, the number of
field/armature coils, and the stator/rotor pole combination. The investigated stator/rotor
pole combinations in this paper include 6/4, 6/5, 6/7, 6/8, 12/10, 12/11, 12/13, and
12/14, respectively. Both double-layer (DL) and single-layer (SL) armature/field windings
will be studied in this paper but only the armature/field windings with one coil pitch are
investigated. The number of field/armature coils is essentially determined by the stator slot
number and the number of layers of field/armature winding. Figure 1 shows the HESFMs
with various stator/rotor pole combinations and winding configurations. In Figure 1, the
permanent magnets in red and blue color indicate the circumferentially magnetized PMs
in opposite direction. The windings in blue and black color indicate field and armature
wingdings, respectively.
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Figure 1. Machine topology of the investigated HESFMs with different winding configurations.
(a) 6/4 with double-layer AC and DC windings; (b) 6/5 with double-layer DC and single-layer AC
windings; (c) 12/10 with double-layer AC and single-layer DC windings; (d) 12/11 with single-layer
AC and DC windings.

Table 1. Main parameters of the investigated HESFMs.

Items Values

Stator outer radius 45 mm
Active axial length 25 mm
Rotor shaft radius 10.4 mm

Iron-bridge thickness 0.5 mm
Airgap length 0.5 mm

Lamination material steel_1010
PM material NdFe35
Rated speed 400 rpm

Armature copper loss 20 W
Field current density 5 A/mm2

Slot packing factor 0.5
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3. Field Back-EMF Ripple

To systematically illustrate the influences of the winding configurations together with
the stator/rotor pole combinations on the field back-EMF ripple, the HESFMs with various
stator/rotor pole combinations and armature/field winding configurations are studied in
this part. Four different conditions are considered in the following analyses. It should be
noted that the HESFMs with double-layer AC and DC winding configurations are taken as
the baseline in Section 3 and their results are shown in each subsection for clear comparison.
It is worth mentioning that the results presented in Section 3 are calculated using the
time-steeping 2D finite element analysis method. The mesh type for the stator, the rotor,
the airgap, and the PMs are element length-based refinement and the maximum length
is 1 mm, 1 mm, 0.25 mm, and 0.5 mm, respectively. The choice of using 2D FEA and the
corresponding mesh sizes is a tradeoff between computational efficiency and accuracy.
All machines have the same stator outer diameter, i.e., 90 mm and active axial length,
i.e., 25 mm. The mechanical speed of all machines is 400 rpm under different operating
conditions. Moreover, the phase current is calculated based on the constraint of 20 W
copper loss in armature winding and the field current is obtained based on the current
density of 5 A/mm2 in the field winding. Moreover, the packing factor in the armature and
field slots is 0.5. The reluctance torque component in all machines is negligible since the d-
and q-axis inductance is almost identical. Therefore, zero d-axis current control is applied
in all the calculations.

3.1. AC and DC Windings Are Both Double-Layer

In this sub-section, the 6-slot and 12-slot HESFM counterparts with both double-
layer armature and field windings are investigated. In [27], the relationships between
stator/rotor pole combination and field back-EMF ripple are revealed, in which the AC
and DC windings in the HESFMs are both of double-layer type. Therefore, to avoid the
repetition of this part, the field back-EMFs and their FFT results are not shown here again
instead, the harmonic orders (HOs) of the field back-EMFs with various stator/rotor pole
combinations are illustrated in Table 2.

Table 2. Field back-EMF harmonic orders with double-layer AC and DC windings.

Slot/Pole No-Load Armature Current On-Load

6/4 3N 3N 3N
6/5 6N 6N 6N
6/7 6N 6N 6N
6/8 3N 3N 3N

12/10 6N 6N 6N
12/11 12N 6N 6N
12/13 12N 6N 6N
12/14 6N 6N 6N

As can be found in Table 2, the stator/rotor pole combinations have a close relationship
with field back-EMF harmonic orders under different conditions. This reveals that the field
back-EMF ripple with higher harmonic orders always indicates a higher field back-EMF
amplitude and thus its influence on machine performances will be more severe. Taking the
6-slot HESFMs as examples, the field back-EMF ripple’s amplitude of 6/4 and 6/8 machines
is large while it is small for the 6/5 and 6/7 machines at various conditions. This is due to
the fact that for 6/4 and 6/8 machines, the field back-EMF harmonic orders are both 3N
at various conditions and N should be a positive integer (N = 1, 2, 3. . .), while the field
back-EMF harmonic orders of 6/5 and 6/7 machine are both 6N. As for the 12-slot HESFMs,
the field back-EMF harmonic orders of no-load are 6N for 12/10 and 12/14 machines, but
12N for 12/11 and 12/13 machines. Therefore, 12/10 and 12/14 machines exhibit relatively
higher no-load field back-EMF. However, under on-load, the field back-EMF harmonic
orders are the same for all 12-slot machines, i.e., 6N, due to the armature reaction.

4
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3.2. DC Winding Is Double-Layer While AC Winding Is Single-Layer

In this sub-section, the investigated HESFMs with various stator/rotor pole combinations
are equipped with single-layer AC winding and double-layer DC winding. To clearly illus-
trate the relationship between the AC winding configuration and the field back-EMF ripple,
Tables 3 and 4 comparatively summarize the induced EMF harmonic orders with different
AC winding configurations for the 6-slot and 12-slot HESFM counterparts, respectively.

Table 3. Field back-EMF harmonic orders with double-layer DC winding.

Winding
Configuration

Slot/Pole No-Load
Armature
Current

On-Load

Double-layer AC

6/4 3N 3N 3N
6/5 6N 6N 6N
6/7 6N 6N 6N
6/8 3N 3N 3N

Single-layer AC

6/4 3N 3N 3N
6/5 6N 3N 3N
6/7 6N 3N 3N
6/8 3N 3N 3N

Table 4. Field back-EMF harmonic orders with double-layer DC winding.

Winding
Configuration

Slot/Pole No-Load
Armature
Current

On-Load

Double-layer AC

12/10 6N 6N 6N
12/11 12N 6N 6N
12/13 12N 6N 6N
12/14 6N 6N 6N

Single-layer AC

12/10 6N 3N 3N
12/11 12N 6N 6N
12/13 12N 6N 6N
12/14 6N 3N 3N

Table 3 comparatively shows the field back-EMF harmonic orders of the 6-slot HESFM
counterparts when DC winding is double-layer while AC winding is double or single-layer.
It can be found that the field back-EMF harmonic orders of different stator/rotor pole
combinations remain unchanged under no-load since the DC winding configuration is
unchanged and the AC winding is open-circuited. Different from the no-load condition, the
induced EMF harmonic orders under armature current and on-load conditions are changed
from 6N (with double-layer AC winding) to 3N (with single-layer AC winding) for 6/5
and 6/7 machines. For 6/4 and 6/8 machines, the number of AC winding layers does not
influence the induced EMF harmonic orders under no-load, armature current, and on-load
conditions.

Figures 2–5 show the field back-EMF ripples and their FFT results of 6/5 and 6/7
machines with double-layer DC winding under armature current and on-load, respectively.
It can be found that by employing single-layer AC winding, the amplitude of the field back-
EMF ripple is increased under on-load for 6/5 and 6/7 machines, although the induced
EMF ripple under no-load is unchanged. This is due to the fact that the armature current
field back-EMF harmonic orders of 6/5 and 6/7 machines are 3N when single-layer AC
winding is employed. Therefore, the on-load field back-EMF harmonic orders of 6/5 and
6/7 machines are 3N as well since the on-load field back-EMF is the synthesis of no-load
field back-EMF and armature current field back-EMF.

5
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(a) (b) 

Figure 2. Field back-EMF ripple of the 6/5 machine with double-layer DC winding under armature
current (400 rpm). (a) Back-EMF; (b) FFT.

 
(a) (b) 

Figure 3. Field back-EMF ripple of the 6/5 machine with double-layer DC winding under on-load
(400 rpm). (a) Back-EMF; (b) FFT.

 
(a) (b) 

Figure 4. Field back-EMF ripple of the 6/7 machine with double-layer DC winding under armature
current (400 rpm). (a) Back-EMF; (b) FFT.

 
(a) (b) 

Figure 5. Field back-EMF ripple of the 6/7 machine with double-layer DC winding under on-load
(400 rpm). (a) Back-EMF; (b) FFT.
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Table 4 summarizes the field back-EMF harmonic orders of the 12-slot HESFM counter-
parts when DC winding is double-layer while AC winding is double or single-layer. Similar
to Table 3, the field back-EMF harmonic orders of different stator/rotor pole combinations
remain unchanged under no-load since the DC winding configuration is unchanged and
the AC winding is open-circuited. Different from the no-load condition, for 12/10 and
12/14 machines, the induced EMF harmonic orders under armature current and on-load
conditions are changed from 6N (with double-layer AC winding) to 3N (with single-layer
AC winding). For 12/11 and 12/13 machines, the number of AC winding layers does
not influence the induced EMF harmonic orders under no-load, armature current, and
on-load conditions.

Figures 6–9 show the field back-EMF ripples and their FFT results of 12/10 and
12/14 machines with double-layer DC winding under armature current and on-load,
respectively. It is revealed that by employing single-layer AC winding, the amplitude
of the field back-EMF ripple is increased under on-load for 12/10 and 12/14 machines
although the field back-EMF ripple under no-load is unchanged. This is due to the fact that
the armature current field back-EMF harmonic orders of 12/10 and 12/14 machines are
3N when single-layer AC winding is employed. Therefore, the on-load field back-EMF
harmonic orders of 12/10 and 12/14 machines are 3N as well.

The field back-EMF harmonic orders of the 6-slot machines with an odd rotor pole
number, e.g., 6/5 and 6/7, are influenced by the number of AC winding layers. Different
from the 6-slot machines, the field back-EMF harmonic orders of the 12-slot HESFMs with
an even rotor pole number, e.g., 12/10 and 12/14, are influenced by the number of AC
winding layers. The employment of the single-layer AC winding leads to the lower induced
EMF harmonic orders, i.e., 3N, for the 6-slot and 12-slot HESFM counterparts with specific
stator/rotor pole combinations. Therefore, it can be concluded from the above findings
that double-layer AC winding is recommended for the investigated machines with various
stator/rotor pole combinations to achieve relatively lower field back-EMF ripple when the
machine is equipped with double-layer DC winding.

 
(a) (b) 

Figure 6. Field back-EMF ripple of the 12/10 machine with double-layer DC winding under armature
current (400 rpm). (a) Back-EMF; (b) FFT.

 
(a) (b) 

Figure 7. Field back-EMF ripple of the 12/10 machine with double-layer DC winding under on-load
(400 rpm). (a) Back-EMF; (b) FFT.
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(a) (b) 

Figure 8. Field back-EMF ripple of the 12/14 machine with double-layer DC winding under armature
current (400 rpm). (a) Back-EMF; (b) FFT.

 
(a) (b) 

Figure 9. Field back-EMF ripple of the 12/14 machine with double-layer DC winding under on-load
(400 rpm). (a) Back-EMF; (b) FFT.

3.3. DC Winding Is Single-Layer While AC Winding Is Double-Layer

In this sub-section, the investigated machines with various stator/rotor pole combina-
tions are equipped with single-layer DC and double-layer AC windings. In order to clearly
illustrate the relationship between DC winding configuration and field back-EMF ripple,
Tables 5 and 6 comparatively summarize the induced EMF harmonic orders with different
DC winding configurations for the 6-slot and 12-slot HESFM counterparts, respectively.

It can be found from Table 5 that the field back-EMF harmonic orders of the 6-slot
machines with single/double-layer DC windings remain unchanged for each stator/rotor
pole combination under no-load, armature current, and on-load conditions. Therefore, the
number of DC winding layers does not influence the field back-EMF harmonic orders of
the 6-slot machines under various conditions when double-layer AC winding is employed.
Similar to the 6-slot machines, the employment of the single-layer DC winding does not
change the field back-EMF harmonic orders of the 12-slot HESFMs with double-layer
DC winding under various conditions, as shown in Table 6. Therefore, it reveals that by
changing the number of layers of the field winding, the field back-EMF ripple in the 6-slot
and 12-slot HESFMs with double-layer AC winding cannot be suppressed.

Table 5. Field back-EMF harmonic orders with double-layer AC winding.

Winding Configuration Slot/Pole No-Load Armature Current On-Load

Double-layer DC

6/4 3N 3N 3N
6/5 6N 6N 6N
6/7 6N 6N 6N
6/8 3N 3N 3N

Single-layer DC

6/4 3N 3N 3N
6/5 6N 6N 6N
6/7 6N 6N 6N
6/8 3N 3N 3N

8
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Table 6. Field back-EMF harmonic orders with double-layer AC winding.

Winding Configuration Slot/Pole No-Load Armature Current On-Load

Double-layer DC

12/10 6N 6N 6N
12/11 12N 6N 6N
12/13 12N 6N 6N
12/14 6N 6N 6N

Single-layer DC

12/10 6N 6N 6N
12/11 12N 6N 6N
12/13 12N 6N 6N
12/14 6N 6N 6N

3.4. AC and DC Windings Are Both Single-Layer

In this sub-section, the investigated machines with various stator/rotor pole com-
binations are both equipped with single-layer DC/AC windings. To clearly illustrate
the relationship between DC/AC winding configurations and field back-EMF ripple,
Tables 7 and 8 comparatively summarize the induced EMF harmonic orders under dif-
ferent AC and DC winding configurations for the 6-slot and 12-slot machines, respectively.

Table 7. Field back-EMF harmonic orders with single-layer AC and DC windings.

Winding Configuration Slot/Pole No-Load Armature Current On-Load

Double-layer AC
and DC

6/4 3N 3N 3N
6/5 6N 6N 6N
6/7 6N 6N 6N
6/8 3N 3N 3N

Single-layer AC and DC

6/4 3N 3N 3N
6/5 6N 3N 3N
6/7 6N 3N 3N
6/8 3N 3N 3N

Table 8. Field back-EMF harmonic orders with single-layer AC and DC wligodendroglioindings.

Winding Configuration Slot/Pole No-Load Armature Current On-Load

Double-layer AC
and DC

12/10 6N 6N 6N
12/11 12N 6N 6N
12/13 12N 6N 6N
12/14 6N 6N 6N

Single-layer AC and DC

12/10 6N 3N 3N
12/11 12N 6N 6N
12/13 12N 6N 6N
12/14 6N 3N 3N

Table 7 comparatively shows the field back-EMF harmonic orders of the 6-slot machines
when AC and DC windings are both single-layers. Similar to Table 5, the field back-EMF
harmonic orders of the 6-slot machines remain unchanged under no-load since the AC
winding is open-circuited. Different from the no-load condition, for 6/5 and 6/7 machines,
the field back-EMF harmonic orders under armature current and on-load conditions are
changed from 6N (double-layer DC/AC windings) to 3N (single-layer DC/AC windings).
For 6/4 and 6/8 machines, the number of AC and DC winding layers does not influence the
field back-EMF harmonic orders under no-load, armature current, and on-load conditions.

Figures 10–13 show the field back-EMF ripples and their FFT results of 6/5 and
6/7 machines with single-layer AC and DC windings under armature current and on-
load, respectively. It is revealed that by employing single-layer AC and DC windings, the
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amplitude of the field back-EMF ripple is increased for 6/7 machines but almost unchanged
for 6/5 machines under on-load conditions.

 
(a) (b) 

Figure 10. Field back-EMF ripple of the 6/5 machine with single-layer AC and DC windings under
armature current (400 rpm). (a) Back-EMF; (b) FFT.

 
(a) (b) 

Figure 11. Field back-EMF ripple of the 6/5 machine with single-layer AC and DC windings under
on-load (400 rpm). (a) Back-EMF; (b) FFT.

 
(a) (b) 

Figure 12. Field back-EMF ripple of the 6/7 machine with single-layer AC and DC windings under
armature current (400 rpm). (a) Back-EMF; (b) FFT.

 
(a) (b) 

Figure 13. Field back-EMF ripple of the 6/7 machine with double-layer DC winding under on-load
(400 rpm). (a) Back-EMF; (b) FFT.
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Table 8 summarizes the field back-EMF harmonic orders of the 12-slot machines
when AC and DC windings are both single layers. Similar to Table 6, the field back-
EMF harmonic orders of the 12-slot machines remain unchanged under no-load since
the AC winding is open-circuited. Different from the no-load condition, for 12/10 and
12/14 machines, the field back-EMF harmonic orders under armature current and on-
load conditions are changed from 6N (double-layer DC/AC windings) to 3N (single-layer
DC/AC windings). For 12/11 and 12/13 machines, the number of AC and DC winding
layers does not influence the induced EMF harmonic orders under no-load, armature
current, and on-load conditions.

Figures 14–17 show the field back-EMF ripples and their FFT results of 12/10 and
12/14 machines with single-layer AC and DC windings under armature current and on-
load, respectively. It can be found that by employing single-layer AC and DC windings, the
amplitude of the field back-EMF ripple is almost unchanged for 12/10 and 12/14 machines
under on-load although the field back-EMF harmonic orders under on-load are different.

 
(a) (b) 

Figure 14. Field back-EMF in 12/10 HESFM with single-layer AC and DC windings under armature
current (400 rpm). (a) Back-EMF; (b) FFT.

 
(a) (b) 

Figure 15. Field back-EMF ripple of the 12/10 machine with single-layer AC and DC windings under
on-load (400 rpm). (a) Back-EMF; (b) FFT.

 
(a) (b) 

Figure 16. Field back-EMF ripple of the 12/14 machine with single-layer AC and DC windings under
armature current (400 rpm). (a) Back-EMF; (b) FFT.
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(a) (b) 

Figure 17. Field back-EMF ripple of the 12/14 machine with single-layer AC and DC windings under
on-load (400 rpm). (a) Back-EMF; (b) FFT.

The field back-EMF harmonic orders of 6-slot HESFMs with an odd rotor pole number,
e.g., 6/5 and 6/7, are influenced by the number of AC and DC winding layers. Different
from 6-slot machines, the field back-EMF harmonic orders of 12-slot HESFMs with an
even rotor pole number, e.g., 12/10 and 12/14, are influenced by the number of AC and
DC winding layers. The employment of single-layer AC and DC windings leads to lower
induced EMF harmonic orders, i.e., 3N, for the 6-slot and 12-slot HESFM counterparts with
specific stator/rotor pole combinations. Therefore, it can be concluded from the above
findings that double-layer AC and DC windings are recommended for the investigated
machines with various stator/rotor pole combinations to achieve relatively lower field
back-EMF ripple when the machine is equipped with double-layer DC winding.

Based on the simulated results presented in this section, some observations can be
summarized as follows. Firstly, the peak value of field back-EMF with lower harmonics
is higher than those with higher harmonics. Under no-load, the armature windings are
open-circuited and thus the field back-EMF is not influenced by AC winding configuration
but only related to DC winding configuration. The number of field coils, determined by
stator pole number and field winding layers, is a key factor that influences the no-load field
back-EMF. The field coil back-EMF may contain many harmonics with various orders due
to the magnetic gearing effect. However, when the field coils are connected together in
series, a lot of field coil back-EMF harmonics disappear due to phase difference between
each field coil back-EMF waveform and only certain harmonics, e.g., 3N, 6N, 12N, may
exist in the field winding. Under armature current, the mutual inductance harmonics and
the corresponding initial phase between phase winding and field winding may change
under different combinations of AC/DC winding configurations together with stator/rotor
pole numbers. As such, the resultant on-load field back-EMF is determined by the no-load
and armature reaction.

4. Experimental Verification

As can be found from the theoretical analyses shown in Section 3, non-overlapped
double-layer armature and field windings are recommended for the hybrid excited switched
flux machines with various stator/rotor pole combinations to realize relatively lower field
back-EMF under different conditions. Moreover, the HESFMs with higher stator slot
numbers, e.g., 12-slot, exhibit lower field back-EMF amplitude due to higher field back-
EMF harmonics. Therefore, to verify the theoretical results calculated using the finite
element method, a 12/10 HESFM with double-layer DC/AC windings is prototyped to
balance the torque capability and the field back-EMF ripple, as shown in Figure 18. For
the prototype machine, the stator contains the PMs, DC and AC windings. Similar to
switched reluctance machines, the rotor is very simple and only composed of laminations.
The AC and DC windings are both of concentrated and double-layer type and therefore
the number of AC and DC coils is 12 in the prototype machine. The test rig for performing
the experiments of the prototype machine is illustrated in Figure 19. For the experimental
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verification, zero d-axis current control is applied in all the tests due to negligible reluctance
torque and the mechanical rotor speed is 400 rpm.

  
(a) (b) 

Figure 18. The 12/10 HESFM prototype with double-layer DC and AC windings. (a) Stator; (b) Rotor.

 
Figure 19. Test bench of the HESFM prototype.

The armature back-EMFs and their FFT results of the prototype machine are com-
paratively shown in Figure 20, where the rotor rotates at 400 rpm and the field current is
removed (Idc = 0 A). In Figure 20, the permanent magnet is the only excitation source and
armature/field currents are both zero. It is shown that the test results agree well with the
results calculated using the 2D finite element method and the error is mainly attributed to
the 3D end-effect.

 
(a) (b) 

Figure 20. Phase back-EMF of the prototype machine without field current (400 rpm, Iac_rms = 0 A,
Idc = 0 A). (a) Back-EMF; (b) FFT.

Under various conditions (no-load and on-load), the test and FE results of the field
back-EMFs are shown in Figures 21 and 22. In Figure 21, the phase current is zero and
a constant DC current of 2 A is injected into the field winding. In Figure 22, the root–
mean–square (RMS) value of the sinusoidal phase current is 2 A and the DC field current
is also 2 A. It reveals that the measured field back-EMF harmonic orders are 6N under
various conditions, which validates the theoretical results in Section 3.1. Figure 23 shows the
measured and FE results of the on-load torque, in which id = 0 control is employed for the on-
load calculations and tests since the reluctance torque component is very small. In Figure 23,
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the testing conditions are exactly the same as that in Figure 22. The observed errors are
mainly caused by manufacturing imperfections and assembly tolerances, measuring errors,
and the 3D end-effect, etc. As can be found in Figures 20–23, differences can be observed
between simulated results and testing results, which are attributed to several factors. Firstly,
the simulated results are obtained using the 2D FEA method and the effect of end-winding
is not considered in the 2D FEA model. Therefore, overall, the testing results are relatively
lower than the simulated results. The reason for using the 2D FEA method is to balance the
computational efficiency and accuracy. Moreover, manufacturing tolerance and assembly
error are common factors that lead to the observed differences. For instance, for the
manufactured 12/10 HESFM prototype, the magnet position tolerance is a very typical
assembly tolerance but it is very difficult to be controlled [31]. Moreover, the measuring
error due to the precision of the measuring equipment, i.e., the bandwidth of torque and
speed sensors, is also a common factor that leads to the differences. Therefore, it should
be noted that the accuracy and reliability of the testing results presented in this paper are
subject to the aforementioned factors.

 
(a) (b) 

Figure 21. No-load field back-EMF ripple (400 rpm, Iac_rms = 0 A, Idc = 2 A). (a) Back-EMF; (b) FFT.

 
(a) (b) 

Figure 22. On-load field back-EMF ripple (400 rpm, Iac_rms = 2 A, Idc = 2 A). (a) Back-EMF; (b) FFT.

Figure 23. Torque waveform of the HESFM prototype (400 rpm, Iac_rms = 2 A, Idc = 2 A).

5. Conclusions

The paper aims to reveal the intrinsic relationship between armature/field winding
configurations together with the stator/rotor pole combinations and the field back-EMF
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ripple in HESFMs. The number of layers of field/armature windings, the number of
field/armature coils, and the stator/rotor pole combination are considered for the investi-
gations. However, the coil pitch of field and armature coils equals 1, i.e., the non-overlapped
windings. In this paper, four different combinations of the number of AC and DC wind-
ing layers were comparatively illustrated for the investigated machines with various
stator/rotor pole combinations.

The peak value of field back-EMF with lower harmonics is higher than those with
higher harmonics. Under no-load, the field back-EMF is not influenced by AC winding
configuration but only related to DC winding configuration. The number of field coils,
determined by stator pole number and field winding layers, is a key factor that influences
the no-load field back-EMF. Under armature current, the mutual inductance harmonics
and the corresponding initial phase between phase winding and field winding may change
under different combinations of AC/DC winding configurations together with stator/rotor
pole numbers. As such, the resultant on-load field back-EMF is determined by the no-load
and armature reaction.

The harmonic order and amplitude of the HESFMs with double-layer armature and
field windings are taken as the baseline for comparisons. It is revealed that the utilization of
single-layer AC or DC windings cannot reduce the amplitude of the field back-EMF ripple
and, in contrast, its amplitude may increase for specific stator/rotor pole combinations
due to lower field back-EMF harmonic orders. Consequently, double-layer armature and
field windings are recommended for various stator/rotor pole combinations to achieve
relatively lower field back-EMF under different conditions. The variable-speed system
is one of the most important fields for the applications of hybrid excited machines, e.g.,
electrical vehicles and hybrid electrical vehicles (EVs/HEVs). However, the field back-EMF
ripple significantly affects the overall performance of hybrid excited machine systems in
these applications, e.g., torque capability, efficiency, flux-regulation capability, and torque-
speed characteristics. Therefore, the findings and conclusions presented in this paper are
important references for designing hybrid excited machine systems for EVs/HEVs.

It should be noted that the investigations of the field back-EMF ripple in this paper
are all restricted to the windings with one coil pitch field/armature coils. For future work,
the investigations can be extended to explore stator/rotor pole combinations with multiple
winding pitches. Moreover, skewing, notching, shaping, etc., can also be combined to
further reduce the field back-EMF ripples. Moreover, the findings in this paper can serve
as a reference for other HEMs.
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Abstract: Interior permanent magnet synchronous motor (IPMSM) for traction applications have
attracted significant attention due to their advantages of high torque and power density as well as a
wide operating range. However, these motors suffer from high electromagnetic vibration noise due
to their complex structure and structural rigidity. The main sources of this electromagnetic vibration
noise are cogging torque, torque ripple, and radial force. To predict electromagnetic vibration noise,
finite element analysis (FEA) with flux density analysis of the air gap is essential. This approach
allows for the calculation of radial force that is the source of the vibration and enables the prediction of
vibration in advance. The data obtained from these analyses provide important guidance for reducing
vibration and noise in the design of electric motors. In this paper, the cogging torque and vibration at
rated and maximum operating speed are analyzed, and an optimal cogging torque and vibration
reduction model, with rotor taper and two-step skew structure, is proposed using the response surface
method (RSM) to minimize them. The validity of the proposed model is demonstrated through
formulations and FEA based entirely on numerical analysis and results. This study is expected to
contribute to the design of more efficient and quieter electric motors by providing a solution to the
electromagnetic vibration noise problem generated by IPMSM for traction applications with complex
structures.

Keywords: IPMSM; traction motor; noise; vibration; RSM; cogging torque; taper; two-step skew

1. Introduction

Increasing energy consumption and stricter environmental regulations around the
world are driving the need for high-performance and efficient electric motors. Traction
motors, in particular, require high torque and power density, and interior permanent
magnet synchronous motor (IPMSM) models are the right choice to meet these needs.
The pursuit of higher power density, lighter weight, and a wider speed range for traction
compared to other applications presents the challenges of a more complex structure and
lower structural rigidity, resulting in higher vibration and noise. Vibration and noise
generated during operation in motors can hinder driver comfort and negatively affect
the performance and lifetime of the motor [1–3]. Research to reduce vibration and noise
involves a variety of factors, with three main electromagnetic causes being addressed [4,5].
These sources are as follows. First, there is cogging torque due to changes in the reluctance
of the stator slots as the rotor rotates [6–8]. Second, there is torque ripple as a result of the
fifth and seventh harmonic components arising from the temporal and spatial harmonic
components when current is applied [9–11]. Finally, there are radial and tangential forces
that occur during rotation [12–14]. An international standard established in 1974 is the
only standard that evaluates the vibration generated by electric motors and is shown
in Table 1 [15,16]. This standard is divided into Class 1 through Class 4 depending on
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the capacity of the motor and is evaluated as four grades: A (good), B (slightly bad), C
(bad), and D (extremely bad) based on the RMS value of the vibration speed generated in
the motor housing. This study presents a theoretical study on the modification of rotor
geometry to minimize vibration and noise at rated and maximum operating speeds for a
16-pole 24-slot traction motor [17,18]. The main objectives of the study are as follows. The
first is to minimize vibration noise by applying tapering to the rotor core to minimize the
cogging torque due to the change in reluctance of the stator slot with the rotation of the
rotor. Second, an asymmetric two-step skew is applied to the tapered rotor by dividing
the rotor into upper and lower parts to adjust the cogging torque and back electromotive
force (EMF) to minimize vibration and noise. The RSM is used to derive the optimal model
for cogging torque and vibration noise reduction [19–21]. To calculate the electromagnetic
vibration in the proposed model, finite element analysis (FEA) with flux density analysis of
the air gap is essential. In this process, the radial force, which is the source of the vibration,
is obtained and the vibration velocity is predicted [22–25]. The results of these studies
are verified using formulas and FEA, which will play an important role in improving the
performance of electric motors as well as the convenience and satisfaction of users.

Table 1. Standard for the vibration grade ISO 2372 (ISO 10816-1).

RMS Vibration Velocity [mm/s] Up to 15 [kW] Class I 15 to 75 [kW] Class II >75 [kW] (Rigid) Class III >75 [kW] (Soft) Class IV

0.28
A A A A

0.45

0.71

1.12
B

1.8
B

2.8
C B

4.5
C B

7.1

D

C
11.2

D
C

18
D28

D
45

Zone A: The vibration of a newly installed machine usually falls within this zone. Zone B: Machines that vibrate
within this zone are generally considered to be acceptable for long-term operation without restrictions. Zone C:
Machines that vibrate within this zone are generally considered unsatisfactory for long-term continuous operation.
Zone D: Vibration values in this zone are generally considered to be severe enough to cause damage to the
machine.

2. Theoretical Analysis

2.1. Analyze the Cause of Cogging Torque

There have been countless studies and significant research on the causes of cogging
torque. Cogging torque is an irregular torque that occurs when the rotor of an electric
motor interacts with the stator. It interferes with the smooth rotation of the motor and
causes vibration and noise. Cogging torque can be expressed as:

Tcog = −1
2
∅

2
m

dR
dθ

(1)

where ∅m represents the magnetic flux from a permanent magnet and the remaining term
is the change in reluctance. Figure 1 shows an example of the geometry of how cogging
torque occurs. As the rotor rotates, the magnetic flux from the permanent magnet tends to
flow toward the side. The smaller reluctance is due to the difference in reluctance between
the stator slot opening and the stator tooth, resulting in a change in reluctance and cogging
torque. In this study, rotor tapering and a two-step skew were applied to reduce this change
in reluctance.
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Figure 1. Example explanation of cogging torque occurrence.

2.2. Analysis of Electromagnetic Vibration of Motor
2.2.1. Electromagnetic Vibration Source (Radial Force)

Electromagnetic vibration is a radial force that propagates into the air. This is trans-
mitted from the stator back to the housing, and the radial force that contributes to external
noise can be calculated as the square of the air gap flux density. The torque density of an
electric motor is proportional to the air gap flux density, and IPMSM types with higher
torque densities exhibit greater electromagnetic vibration. In addition to electromagnetic
performance, it is necessary to design an electric motor that considers vibration noise for
high quality, and to do so, the basic design should consider not only torque, power, and
efficiency, but also vibration caused by electromagnetic forces. Vibration velocity is the
radial vibration speed generated by an electromagnetic radial force acting on the stator
shoes or teeth and transmitted to the stator outer diameter. It can be expressed as vibration
acceleration through differential calculation, but vibration velocity is used in this paper. In
general, the radial force received in a unit area is equal to the square of the total flux density
minus the square of the tangential component of the flux density [22–24]. The radial force
is expressed as follows:

p(θm, t) =
1

2μ0

[
B2(θm, t)− B2

t (θ
m, t)

] ∼= 1
2μ0

B2(θm, t) (2)

where θ, t are the components in space and time, μ0 is the permeability of the air gap,
and B(θm, t), and B2

t (θ
m, t) are the total and tangential air gap flux density. Since the

permeability of the iron core is much higher than the permeability of the air gap, the flux
path is almost perpendicular to the rotor and stator core. Therefore, the air gap flux density
in the tangential direction can be neglected because it is a very small value compared to the
radial direction. The flux density B(θm, t) in Equation (2) is the sum of the flux densities
occurring in the stator and rotor windings and is equal to:

B(θm, t) = Bs(θm, t) + Br(θm, t) (3)

By substituting Equation (3) into Equation (2), we derived the following expression,
which can be expressed as:

p(θm, t) = 1
2μ0

[B s(θm, t) + Br(θm, t)]2

= 1
2μ0

[
{B s(θm, t)

}2
+ 2{B s(θm, t)Br(θm, t)

}
+ {Br(θm, t)}2

] (4)

Equation (4) is expressed in three parts: the radial force due to the flux density of
the stator winding, the radial force due to the stator and rotor flux density, and the radial
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force due to the rotor flux density. If the current applied to the motor is assumed to be
sinusoidal, which is an ideal condition, the time harmonic component of the stator flux
density is only the fundamental wave component, and the rotor flux density generates
harmonic components in addition to the fundamental wave.

2.2.2. Stator System Mechanical Properties for Vibration Calculations

The electromagnetic vibration generated in the stator is influenced by the circumfer-
ential mode of the radial force, its frequency, and magnitude. Therefore, the radial force
as a source of electromagnetic vibration must be separated into its circumferential modes
and analyzed for quantitative and qualitative characteristics in terms of magnitude and
frequency. In addition, the mechanical system must be taken into account to predict electro-
magnetic vibrations in motors. However, it is very difficult to make a perfect prediction
of the vibration considering the mechanical structure. Therefore, assuming that the radial
force affects the inner part of the stator, the shoe part, a simple model of the stator is used
to analyze the vibration displacement and vibration velocity mathematically with some
assumptions. First, the stator is assumed to be a ring-shaped cylinder, as shown in Figure 2.
Since vibration velocity and vibration displacement are generated in the circumferential
direction by the radial force, which is an electromagnetic force, it is necessary to find the
vibration mode m and the natural frequency of the stator system in the circumferential
direction to analyze it.

Figure 2. Simplified stator design.

The vibration displacement Am caused by the mth order vibration mode in the
circumferential direction is expressed by the circumferential mode of the radial force with
r = m, as shown in Equation (5):

Am =
Fm/Mc√

(ω2
m − ω2

r )
2 + 4ζ2

mω2
r ω2

m

(5)

where Mc is the mass of the stator core [kg], ωr is the angular frequency of the radial force,
ωm, ζm are the natural frequency in mode m and the damping ratio. The magnitude of the
force experienced by the stator is then:

Fm = πDsiLstkPmr (6)

where Dsi is the stator inner diameter, Lstk is the stack length, and Pmr is the magnitude of
the radial force in mode m.

According to Equation (5), as the angular momentum ωr of the radial force approaches
the natural angular momentum ωm of the mode m, the vibration becomes larger, and the
vibration of the mode m is maximized when ωr = ωm. Reformulating Equation (5) with
the magnification factor hm, yields:
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hm =
Am

Fm/(Mcω2
m)

=
1√[

1 − ( fr/ fm)
2
]2

+ [2ζm( fr/ fm)]
2

(7)

where fr is the vibration frequency of the rth order vibration mode and fm is the natural
frequency of the mode m. As Δ f = | fr − fm| and the damping ratio ζm decrease, the
magnification factor hm increases. Especially when fr = fm, the magnitude of the vibration
depends on the mechanical damping of the device structure.

However, the mechanical damping ratio is often difficult to predict with a formula, so
it is usually analyzed empirically through experiments. The empirical damping ratio is a
practical approach to approximate complex mechanical damping that is difficult to describe
theoretically. In small- and medium-sized electrical devices, it is used to express damping
ratio as a function of frequency or other design variables based on experimental data to
predict the dynamic behavior of the device and perform design and optimization. The
empirical damping ratio for small- and medium-sized electrical devices is as follows [26]:

ζm =
1

2π

(
2.76 × 10−5 fm + 0.062

)
(8)

From Equation (8), it can be concluded that as the natural frequency fm increases,
the damping ratio ζm also increases. Equation (5) is the vibration displacement due to
one mode, and to obtain the total vibration displacement, the vibration displacement due
to all modes must be calculated. Assuming that the natural frequency of each mode is
distributed in such a way that they do not affect other modes, the vibration displacement
caused by each mode can be calculated by substituting the natural frequency of each mode
into Equation (5). Reformulating Equation (5) with the previously obtained expressions for
the magnitude of the radial force Pmr and the magnification factor hm, yields:

Am =
Fm

Mcw2
m

hm =
πDsiLstk

Mcω2
m

Pmrhm (9)

Since radial force is a function of time and space, the velocity of vibration Vm in mode
m is the derivative of Am with respect to time t. Therefore:

Vm = ωr Am = 2π fr
πDsiLstk

Mcω2
m

Pmrhm (10)

As shown in the above equation, the vibration displacement and vibration velocity are
determined by the natural frequency ωm and the magnification factor hm. In addition, the
natural frequency increases as the mode increases, so even if the magnitude of the radial
force is the same, the effect of vibration is relatively small for higher-order modes, and
conversely, the effect of vibration is large for lower-order modes.

2.2.3. Calculate the Natural Frequency of the Stator

It is very important to calculate the natural frequency of a stator in order to predict the
vibration generated by the stator. In general, the natural frequency of the stator is calculated
by considering the stator configuration, considering the core, windings, housing, etc. In
this section, the natural frequency of the stator is calculated by assuming the mechanical
geometry of the stator is a ring-shaped cylinder, as shown in the previous assumption. In
general, the mode-specific natural frequency of the stator is as follows:

fm =
1

2π

√
Km

Mm
(11)

where Km is the stator stiffness in mode m and Mm is the stator mode mass. Therefore, the
natural frequency fm in mode m can be calculated by finding Km and Mm. In Equation
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(10), r = 0, 1, 2, 3... represents the order of the circumferential mode and corresponds
to the spatial harmonic component of the radial force, which has different effects on the
vibration depending on the order of the circumferential mode. Figure 3 shows the results
of 3D FEA modal analysis of the stator geometry, without the windings of the conventional
model, conducted in this paper with Ansys Workbench, and the results for the modal
geometries (m = 2, m = 3, m = 4) were obtained. The material of the stator is Steel_1010,
Young’s modulus is 205 [GPa], Poisson’s ratio is 0.28, and mass density is 7872 [kg/m3].
The frequency of each circumferential mode obtained by modal analysis is relatively far
away from the electrical frequencies of 2 fe (472 [Hz]), 4 fe (944 [Hz]), 6 fe (1416 [Hz]), and
8 fe (1888 [Hz]) of the conventional model, so there is less concern about resonance.

(a) (b) (c)

Figure 3. 3D FEA analysis results of natural frequency and corresponding modal shapes (a) m = 2,
(b) m = 3, (c) m = 4.

2.2.4. Extraction Main Vibration Factor Harmonics Order

The radial force and vibration velocity have different time/space harmonic compo-
nents depending on the position as the rotor rotates. For the conventional model in this
paper, there are 16 poles and 8 pole pairs. Therefore, the radial force and vibration velocity
are dominated by the temporal harmonic order components of the second order and the
spatial harmonic order components of the eighth order.

In the case of temporal harmonic order, radial force and vibration velocity are consid-
ered up to the 10th order of the 2nd multiple because of their significant influence. For
the spatial harmonic order, the comparison was conducted in eight orders of magnitude
from 0 to 56. Figure 4 shows a comparison of the magnitude of radial force and vibration
velocity at the rated speed of the conventional model (1770 rpm) with each temporal and
spatial harmonic order component. In Figure 4a, the x-axis shows the spatial harmonic
order from the 0th to the 56th in multiples of 8, the corresponding temporal harmonic order
from the 2nd to the 10th in multiples of 8, and the y-axis shows the corresponding radial
force density. The radial force density values show the greatest influence at the 16th spatial
harmonic order because the motor is 16 poles, and the influence decreases as the order
increases.

In this paper, we needed to extract the order with time/space influence, so we analyzed
the influence of vibration velocity based on the same time/space harmonics, as shown
in Figure 4b. In Figure 4b, we can see that the zero-order spatial harmonic component of
the vibration velocity is 0 [Hz], so it does not vibrate in the presence of radial force, so it
is excluded from the harmonic order to be extracted. Figure 4a,b shows the extraction of
the influential temporal and spatial harmonic orders. Table 2 analyzes the radial force and
vibration velocity in time/space to extract the influential harmonic components. In this
study, the radial force was analyzed through these extracted dominant harmonics [19].
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(a) (b)

Figure 4. Time/spatial harmonic order separation of (a) the radial force density (b) the vibration
velocity (@1770 rpm).

Table 2. Selected time/spatial harmonics order.

Time Harmonics Order

2 fe 4 fe 6 fe 8 fe 10 fe

Spatial harmonics order 8, 16, 32, 40 8, 16, 32, 56 0, 24, 48 8, 16 8, 32

3. Conventional Model Specifications

3.1. Analyze Conventional Model Electromagnetic Performance

The conventional model selected in this paper is a 24[kW] traction motor, which is an
IPMSM with 16 poles and 24 slots that uses a V-shaped rotor structure. The geometry of
this motor was realized through Ansys MAXWELL 2024 R2 2D software, and the results
are shown in Figure 5a. Since the model was too complex and difficult to analyze to include
mechanical factors, the results were based on electromagnetic FEA. The meshing in the FEA
is important to check the cogging torque and air gap flux density, so a more refined mesh
was applied to the air gap between the stator and rotor. This resulted in a total mesh count
of 17,320 elements in 2D. For the motor analysis, the nonlinearity problem, which takes into
account the saturation component of the core and the demagnetization of the permanent
magnet, was solved using the Newton-Raphson method with an energy convergence
criterion to improve accuracy. Ansys MAXWELL 2024 R2 program was used as the analysis
tool. To ensure the reproducibility and reliability of this FEA, the conventional model was
referenced to the actual fabricated model [1], and the simulation results were verified by
comparing them with the existing literature. This ensured the accuracy and reliability of
the results.

(a) (b)

Figure 5. Conventional model (a) geometry (b) TN curve.
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In addition, the torque-speed (TN) curve of this model is shown in Figure 5b. In this
curve, the red circle on the left represents the rated operating condition at 1770 rpm and the
red circle on the right represents the maximum operating condition at 6000 rpm. The major
specifications for these two operating conditions are summarized in Table 3. For the rated
and maximum operating conditions of the conventional model, referring to Equation (1), it
can be seen that the amount of flux generated by the permanent magnets is constant, so the
change in flux and reluctance is almost the same. This also maintains the cogging torque
constant at 10.4 [N·m], which means that since there is no change in the rotor geometry, the
reluctance remains constant and there is no significant difference in the cogging torque.

Table 3. Conventional model basic specifications.

Parameter 1770 rpm 6000 rpm Unit

Stator & Rotor Steel_10101 -
Coil Copper -

Magnet N42UH -
Pole/Slot 16/24 -

Stator outer diameter 280 mm
Rotor outer diameter 200 mm

No-load phase back EMF 76.8 260.4 Vrms
Cogging torque 10.4 10.4 N·m

Current 102.5 Arms
Torque 128 26.3 N·m

Line Back EMF 202.9 205.5 V
Output 23.6 16 kW

Efficiency 96.8 85.9 %

3.2. Analyze Conventional Model Vibration

The vibration noise characteristics were analyzed under the rated (1770 rpm) and
maximum (6000 rpm) operating conditions of the conventional model. Figure 6 shows
the electromagnetic characteristics at the initial position (ωt = 0) extracted by 2D FEA for
vibration noise prediction. Figure 6a shows the flux density as a function of mechanical
position at rated and maximum operation from the conventional model. Figure 6b is
a radial graph of the radial force [kN/mm2] at a specific position (ωt = 0). The spatial
harmonics are difficult to match perfectly because the rotational speed contains multiple
temporal harmonics.

(a) (b)

Figure 6. Electromagnetic characterization of conventional models with 2D FEA (ωt = 0) (a) magnetic
flux density (b) radial force density [kN/mm2].

Figure 7 shows the results of deriving the vibration noise characteristics from the
temporal and spatial harmonic components extracted through 2D FEA. In Figure 7a, the
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x-axis lists the spatial harmonic order extracted from each temporal harmonic component,
which is used to compare the radial force density. Since the model has 16 poles, we can
see that the largest values are found mainly at the 8th and 16th orders. The radial force
density at the rated condition (1770 rpm) is larger than the maximum condition (6000 rpm),
which is due to the fact that the beta angle control at maximum operation tends to generate
a reverse magnetic field, resulting in a lower radial force density. Figure 7b shows a
comparison of the vibration velocity for each time harmonic order. Since the zero-order
time harmonic component is 0 [Hz], it can be seen that the presence of radial forces does not
cause vibration. The vibration velocity RMS value at rated is 0.52 [mm/s], and at maximum
condition, it is 2.94 [mm/s], which is higher than the rated value. This was analyzed as
a result of the increase in vibration velocity due to the increase in speed and frequency
during maximum operation.

(a) (b)

Figure 7. Comparison of conventional model electromagnetic characterization at rated speed
(1770 rpm) and maximum speed (6000 rpm) (a) and the radial force density distribution over the
selected time/space harmonic order. Overall, higher radial force at rated operation than at maximum
operation, (b) comparison of vibration rates for different harmonic orders. For the overall harmonic
order, the vibration velocity is lower at rated operation than at maximum operation, with a significant
increase in total vibration velocity at maximum operation.

4. Proposed Model

4.1. Main Variable Parameters

Figure 8 shows the rotor tapering parameters tapering thickness (Tt) and tapering
angle (Tdeg). Tt suggests tapering at the rib so as not to obstruct the flow of magnetic flux
from the permanent magnet.

Figure 8. Definition of Tt, Tdeg.

For manufacturability considerations, the length of Tt is formed such that the rib
thickness is at least 0.6 [mm]. To reduce the effect on the back EMF, Tdeg is given to the rib
area, except the pole piece area where the main magnetic flux flows, to provide an ideal

26



Energies 2024, 17, 6206

cogging torque reduction model. When applying the variable of Tdeg, a two-step skew is
applied by dividing the stack length in half and angling it in opposite directions while
keeping Tt applied. This has the effect of canceling out cogging torque in any localized area
subjected to a difference in reluctance.

4.2. Deriving the Optimal Model

In this paper, to perform optimal design using the variables in Figure 8, we used the
response surface method (RSM), which can statistically analyze the influence of a response
variable on multiple variables to derive an optimal model. In this paper, we considered the
optimal design of the objective function using two variables. Based on a comprehensive
consideration of the suitability, complexity, and compatibility with the experimental design
of optimal design methods, we conclude that RSM provides an interpretable and simpli-
fied optimization approach compared to other methods. In particular, the second-order
polynomial regression model is used as a mathematical tool to clearly represent the interac-
tion between variables and effectively solve the optimization problem [27,28]. RSM is a
method that statistically analyzes the change in response when multiple variables X act in
combination to affect a specific response variable Y [19,20]. The experimental range of the
proposed variables for the conventional model at rated operation (1770 rpm) is shown in
Table 4. Equation (12) shows the fundamental equation of the second-order polynomial
regression function, and Equations (13)–(15) show the regression functions for cogging
torque, no-load back EMF, and vibration velocity, respectively.

yi = β0 +
p

∑
i=1

βixi +
p

∑
i≤j

βijxixj + εi (12)

yCogging torque = 4.49 − 4.12(X1)− 0.65(X2) · · · − 0.73(X1)(X2) (13)

yNoload back EMF = 73.9 − 2.16(X1)− 2.24(X2) · · · − 1.96(X1)(X2) (14)

yVibration velocity = 0.39 − 0.11(X1)− 0.02(X2) · · · − 0.02(X1)(X2) (15)

where β1, β2,· · · , βk are the regression coefficients of each variable, x1, x2, · · · , xk are the
variables in the code, ε is the error term in the response, and X1 − X2 are the variables Tt,
Tdeg. Table 4 shows the ranges of design variables set to use RSM. Variable Tt was set to
0–1.8 [mm] to account for a minimum fabrication thickness of 0.6 [mm] and a range of no
more than 1.8 [mm] without physically destroying the rotor geometry. Variable Tdeg was
set to 0–3.0[◦], considering the range from the pole piece to the rib piece, excluding the area
that does not affect the pole piece, which is the passage through which the main magnetic
flux flows, while maintaining the same performance to the extent possible. Subsequently,
the variables were selected based on the design of experiments (DoE) method, which
systematically selects experimental variables and value ranges for optimal design. Based
on the variables and ranges presented in Table 4, a design matrix including center points
(0.9 [mm], 1.5[◦]) and axis points (1.8 [mm], 3.0[◦], etc.) was generated using a quadratic
response surface method design and central composite design (CCD). The optimized
increment size was then set, and the optimization was performed by substituting the
optimal points derived from the RSM into the regression function, and the optimal points
were derived as Tt = 1.8 [mm] and Tdeg = 3.0[◦]. Comparing RSM and FEA, we found that
the error was less than 1[%]. The error rate was similar to the FEA results, which is enough
to prove its effectiveness and reliability. The reason for the slight error is that the CCD was
used to derive the optimal model based on the design matrix including the center and axis
points. If the sampling points were set more precisely, the error rate in certain areas would
be significantly reduced.
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Table 4. Design variables and experiment range for RSM.

Contents Tt [mm] Tdeg [◦]

Range 0–1.8 0–3.0
Optimal point 1.8 3.0

In conclusion, we can conclude that RSM is valid. The results of the RSM results are
shown in Figures 9 and 10, where the estimated values are plotted against the variables
Tt and Tdeg. Figure 9a shows the cogging torque at the rated speed of 1770 rpm, and it
can be seen that the larger the values of Tt and Tdeg, the smaller the reluctance change,
which reduces the cogging torque. Figure 9b shows the no-load back EMF, and it can
be seen that as Tt and Tdeg become larger, the polypiece portion, which is the magnetic
flux path, shrinks, resulting in a proportional decrease in the back EMF. Figure 9c shows
the RMS vibration velocity, and, similar to the cogging torque, it can be seen that the
vibration velocity decreases as Tt and Tdeg increase. In this paper, it was determined that
the conventional model can maintain the same performance even if the no-load back EMF
is slightly reduced because the current density has a margin of about 10%. Therefore, the
final model is proposed by selecting the optimum point of Tt = 1.8 [mm], Tdeg = 3.0[◦].
Figure 10 shows the results of each variable at the maximum operating speed of 6000 rpm,
and the optimum model is derived in a similar way to Figure 9.

(a) (b) (c)

Figure 9. Results of deriving response variables based on variables a and b with RSM
(rated @1770 rpm) (a) cogging torque (b) no-load back EMF (c) RMS vibration velocity.

(a) (b) (c)

Figure 10. Results of deriving response variables based on variables a and b with RSM
(max @6000 rpm) (a) cogging torque (b) no-load back EMF (c) RMS vibration velocity.

4.3. Comparative Analysis of Proposed Model Performance Characteristics
4.3.1. Electromagnetic Performance of Proposed Model

As explained earlier, the optimal proposed model with Tt = 1.8 [mm], Tdeg = 3.0[◦]
was derived through RSM. As a result, the proposed rotor two-step skew geometry reduces
the cogging torque by about 91.6[%] at nominal and about 91.8[%] at maximum compared
to the conventional model while maintaining the same performance even though the no-
load back EMF is slightly reduced. Figure 11a shows the 3D realization of the 1/8th cycle
model of the conventional model rotor. Applying an asymmetric two-step skew to the rotor
in the conventional model results in the geometry shown in Figure 11b. The waveforms
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of cogging torque and no-load back EMF are shown in Figure 12. Figure 12a shows that
the total cogging torque can be canceled out in both sections through the asymmetric
angle at the top and bottom, which reduces the cogging torque. Figure 12b shows that the
asymmetric structure of the rotor at the top and bottom prevents the asymmetric structure
of the back EMF, which enables the maximum back EMF and maximum torque.

(a) (b)

Figure 11. Model topology (a) conventional model (b) proposed model.

(a) (b)

Figure 12. Sum waveform according to Tdeg = 3.0[◦],−3.0[◦] (a) cogging torque (b) no-load back
EMF(@1770 rpm).

To determine the mechanical safety of the proposed model, Workbench 3D FEA was
performed at maximum operation (6000 rpm) and the results are shown in Figure 13.
Figure 13a shows the equivalent stress of the proposed model. Here, the maximum stress
is generated locally between the permanent magnet and the rib due to centrifugal force as
the rotor rotates. However, the analysis shows that the yield tensile strength of Steel_1010
is 78.45 [MPa], compared to 18.05 [MPa], which is low enough to be mechanically robust.
Figure 13b also shows that the minimum safety factor is about 4.4. As an empirical value, a
safety factor of 2 or more is considered safe. Therefore, the proposed model can be said to
be mechanically robust at rated and maximum operation.

(a) (b)

Figure 13. Result of mechanical stiffness analysis of the proposed model (a) equivalent stress,
(b) minimum safety factor.
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4.3.2. Electromagnetic Vibration Analysis

To validate whether the radial force and vibration noise are substantially reduced by
reducing the cogging torque, one of the electromagnetic vibration noise sources, a compar-
ative analysis of the extracted main temporal and spatial harmonic order components was
performed. Figure 14 shows the analysis of radial force and vibration velocity at a rated
speed of 1770 rpm. Figure 14a shows the radial force values from the extracted time/space
harmonic components. Compared to the conventional model, it was observed that the
radial force is reduced overall in each harmonic component by the proposed model. In
Figure 14b, the vibration velocity tends to decrease overall from the conventional model to
the proposed model, which verifies that the proposed model reduces the vibration noise by
about 51.9[%] compared to the conventional model at the rated level. The analysis of radial
force and vibration velocity at the maximum operating speed of 6000 rpm using the same
method is shown in Figure 15. In Figure 15a, the radial force tends to decrease overall when
the proposed model is applied from the conventional model to the proposed model, but
there are some sections where the value increases, which is partly due to the phenomenon
that the vacancy flux density is temporarily skewed due to the saturation of both ribs,
resulting in a partial increase at high spatial harmonic orders. However, in Figure 15b it
can be seen that the vibration velocity is significantly reduced from the conventional model
to the proposed model, and even if the radial force is increased at some spatial harmonic
orders, it is judged that the vibration is also reduced because it is reduced overall. In other
words, at the maximum, the vibration of the proposed model is reduced by about 68.7[%]
compared to the conventional model. By reducing the cogging torque, it was possible to
reduce the radial force, which ultimately reduced the vibration noise. As a result, Table 5
shows that applying the proposed model to the conventional model reduces the cogging
torque and vibration velocity at rated and maximum operation.

(a) (b)

Figure 14. Comparison analysis between the conventional and proposed models at the rated speed of
1770 rpm (a) the radial force density distribution over the selected time/space harmonic order. Overall
lower radial force in the proposed model compared to the conventional model, which contributes to
reduced vibration, (b) comparison of vibration rates for different harmonic orders. The proposed
model reduces the total vibration velocity by reducing the overall harmonic order compared to the
conventional model.

Table 5. Analyzed major results of the proposed model compared to the conventional model.

Contents

Conventional
Model

Proposed
Model

Unit
Rated

1770 rpm
Max

6000 rpm
Rated

1770 rpm
Max

6000 rpm

Cogging torque 10.4 0.7 N·m
No-load back EMF 76.8 260.4 68.7 232.8 Vrms

RMS vibration velocity 0.52 2.94 0.25 0.92 mm/s
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(a) (b)

Figure 15. Comparison analysis between the conventional and proposed models at the maxed
speed of 6000 rpm (a) the radial force density distribution over the selected time/space harmonic
order. Overall lower radial force in the proposed model compared to the conventional model, which
contributes to reduced vibration, (b) comparison of vibration rates for different harmonic orders.
The proposed model reduces the total vibration velocity by reducing the overall harmonic order
compared to the conventional model.

5. Conclusions

The vibration and noise reduction proposal for traction motors proposed in this
paper applies an asymmetric two-step skew model to the rotor to reduce the variation of
magnetic resistance, resulting in a significant reduction of cogging torque. This approach
significantly reduces cogging torque as well as vibration noise, contributing to improved
operator comfort and minimizing negative impacts on the performance and lifetime of the
motor. The reduction in cogging torque was significantly reduced to approximately 91.6[%]
and 91.8[%] at rated and full operation, respectively. In addition, the vibration velocity
was also reduced by approximately 51.9[%] at rated operation and 68.7[%] at full operation
due to the overall reduction in radial force, as determined by extracting the dominant
time/space harmonic components and identifying the corresponding radial force. The
validity of the proposed model is demonstrated through formulations and FEA based
entirely on numerical analysis and results.
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Abstract: The rapid development of machine drive systems is closely tied to advance-
ments in signal sampling technology. Accurate measurement results, especially current
measurement results, are crucial for high-performance machine drive systems. However,
current measurement errors (CME) caused by circuit parameter inconsistencies, aging, and
temperature variations can significantly affect the control performance of drive systems,
thus necessitating compensation. To better understand the mechanisms of CME in drive
systems, this paper reviews existing research on CME analysis and compensation tech-
niques. Based on the source of CME, this paper classifies CME into high-frequency and
low-frequency components and discusses their causes and compensation methods, respec-
tively. Additionally, the influence of different types of CME on other control strategies,
such as sensorless and model predictive control, is discussed. The characteristics of CME
compensation strategies for special current sensor installation positions are also explored.
Finally, the paper summarizes the state of the art in CME analysis and compensation and
discusses future trends in this field.

Keywords: current measurement error; machine drive system; current sensor; error
compensation

1. Introduction

Due to the widespread development of various permanent magnet materials, per-
manent magnet synchronous machines (PMSM) have received increasing attention in
research. Their significant advantages, such as simple structure, high power density, and
high efficiency, have led to unprecedented applications in fields such as ship propulsion [1],
electric vehicles [2], rail transportation [3], and wind turbines [4]. To meet the diverse
demands of various applications, a wide range of PMSMs has been developed, including
multi-phase [5], linear [6], and open-winding structures [7]. Meanwhile, diverse control
strategies, such as sensorless control [8], model predictive control [9], and direct torque
control [10], have been extensively developed.

Regardless of the control strategy used, precise feedback data sampling is essential. In
a typical PMSM drive system, rotor position and phase current are the necessary feedback
signals for achieving the desired control performance. The rotor position can be indirectly
observed through phase current, enabling sensorless algorithms. Therefore, the precise
measurement of phase currents is critical for high-performance motor control.

However, due to the existence of non-ideal factors in the current sampling paths, such
as device aging, temperature drift, etc., current measurement error (CME) is inevitable [11].
CME refers to the deviation of the sampled current result from the actual values. The pres-
ence of CME affects the accuracy of current controllers, which in turn leads to various issues,
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such as electromagnetic torque pulsation, current ripple, and mechanical vibration. These
undesired problems severely threaten the reliable and stable operation of PMSM. Hence,
extensive studies have been conducted to clarify the causes, effects, and compensation
methods of CME.

This paper reviews previous studies on CME. It should be noted that this paper only
focuses on the influence and compensation of low- and high-frequency current harmonic
disturbances in the entire current sampling path of the machine drive system. The anal-
ysis and improvement of current sensor performance are outside the scope of this paper.
Different types of CME have varying effects in different topologies, and the compensation
methods also differ. Finally, this article presents future development trends of the studies
related to CME, including the influence of CME in different topologies, compensation
methods for different types of CME, the interaction of CME with other control algorithms,
and current sensor fault diagnosis methods.

The remaining parts of this article are arranged as shown in Figure 1: Section II
analyzes the causes of CME and its impact on different drive systems. Section III classifies
CME and reviews compensation methods for different types of CME. Section IV reviews
the research conducted in the abovementioned areas and provides future trends related to
CME. Finally, Section V concludes the article.

CME in Machine 
Drive Systems

Section II
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CME

Section III
Compensation 

of CME

Section IV
Future Trends
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Low-frequency CME
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Analysis and Influence 
of CME
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Different Components
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and Other Alogrithms

Sensor Fault
Diagnosis and Tolerant

Figure 1. Arrangements for the subsequent sections of this paper.

2. Analysis of Current Measurement Error

Commonly utilized current sensors include sampling resistors [12], open-loop or
closed-loop Hall sensors [13], fluxgate sensors [14], Rogowski coils [15], Giant Magneto
Resistive (GMR) sensors [16], and current transformers [17]. Table 1 summarizes the
performance characteristics of seven typical current sensors. These sensors exhibit notable
variations in bandwidth, accuracy, size, cost, and power loss [17–19]. Table 1 provides
different types of current sensors and their main parameters in [20–43]. When selecting
current sensors, it is essential to consider the specific requirements of different applications,
such as temperature tolerance, accuracy, bandwidth, and measurement range. For machine
drive systems, shunt resistance (sampling resistance) and Hall sensors are among the most
commonly used types.

34



Energies 2025, 18, 1367

Table 1. Performance comparison of typical current sensors.

Reference Sensor Type Application
PCB

Integrated Bandwidth
Tested

Frequency
Accuracy Range Main Contribution

[20] Shunt
resistance

Electric
vehicles Y 3.7 MHz 162.8 Hz 0.12% ±1.6 A(rms)

Calibrate aging drift
of resistance; low loss
(43 mA/A);

[21] Shunt
resistance

Power
module
(GaN)

Y 150 MHz Switching
current 0.40% <20 A Low parasitic

inductance (0.55 nH);

[22] Shunt
resistance

Power
module
(GaN)

Y 2.23 GHz Switching
current 0.90% <80 A

High bandwidth; low
parasitic inductance
(0.12 nH);

[23] Shunt
resistance

In-wheel
motor Y - - - ±100 A Inverter leg

current sensing;

[24] MR +
Rogowski coil

Power
module Y 30 MHz Switching

current 2% ±30 A DC current
measurable;

[25] Rogowski coil Power
module N 8 MHz Switching

current 0.50% ±60 A
Bandwidth
improvement with
segmented coils;

[26] Rogowski coil Resonant
converter Y 40–150

MHz 100 kHz - ±27 A PCB
mounted structure;

[27] Rogowski coil
Power
module
(GaN)

Y 30 MHz Switching
current - ±20 A PCB

mounted structure;

[28] Current
transformer

Energy
meter Y - 50 Hz - ±10 A

Electromagnetic
saturation
compensation;

[29] Current
transformer HVDC N - 50 Hz - ±60 A

DC current
measurement
periodically with
switch device;

[30] Current
transformer STATCOM N - 50 Hz - ±10 A DC current

suppression;

[31]
High-frequency
current
transformer

HVDC N - 900 kHz - ±100 A
Low loss with core
airgap profiles design
(1.1–1.5 W);

[32]
High-frequency
current
transformer

PD detection N 10 MHz PD pulses - ±75 A Optimal air gap
length calculation;

[33] Current
transformer

AC
transmission
lines

N - 50 Hz - ±2 A~1.25 kA Wide range sensing;

[34] Hall sensor Electric
vehicles N 40 kHz 500 Hz–

1.5 kHz 3.5% * ±40 A Phase shift error
compensation;

[35] Hall sensor - Y 250 kHz - 0.50% ±500 A Mechanically flexible
sensor array;

[36] Fluxgate Power
converter Y - 20 kHz 0.03% 15 A DC bias elimination;

[37] Fluxgate +
Rogowski coil

Power
module Y 50 MHz Switching

current - - Hybrid current
sensing; light-size;

[38] Fluxgate - N - Switching
current - ±1.5 kA

Suppress
magnetization
distortion;

[39] Fluxgate Electric
vehicles N - - 0.50% ±500 A Zero-point

drift elimination;

[40] Fluxgate - Y 1–512 Hz - - - Low-noise (SNR:
1.04.2 dB);

[41] GMR - - 100 kHz - ±0.7%
** ±10 mA~20 A Temperature

drift suppression;

[42] GMR PD detection N 1–10 MHz PD pulses - ±4.5 mA(rms) Non-contacting
PD detection;

[43] GMR Power
module Y 1 MHz Switching

current 1.25% ±80 A
Active temperature
drift
suppression circuit;

MR: Magnetoresistance; HVDC: high-voltage dc transmission; -: not mentioned; *: phase error at 1.5 kHz;
PD: partial discharge; STATCOM: static synchronous compensator; **: linearity error; SNR: Signal-to-Noise Ratio.

35



Energies 2025, 18, 1367

Figure 2 shows a schematic diagram of the entire current sampling path, where the
Hall sensor and sampling resistance are utilized for current sampling. The feedback signal
from the sensor first passes through a low-pass filter circuit to eliminate high-frequency
interference and noise. The filtered signal is then amplified by a differential operational
amplifier circuit to convert the feedback signal range into the desired level range, for
example, converting ±5 V to 0–3.3 V. The conditioned signal is then converted into a digital
signal by the A/D conversion circuit. Finally, the digital signal is sent to the Digital Signal
Processor (DSP) for closed-loop control [44].

R

CVin Vout

R1
Vi1

Vi2
R2 R3

Rf

Vo

Current
Sensor

Lowpass
Filter

Operation
Amplifier

A/D
Converter

DSP
Controller

Figure 2. Schematic diagram of the current sampling path.

It should be noted that the CME discussed in this paper refers not only to the “current
measurement error” resulting from the degradation of current sensor performance but also
to the cumulative errors arising from the sensor, filtering circuits, operational amplifier cir-
cuits, and analog-to-digital (AD) conversion in the overall sampling path shown in Figure 2.
Rather than focusing on the specific stages where errors occur, this paper concentrates on
the practical influence of the sampling error, specifically the frequency characteristics of the
additional disturbance signals. On this basis, this paper explores compensation methods
for different types of disturbance signals. According to their harmonic characteristics, these
errors can be classified into the following categories:

(1) High-frequency random error: Due to the resolution limitations of the A/D con-
version circuit, the analog signals are quantized into 2n digital signals, where n represents
the resolution of the A/D conversion circuit. Additionally, the sampled results also involve
measurement noise caused by environmental disturbances. Both quantization errors and
measurement noise lead to high-frequency random errors in the measurement results [45].

(2) High-frequency PWM-induced error: Due to non-ideal factors such as EMI interfer-
ence, current oscillation during the device commutation process, sampling, and PWM delay,
the measured results may deviate from the average current value within one switching
period. This deviation leads to a PWM-induced error between the sampled and desired
data, which threatens the current control performance and the stable operation of current
controllers [46].

(3) Low-frequency offset error: Due to the deviation of the resistance or other parame-
ters from the pre-designed values in each phase conditioning circuit, a constant or slowly
varying low-frequency offset error exists between the measured and desired data. For
example, if the expected measured voltage range is 0–3.3 V, the actual measured voltage
range could be 0.1–3.4 V [47].

(4) Low-frequency gain error: Due to parameter deviations in the conditioning circuit,
the amplification factor in each phase may differ from the pre-designed slope, which leads
to low-frequency gain error. For example, if the expected measured voltage slope is 0.1 V/A,
the actual measured slope could be 0.09 V/A [48].

Figure 3 shows schematics of different types of CME. Figure 3a,b represent high-
frequency random errors and one kind of PWM-induced error, respectively. The current
harmonics generated by these high-frequency errors are typically distributed around the
switching frequency. Figure 3c,d represent current measurement offset errors (CMOE) and
current measurement gain errors (CMGE), respectively. The current harmonics generated
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by these low-frequency errors are typically DC or at the fundamental frequency. High-
frequency errors cause the measured result to deviate from the average current value within
this switching period, affecting the stable operation of current controllers [49]. According
to the findings of [49], at a switching period of Ts, a one-cycle delay error results in a phase
margin reduction of 2πfcTs, where fc denotes the cutoff frequency. However, low-frequency
CMGE and CMOE generate additional torque ripples at the fundamental frequency and
twice that frequency, resulting in additional loss and vibration [50]. According to refer-
ence [44], the typical sources of errors in electric powertrain systems are summarized,
highlighting that CMEs can cause problems such as speed fluctuation, torque ripple, phase
current mismatch, and additional losses.

(a)

(c)

(b)

(d)
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Figure 3. Schematic diagram of different current sampling errors. (a) High-frequency random error.
(b) High frequency PWM-induced error caused by PWM delay. (c) Low-frequency offset error.
(d) Low-frequency gain error.

Additionally, the influence of CME on the drive system depends on the sensor in-
stallation position. Figure 4 shows several installation positions for current sensors. In
driver systems with the installation shown in Figure 4a, CMGE can lead to second torque
and speed ripples. However, in driver systems with a single current sensor, as depicted in
Figure 4b–d, CMGE does not exist. This is because the additional second torque ripple is
caused by the difference in gain coefficients of each phase sensor. Therefore, the problem
does not occur in systems that only use a single current sensor [51,52]. Nonetheless, CMGE
still causes a deviation in the current limit, which can result in the output current either
exceeding the limit or not being fully utilized [53]. This issue is present in drive systems
that use either a single current sensor or multiple current sensors.

For all the topologies in Figure 4, Figure 4a is the most commonly used installation.
Sensors are installed on the output branch in each phase or on the DC bus simultaneously.
For a Y-connected three-phase PMSM, the sum of the three-phase currents is zero. Thus,
only two-phase current sensors are needed to achieve closed-loop current control. However,
in applications requiring high safety, such as elevators and cranes, three-phase current
sensors are utilized to ensure fault tolerance during current sensor failures [48]. The current
sensor installed on the DC bus is commonly implemented in electric vehicles and wind
turbines. [47,54]. For low-cost machine drive systems, only one single current sensor is
used, as shown in Figure 4b,c. In these cases, currents are sampled multiple times in one
switching period, and all phase currents are reconstructed according to different space
voltage vectors [51,52,55]. In addition to the installation described in Figure 4a–c, other
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signal sensor installation positions are studied to improve the performance of the current
reconstruction algorithms at all modulation indices, as shown in Figure 4d [56–58].

Udc Udc

(a) (b)

(c) (d)

UdcUdc

Figure 4. Schematic diagram of different installation positions for current sensors. (a) Sensors
installed on the 2/3 phase output branch or the DC-bus. (b) Sensors installed only on the DC-bus.
(c) Sensors installed on the phase-to-phase interleaved branch. (d) Sensors installed on the DC-bus
and the interleaved branch between phase output and DC-bus.

The influence of CME is also related to the implemented control strategy. In drive
systems that use disturbance rejection control algorithms, CMEs affect the accurate com-
pensation of disturbances [59]. In multi-phase control systems, CMEs can cause an output
power imbalance between different winding sets [60]. In open-wound control systems,
CMOE may couple with the zero-sequence circulating current, which leads to non-zero
circulating currents [61].

3. Compensation for Current Measurement Error

3.1. High-Frequency Current Measurement Error

According to Figure 3, CME can be divided into high- and low-frequency components.
The different spectral distributions result in varying impacts and compensation methods for
the two types of CME. In this section, two kinds of high-frequency CME, namely, random
noise and PWM-induced error, and their compensation methods are briefly introduced.

(1) Random Noise: Random noise includes measurement noise and quantization noise.
In drive systems that use proportional-integral (PI) controllers, reducing the bandwidth
of the PI controller can suppress the influence of random noise; however, this will also
reduce the dynamic characteristics of the current controller. In drive systems that use model
predictive control and direct torque control, random noise directly affects the selection of
voltage space vectors, significantly impacting the total harmonic distortion (THD) of the
output currents.

(i) Software Method: The compensation of measurement noise can be achieved through
software or hardware-based methods. For software compensation, low-pass filters (LPF),
moving average filters, recursive least squares (RLS) [62], and Kalman filters [59,63] are
effective techniques for pre-filtering the measured currents. In [64], a compensation method
based on a Luenberger observer was proposed, which effectively suppresses the influence
of measurement noise on the voltage vector selection of MPC. Similarly, a parallel cascaded
extended observer was proposed in [65], which effectively suppresses high-frequency
measurement noise in direct torque control.

38



Energies 2025, 18, 1367

(ii) Hardware Method: Due to the limitation of the switching period, hardware-based
techniques are more effective solutions compared to software filtering. Using resistors and
capacitors to form a first-order LPF circuit is a widely adopted method in engineering;
however, there is a trade-off between noise suppression and transmission delay. A variable-
gain ADC conditioning circuit is designed in [66] to achieve full ADC range utilization
considering the different amplitudes of the input signals. The enhanced data acquisition
system with this circuit significantly suppresses the random noise of the measured signal
and enhances the accuracy of online machine state monitoring. In addition, oversampling
is also an effective solution [67]. In sensorless drive systems, oversampling significantly
improves position estimation and current measurement accuracy [68,69].

Many chips in machine control systems are equipped with oversampling capabilities.
For instance, in the TI C2000 digital signal processor (DSP), oversampling can be achieved
by modifying the registers of the ADC peripheral [70]. Similarly, in ADI’s AD7606 chip,
adjusting the voltage of the OS pin allows for the adjustment of the oversampling mode [71].

However, regardless of the chip used for implementation, the oversampling factor
Mos can be utilized to characterize different oversampling levels. A higher Mos results
in improved suppression of random noise. The suppression effect of oversampling on
random noise can be evaluated using the signal-to-noise ratio (SNR), which can be defined
as follows:

SNR = 10lg
Ps

Pn
(1)

where Ps and Pn are the signal and noise power, respectively. Oversampling technology
allows ADC circuits to attain higher effective resolution and significantly decrease the SNR
of measured results. Theoretically, with each four-fold increase in Mos, the SNR of the input
signal is expected to rise by 6 dB, and the ADC’s resolution will also increase by 1 bit [70].
Figure 5 shows the relationship between SNR improvement and Mos for the oversampling
operation of the AD7606 chip [71]. It can be seen from Figure 5 that oversampling at
different Mos levels improves the low-frequency SNR of the input signals. However, when
Mos becomes too large, the improvement in SNR diminishes, and the high-frequency SNR
may even decrease. Although oversampling can significantly improve SNR and equivalent
resolution, it also entails some performance trade-offs. Higher Mos raises the execution
time of the sampling process, thereby decreasing the maximum sampling speed of the
ADC. According to the Nyquist sampling theorem, this operation limits the maximum
bandwidth of captured signals.

Figure 5. Signal-to-noise ratio of oversampling operation under different oversampling factor Mos [71].
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Figure 6 shows the schematic of the oversampling operation when Mos = 4, where the
blue dashed line and the black solid line represent the ideal and noisy signals, respectively,
and the red triangles represent the measured points. If a 0–3 V signal is sampled with a
12-bit ADC, the sampled result for a 1.5 V signal should be 2048. However, noise causes
a deviation in the sampled result. By using oversampling, four consecutive data points
are collected, accumulated, and then down-sampled to obtain the equivalent oversampled
result. Compared to single sampling, oversampling effectively suppresses the impact of
random noise. The sampled results are closer to the actual values.
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Figure 6. Schematic diagram of oversampling to suppress the random noise of measurement.

Apart from oversampling techniques, Σ-Δ ADC conversion technology is also an
effective method for attenuating high-frequency random noise [72]. This technology was
initially used for precise temperature measurements and audio processing. Compared
to traditional successive approximation register (SAR) ADCs, Σ-Δ ADCs can achieve
16–18 bits of resolution even without special fine-tuning or calibration [73].

Figure 7 shows the block diagram of the Σ-Δ ADC [74]. The random noise in the input
signal is initially mitigated through an oversampling operation, followed by digital filtering
and a decimation structure to resample it with fs. Subsequently, the noise is shaped using
the Σ-Δ modulator, concentrating the noise energy in the high-frequency band. Finally,
the shaped noise is attenuated again by the digital filter and the decimation structure to
complete the Σ-Δ conversion process.
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Figure 7. Block diagram of the Σ-Δ ADC techniques.

The Σ-Δ modulator serves as the central structure in all Σ-Δ conversion processes,
facilitating noise shaping to significantly improve noise attenuation effects. Figure 8 shows
the block diagram of a first-order Σ-Δ modulator. By employing closed-loop regulation
of the integrator and comparator, sinusoidal signals are transformed into PWM signals
with amplitudes of ±Vref. A study in [72] compared the noise suppression capabilities
of oversampling operations and Σ-Δ-type ADCs. The analysis results validated the re-
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markable noise suppression capabilities of the Σ-Δ modulator. Compared to oversampling
techniques, the Σ-Δ type ADC enhances the SNR by nearly 20 dB.
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Integrator
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Figure 8. Block diagram of the Σ-Δ modulator [74].

(2) PWM-Induced Error: Compared to random high-frequency noise, the frequency of
PWM-induced error typically aligns near the switching frequency, fs. Notably, switch noise
and computational delay are two typical PWM-induced errors.

(i) Switching Noise: Switch noise-induced errors are associated with the use of wide-
band gap devices, such as SiC. While SiC devices shorten switching time, they also exacer-
bate current oscillations during the switching process. If the moment of current sampling
closely coincides with the switching process, these current oscillations can lead to deviations
in the sampled results from the average current within one switching cycle. Consequently,
this phenomenon degrades the current closed-loop control performance and results in
output current distortion [75]. Moreover, the rapid switching of SiC devices can result in
serious electromagnetic interference (EMI) problems, which may cause the ADC circuits
to produce error signals correlated with the PWM frequency. This phenomenon similarly
degrades the performance of the drive system [76].

To address these issues, some device drive circuits use fiber optic interfaces instead
of traditional isolation transformers to enhance electrical isolation [77]. Furthermore,
in [78], both the driving and sampling signals are optically isolated and transmitted to the
DSP. These optimized hardware designs effectively address EMI interference issues in the
transmission lines. However, the additional fiber optic interfaces increase the cost of the
drive system and complicate the design of the system’s auxiliary power supply.

Another solution to PWM-induced error is the use of digital filters. A moving average
filter (MAF) is a commonly used solution to suppress random white noise errors. However,
for intermittent, non-stationary PWM-induced errors, especially when the number of
erroneous sampling points is high compared to the total number of points in the sampling
window, the performance of this MAF method is less effective. According to the analysis
results in [79], any presence of switching noise can affect the averaged result. Thus, the
MAF can only partially mitigate the effect of switching noise.

The median filter (MDF) was proposed to suppress switching noise-induced errors,
combined with an amplitude band-pass filter to eliminate sampling points with instanta-
neous amplitude violations, effectively reducing EMI issues. The MDF can be expressed
as follows:

ismd[k] = Median(is[k], is[k − 1], . . . , is[k − (N − 1)]) (2)

where is[k] represents the sampled stator current at time k, and N is the number of sample
points for the MDF window. The “Median” function selects the median value from the
sorted set of N samples, averaging the middle two if N is even. It is shown in [79] that
if the influence of switching noise does not exceed half the peak-to-peak value of the
current ripple, MDF can eliminate the undesired wrong sampling results by sorting the
noise-affected points to both sides of the sampling window. When switching noise-induced
CME exceeds half the current ripple’s peak-to-peak value, [80] suggests adding a repetitive
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ripple removal (RR) algorithm to the MDF to solve this problem. The transfer function of
the RR controller GRR(s) can be expressed as follows:

GRR(s) =

(1 + R)

(
1 −

(
z−N − 1

N

N
∑

q=1
z−q

))

1 −
(

z−N − 1
N

N
∑

q=1
z−q

)
+ R

(3)

where R = 0.125 is used to adjust the time constant of GRR(s) to approximately 10 Ts [81].
The basic principle of the RR controller is to estimate and suppress periodic disturbances
using an internal model structure. Figure 9 shows the schematic diagram of the MDF and
the combination of MDF and RR. The blue curve represents the real current, the yellow
curve represents the average current, and the black discrete stair represents the sampled
current. The black and red sampling points represent correct and noise-affected samples,
respectively. As shown in Figure 9, when PWM-induced errors exceed half the peak-to-peak
ripples, MDF cannot filter out the erroneous sampling points. However, with the help of
RR, the bad points are identified and can still be sorted into the two sides of the sampling
sequence after MDF, which demonstrates the effectiveness of the RR structure.
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Figure 9. Schematic diagram of the median filter (MDF) and the MDF with a repetitive ripple removal
structure (RR).

(ii) Computational Delays: The second type of PWM-induced CME is caused by
computational delays. The delays in PWM updates and ADC sampling lead to the sampled
current deviating from the average current during the switching cycle, which reduces the
stable operating range of the current controller. Although the sampling process itself is not
inherently problematic in this case, the sampled result deviates from the current expected
by the controller. Therefore, this paper still reviews the related studies for the sake of
generality. Based on the analysis in [82], the delay between the ADC and PWM update in a
single-sample, single-update driving system is Ts.
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To address this issue, one approach is to perform multiple PWM updates within one
switching cycle. Figure 10a,b compare the control frameworks for single-sample single-
update and single-sample dual-update, respectively, where the yellow triangular wave
represents the carrier, the blue solid line is the modulation wave, and the green curve is
the output PWM voltage. The red and blue arrows indicate the time points for triggering
the ADC and PWM updates, respectively. The purple Td denotes the delay time between
ADC sampling and PWM update. Compared to the single-update algorithm in Figure 10a,
the dual-update algorithm significantly reduces the delay from ADC sampling to the duty
cycle update. A multi-sample, multi-update structure can further reduce this delay, but it
demands higher bandwidth for current sampling and a faster processing speed from the
processor. In some algorithms, an FPGA is also required, which increases the complexity of
system design and hardware costs [83].
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ADC ADC ADCCalculation Calculation Calculation Calculation

Ts
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update
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ADC

Carrier

PWM
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Current Sample
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update

Td
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(b)

Figure 10. Comparison of the delay time between the single-sample single-update and single-sample
dual-update control algorithms. (a) single-sample single-update control alogrithm; (b) single-sample
dual-update control alogorithm.

In addition, adjusting the execution order of each controller task, such as ADC, con-
trol computation, and PWM updates, can help reduce the equivalent delay. A method
for decreasing PWM updates is proposed in [84], which places time-consuming control
computation, such as integration and resonance, outside the ADC sampling and PWM
update processes, thereby minimizing the delay between them. Based on this, [49] pro-
posed a control architecture to ensure minimized update delays for all driving systems
that use any number of current controllers while maintaining anti-windup characteristics.
This algorithm advances the outer loop control program and decomposes the inner loop
control program into necessary pre-calculation and post-calculation parts. The addition
of more current controllers only increases the post-calculation time and does not affect
the pre-calculation part. As a result, this architecture effectively minimizes the delay from
ADC sampling to duty cycle update.

3.2. Low-Frequency Current Measurement Error

In this section, two typical types of low-frequency CME, namely, current sampling
offset error (CMOE) and current sampling gain error (CMGE), as well as their compen-
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sation methods, are briefly introduced. Compared to high-frequency CME, these two
low-frequency CMEs lead to additional fundamental and twice-frequency ripples in the
output torque. Since these two errors are usually considered and compensated together,
the following studies are classified and introduced according to different compensation
methods for clarity.

(1) Offline Compensation Method: Offline compensation of CME is the most common
method in engineering. These methods are typically used during the initial debugging
of the drive system or for pre-correction before factory delivery. In [85], an offline CMGE
compensation method is proposed, in which the PMSM operates in standstill mode, and
the currents are closed-loop controlled in the stationary frame, and the dq-axis currents, id
and iq, and the midpoint current are sampled while ensuring that iq = 0. This method is
simple and offers excellent compensation results; however, it requires precise resistance
measurements and the use of three current sensors.

An offline CMGE compensation method is proposed that analyzes the compensation
ability under resistance asymmetry conditions [48]. However, this method still requires
three current sensors, and the rotor of the PMSM must be locked. In [53], an offline
compensation method based on elliptical trajectories and sequence signal injection is
proposed. By correcting the midpoint current, this algorithm can effectively suppress the
influence of resistance offsets and inverter non-linearity on compensation performance,
thereby improving the precision of offline compensation. Furthermore, both the deviation
and average components of CMGE are analyzed and compensated.

(2) Online Compensation Method: Due to factors such as temperature drift and
aging, the CME slowly changes during PMSM operation. These varying errors cannot be
addressed by the offline compensation methods mentioned above. Since CMOE and CMGE
cause additional fundamental and twice-frequency harmonics, several online compensation
methods based on characteristic harmonics suppression have been extensively studied.

(i) Signal Injection-Based Method: By injecting fixed frequency signals into the regu-
lated currents, the magnitude and phase of the feedback signals can be used to indirectly
estimate CMOE and CMGE. Zhang et al. [86] proposed a compensation method in which
additional CMOE and CMGE are injected. Then, CMEs are estimated by detecting the
variation in the speed harmonic magnitude. However, this method is unsuitable for varying
speed conditions, and the injected additional CMEs lead to more torque ripples.

Besides injecting additional CME, injecting high-frequency (HF) signals is also an
effective means of compensating for CME. With the help of rotational transformation
and the amplitude and phase information of high-frequency negative sequence harmonic
currents, CME can be reconstructed [87]. Compared to the method in [86], this approach
increases the frequency of the injected signal, thereby reducing the negative effect on
torque ripples. Further, [60] proposed an HF injection-based CMGE online compensation
method for a dual three-phase PMSM. The measured currents are decoupled into the
fundamental and harmonic subspaces via vector space transformation (VSD). Since HF
signals are injected only into the harmonic subspace, this algorithm has a minimal effect on
torque ripple. Additionally, Lu et al. proposed a CME compensation method for electric
vehicle drive systems [88]. This algorithm injects reverse voltage vectors to construct
additional constraints. The calculation for reconstructing CME is significantly reduced.
This method does not require continuous signal injection, further reducing the undesired
ripples. However, it necessitates an additional DC-bus current sensor and is unsuitable for
systems that only have phase current sensors.

(ii) Speed Harmonic-Based Method: Whether HF or low-frequency (LF) signals are
injected, almost all of these methods affect the output torque and vibration noise. However,
closed-loop compensation algorithms based on harmonic extraction do not have this issue.
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In 1998, Chung et al. proposed a CME compensation method based on speed har-
monics [50]. It reveals that CMOE and CMGE can be considered fundamental and as the
second load disturbances. The speed harmonics are separated using spectral analysis and
extracted through the proportional-integral (PI) controller, thereby enabling closed-loop
compensation for CME. However, this algorithm requires the parameters of the mechanical
system, such as damping and inertia. In [89–91], the authors proposed replacing the PI
controller in the speed controller with a proportional-resonant (PR) or repetitive controller,
thereby achieving indirect suppression of errors caused by CME. In [92,93], iterative learn-
ing or repetitive learning methods were proposed for CME compensation. However, both
methods require real-time online learning or fitting, which leads to a significant computa-
tional burden. In [94], an improved adaptive selected harmonic elimination algorithm was
introduced to compensate for CME. This algorithm extracts the speed harmonics and then
achieves compensation for CME with the help of the phase relationship between the d-axis
and q-axis harmonic currents.

However, these speed harmonic-based compensation methods in [50,89–94] only sup-
press the additional speed harmonic disturbances caused by CME but do not compensate
for the CME itself. This means that these methods are not suitable for conditions with
varying loads and speeds. Moreover, these algorithms always need to be executed during
the operation of PMSM, which leads to a greater computational burden. Therefore, they
also affect the performance of the original control algorithms under low-speed [91] and
variable-speed conditions [89,90]. Additionally, the amplitude of torque and speed har-
monics at different fundamental frequencies is dependent on the mechanical damping and
inertia parameters, which can be expressed as follows [50]:

Δωm = − s
Js2 +

(
Kps + B

)
s + Kis

ΔTL (4)

where J and B are damping and inertia parameters, respectively, and Kps and Kis are the pro-
portional and integral parameters of the speed controller, respectively. The speed harmonic
magnitude first increases and then decreases as the fundamental frequency increases [50].
Considering that torque harmonics and current harmonics are approximately proportional,
the compensation performance of the speed harmonic-based CME compensation method
deteriorates at both low and high frequencies.

(iii) Current and Voltage Harmonic-Based Method: Compared to speed harmonic-
based CME compensation methods, current and voltage harmonic-based methods are not
affected by mechanical system parameters and have been widely studied.

Figure 11 shows the general block diagram of a CME compensation algorithm based
on current and voltage harmonics. The blue part represents the filter used to extract
harmonic components from the current and voltage, and in the red part, harmonic voltage
and current information are used to reconstruct and compensate for CME.

A CME compensation method using Support Vector Regression (SVR) was proposed
in [95], which considers both inverter nonlinearity and parameter uncertainty. The authors
of [96] introduced a non-intrusive CMGE compensation method. However, this method
requires the tested machine to be controlled to a short-circuit state. Additionally, prior
knowledge of the short-circuit current characteristics of each machine is needed, which
limits its general applicability.

Considering the machine control system under normal operating conditions with
limited computational resources, a CMGE reconstruction approach based on the harmonic
spatial effects of CMGE was proposed [97]. However, this method requires three current
sensors. To improve applicability, a CME compensation method using two phase current
sensors was proposed, in which the effect of the speed controller on CME compensation
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performance was analyzed [98]. However, this algorithm is not applicable when the
current controller is saturated. To address this issue, S.-I. Kim et al. introduced an online
compensation algorithm for CMOE, which enables its application under current saturation
conditions [99], but the compensation of CMGE has not been considered. To compensate
for the CMOE and CMGE simultaneously, a voltage harmonic-based compensation method
was proposed [100], but it does not consider the impact of parameter mismatch, and the
convergence of the estimated result is relatively slow.
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Figure 11. General block diagram of current sampling error compensation based on voltage and
current harmonics.

A CME vector reconstruction technique was proposed in [101], in which the funda-
mental and harmonic components induced by CME are decoupled by a single-frequency
suppressor. While this method enables rapid CME compensation, the overall compensation
accuracy remains insufficient. The angle-domain definite integral approach is employed
to extract current harmonics and reconstruct CME in [102,103]. This method achieves
high-precision compensation; however, the performance under varying speed and load
conditions has not been thoroughly examined. An online compensation method for CMOEs
based on state observers is introduced in [104], which accounts for the influence of load and
speed variations, as well as parameter deviations, on compensation performance. M. Hu
et al. proposed an LPF-based compensation method for CMOE in [105], in which the effect
of transients and saturation are considered. Filter parameters are also designed. However,
compensation for CMGE is not provided.

An online CMOE compensation method based on an expanded state observer was
introduced in [106], which effectively mitigates the influence of parameter deviations and
ensures consistent compensation accuracy at different speeds. Kyung-Rae Cho et al. pro-
posed a structure comprising a resonant observer and a residual compensator in [107], while
a compensation method utilizing a virtual winding structure was proposed in [108]. Both
methods enable simultaneous compensation for CMOE and CMGE without dependence
on motor parameters and provide rapid compensation with high efficiency. Additionally,
the modified complex coefficient filter can be used to compensate for CME. Beyond the
advantages mentioned above, this method demonstrates satisfactory performance under
varying speeds and loads [109].

(iv) Current and Voltage Harmonic-Based Method: Table 2 presents a comparison of
the characteristics of various low-frequency CME compensation algorithms in machine
drive systems. In addition, to further analyze the performance of different methods based
on speed harmonics, high-frequency injection, voltage harmonics, and current harmonics,
simulations of the methods in [87,94,100], and [109] were conducted.
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Figure 12 illustrates the simulation results of the CME compensation algorithm based
on speed harmonics in [94]. The compensation process is divided into three stages: “Nor-
mal”, “CME injection”, and “CME compensation”, which are represented by blue, red, and
green regions, respectively. The reference values for CMOE are oα_ref = 0 A and oβ_ref = 0.2 A,
while the reference value for CMGE is gαβ_ref = 0.2. The amplitude of the fundamental
current is 2 A. It can be seen in Figure 12 that the estimated value of CMOE (oαβ) effectively
converges to its reference value after enabling CME compensation. However, the negative
sequence currents iαβn, rather than CMGE, are compensated. Consequently, this algorithm
is not suitable for compensating for the negative sequence disturbance under variable
load conditions.
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Figure 12. Simulation results of the CME compensation algorithm based on speed harmonics.

Figure 13 presents the simulation results of the CME compensation algorithm based on
HF injection in [87]. The compensation process is divided into four stages: “Normal”, “CME
injection”, “HF injection and compensation”, and “Completion of CME compensation”,
represented by blue, red, purple, and green regions, respectively, where oα_ref = oβ_ref = 0 A
and gαβ_ref = 0.2. It is worth noting that since HF signals do not affect CMOE, this algorithm
is only suitable for compensating CMGE. It is evident in Figure 12 that after enabling HF
injection, the estimated gαβ rapidly converges to the reference value. Although HF injection
introduces additional losses, the estimated results can be locked after convergence, thus
preventing the long-term operation of this compensation algorithm.
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Figure 13. Simulation results of the CME compensation algorithm based on HF signal injection.

Figure 14 shows the simulation results of the CME compensation algorithm based on
voltage harmonics in [100]. The experimental conditions are identical to those in Figure 12,
and the compensation process can be divided into the same three stages. It can be seen
in Figure 14 that although the estimated results for both CMOE and CMGE gradually
converge to their reference values after 2 s, the overall convergence speed is relatively slow.
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Additionally, there is a noticeable overshoot in the estimated result of CMOE. This indicates
that the compensation algorithm, which relies solely on voltage harmonics, requires further
improvement to enhance its response performance.
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Figure 14. Simulation results of the CME compensation algorithm based on voltage harmonics.

Figure 15 shows the simulation results of the CME compensation algorithm based on
current harmonics in [109]. The experimental conditions are the same as those in Figure 12,
and the compensation process follows the same three stages. It can be seen that after
enabling the compensation algorithm at 2 s, all estimated results rapidly converge to the
reference value within 1 s. Moreover, the estimated results can be locked after stabilization
to improve their applicability under varying operating conditions, which demonstrates the
excellent performance of this current harmonic-based compensation algorithm.
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Figure 15. Simulation results of the CME compensation algorithm based on current harmonics.

3.3. CME in Special Topologies

In addition to the typical online compensation methods mentioned above, there are
several specialized CME compensation algorithms with current sensor installations, as
shown in Figure 4. For instance, in the three-phase, four-bridge-arm drive system, a current
reconstruction technique based on fixed-point sampling was proposed in [56], in which the
difference between the positive and negative bus currents is measured by a signal current
sensor. By specifying the current during different switching states and predicting the
current slope based on each state, compensation for the deviation of the sampled current
from the average current within the current period can be achieved.

49



Energies 2025, 18, 1367

An all-current-survivable algorithm was proposed in [110] by adding three additional
sensors that sample the sum of DC-bus and phase currents. This installation method ensures
that errors or faults in any individual sensor do not impact the normal operation of the
drive system. Additionally, a CME compensation method with a similar sensor installation
was proposed in [57], which significantly reduces the computational burden by avoiding
additional filters or observers. For a dual-PMSM-based system, fast calibration can be
achieved through a consistency calibration method [111], which enables the simultaneous
calibration of two sets of three-phase windings within 1 s. Furthermore, with the help of
an additional DC-bus sensor, an orthogonal pulse modulation carrier strategy combined
with fixed-point sampling was proposed in [54], which can reconstruct and compensate for
CME with some simple algebraic calculations.

4. Future Trends

The high-performance demands in fields such as CNC machine tools and servo drives
have posed significant challenges to both hardware and software design. Sensor errors,
especially CME, have emerged as crucial factors influencing the control performance of
drive systems. The analysis and compensation of CME have been widely studied and
developed over the past two decades. Future research trends in this area can be categorized
into the following aspects:

(1) Analysis of the Influence of CME under Different Topologies: The effects of CME
vary across different topological structures and deserve further investigation. In drive
systems utilizing wide-bandgap devices, parasitic capacitances between the inverter and the
sensor can result in additional HF switching noise induced by CME [112]. The generation
mechanism of this error was carried out by establishing a model of the parasitic parameters
of the drive system. Additionally, the influence of this error on HF injection-based sensorless
algorithms is analyzed. Similar LF or HF disturbances due to CME can also occur in other
types of power electronic converters. For instance, in three-phase grid-connected inverters,
errors from additional voltage sensors may couple with CME, thereby affecting fault
detection and compensation performance [113–115].

Additionally, the compensation algorithms for CME in multi-phase machines [60] and
low-carrier ratio scenarios [69] are worth further exploration. In circuit topologies with
special current sensor placements, as illustrated in Figure 4, the compensation performance
of CME may be improved. However, this also introduces some specific issues. For example,
in drive systems with a single current sensor, there exists a region in the space voltage
vector where current reconstruction cannot be achieved, leading to current distortion in
closed-loop control [56]. Moreover, in systems utilizing position sensors such as resolvers
and Hall sensors, measured position signals can also induce errors similar to CME. The
combined effects of CME and position errors on the drive system should also be explored
further [116].

(2) Compensation for Different Components of CME: CME includes both HF and LF
components. For the HF component, existing manufacturing processes have successfully
implemented oversampling techniques [70,71] and Σ-Δ ADC technology [73,74] in hard-
ware that significantly enhance the SNR for random noise. Therefore, in applications with
fewer cost constraints, suppressing random noise through software algorithms may no
longer be a valuable area of research. However, with the use of wide-bandgap semiconduc-
tors that have faster switching speeds, the influence of PWM-induced non-random error
has become increasingly significant [112]. Especially in cases with high environmental
EMI [75] or in which the sensor range is not fully utilized [66], the causes of PWM-induced
errors and their compensation strategies still require further investigation. For some special
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applications, such as those with low inductance and a high carrier ratio, the influence of
PWM-induced errors may become more significant.

In the compensation methods for the LF component, offline compensation methods
cannot compensate for real-time varying errors caused by temperature drift and aging.
Signal injection-based methods introduce additional losses and torque ripples. The perfor-
mance of methods based on speed harmonic extraction is limited by load, damping, and the
fundamental frequency. Therefore, compensation methods based on voltage and current
harmonics are expected to be a key area for future development. Moreover, improving
the CME compensation performance to achieve satisfactory accuracy at any fundamental
frequency is crucial [106]. Furthermore, enhancing the applicability of compensation algo-
rithms under startup, acceleration, deceleration, and load variation conditions is a critical
direction for future research [104,105].

(3) Interaction between CME and Other Algorithms: For drive systems with multi-
sampling and multi-update PWM, the ADC process is more susceptible to the influence
of PWM switching noise, which in turn causes the measured results to deviate from the
actual currents. Moreover, CME also depends on the magnitude of overshoot during the
device commutation process. For sensorless control algorithms based on observers, the
LF components of CME lead to additional negative sequence disturbances in the position
estimation results [117]. For sensorless algorithms based on HF injection, PWM-induced
errors cause regular deviations in position estimation values [112]. In drive systems using
two-phase current sensors, the random noise in CME is significantly higher than in systems
using three-phase current sensors, which reduces the SNR of the estimated position [118].
Finally, for fault diagnosis algorithms such as high-resistance connections, inter-turn short
circuits, and machine eccentricity, LF CME also affects estimation accuracy and can even
lead to fault misdiagnosis in severe cases. Identifying the differences between these faults
and CME requires further investigation.

(4) Sensor Fault Diagnosis and Fault-Tolerant Control: In addition to generating HF
and LF errors, current sensors can also produce other non-periodic errors due to line
damage and power supply loss. Diagnosing different sensor faults and improving the
fault tolerance capability of current sensors are crucial research directions. A diagnostic
technique for common faults in IPMSM is proposed in [119]. The algorithm injects HF
signals and combines current responses to construct multiple fault indicators for identifying
inter-turn short circuits, CMOE, and CMGE. However, the application of this algorithm
in SPMSM requires further investigation. In [120], for SPMSM, a method is proposed
for diagnosing and locating current sensor faults, which can distinguish the number and
location of faulty sensors. The authors of [121] present a fault-tolerant algorithm for
current sensors in IPMSM, in which state observers are constructed to estimate current
results in real time, thereby enabling speed closed-loop control, even with a single-phase
sensor or no current sensor. However, mismatched machine parameters can affect control
performance. The authors of [122] propose a current sensor fault diagnosis method based
on a Multichannel Global Maximum Pooling CNN, which diagnoses not only CMOE and
CMGE but also broken-line faults and stuck faults.

5. Conclusions

This paper provides an overview of the existing analysis and compensation methods
for CME in PMSM. These studies include the current sampling path and classification of
CME, the effects of CME on various topologies and control algorithms, and the different
techniques for CME compensation. From a frequency perspective, CME consists of two
main components: HF and LF. HF errors include random noise and periodic PWM-induced
errors. Some hardware chips equipped with oversampling and Σ-Δ ADC functions can
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effectively address the issue of random noise. However, PWM-induced errors are related to
current oscillations during the device commutation process and ADC delays, necessitating
modifications to the control program. LF errors include CMOE and CMGE. Compensa-
tion methods based on signal injection introduce additional losses, vibrations, and noise.
Methods based on speed harmonic extraction exhibit decreased performance at both low
and high speeds. In contrast, voltage and current harmonic-based methods provide rela-
tively superior performance. Finally, trends in the development of CME influence analysis,
compensation, and sensor fault-tolerant strategies are discussed.
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Abstract: Active disturbance rejection control is implemented in a LC-filtered surface-
mounted permanent magnet synchronous motor (SPMSM) drive system to enhance current
control dynamics. However, the combined effects of computation one-beat delay and the
pulse-width modulation zero-order hold (ZOH) effect significantly degrade system stability
and dynamic performance. To address these limitations, an improved predictive extended
state observer (ESO) with an accurate ZOH discretization method is proposed to ensure fast
and robust dynamic performance. The predictive ESO predicts one beat to compensate for
the delay effect, while the ZOH discretization yields a more precise discrete dynamic model
of the system. These combined improvements substantially enhance the system’s phase and
gain margins, leading to superior dynamic performance. Furthermore, a discrete-domain
transfer function of the control system is analytically derived, with the control parameters
systematically designed using frequency-domain analysis to guarantee robust performance.
Experimental validation on a LC-filtered SPMSM drive system demonstrates remarkable
enhancement in current control dynamics while maintaining sufficient robustness.

Keywords: LC filter; active disturbance rejection control (ADRC); computation delay;
zero-order hold (ZOH); predictive extended state observer (ESO)

1. Introduction

In pursuit of reliable operation and high torque density, a surface-mounted permanent
magnet synchronous motor (SPMSM) is frequently applied to a system with voltage-source
inverter (VSI) connected [1]. For applications such as long-cable fed drive [2], wide-bandgap
semiconductor-based VSI [3] and high-speed motor systems [4], an LC filter is needed to
suppress the negative effects of high dv/dt in PWM waveform on the stator insulation
of SPMSM. The integration of an LC filter in the system may introduce resonance issues,
significantly degrading the dynamic performance of motor current control, thereby limiting
its applicability in high-performance applications [5]. Therefore, developing a control
strategy with enhanced dynamic response becomes crucial.

Extensive research efforts have been devoted to developing advanced control strategies
for LC-filtered SPMSM current regulation, as evidenced in [6–17]. These approaches
encompass model predictive control (MPC) [6–8], active damping techniques (AD) [9–11],
and triple-cascaded proportional-integral control (TCPI) [12,13]. These methodologies
demonstrate substantial improvements in resonance attenuation and dynamic response
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compared to conventional PI controllers [14]. However, they are intrinsically limited by
the fundamental constraints of digital control systems. Specifically, the inevitable one-beat
computational delay and zero-order hold (ZOH) effects pose significant challenges. These
inherent limitations present significant challenges in achieving further enhancements in
transient response performance.

Digital control, with its high programmability and widespread industrial use, is
limited by one-beat delay and ZOH effects. In traditional continuous-domain controller
design, the one-beat delay and ZOH effect can be approximated as a delay of one and a half
sampling periods [15,16]. In motor control, this delay is represented as a lagging angle in
the rotating dq-axis, providing an equivalent spatial interpretation of digital computation
delay [17]. Such delays can generate output voltages with phase retardation in both d-axis
and q-axis, resulting in reduced stability margins and degraded dynamic performance [18].

To deal with the one-beat delay and ZOH effect in SPMSM control without LC filter,
there are strategies, including the phase-lead corrector [19,20], deadbeat prediction [21,22],
and discrete-domain pole-zero assignment [23,24]. The phase-lead correction method
proposed in [19] is popularly used in motor control applications. In this method, the
time-delay effect is compensated by introducing a phase-lead correction prior to the inverse
Park transformation. This correction is achieved by calculating the hysteretic rotation
angle through the product of the measured angular velocity and one and a half sam-
pling periods [20]. While effective, this phase-lead correction method exhibits limited
dynamic performance [25] and may lead to system instability under high-speed operating
conditions [26]. Deadbeat prediction has emerged as a prevalent delay compensation
technique in digital control systems. This method employs system model-based one-beat
prediction to counteract the computational delay inherent in digital processors, thereby
significantly enhancing transient response characteristics [21,22]. Nevertheless, its perfor-
mance is critically dependent on precise parameter matching. Practical implementations
reveal that parameter deviations can induce oscillatory instability and steady-state tracking
errors, severely degrading system robustness. In comparison, discrete-domain pole-zero
assignment demonstrates superior parameter robustness through explicit specification of
closed-loop pole locations [23]. By incorporating the time delay as an inherent component
of the discrete system model, this approach achieves effective delay compensation while
maintaining stability margins [24]. However, the absence of predictive compensation
necessitates conservative phase margin allocation. Therefore, the advantages of deadbeat
prediction and discrete-domain pole-zero assignment can be combined to generate one-beat
prediction while ensuring system robustness through pole placement.

Active disturbance rejection control (ADRC), a derivative of the classic PID controller,
retains the strong practical applicability and ease of parameter tuning characteristic of PID
controllers. By employing a tracking differentiator (TD), extended state observer (ESO), and
state error feedback (SEF), ADRC significantly improves both the dynamic response and
robustness of the system [27,28]. An observer-based control method has been extensively
applied in SPMSM drive systems, including address parameter uncertainties [29], current
control [30], speed regulation [31], and sensorless control strategies [32]. In the field
of LC-filtered SPMSM control, current control systems face heightened susceptibility to
multiple disturbance sources. These include pronounced resonance phenomena induced
by LC filter dynamics and cross-coupling effects between dq-axes, which can collectively
drive the system towards instability if not properly compensated. Owing to its superior
disturbance rejection capabilities, ADRC has witnessed expanding industrial adoption,
particularly in applications requiring robust resonance attenuation and rapid dynamic
compensation [33–36]. The application of ADRC has been further extended to LCL-type
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grid-connected inverters, where it effectively mitigates resonance phenomena and reduces
current harmonics. Building on these developments, a third-order ADRC architecture was
proposed in [34], which introduces the estimated first derivative of current as an additional
damping term for resonance suppression. Alternative approaches include the first-order
system approximation method in [35], which leverages capacitor current feedback to
provide inherent damping characteristics. The resonant ESO technique in [36] estimates
resonance information for adaptive controller design. However, despite these significant
contributions, existing methodologies have not adequately addressed the critical challenges
posed by computational delays and discretization effects in digital control systems.

Various improved discretization methods have been proposed for its practical imple-
mentation. In the transition from continuous to discrete domain, a current-observer-based
observer structure was developed in [37], while [38] employed the Euler method to derive
the discrete observer matrix. Predictive schemes have been effectively incorporated into
ADRC to mitigate delay effects [39,40]. The study in [39] cascades a Smith predictor with
the ADRC observer, demonstrating superior uncertainty tolerance and delay compensation
compared to conventional prediction methods. Furthermore, Ref. [40] introduces a predic-
tive ADRC design utilizing fixed-time prediction instead of the Smith predictor, achieving
enhanced robustness and faster dynamic response. However, these ADRC discretization
approaches fail to specifically address the one-beat computation delay, and the ZOH effect
remains unmitigated. Consequently, the dynamic performance of ADRC-based current
control in LC-filtered SPMSM systems cannot be guaranteed.

Although Euler discretization and current observers offer structural simplicity and
implementation ease, their direct applications in LC-filtered SPMSM current control demon-
strate limited performance. This limitation stems from two fundamental issues: Euler
discretization inadequately represents the discrete dynamics of PWM voltage inputs, while
current observers fail to compensate for the inherent one-step computation delay in digital
control. These deficiencies amplify resonance issues in LC-filtered SPMSM systems, signifi-
cantly degrading both phase and gain margins. Consequently, the dynamic performance of
ADRC-based current control is substantially compromised, restricting the application of
LC-filtered SPMSM in high-performance drive systems requiring fast dynamic response.

To address these limitations, this paper proposes an enhanced ADRC discretization
method. The proposed method improves the current control loop by incorporating ZOH
discretization instead of Euler discretization and introducing an improved predictive
observer to replace the conventional current observer, significantly enhancing both dynamic
performance and system stability. The main contributions of this work are threefold:

(1) A comprehensive comparison demonstrating the superior performance of ZOH
discretization in accurately modeling discrete system dynamics and the enhanced
delay compensation capability of the proposed predictive observer over con-
ventional approaches, establishing the necessity of the proposed method for
high-performance applications.

(2) Development of an accurate discrete-domain transfer function for the control system,
accompanied by a systematic discrete-domain parameter design methodology based
on frequency-domain analysis, ensuring robust stability and consistent dynamic
performance under parameter variations.

(3) Experimental validation showing a substantial improvement in current response
speed, achieving over 72% reduction in settling time compared to existing
methods [7,9,13].

The rest of this paper is organized as follows. Section 2 presents the system model
and outlines the limitations of traditional ADRC discretization methods. Section 3 details
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the ZOH discretization and the improved predictive observer. In Section 4, the impulse
transfer function of the discrete ADRC is derived, along with the corresponding parameter
design method. Section 5 provides experimental results to validate the effectiveness of the
proposed method. Finally, Section 6 concludes the paper.

2. Modeling of LC-Filtered SPMSM Drive System and Traditional
ADRC Design

2.1. Mathematical Modeling of System

The block diagram of the LC-filtered SPMSM drive system in the dq synchronous refer-
ence frame is shown in Figure 1, which includes the VSI, LC filter, and SPMSM. The output
voltage and output current of VSI are defined as ui =

[
uid, uiq

]
and ii =

[
iid, iiq

]
, respectively.

The output voltage and output current of the LC filter are defined as u f =
[
u f d, u f q

]
and

i f =
[
i f d, i f q

]
, respectively. The LC filter is composed of the filter inductance L f , the filter

resistance R f , and the filter capacitor Cf . The SPMSM parameters include stator inductance
Ls, stator resistance Rs, electrical angular velocity ωe, pole pairs np and permanent magnet
flux linkage ψm.

Figure 1. LC-filtered SPMSM drive system.

Modeling the LC-filtered SPMSM drive system in the dq synchronous reference frame
gives [13] {

uid = L f (diid/dt) + R f iid − ωeL f iiq + u f d

uiq = L f
(
diiq/dt

)
+ R f iiq + ωeL f iid + u f q

(1)

⎧⎨
⎩

iid = Cf

(
du f d/dt

)
− ωeCf u f q + i f d

iiq = Cf

(
du f q/dt

)
+ ωeCf u f d + i f q

(2)

⎧⎨
⎩

u f d = Ls

(
di f d/dt

)
+ Rsi f d − ωeLsi f q

u f q = Ls

(
di f q/dt

)
+ Rsi f q + ωeLsi f d + ωeψm

(3)

2.2. Design of the Third-Order ADRC in Continues Domain

The control block diagram of the LC-filtered SPMSM drive system is shown in Figure 2.
The speed loop is based on the classical PI control, and the current loop is based on the
third-order ADRC.

The design of the third-order ADRC in continuous domain includes extended state
observer (ESO), tracking differentiator (TD) and state error feedback (SEF). ESO plays a
very important role, relying on system model information for state variable estimation and
disturbance rejection. TD is used to generate the reference signal traces. SEF is used to
generate control signals with desired controller bandwidth.

Taking q axis as an example, substituting the differential of (1) and (2) into (3) yields
the third-order expression of the q-axis LC filter output current as

...
y (t) = −a2

..
y(t)− a1

.
y(t)− a0y(t) + b0up(t) + fl(t) (4)
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where
a0 = (Rs + R f )/(Cf L f Ls); a1 = (L f + Ls)/(Cf L f Ls)

a2 = (Cf L f Rs + Cf LsR f )/(Cf L f Ls); b0 = 1/(Cf L f Ls).

y = i f q is the q-axis current, up = uiq is the q-axis input voltage, and the number of
dots above a letter represents the order of its time derivative. fl(t) represents the lumped
disturbance of the system, which includes the back electromotive force, the dq-axis coupling,
and the unmodeled dynamics.

 
Figure 2. Control Block diagram of LC-filtered SPMSM drive system. The superscript * means the
reference value.

An extended state is added to describe the dynamic of lumped disturbance in the
system (4), thus the state-space expression of the extended system is noted as

{ .
x(t) = Apx(t) + Bpup(t) + Eh(t)

y(t) = Cx(t)
(5)

where

x(t) =

⎡
⎢⎢⎢⎣

x1(t)
x2(t)
x3(t)
x4(t)

⎤
⎥⎥⎥⎦; Ap =

⎡
⎢⎢⎢⎣

0 1 0 0
0 0 1 0
0 0 0 1
0 −a0 −a1 −a2

⎤
⎥⎥⎥⎦; Bp =

⎡
⎢⎢⎢⎣

0
0
b0

−a2b0

⎤
⎥⎥⎥⎦; E =

⎡
⎢⎢⎢⎣

0
0
0
1

⎤
⎥⎥⎥⎦; C =

⎡
⎢⎢⎢⎣

1
0
0
0

⎤
⎥⎥⎥⎦

T

.

y(t) = i f q(t) is the q-axis output current of LC filter, up(t) is the system plant input,

and h(t) =
.
f l(t) is the derivative of the lumped disturbance.

The design of ESO is well-established in the continuous domain based on the extended
system (5). With the observer gain matrix to correct the estimated states, the state-space
expression of ESO is constructed as

.
x̂(t) = Aex̂(t) + Beue(t) + Lc(y(t)− Cx̂(t)) (6)

with x̂(t) =
[

x̂1(t) x̂2(t) x̂3(t) x̂4(t)
]T

, Ae = Ap, Be = Bp. Lc is the observer gain
matrix in continuous domain, ue is the input of ESO.

TD can be designed as
.
v(t) = Atv(t) + Btr(t) (7)
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where

v(t) =

⎡
⎢⎣v1(t)

v2(t)
v3(t)

⎤
⎥⎦; At =

⎡
⎢⎣ 0 1 0

0 0 1
−ω3

t −3ω2
t −3ωt

⎤
⎥⎦; Bt =

⎡
⎢⎣ 0

0
ω3

t

⎤
⎥⎦.

v(t) is the reference signal traces matrix, ωt is the tracking bandwidth, and r(t) is the
current-loop reference.

SEF is designed as
uc(t) = Kvv(t)− Kxx̂(t) (8)

where control gains Kv and Kx are determined by bandwidth method commonly adopted
in [32] as

Kv =
[
ω3

c 3ω2
c 3ωc

]
/b0; Kx =

[
ω3

c 3ω2
c 3ωc 1

]
/b0. (9)

2.3. Limitations of Euler Discretion and Current Observer

The control block diagram is shown in Figure 3. Based on the work of [37] on discrete
ESO, the current observer form ESO is adopted as

{
x(k) = Φex̂(k − 1) + Γeup(k − 1)
x̂(k) = x(k) + Ld(y(k)− Cx(k))

(10)

where k denotes the value at the time t = kT. x(k) is the predicted value obtained from
the assumed plant dynamics. Φe and Γe are the discrete dynamic matrices of the assumed
plant. up(k − 1) is the input to the ESO, which is equal to uc(k − 2). x̂(k) is the corrected
value derived from x(k) and the plant output y(k). Ld is the observer gain matrix.

Figure 3. Block diagram of discrete-time ADRC with current observer and Euler discretization.

Using Euler discretization [38], the values of Φe and Γe are derived as

Φe = I4 + TAe; Γe = TBe. (11)

The poles are then configured in the discrete domain to determine Ld as

∣∣zI4 −
(
Φe − LdCΦe

)∣∣ = (z − zo)
4 (12)

where I4 is a fourth-order identity matrix, z is a Z-transform operator, zo = exp(−ωoTs) is
the poles of the observer in discrete domain.

TD (7) can be discretized by Euler method as

v̂(k) = Φtv̂(k − 1) + Γtr(k − 1) (13)

where Φt = I3 + TAt, Γt = TBt, I3 is a third-order identity matrix, and r(k) is the reference
signal of current loop.
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SEF (8) can be discretized naturally as

uc(t) = Kvv(k)− Kxx̂(k). (14)

The traditional discrete methods mentioned above mainly suffer from two issues:
discretization inaccuracies and the impact of one-beat time delay.

Backward Euler discretization introduces errors between the real system model and
the ESO. These errors increase as the switching frequency decreases, potentially leading to
resonance peaks and additional phase lag.

The one-beat computation delay in digital control systems significantly impacts system
stability by reducing the phase margin. In the frequency domain, this delay introduces
frequency-dependent phase lag that increases proportionally with frequency.

Consequently, the combined effects of discretization inaccuracies and the one-beat time
delay diminish the stability margin of ADRC implemented with Euler discretization and the
current-observer method. Therefore, when attempting to improve dynamic performance,
the system can easily become unstable. This can be observed in the variation of the
closed-loop poles shown in Figure 4. The range of control bandwidth ωc varies from
50 Hz to 500 Hz, with a step size of 50 Hz, while ωo is fixed at 1500 Hz. The system
parameters used in this analysis are consistent with those listed in Table 3 of Section 5. As
the control bandwidth ωc increases, the poles in Figure 3 gradually shift from inside the
stable unit circle to outside the unstable unit circle. The system becomes unstable around
at ωc = 250 Hz. The detailed derivation is conducted in Section 4.

 

Figure 4. Closed-loop pole trajectories of ADRC with current observer and Euler discretization.

3. Proposed Predictive ESO for Delay Compensation and ZOH
Accurate Discretization

Discretization inaccuracies and one-beat time delays reduce controller bandwidth
and degrade dynamic performance. In this section, an accurate discretization and delay-
compensated method are proposed to address this issue.

3.1. Accurate Plant Discretization via ZOH Method

The discrete observer (10) can be divided into two parts:
one part is the observer dynamics item which simulates the system dynamics, repre-

sented as Φex̂(k − 1) + Γeup(k − 1). When the Φe and Γe matrices of the observer closely
match those of the real plant, the system’s stability margin is higher, allowing for greater
dynamic response.
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The other part is the correction item based on the feedback value, represented as
Ld(y(k)− Cx(k)).The selection and impact of Ld will be analyzed in the next subsection.

Compared to the Euler discretization method, the ZOH discretization method can
more accurately obtain the plant’s dynamic matrices under PWM voltage input. The core
concept of ZOH discretization is to assume that the plant’s input remains constant during
each sampling interval. Simultaneously, the PWM output is approximated as a constant
value within each interval, following the volt-second balance principle [41]. The following
is the derivation process.

According to the solution of state-space Equation (5), state variables at instant t = kT
and t = (k + 1)T are obtained as

x(k) = eApkTx(0) + eApkT
∫ kT

0
e−Apτ

(
Bpup(τ) + Eh(τ)

)
dτ (15)

x(k + 1) = eAp(k+1)Tx(0) + eAp(k+1)T
∫ (k+1)T

0
e−Apτ

(
Bpup(τ) + Eh(τ)

)
dτ (16)

Multiply (15) by exp
(
ApT

)
, and then subtract Equation (16) to obtain:

x(k + 1) = eApTx(k) + eAp(k+1)T
∫ (k+1)T

kT
e−Apτ

(
Bpup(τ) + Eh(τ)

)
dτ (17)

The PWM output voltage up(t) between kT and (k + 1)T can be approximated as a
zero-order holder, which can be expressed as

up(t) = up(k), h(t) = h(k)(kT � t < kT + T). (18)

According to the ZOH characteristics, (17) can be simplified as

x(k + 1) = eApT x(k) + eApT∫ T
0 e−Apt(Bpup(k) + Eh(k)

)
dt

= eApTx(k) +
∫ T

0 eApλ
(
Bpup(k) + Eh(k)

)
dλ

(19)

where λ = T − t.
The discrete state equation of the plant based ZOH method is listed as

{
x(k + 1) = Φpx(k) + Γpup(k) + Δph(k)

y(k) = Cx(k)
(20)

where Φp = eApT ; Γp =
(∫ T

0 eApτdτ
)

Bp; Δp =
(∫ T

0 eApτdτ
)

E.
The plant’s precise discrete model, obtained using the ZOH method, as given in (20),

serves as the basis for designing the discrete ESO. The dynamic process of the discrete ESO
designed based on (20) closely mimics the dynamics of the plant, thereby improving the
system’s stability margin.

3.2. Improved Predictive ESO with One-Beat Lead

In addition to obtaining the plant’s accurate discrete dynamic model through the
ZOH method, the ESO also needs to be improved to account for the one-beat time delay
introduced by digital computation.

Time delay is noted in discrete domain as

Gd(z) = z−1 (21)
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The current observer, as shown in (10), provides the estimate at the current time t = kT,
and it does not compensate for the one-beat time delay. Similarly, the traditional predictive
observer, as illustrated by the dashed line in Figure 5, outputs the state estimate to the SEF,
which is still based on the current time t = kT. In addition, since the traditional predictive
observer uses up(k − 1) and y(k − 1) to calculate x̂(k), this method theoretically introduces
a greater delay compared to the current observer.

Figure 5. Block diagram of discrete-time ADRC with proposed improved predictive observer or
traditional predictive observer.

This paper proposes an improved predictive observer that provides a one-step lead
prediction, outputting the predicted value at time t = (k + 1)T, which helps to counteract
the one-beat delay in the forward channel. The proposed control method is shown in Fig-
ure 5 based on ADRC using the improved predictive ESO and accurate ZOH discretization.

The proposed predictive ESO based on the ZOH discretization method is given by

x̂(k + 1) = Φex̂(k) + Γeue(k) + Ld(y(k)− Cx̂(k)) (22)

where Φe = Φ
p

; Γe = Γp.

The SEF based on the proposed predictive ESO is given by

uc(k) = Kvv(k + 1)− Kxx̂(k + 1) (23)

Subtracting the observer equation from the state equation with e(k) = x(k)− x̂(k)
yields

e(k + 1) = (Φe − LdC)e(k) (24)

Based on the above equation, the dynamics of the error can be designed in the discrete
domain. The observer feedback gain matrix Ld is derived as

det(zI4 − (Φe − LdC)) = (z − zo)
4 (25)

where zo = e−ωoT is parameter related to observer bandwidth, and zo is the mapping point
of ωo in z domain.

To verify the improvement in dynamic performance of the ADRC based on the ZOH
discretization method and the improved predictive observer, the closed-loop pole trajecto-
ries are illustrated in Figure 6. The control bandwidth ωc varies from 350 Hz to 800 Hz,
with a step size of 50 Hz, while the observer bandwidth ωo is fixed at 1500 Hz. It can be
seen that when the controller bandwidth reaches 800 Hz, the system’s closed-loop poles
remain inside the unit circle. In comparison to the ADRC based on the Euler discretization

66



Energies 2025, 18, 2894

method and the conventional observer shown in Figure 4, the controller bandwidth can be
significantly increased without losing stability.

Figure 6. Closed-loop pole trajectories of the proposed discrete-time ADRC with ZOH discretization
and improved predictive observer.

4. Robust Control Parameter Design Based on Open-Loop Transfer
Function Margin Metrics

Predictive control strategies typically require rigorous stability analysis, and the
proposed discrete ESO is no exception. This section presents a systematic approach for
control parameter design based on margin metrics, aiming to achieve a trade-off between
robustness and dynamic.

4.1. Open-Loop Transfer Function Derivation

The equivalent control block of the control system is derived as shown in Figure 7.
Gt(z) is the transfer function of TD derived in Section 4.3.

Figure 7. The equivalent control block of proposed discrete-time ADRC with ZOH discretization and
improved predictive observer.

Based on the discrete expression of ESO in (22), the relation between the estimated
state vector X̂(z) and the input of ESO Ue(z) and Y(z) is obtained as

X̂(z) = G1(z)Ue(z) + G2(z)Y(z) (26)

where uppercase letters denote variables in the Z-domain; for example, Y(z) is the Z-
transform of y(k). The transfer function is defined as follows:

G1(z) = (zI4 − Φe + LdC)−1Γe; G2(z) = (zI4 − Φe + LdC)−1Ld.
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The Z-transform of the ESO output x̂(k + 1) is

Z [x̂(k + 1)] = zX̂(z) (27)

where Z represents the Z-transform.
The modeling of plant in discrete domain with ZOH input according to (20) is obtained as

Gp(z) = Y(z)/Up(z) = C
(
zI4 − Φp

)−1
Γp. (28)

The open-loop transfer function of the control system is obtained as

Gop(z) = Uc(z)/M(z) = Kx
(
G1(z) + Gp(z)G2(z)

)
. (29)

4.2. Control Parameters Design and Margins Improvement

Increased control bandwidth ωc enhances the system’s dynamic response perfor-
mance and disturbance rejection capability. However, excessively high bandwidth ωc may
compromise system robustness, creating an inherent trade-off between dynamic response
and stability.

Based on frequency-domain design principles, the open-loop transfer function must
satisfy the following stability criteria to ensure both dynamic performance and robustness:

1. A minimum phase margin of 40◦.
2. A minimum gain margin of 6 dB.

Following these design guidelines, the proposed improved discrete ADRC parameters
are selected as

ωc= 500 Hz; ωo= 3ωc = 1500 Hz (30)

Figure 8 shows the Bode plots of the open-loop transfer functions for the four dis-
cretization methods of “Euler discretization + Current observer” (“Eul. + Cur.”), “ZOH
discretization + improved predictive observer” (“ZOH + Pre.”), “Euler discretization + im-
proved predictive observer” (“Eul. + Pre.”), and “ZOH discretization + Current observer”
(“ZOH + Cur.”). The control bandwidth is set as ωc = 500 Hz, and the ESO bandwidth is
set as ωo = 1500 Hz.

Figure 8. Bode plots of open-loop transfer function of the discrete ESO using four discretization
methods. GM = gain margin, PM = phase margin.
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As illustrated in Figure 8, the proposed “ZOH + Pre.” method achieves a gain margin
of 6.3 dB and a phase margin of 63.8◦, demonstrating high stability margins and meeting
robustness requirements. In contrast, the “Eul. + Pre.” method yields a gain margin
of 5.3 dB and a phase margin of 18.5◦, indicating relatively lower stability margins and
insufficient robustness. The “ZOH + Cur.” method further degrades, with a gain margin
of 0.4 dB and a phase margin of 3.3◦, approaching the stability boundary. Notably, the
“Eul. + Cur.” method fails to maintain stability, exhibiting a gain margin of −10.3 dB and
a phase margin of −73.5◦. The proposed “ZOH + Pre.” method significantly enhances
system stability, improving the gain margin from −10.3 dB to 6.3 dB (a 16.6 dB increase)
and the phase margin from −73.5◦ to 63.8◦ (a 137.3◦ increase).

It can be concluded that, under the same bandwidth, both the improved predictive
observer method and the ZOH discretization can improve the gain margin and phase
margin, compared to the current observer method and the Euler discretization. As a result,
it offers a significant advantage when increasing the controller bandwidth to improve
system dynamic performance. This alleviates the trade-off between system dynamic
performance and robustness, ensuring stability at higher control bandwidths.

4.3. Tracking Differentiator and Step Response

While the open-loop transfer function determines the stability margin of the con-
trol system, it is the closed-loop transfer function that critically defines the system’s
tracking performance.

TD (7) can be discretized by ZOH method as

v̂(k) = Φtv̂(k − 1) + Γtr(k − 1) (31)

where Φt = eAtT ; Γt =
(∫ T

0 eAtτdτ
)

Bt. The transfer function of the TD in the discrete
domain is denoted as

Gt(z) = (zI3 − Φt)
−1Γt. (32)

Design of bandwidth parameter for TD is based on the engineering configuration
experience as

ωt = 2ωc. (33)

Based on Figure 7, the closed-loop transfer function of the control system is hence
derived as

Gcl(z) =
R(z)
Y(z)

=
KvGt(z)Gp(z)

1 + Gop(z)
. (34)

The selection of controller and observer bandwidth parameters must consider the
phase margin of the system’s open-loop transfer function. Insufficient phase margin (typi-
cally < 40◦) indicates proximity to instability, particularly under parameter uncertainties.
Practical control methods therefore require adequate phase margin.

As Figure 8 demonstrates, the “Eul. + Pre.”, “Eul. + Cur.”, and “ZOH + Cur.” methods
exhibit critically low phase margins (<20◦) at ωc = 500 Hz and ωo = 1500 Hz, rendering
them unsuitable for direct implementation. Mitigation involves reducing controller and
observer bandwidths to enhance phase margins. Table 1 quantifies the improved phase
margins with reduced controller and observer bandwidths.
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Table 1. Phase margins with reduced controller and observer bandwidth.

Methods
Control Bandwidth and

Observer Bandwidth
Phase Margin

Reduced
Bandwidth

Phase Margin

“ZOH + Pre.” 500 Hz; 1500 Hz 63.8◦ No need to reduce bandwidth

“Eul. + Pre.” 500 Hz; 1500 Hz 18.5◦ 300 Hz; 600 Hz 41.2◦

“ZOH + Cur.” 500 Hz; 1500 Hz 3.3◦ 300 Hz; 600 Hz 40.1◦

“Eul. + Cur.” 500 Hz; 1500 Hz −73.5◦ 150 Hz; 600 Hz 34.5◦

For TD bandwidth selection, empirical practice suggests setting it to twice the con-
troller bandwidth in (33) to accelerate closed-loop response.

The resulting parameter configurations for different discretization methods are de-
tailed in Table 2, with numerical calculation of step response shown in Figure 9. For “ZOH
+ Pre.” method, the settling time is 1.0 ms with an overshoot of 1%. “Eul. + Pre.” method
shows a settling time of 2.6 ms and an overshoot of 13%. For “Eul. + Cur.” method, the
settling time is 6.2 ms with an overshoot of 11%, while “ZOH + Cur.” method has a settling
time of 9.6 ms and an overshoot of 4%.

Table 2. Selection of bandwidth parameters for step response.

Methods Control Bandwidth ωc Observer Bandwidth ωo TD Bandwidth ωt

“ZOH + Pre.” 500 Hz 1500 Hz 1000 Hz

“Eul. + Pre.” 300 Hz 600 Hz 600 Hz

“ZOH + Cur.” 300 Hz 600 Hz 600 Hz

“Eul. + Cur.” 150 Hz 600 Hz 300 Hz

Figure 9. Numerical calculation: step response of the current under the four discretization methods.
PO = percentage of overshoot. ts = settling time.

With the inclusion of accurate discretization and delay compensation, both the settling
time and overshoot improve in current tracking performance.

5. Experimental Verification

The effectiveness of the proposed method was validated experimentally. All control
parameters used in the experimental verification are listed in Table 2. The experimental
setup of the drive system is shown in Figure 10. The basis for the design and selection of LC
filters can be seen in [4]. The experiments were conducted using a dSPACE MicroLabBox

70



Energies 2025, 18, 2894

(ds1202) real-time platform along with the hardware prototype. The system parameters
are listed in Table 3. The system is powered by a 311 V DC source, making it suitable for
industrial applications. The sampling rate and control frequency are both set to 10 kHz,
with the inverter dead-time set to 1 μs. The LC filter consists of three-phase inductors and
capacitors. The SPMSM is connected to a magnetic powder brake, which serves as the load
via a shaft.

The output voltage of the LC filter and the DC bus voltage were measured by Hall-
effect voltage sensors (LEM LV 25-P). The SPMSM are configured with the parameters
specified in Table 3. The output current of the LC filter was measured by Hall-effect current
sensors (LEM LA 25-P). The SPMSM is equipped with a high-resolution incremental
encoder with 2500 pulses per revolution to ensure accurate position feedback. These
measurement signals are fed into the dSPACE system, which generates PWM signals for
driving the inverter through the control strategy.

Figure 10. Experimental setup.

Table 3. Parameters of system.

Symbol Parameter Value

L f Inductance of filter 2.2 mH
R f Resistance of filter 0.5 Ω
Cf Capacitor of filter 11 μF
Ls Inductance of SPMSM 6.5 mH
Rs Resistance of stator 1 Ω
np Number of pole pairs 4
ψm Motor flux linkage 0.086 Wb
In Rated motor current 3.5 A
Pn Rated motor power 750 W
nn Rated rotor speed 1500 r/min
J System moment of inertia (with load) 0.005 kg·m2

Udc DC-link voltage 311 V
fs Sampling and Switching frequency 10 kHz

5.1. Speed and Current Response During Startup

Figure 11 shows the rotor speed, and motor current waveforms during the startup
process of the SPMSM. Both the “ZOH + Pre.” and “Eul. + Cur.” discretization methods
were applied to discretize the ADRC in the current controller. Control parameters are
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selected from Table 2. Both speed controllers employ conventional PI control with a
bandwidth set to 5 Hz. An enlarged version of the current waveforms is also provided to
observe more details of the dynamic process during the current step response.

Figure 11a shows the motor speed waveform during startup, with the speed reference
value stepping from 0 to 1000 r/min at 0 s. The rotor speed settling time (5%) for both
“ZOH + Pre.” and “Eul. + Cur.” discretization methods are close to 210 ms.

Figure 11b shows the current waveform during the startup process. The steady-state
current fluctuation amplitude for the “ZOH + Pre.” discretization method is 0.5 A (10% of
reference current), while for the “ZOH + Pre.” discretization method, it is 2.2 A (44% of
reference current).

Figure 11. Experimental results: Acceleration from standstill to 1000 r/min using “ZOH + Pre.”
method and “Eul. + Cur.” method. (a) Rotor speed. (b) Motor current. (c) Zoomed-in motor current.

Figure 11c shows more details of the current step response at zero speed. The current
settling time (5%) of the “ZOH + Pre.” discretization method is 1.1 ms with no overshoot,
compared to 10.0 ms with a 4% overshoot for the “Eul. + Cur.” discretization method. The
experimental current step response waveforms closely match the numerical calculation
results shown in Figure 9.

Therefore, the proposed “ZOH + Pre.” discretization method significantly outperforms
the “Eul. + Cur.” discretization method in terms of current settling time, highlighting the
effectiveness and necessity of accurate discretization and delay compensation techniques
in applications demanding fast dynamic responses.

5.2. Current Step Responses of Proposed Discretization Method at Different Rotor Speeds

Figure 12a–d show the motor current step response of the proposed discretization
ADRC at different rotor speeds: 375 r/min (25 Hz), 750 r/min (50 Hz), 1125 r/min (75 Hz),
and 1500 r/min (100 Hz). It is noteworthy that the current response shown in Figure 11c
can be approximately considered at a rotor speed of 0 r/min (0 Hz). At different rotor
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speed, a 5A (rated current) step signal is applied to the q-axis current reference of the
SPMSM at 0 s.

The integral of the time multiplied by the absolute error (ITAE) index is commonly
used to evaluate the tracking dynamic performance, and it is defined as

ITAE
(

y*, y
)
=

√
m

∑
k=1

(kT|y*(k)− y(k)|) (35)

where y* is the reference value, y is the actual value, m is the number of points in the selected
interval, T is the sampling time, y*(k) and y(k) are the value of y* and y, respectively, at
time k.

Figure 12. Experimental results: Step responses of motor current using “ZOH + Pre.” discretization
method. (a) 375 r/min (25 Hz). (b) 750 r/min (500 Hz). (c) 1125 r/min (75 Hz). (d) 1500 r/min
(100 Hz).

Based on Figures 12 and 11c, the settling time of motor current with the proposed
discretization method is 1.1 ms for frequencies ranging from 0 Hz up to 75 Hz and 1.3 ms
at 100 Hz. The overshoot increases slightly with rotor speed, rising from 0.3% to 2.5%. In
the interval [0 ms, 3.5 ms], the ITAE increases slightly by 0.005 for frequencies exceeding
25 Hz, while maintaining a baseline value of 0.0109 at zero speed. These results indicate
that the current dynamic performance remains similar to the zero-speed condition when
the rotational speed operates below the fundamental frequency. The increased settling time
and ITAE observed at higher speeds during dynamic processes are likely attributable to
the increased back electromotive force and dq-axis coupling.

5.3. Comparison of Closed-Loop Performance with Different Discretization Methods

This section validates the improvement in dynamic performance of the current loop
achieved by the proposed precise discretization and delay compensation method, compared
to traditional discretization methods, through both frequency-domain Bode plots and time-
domain step response analysis.

(a) Frequency-domain: closed-loop frequency sweep with different discretization methods
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Figure 13 presents the closed-loop Bode plots in the frequency domain for different
discretization methods, with the speed condition set to 0 r/min. The frequency sweep is
conducted using a chirp signal in the range of 10–1000 Hz as the reference signal. From
this, the values of reference and feedback are obtained to derive the Bode plot of the
closed-loop response. Bandwidth is commonly used as a metric to assess frequency-
domain performance. The magnitude bandwidth is defined as the frequency at which the
magnitude drops to −3 dB, while the phase bandwidth is the frequency at which the phase
decreases to −45◦.

Figure 13. Experimental results: Closed-loop frequency sweep with different discretization methods.
MB = Magnitude bandwidth. PB = Phase bandwidth.

From Figure 13, it can be seen that for “ZOH + Pre.” method, the magnitude bandwidth
is 636 Hz, and the phase bandwidth is 200 Hz. For the “Eul. + Pre.” method, the magnitude
bandwidth is 212 Hz, and the phase bandwidth is 116 Hz. The “Eul. + Cur.” method shows
the magnitude bandwidth at 132 Hz and the phase bandwidth at 84 Hz, while the “ZOH +
Cur.” method has the magnitude bandwidth at 45 Hz and the phase bandwidth at 30 Hz.

These results indicate that with precise discretization and delay compensation, the
system’s bandwidth for tracking performance improves significantly. Specifically, the
magnitude bandwidth is increased by a factor of 14.1, and the phase bandwidth is increased
by a factor of 6.7.

(b) Time-domain: step response with different discretization methods

Figure 14 illustrates the current step response in the time-domain for different dis-
cretization methods, with the speed condition again set to 0 r/min. For the “ZOH + Pre.”
method, the settling time is 1.1 ms with almost no overshoot. The “Eul. + Pre.” method
shows a settling time of 2.7 ms and an overshoot of 18%. For the “Eul. + Cur.” method, the
settling time is 5.8 ms with an overshoot of 15%, while the “ZOH + Cur.” method has a
settling time of 9.7 ms and an overshoot of 3%.
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Figure 14. Experimental results: Closed-loop step response with different discretization methods.
ts = settling time. PO = percentage of overshoot.

It is clear that, with the inclusion of precise discretization and delay compensation,
both the settling time and overshoot improve in current tracking performance. Specifically,
the settling time is reduced by 88% compared to traditional discrete methods. Furthermore,
comparing the numerical calculations from Figure 9 with the experimental results in
Figure 14, it is evident that the experimental outcomes are in good agreement with the
theoretical predictions.

From both the frequency-domain and time-domain results, it is evident that the pro-
posed discretization method significantly enhances dynamic performance and outperforms
existing discretization methods.

5.4. Comparison with Existing Methods

To facilitate comparison with settling times obtained at different switching frequencies
in different papers, the unit of settling time has been changed from milliseconds to the
number of control periods in this subsection. This means that the settling periods are
now expressed as the number of control periods required for the step response to reach a
steady-state error of less than 5%. A lower settling period value indicates a quicker system
response, making it a useful metric for evaluating the performance of control strategies
with different switching periods.

The experimental data for MPC [7], AD [9], and TCPI [13] are extracted from their
respective references. The experimental results of the proposed method are provided
in Figure 14. Table 4 presents a comparison between the proposed method and existing
methods in terms of settling periods, overshoot, and number of voltage and current sensors.

Table 4. Step response and sensors comparison with existing methods.

Methods Settling Periods Percentage of Overshoot Voltage and Current Sensors

Proposed 11 Nearly 0% Filter output current *2

MPC [7] 52 24%
Filter output current *2

Filter capacitor current *2
Inverter output current *2

AD [9] 40 30% Filter output current *2

TCPI [13] 41 8%
Filter output current *2
Filter output voltage *2

Inverter output current *2

ADRC 1 97 2% Filter output current *2
1 The ADRC is based on the Euler discretization and current observer method in this paper. *2 means two sensors.
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The proposed method demonstrates a significant advantage in current loop dynamic
performance, with a settling time of 11 cycles and minimal overshoot. This method requires
only two filter-output current sensors in addition to the DC-link voltage sensor. In contrast,
the MPC [7] method exhibits a settling time of 52 cycles, an overshoot of 24%, and requires
six sensors. The AD [9] method has a settling time of 40 cycles, an overshoot of 30%, and
requires two sensors. The TCPI [13] method shows a settling time of 41 cycles, an overshoot
of 8%, and requires six sensors. The Euler discretization and current observer method
ADRC shows a settling time of 97 cycles, an overshoot of 3%, and requires two sensors.

The comparison with existing methods is summarized in Table 4. The proposed
method reduces the settling time by over 72%, eliminates overshoot entirely, and requires
the fewest sensors. These results demonstrate that the improved discrete-time ADRC
method offers a remarkably fast dynamic response, and reduced hardware complexity.

5.5. Robustness Validation via Open-Loop Margins and Step Response Under
Parameter Mismatches

This section validates the robustness of the proposed precise discretization and delay
compensation method through both the open-loop transfer function and the step response
under parameter mismatches.

(a) Frequency-domain: open-loop transfer function frequency sweep

Figure 15 shows the frequency sweep results of the system’s open-loop transfer func-
tion. The sweep is conducted using a chirp signal in the range of 10–4000 Hz as the reference
signal, from which the Bode plot of the open-loop transfer function in the frequency domain
is derived. In Figure 15, the open-loop gain margin is 6.6 dB and the phase margin is 58.7◦,
which closely matches the theoretical values shown in Figure 8: 6.3 dB for the gain margin
and 63.8◦ for the phase margin, with an error of less than 10%.

Figure 15. Experimental results: Open-loop frequency sweep using “ZOH + Pre.” discretization methods.

(b) Time-domain: step response under parameter mismatches

Inductance may vary due to magnetic saturation, capacitance may deviate due to
measurement errors, and resistance may change with temperature fluctuations. There-
fore, this subsection involves the following parameter mismatches: filter inductance L f ,
filter capacitance Cf , stator inductance Ls, and the total single-phase resistance R (where
R = R f + Rs). The controller uses the values marked with a hat, while the unmarked
values represent the actual system parameters.

Figure 16(a1,a2) shows the step response of the current under filter inductance mis-
match. When L̂ f = 0.7L f , the current settling time is 2.1 ms, with an overshoot of 4.8%,
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and ITAE = 0.0164. When L̂ f = 1.3L f , the settling time is 2.5 ms, with an overshoot of 4.7%,
and ITAE = 0.0177.

Figure 16(b1,b2) present the step response under filter capacitance mismatch. When
Ĉ f = 0.7Cf , the settling time is 3.3 ms, with an overshoot of 5.5%, and ITAE = 0.0175. When
Ĉ f = 1.3Cf , the settling time is 2.0 ms, with an overshoot of 3.5%, and ITAE = 0.0185.

Figure 16(c1,c2) illustrate the step response under stator inductance mismatch. When
L̂s = 0.7Ls, the settling time is 1.8 ms, with an overshoot of 3.8%, and ITAE = 0.0228. When
L̂ f = 1.3L f , the settling time is 2.4 ms, with an overshoot of 5.7%, and ITAE = 0.0192.

Figure 16(d1,d2) show the step response under total single-phase resistance mismatch.
When R̂ = 0.5R, the settling time is 1.0 ms, with an overshoot of 4.4%, and ITAE = 0.0140.
When R̂ = 2R, the settling time is 1.1 ms, with an overshoot of 4.9%, and ITAE = 0.0179.

Figure 16. Experimental results: Parameter mismatches under the “ZOH + Pre.” discretization
method through step response evaluations (a1,a2) Decrease and increase in the filter inductance.
(b1,b2) Decrease and increase in the filter capacitance. (c1,c2) Decrease and increase in the stator
inductance. (d1,d2) Decrease and increase in all resistances. ts = settling time. ITAE = The integral of
the time multiplied by the absolute error.

When parameter mismatches of ±30% occur, the system remains stable. The maximum
settling time is 3.1 ms, and the maximum overshoot is 5.5%, occurring when Ĉ f = 0.7Cf .
The maximum ITAE occurs when L̂s = 0.7Ls, with a value of 0.0228. The method is
not sensitive to variations in resistance, and the settling time remains nearly unchanged
when resistance varies. To achieve the best dynamic performance, it is recommended to
accurately measure the filter capacitance parameters and use look-up tables to handle the
saturation characteristics of the inductance, while more relaxed tolerances can be applied
to resistance values.

Thus, the control parameters designed based on the proposed frequency-domain
margin metrics ensure good parameter robustness and maintain excellent dynamic perfor-
mance, even under parameter mismatches.

5.6. Increasing and Reducing Load Torque

Figure 17 illustrates the speed and current variations during load torque application
and shedding. Figure 17(a1,a2) depict the speed waveform and current profile when apply-
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ing a 2 Nm load torque (80% of rated torque). Figure 17(b1,b2) show the corresponding
responses during torque shedding from 2 N·m to 0. The waveforms validate that the
proposed control method enables rapid tracking of the q-axis current reference during both
loading and unloading transients.

5.7. Voltage and Current Characteristics at Inverter Output and LC Filter Output

Figure 18 demonstrates the voltage and current waveforms at inverter output and LC
filter output under 50 Hz electrical frequency (750 r/min) at 80% rated load. Specifically,
Figure 18a shows the inverter and filter output line voltage, while Figure 18b displays
the inverter and filter output phase current. As shown in Figure 18a, the inverter output
voltage exhibits a PWM waveform, while the filtered output voltage demonstrates a quasi-
sinusoidal profile. Figure 18b reveals that the filter output current contains significantly
reduced high-frequency components compared to the inverter output current, confirming
the effective harmonic suppression capability of the LC filter. This results in motor terminal
voltage and current waveforms closely approximating ideal sinusoidal characteristics.

Figure 17. Experimental results: Increasing torque and reducing torque application experiments
conducted at rated speed.

Figure 18. Experimental results: Voltage and current waveforms at inverter output and LC filter
output. (a) Inverter and filter output line voltage; (b) Inverter and filter output phase current.

6. Conclusions

This paper proposes an improved discrete-time ADRC strategy for fast and robust
current control in LC-filtered SPMSM drive systems. The proposed strategy incorporates
an accurate zero-order hold discretization method and an improved predictive observer,
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which significantly enhances the control system’s amplitude and phase margins over tradi-
tional Euler discretization and current observer. The control parameters are meticulously
designed based on discrete-time frequency-domain metrics to ensure enhanced robustness.
Experimental results demonstrate that the improved discrete-time ADRC strategy signifi-
cantly improves the dynamic performance of motor current. It reduces the settling time by
over 72% compared to existing methods, while also having enough robustness to handle
common parameter mismatches.

The findings from this paper underscore the efficacy of accurate discretization and
delay compensation, which could be instrumental in advancing ADRC for applications
demanding high dynamic performance.
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Abbreviations

The following abbreviations are used in this manuscript:

SPMSM Surface-mounted permanent magnet synchronous motor
ZOH Zero-order hold
Eul. Euler discretization
Cur. Current observer
Pre. Improved predictive observer
GM, PM Gain margin, phase margin
MB, PB Magnitude bandwidth, phase bandwidth
PO Percentage of overshoot
ts Settling time
ITAE Integral of the time multiplied by the absolute error
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Abstract

This paper reviews the research advancements and development in magnetic bearings.
Firstly, from the technical principle, the design differences and application areas of active
magnetic bearings, permanent magnetic bearings and hybrid structures are clarified. At
the key technology level, focusing on electromagnetic design optimization, control strategy
innovation and power-driven energy management, the breakthrough points of multi-
physics coupling modeling, vibration suppression and energy efficiency improvement are
revealed. Through the analysis of its engineering cases in the fields of high-speed motors,
flywheel energy storage, aerospace and so on, the feasibility and economy of the technical
scheme are verified. Further, the technical bottlenecks that need to be broken through are
pointed out. For the future trend, this paper suggests that integration of interdisciplinary
high-precision modeling, intelligent control algorithm and miniaturized integrated design
should be deeply integrated to promote the large-scale application of magnetic bearing in
frontier fields. This paper provides theoretical reference and engineering practice guidance
for the technology iteration and cross-field integration of magnetic bearings.

Keywords: magnetic bearings; topology; control method; multi-field coupled modeling;
optimization design

1. Introduction

The traditional bearings mainly include rolling bearings, sliding bearings and oil
film bearings. With the development of industrial technology towards high speed, high
precision and high reliability, the limitations of traditional bearings under special working
conditions have become increasingly prominent: friction and wear, speed limit, lubrication,
vibration and noise, and maintenance costs. These limitations have prompted people
to seek new non-contact support technologies, and magnetic bearing is a breakthrough
solution that emerged in this context [1–6].

Traditional bearings continue to have cost advantages under conventional operating
conditions, but their technical limitations are becoming more apparent in specialized envi-
ronments such as high-speed, vacuum, and ultra-clean conditions. This highlights the clear
need for the development of magnetic bearings in such applications. Magnetic bearings
represent an advanced support technology that utilizes magnetic forces to achieve non-
contact suspension of the rotor. The basic principle involves balancing the rotor’s weight
and other loads through the magnetic force generated by electromagnets or permanent
magnets (PM), thereby enabling frictionless suspension between the rotor and stator [7–9].
Compared with traditional bearings, magnetic bearings have the following advantages: no
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contact and no wear, high speed, energy saving and efficiency, clean and environmental
protection, as well as strong controllability [10,11].

Since its inception in the 19th century, maglev technology has evolved from theo-
retical exploration to practical engineering applications. Its development can be broadly
categorized into three key stages:

1. Concept Exploration Period (1842–1960):
In 1842, Earnshaw introduced the concept of magnetic levitation and demonstrated
that stable levitation of ferromagnetic materials in all degrees of freedom cannot
be achieved using only permanent magnets, thereby establishing the mathematical
foundation of magnetic levitation theory [12]. In 1937, Kemper filed the first patent
related to magnetic levitation technology and proposed the use of actively controlled
electromagnets for achieving stable levitation—a milestone in the development of
magnetic bearings and maglev transportation systems [13,14].

2. Technology Development Period (1960–1990):
Between the 1950s and 1960s, Beams successfully applied magnetic levitation to
ultra-high-speed centrifuges, marking the first implementation of magnetic support
for rotating bodies [15]. In 1972, the LRBA Laboratory pioneered the application of
magnetic bearings in satellite reaction wheels, setting a precedent for engineering
applications of the technology [16].

3. Engineering Application Period (1990–Present):
In 1983, the United States employed a magnetic bearing vacuum pump aboard the
Space Shuttle, demonstrating its reliability under extreme conditions [17]. By 1997,
Draper Laboratory reported a series of advancements in high-temperature magnetic
bearings capable of operating at 510 ◦C for aerospace engine applications [18]. As of
2021, magnetic levitation technology has been widely adopted in molecular pumps,
blowers, compressors, and other industrial systems [19–21]. According to industry
reports [22–25], the global magnetic bearing market size was about $2 billion in 2023
and is expected to grow to about $3.34 billion by 2032, with a compound annual
growth rate (CAGR) of about 5.96% from 2024 to 2032. The top five manufacturers
include SKF, Schaeffler, Siemens, GE and NSK, which together occupy more than 60%
of the market share.

Table 1 summarizes representative applications and key performance parameters of
magnetic bearings [26–28]. Despite remarkable progress, magnetic bearing technology still
faces several challenges, including high cost (approximately 3–5 times that of conventional
bearings), complex control requirements, and limited reliability. In particular, applications
involving heavy loads (e.g., large-scale generator sets) and extreme environments (e.g.,
ultra-high temperatures) continue to demand critical technological breakthroughs. Current
research is shifting from single-objective performance optimization toward integrated
design approaches that emphasize high speed, high load capacity, and enhanced reliability.

Table 1. Magnetic bearing application and index [28].

Applications Power (kW) Speed (r/min) Characteristic

Power Generation 2~150 35,000~220,000 Wide power range, super high speed
Flywheel Energy Storage System 120 40,000 High power, high speed

High-Speed Spindles 1~24 9000~180,000 Low power, wide speed range
Turbo Molecular Pumps Few hundred Watt 100,000 Micropower, ultra-high speed

Gas Compressors 10,000 20,000 Industrial high power, medium speed
Air Compressors 100~150 80~15,000 High power, wide speed range
Micro Turbines 50 80,000 Compact high power

Turbo Generators 30 60,000 High efficiency, high speed
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This review aims to provide a systematic overview of the development of magnetic
bearing technology, outlining major technical challenges and future research directions.
It is intended as a comprehensive reference for both academic researchers and industrial
practitioners. The structure of the review is as follows:

• Section 2 discusses the classification and operating principles of magnetic bearings,
including the technical characteristics and comparisons of active, passive, and hy-
brid types.

• Section 3 focuses on core technologies, including structural design, control algorithms,
and drive systems.

• Section 4 presents typical application scenarios in energy, transportation, industrial
systems, and other domains.

• Section 5 addresses current technical challenges and explores future development
trends.

• Section 6 concludes the review with final remarks.

2. Classification and Comparison of Magnetic Bearing

Magnetic bearings can be classified in various ways depending on different criteria:

1. Type of Magnetic Force: Attractive or repulsive forces.
2. Suspension Mode: Active, passive, or hybrid systems.
3. Magnet Type: Superconducting, permanent magnet, or electromagnetic.
4. Structural Configuration: Horizontal or vertical orientation; internal or external rotor.
5. Degree of Contact: Fully non-contact or partially contact-based systems.
6. Control Current Type: Alternating current (AC) or direct current (DC).
7. Magnetic Pole Arrangement: Heteropolar or homopolar configurations.
8. Degrees of Freedom (DOF): Axial (1 DOF), radial (2 DOF), combined radial-axial (3

DOF), or extended to 4 and 5 DOF systems.

Given the diversity of magnetic bearing types, it is challenging to encompass all
variants from a single classification perspective. Therefore, it is reasonable to select a broad
classification method that includes most of the styles according to the suspension mode
and then subdivides them. At present, the most widely used is classified by suspension
mode, that is, active, passive and hybrid magnetic bearings [29,30].

2.1. Classification of Magnetic Bearing
2.1.1. Active Magnetic Bearings

Active Magnetic Bearings (AMB) achieve stable rotor suspension through controllable
electromagnetic forces [31,32]. The materials of its stator and rotor are mostly silicon steel
sheets or electric pure iron, and the coils are wound with copper wires. The stiffness
and damping characteristics of the electromagnetic force can be dynamically adjusted
via control algorithms, enabling precise regulation of bearing performance. Due to this
controllability, AMBs offer a broader range of applications compared to other types of
magnetic bearings. A typical configuration of AMBs is the radial magnetic bearing (RMB).
Common structural designs include the 4-pole and 8-pole radial AMB configurations, as
illustrated in Figures 1 and 2 [28,33,34].

The 4-pole RMB represents the simplest structural form of radial magnetic bearings.
However, in many industrial applications, the 8-pole RMB is more widely adopted due
to its superior performance. In an 8-pole configuration, adjacent magnetic poles pair to
form four independent magnetic circuits, effectively decoupling the magnetic forces along
four radial directions. This structural advantage simplifies control and improves dynamic
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stability. To regulate the currents in the four coil pairs, either two bipolar power amplifiers
or four unipolar power amplifiers can be employed. Position sensors continuously monitor
rotor displacement and provide feedback to the control system, which adjusts the coil
currents in real time to maintain the rotor at the center position [35], as shown in Figure 3.

   

Figure 1. Magnetic circuit (flux lines) and prototype of 4-pole RMB [28,33].

   

Figure 2. Magnetic circuit (flux lines) and prototype of 8-pole RMB [34].

 

Figure 3. The operational concept of an RMB.

2.1.2. Passive Magnetic Bearings

Passive Magnetic Bearings (PMBs) achieve rotor suspension through magnetic fields
generated by their own permanent or induced magnetism. A key advantage of PMBs is
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their simple structure, which requires no active control systems or external power, resulting
in zero power consumption. However, this simplicity also means that the stiffness and
damping of the system cannot be actively adjusted, which limits their versatility compared
to active systems.

PMBs can be classified into three categories based on their suspension mechanisms:

1. Superconducting Magnetic Bearings,
2. Diamagnetic Magnetic Bearings and
3. Permanent Magnetic Bearings.

Among these, superconducting and diamagnetic bearings have limited practical use
due to the need for cryogenic environments and inherently low stiffness, respectively.
In contrast, permanent magnetic bearings are more commonly employed in practical
applications [36,37]. The material of magnetic rings mostly adopts NdFeB with better
performance. An example of a permanent magnetic bearing is illustrated in Figure 4.

 

Figure 4. The 3-D constructor and prototype of a PMB.

Compared with AMB, the support force and stiffness provided by PMBs are relatively
lower [38,39]. Therefore, PMBs generally adopt a stacked structure of multiple pairs of
magnetic rings to achieve higher support stiffness. The basic design consists of two PM
rings. Based on polarity and the layout direction, there are four basic configurations [40],
namely radially attractive and repulsive types and axially attractive and repulsive types, as
shown in Figures 5 and 6. In Figure 5a, when the two rings are offset in the radial direction,
the attractive force will pull them back to the middle position, while the repulsive force
will push them back to the middle position in Figure 5c.

(a)

(b)

(c)

(d)  
Figure 5. Radial PMB structure. (a) Attractive type; (b) Attractive type; (c) Repulsive types; (d) Re-
pulsive types.

The attractive-type PMB is an unstable system when compared to the repulsive-type.
For instance, in radial PMB (a), if the control failure occurs in the axial direction, the
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suspended rotor may drop or collide upward, which will damage the brittle magnetic ring.
In contrast, the repulsive-type PMB overcomes the shortcomings of the attractive-type
PMB. In the case of axial control failure, it can prevent the impact force caused by attraction
and avoid damage to the bearing. However, repulsive PMB requires higher PM coercivity
to resist demagnetization.

(a)

(b)

(c)

(d)  
Figure 6. Axial PMB structure. (a) Repulsive types; (b) Repulsive types; (c) Attractive type; (d) At-
tractive type.

To address the low bearing capacity and stiffness associated with a single pair of mag-
netic rings, stacking is often used to improve their performance in engineering applications.
Eight different topologies can be obtained from two stacking ways and four magnetiza-
tion combinations [41–43]. The various combinations of stacking and magnetization are
presented in Table 2.

Table 2. Stacking structure under different magnetization.

Axial Magnetized Radial Magnetized Vertical Magnetized Halbach Magnetized

Axial stacking

   

Radial stacking

 

2.1.3. Hybrid Magnetic Bearings

Hybrid Magnetic Bearings (HMB) are an extension of the AMB design, incorporating
permanent magnets (PMs) embedded within the tooth or yoke to generate a static bias
magnetic field. This integration allows for the omission of the coil that typically generates
the bias field, resulting in a more compact structure, reduced power consumption, and
improved power density [44,45]. However, this configuration introduces greater complexity
compared to traditional AMBs. For instance, in Figure 7, PMs are embedded in three
alternating magnetic poles [46,47]. These permanent magnets create a permanent bias
magnetic circuit in conjunction with the adjacent magnetic poles. The control current is
then introduced into the coils to adjust the magnetic force. Compared to AMBs, which rely
on coils to generate both bias and control magnetic fields, the current required in the coils
of HMBs is inherently lower.
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Figure 7. The magnetic circuit (flux lines) and prototype of a 6-pole HMB [46].

2.2. Comparison of Magnetic Bearing

The previous section provides a summary of the classification and fundamental prin-
ciples of magnetic bearings. This classification framework serves as the foundation for
understanding the diversity of magnetic bearing technologies and for selecting the most
appropriate technical approaches. Table 3 presents a comparative analysis of the basic
characteristics of the three main types of magnetic bearings.

Table 3. Comparison of basic characteristics of three types of magnetic bearings.

Characteristic AMB PMB HMB

Source of force Electromagnet [33,34] PM [40–43] PM + Electromagnet
[46,47]

Control system sensor and active control Non-active control Partial active control

Power consumption High (continuous power
supply) 0 Medium (adjustment only)

Stability Full degree of freedom and
stability

Required auxiliary
stabilization

Full degree of freedom and
stability

Typical application High-precision machine
tools [48], aircraft engines

Instrument, simple
suspension device [43]

Compressor, flywheel
energy storage [49]

Nonlinearity Strong Medium Linearization around the
operating point

Force density Medium Low High
Speed range (r/min) 104~106 103~104 104~105

Reliability High (electronic devices
limit)

Extremely high (no active
parts) Very high

The diverse technical options available for magnetic bearings offer a wide range of
choices for various industrial applications. Table 4 outlines the current application status
and typical use cases of active, permanent magnet, and hybrid magnetic bearings across
different industries, highlighting the relationship between their technical characteristics
and application requirements.

Magnetic bearings offer numerous advantages; however, each type presents distinct
technical challenges and application limitations that directly influence their adoption across
various industries. Table 5 summarizes and compares the primary technical limitations
associated with each type of magnetic bearing. These limitations not only act as barriers to
the widespread use and implementation of magnetic bearings but also highlight potential
avenues for future technological advancements.
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Table 4. Comparison of the main application fields of three types of magnetic bearings.

Applications AMB PMB HMB
Technical Selection

Basis

High-speed precision
machining

CNC machine tool
spindle [48] - Mid-end machine tool

[47]
Accuracy and response

speed

Fluid machinery Special operating
compressor [50] Micro-flow pump [42] Centrifugal compressor,

blower [51]
Balance of power and

efficiency

Energy equipment Flywheel energy
storage [52] - Wind turbine, fuel cell

compressor [45]
Reliability and
maintenance

Transportation Maglev train [53] - - Large-scale accurate
control

Aerospace Satellite flywheel [54],
APU

Simple suspension
device [40] Space actuators [55] Environmental

adaptability

Medical device - Artificial heart pump
[56] -

Zero power
consumption and

biological compatibility

Table 5. Comparison of the main technical limitations of three types of magnetic bearings.

Technical Limitation AMB PMB HMB Solutions

Cost Very high (electronic
system) Low-medium Medium-high Scale and integration

Temperature limit Medium (electronic
devices) High (PM limit) Medium high-temperature

materials

Stability risk Control failure Earnshaw theorem Medium Improved protection
bearing

Force density Medium Low High Optimize magnetic
circuit

Standardization High Low Low Promoting industry
standards

Typical failure mode Electronic system
failure PM demagnetization Electromagnetic

under-regulation Redundancy design

3. Research Progress on Key Technologies of Magnetic Bearing

Although magnetic bearings have been successfully applied across various fields,
evolving demands require further enhancements in their performance. To fully harness
their potential in high-speed and non-contact applications, the development and integration
of several key technologies are crucial.

3.1. Topology and Modeling
3.1.1. Bearing Topologies

Various new configurations have been developed based on the conventional 4-pole
and 8-pole active RMBs to enhance performance and reduce losses. The 4-pole RMB offers
a simple coil layout and structural symmetry, making it ideal for small to medium-sized
rotors. However, the magnetic circuits along the x and y axes are coupled. In contrast, the
8-pole RMB provides higher magnetic flux concentration and better control. However, with
all eight poles arranged in a single plane and alternating north-south polarity, the magnetic
field completes two full cycles per rotor revolution, leading to significant hysteresis and
eddy current losses. To overcome these challenges, the 3-pole RMB presents a promising,
compact alternative, particularly suited for rotors with small shaft diameters [48,57–60].
Additionally, using a three-phase inverter for control significantly reduces both system cost
and complexity [61–65], as shown in Figure 8.
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(a) (b) 

Figure 8. Prototype of 3-pole AMB and its control topology [57]. (a) Prototype; (b) Control topology.

In the 4-pole and 8-pole RMBs, the displacement in one axis is decoupled from the
current and position in the orthogonal axis. However, the structural asymmetry of the
3-pole RMB introduces cross-coupling between electromagnetic forces along the x and
y axes, thus increasing control complexity and susceptibility to instability. As a result,
decoupling strategies must be integrated into the control algorithm to ensure system
stability and precision [48,57–67]. To address this coupling issue, a 6-pole RMB topology
has been proposed, as illustrated in Figure 9 [68]. Decoupling among the three pairs
of electromagnets can be realized either by connecting coils on diametrically opposed
poles or by linking coils on adjacent poles. These configurations enable a reduction in
the number of drivers and power amplifiers, thereby lowering system cost and power
consumption [47,69–72]. However, a notable limitation of this design is its relatively low
resultant force coefficient due to the 120◦ spatial separation between electromagnets.

  
(a) (b) 

Figure 9. 6-poles AMB [68]. (a) Opposite poles connected; (b) Adjacent poles connected.

As the rotor diameter increases, the number of poles in magnetic bearings must
also be increased to ensure adequate load capacity [73,74]. For instance, 12-pole and 16-
pole RMBs, as shown in Figure 10a,b, provide comparable load-bearing capabilities to
conventional 8-pole designs for medium- and large-sized rotors while offering reduced
magnetic coupling effects and improved magnetic field uniformity. High-pole-count
magnetic bearings are well-suited for applications such as industrial compressor blowers
and heavy-duty centrifuges. However, these configurations require more power amplifiers
and higher driving voltages, posing additional challenges in system design and integration.
For magnetic bearings with a high number of poles used in very large rotors (as shown in
Figure 10c, the marginal improvement in load capacity diminishes with increasing pole
count, though the magnetic field becomes more uniformly distributed [75]. A modular pole
design can enhance overall stiffness and mechanical robustness; however, it introduces
greater assembly complexity, necessitates precise current control in each coil, and leads to
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elevated eddy current losses. Table 6 provides a comparative analysis of magnetic bearing
technologies across different pole configurations.

   
(a) (b) (c) 

Figure 10. 12-poles, 16-poles and 20-poles AMB [73–75]. (a) 12-poles; (b) 16-poles; (c) 20-poles.

Table 6. Comparison of magnetic bearings with different poles.

Poles Bearing Capacity Stiffness Power
Control

Complexity
Typical Application

3 poles [57] Low (micro-rotor) Low Medium-high High Microsensors, laboratory
equipment

4 poles [33]
Medium

(medium-small
rotor)

Medium Medium Medium Medical equipment,
small compressor

6 poles [68] High (medium rotor) High Medium-low Higher High-speed centrifuge,
CNC machine tool

8 poles [34] High (medium rotor) Medium-low Low Low High-speed motor, small
flywheel energy storage

12 poles [73] Medium (medium
rotor) Higher Medium Medium Industrial compressors,

medium blowers

16 poles [74] High (large rotor) High High High Wind turbine, heavy
centrifuge

24/32 poles Stabilizing
(oversized rotor) Very high Very high Very high Maglev train, nuclear

main pump

In AMB, the magnetic field is generated entirely by electric coils, which results in
significant heat generation. To reduce power consumption, HMB replaces the bias magnetic
field coils with permanent magnets (PMs). HMBs are generally classified into homopolar
and heteropolar types based on the polarity arrangement of the magnetic poles [47,76–78].
In homopolar HMBs, the bias and control magnetic fields are located in different planes,
resulting in weak magnetic coupling. These systems typically use a split stator design, with
PMs configured as axial rings or multiple rectangular blocks, leading to a relatively longer
axial length. In contrast, heteropolar HMBs feature alternating pole polarities, with the bias
and control magnetic fields in the same plane, resulting in stronger magnetic coupling but
also a higher risk of PM demagnetization. In this configuration, PMs are usually embedded
within the stator, resulting in a more compact structure and shorter axial length.

As a result, homopolar HMBs generally exhibit lower rotor eddy current losses, while
heteropolar HMBs offer a higher critical speed [79,80]. Figures 11 and 12 illustrate typical
configurations of both designs.
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Figure 11. Model and prototype of 4-pole homopolar HMB [76].

Figure 12. Model and prototype of 6-pole heteropolar HMB [47].

3.1.2. Modeling of Electromagnetic Force

The electromagnetic force modeling of magnetic bearing is the core foundation of
system design and control, and its accuracy directly affects the bearing characteristics,
dynamic response and stability. The current mainstream modeling methods can be divided
into two major categories: analytical methods and numerical methods. In the following,
the way of electromagnetic force modeling of magnetic suspension bearing is classified
and elaborated.

1. Equivalent Magnetic Circuit Method
The equivalent magnetic circuit method (EMC) is the most classical modeling method
for the electromagnetic force of magnetic bearings, which is widely used in AMB and
HMB [44,77,81–88]. EMC simplifies the topological relationship of the magnetic circuit
and decomposes the magnetic circuit into series or parallel reluctances for calculation.
It is suitable for magnetic bearing structures with relatively regular magnetic field
distribution. For ease of calculation, only the working air-gap reluctance is generally
considered, while the leakage reluctance and the core reluctance are ignored. The
advantage of this method is its high calculation efficiency (more than 10 times faster
than FEM), but the leakage effect needs to be corrected through the leakage coefficient
compensation, with an error of approximately 5% to 10%.

2. Maxwell Tensor Method
Based on Maxwell’s equations, the electromagnetic force is calculated by integrating
the air-gap magnetic field tensor, which is especially suitable for modeling the radial
force of AC magnetic bearing [49,89–96]. In [91], an accurate radial force model is
established for bearingless motors and quantifies the suspension force through the
air-gap flux density component. The stiffness of the magnetic bearing is analyzed and
quantified by the Maxwell tensor method in [49], and the error can be within 3%.
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3. Equivalent Magnetic Charge Method
The general magnetic circuit model proposed by Yonnet assumes that the PM is infinite
in length, and the magnetic force analytical formula of PMB is derived by combining
the equivalent magnetic charge method [97]. This method equivalents the permanent
magnet as a virtual magnetic charge distribution and calculates the magnetic force
in combination with Coulomb’s law. According to the force relationship between
the magnetic charges at two points, the numerical integration model of axial, radial,
and Halback magnetized PMB can be established [98–101]. However, the numerical
calculation methods of the model are generally complicated.

4. Magnetic Network Method
Based on EMC, the magnetic network (MN) method constructs nonlinear equations
by further discretizing the magnetic circuit nodes, which takes into account both
computational efficiency and accuracy. For spherical magnetic bearings, the magnetic
field is segmented accurately based on the flux-tube principle, and the edge flux and
flux leakage are calculated accurately [11]. A network model in a spherical coordinate
system is established to quantify the multi-degree freedom coupling effect, and more
accurate calculation results are obtained.

5. Subdomain Method
The subdomain method divides the magnetic field region into linear subdomains
(such as air gaps, cores, and PMs) and solves them by the magnetic field boundary
conditions. The magnetic field problem in sub-regions can be solved by using the
vector magnetic potential within each sub-region. In [102–104], the radial AMB is
divided into air-gap domain and slot domain. The zero-order equation and first-order
equation of the magnetic field are calculated in polar coordinates, and the distribution
of the magnetic field is obtained by using the method of variable separation.

6. Finite element method
The finite element method (FEM) is the preferred tool for complex geometry and
nonlinear material modeling, which has the highest accuracy and can construct multi-
physics coupled models. However, the preprocessing and calculation time of the
model are long, which limits the efficiency of design optimization and the speed of
system-level simulation.

Table 7 compares and summarizes the electromagnetic force modeling methods men-
tioned above. For magnetic bearings with different structures, appropriate modeling
methods should be selected according to requirements.

Table 7. Comparison of electromagnetic force modeling methods.

Modeling Methods Advantage Disadvantages Applicable Scene

Equivalent Magnetic Circuit
Method [44,77,81–87]

Computationally efficient,
suitable for fast iterative

Ignore flux leakage and
nonlinear effects, which

require empirical correction

Magnetic bearing with regular
magnetic field distribution,
preliminary design stage.

Maxwell Tensor Method
[49,89–96]

High precision, quantifiable
current stiffness and eddy

current loss.

High computational
complexity

AC magnetic bearing, solid
rotor

Equivalent Magnetic Charge
Method [97–101]

Suitable for different
magnetization directions,
High theoretical accuracy

complex numerical
integration model

Analysis of static
characteristics of PMB
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Table 7. Cont.

Modeling Methods Advantage Disadvantages Applicable Scene

Magnetic Network Method
[11]

Balance Efficiency and
precision, Support 3D

modeling

The error increases when the
network is partitioned

coarsely

Complex geometric structure,
multi-DOF coupling analysis

Subdomain Method [102–104] High analytical accuracy Ignore core saturation 5-DOF magnetic bearing,
multi-pole structure

FEM Highest precision support for
multi-physics field coupling

time-consuming, the
hardware requirement

Analysis of complex physical
field distribution

3.2. Control Strategy
3.2.1. Classical PID Control

The fundamental distinction between AMB systems and conventional control systems
lies in the inherent open-loop instability and negative stiffness characteristics of both AMB
and HMB systems [105,106]. These characteristics necessitate the use of closed-loop control
to ensure stable rotor suspension and operation [35,107]. In modern industrial applications,
the most widely adopted control strategy remains the Proportional-Integral-Derivative
(PID) controller due to its simple structure, intuitive parameter tuning, and independence
from the physical model of the controlled system [108–110]. For AMB systems with
multiple DOFs and rigid rotors, each DOF can be considered independently and regulated
using decentralized PID control. This approach simplifies the control architecture while
maintaining effective dynamic performance [111,112]. Most existing magnetic bearing
systems employ decentralized PID controllers or their variants [113–118], such as fractional
order PID [116,119], segmented PID, Neural network PID [52,120,121], fast optimal PID,
expert PID, and fuzzy PID [122–124] control, among others.

It should be emphasized that the AMB is a nonlinear and strongly coupled dynamic
system. The widely used decentralized PID control strategy, while simple and effective
in many cases, does not account for inter-axis coupling, which can significantly affect
performance in high-speed and high-precision applications. As industrial demands for
higher rotational speed, greater stability, and improved dynamic response continue to
rise, traditional decentralized PID control increasingly falls short of meeting modern
engineering requirements. To address the multi-input multi-output (MIMO) coupling
present in AMB-rigid rotor systems, considerable research has been devoted to decoupling
strategies. These aim to transform the coupled system into a set of independent single-input,
single-output (SISO) subsystems under specific conditions. This approach preserves the
simplicity and tuning advantages of PID controllers while incorporating anti-gyroscopic
coupling characteristics from modern control theory, thus enhancing both system stability
and control precision. Currently, several decoupling techniques have been applied to
AMB systems, including linear state feedback decoupling [125], cross-feedback decoupling
control [126,127], and modal decoupling control [128], among others.

3.2.2. Advanced Control Algorithm

Considering the significant nonlinearity and coupling phenomena of the rotor during
high-speed rotation, researchers are extending intelligent control methods beyond tradi-
tional PID. With the rise of intelligent algorithms and high-performance processors, several
more advanced control algorithms have been applied to magnetic bearing control, such
as robust control [129–131], predictive control [132–134], sliding-mode control [135–138],
neural network control [139,140], and adaptive control [54,141,142], fuzzy control [143–145],
active disturbance rejection control [50,146,147]. These methods and their variants bring
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solutions to strong nonlinearity, parameter uncertainty, and external disturbances, greatly
enhancing stability and accuracy and improving overall static and transient performance.

1. Robust control
Robust control ensures the system stability under parameter variations or external
disturbances by designing controllers that are insensitive to uncertainties, parameters
in the model and disturbances. In the magnetic bearings, the robust controller based
on μ analysis effectively deals with the high-frequency vibration and modal coupling
problems in the rotor dynamics through frequency domain analysis and pole configu-
ration and improves the stability margin of the system. Plus, H∞ control is applied to
solve the mode control problem of the magnetic bearing rotor system. The system
identification model is established by the orthogonal polynomial fitting method, and
the stable suspension and mode suppression of the rotor are realized.

2. Model Predictive Control (MPC)
MPC predicts future system states and optimizes control inputs based on a system
model, making it well-suited for multivariable coupled control in magnetic bearing
systems. MPC based on the radial 4-DOF global control model can achieve high-
precision tracking of the rotor position and transient response optimization using
the state-space model and optimal controller design. This approach demonstrates
excellent performance in high-speed rotating machinery. However, it also entails high
computational complexity and depends heavily on high-performance processors for
real-time implementation.

3. Sliding-mode control (SMC)
SMC is extensively applied in the nonlinear control of magnetic bearings due to its
strong robustness against parameter variations and external disturbances. By appro-
priately designing the sliding surface and control law, SMC ensures fast convergence
and effectively suppresses rotor displacement fluctuations. In applications such as
magnetic bearings for wind turbines, the integration of SMC with PID control has been
shown to reduce overshoot and enhance response speed. However, the well-known
chattering phenomenon associated with SMC remains a challenge and necessitates
further improvement through techniques such as adaptive boundary layer design
and higher-order sliding mode methods.

4. Neural network control
Neural networks can effectively model the complex behaviors of magnetic bearings by
learning and approximating their nonlinear dynamics. A hybrid control architecture,
integrating deep learning with PID feedback, is employed to design a compensation
controller, significantly enhancing the suppression of unbalanced vibrations. Ad-
ditionally, convolutional neural networks (CNN) and gated recurrent units (GRU)
are utilized for fault prediction through the analysis of current waveforms and vi-
bration spectra. However, neural networks face challenges, including a reliance
on large volumes of training data and the need for optimization to meet real-time
performance requirements.

5. Adaptive control
Adaptive control adjusts system parameters online to accommodate changes, with
methods like Model Reference Adaptive Control (MRAC) and Active Disturbance
Rejection Control (ADRC). In magnetic bearing control systems, the ADRC algorithm,
utilizing an extended state observer, estimates and compensates in real time, thereby
minimizing manual parameter adjustments. Intelligent optimization techniques, such
as Beetle Antennae Search (BAS), are employed to fine-tune PID parameters, achieving
rapid convergence and low energy consumption in multi-DOF magnetic bearings.
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6. Fuzzy control
Fuzzy control does not require the precise mathematical model of the plant or the
detailed system dynamics. It is particularly suitable for dealing with the nonlinearity
and uncertainty of the magnetic bearing system. It relies on the relationship between
error, error rate and output and uses fuzzy reasoning based on control rules to adjust
control decisions according to specific system conditions to meet requirements. It
overcomes the limitation of traditional PID control that cannot be adjusted in real-time.
It also saves the time required for manual control parameter debugging.

7. Active disturbance rejection control
As an advanced Control method that does not rely on accurate models, Active Dis-
turbance rejection control (ADRC) has been widely used in magnetic bearings in
recent years. The core idea is based on real-time estimation and compensation of
disturbance. The multi-DOF coupling effect of the magnetic bearing is estimated in
real-time through the Extended State Observer (ESO), and the nonlinear feedback
control law is combined to realize decoupling and disturbance rejection. ADRC only
needs to design the controller based on the input and output data. This property is
especially suitable for scenarios where the nonlinear dynamics of magnetic bearings
are difficult to model accurately.

A single control algorithm often cannot simultaneously optimize both transient per-
formance and system robustness. Therefore, combining multiple control strategies can
yield superior results. For instance, the integration of fuzzy control with PID combines
the rule-based flexibility of fuzzy control with the steady-state accuracy of PID, striking a
balance between transient response and disturbance rejection in HMB systems [143,145].
Another example is the fusion of adaptive control with robust control to address the strong
coupling issues in magnetic bearings. Simulation results demonstrate that this approach
reduces errors by over 70% compared to traditional methods [53,54]. Table 8 compares the
aforementioned control methods.

Table 8. Comparative analysis of different control strategies.

Control Algorithm Advantages Limitations Typical Application

PID control [111]
Simple structure, clear

parameters, easy to
implement

Difficult to adapt to
nonlinearity/time
variation, Limited
anti-interference

Low-complexity systems
(e.g., laboratory
demonstration)

Variable parameter PID
[112]

Adjust parameters
dynamically, balancing
dynamic response with

accuracy.

Complex adjustment rules
real-time performance is

limited

Startup phase or set point
changes frequently

Robust control [129]
Parameters and

perturbations insensitive,
multivariate coupling.

Relying on accurate
models, high

computational complexity,
dynamic performance is

limited

High-precision machine
tools, aerospace flywheels,

and strong interference
environments.

Predictive control [132]

Predict the future state
based on the model and

adapt to
nonlinear/time-varying

systems.

Large computation, error
sensitive, update

frequently

Dynamic, high-speed
response, multi-target

coordination
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Table 8. Cont.

Control Algorithm Advantages Limitations Typical Application

Sliding-mode control [135]
Strong robustness, quick

response, parameter
insensitive

Chattering requiring
higher-order precise

sliding mode design or
adaptive control

High anti-interference (e.g.,
flywheel energy storage)

Neural network control
[139]

No need for an accurate
mathematical model;

online learning

Amount of training data,
computationally intensive,

poor interpretability

Adaptive adjustment of
complex operating (e.g.,

variable load)

Adaptive control [54]
Automatically adjust

parameters to improve
robustness.

Slow convergence speed
adaptability to fast

time-varying systems is
limited.

System with parameters
changing slowly (e.g.,

compressor)

Fuzzy control [53]

Dynamically adjust
parameters, no need for

accurate models,
anti-interference.

Rule design relies on
experience; parameter
tuning is complex, and

high-frequency accuracy is
insufficient.

Strong nonlinearity and
unclear model (e.g.,

medical devices)

3.3. Power Drive System and Controller of Bearings
3.3.1. Driver Topology Design

An efficient and stable power amplification system is essential for achieving a magnetic
bearing system with high sensitivity, rapid response, and low cost. Traditional linear power
amplifiers have been replaced by power electronic converters due to their high loss and
large size. One of the earliest solutions is the full-bridge topology shown in Figure 13a [148],
which controls the coil current through four switches, offering a three-level output and
good transient performance. However, multi-DOF magnetic bearing systems require a
large number of devices, leading to high cost and volume. Improved topologies, such as the
unipolar half-bridge structure in Figure 13b, reduce the number of devices by half and are
ideal for active magnetic bearings (AMBs) that require only unidirectional current [149,150].

  
(a) (b) 

Figure 13. H-bridge drive topology. (a) Full bridge [148]; (b) Half bridge [149].

However, using an H-bridge topology for each coil requires a large number of elec-
tronic devices. Hence, a three-phase full-bridge topology is proposed to control a single
degree of freedom (DOF), as shown in Figure 14a [151]. This three-phase topology allows
the two coils to share the middle bridge, simplifying the design and reducing the number
of switching devices by approximately one-quarter compared to the full-bridge topology.
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(a) (b) (c) 

Figure 14. Three-phase drive topology. (a) Three-phase full-bridge [151]; (b) Three-phase half-bridge
t-b-t [152]; (c) Three-phase half-bridge b-t-b.

Despite this improvement, the switching devices in the three-phase full-bridge topol-
ogy are still underutilized, and redundancy remains in the system. To optimize this, a
three-phase half-bridge topology is introduced, where each three-phase half-bridge controls
two coils on a single DOF [152]. Depending on the configuration of the switching devices,
this topology is divided into the b-t-b structure and the t-b-t structure. The b-t-b structure,
shown in Figure 14b,c, offers the advantage of reducing the number of common grounds
and gate drive power supplies compared to the t-b-t structure. However, since the output
voltage on the shared bridge is fixed at Vdc/2, the DC voltage utilization is halved in
comparison to the H-bridge structure.

Building on the shared bridge concept in Figure 15, the number of devices can be
further reduced by sharing multiple bridges [153]. As illustrated in Figure 16, the switching
devices for the shared bridge are positioned in the upper bridge, which connects to the
DC bus, while the switching devices of non-shared bridges are located in the lower bridge
connected to the negative pole. These bridges share a drive isolation power supply. In the
case of an N-axis magnetic bearing system, only 2N + 1 switching devices and diodes are
required. This approach reduces the total number of devices; however, the current on the
shared bridge is the sum of the currents from the other bridges, resulting in higher current
stress. Consequently, the shared bridge needs to be designed with greater consideration,
increasing the risk of failure. To address this, the reverse shared bridge structure is intro-
duced, which modifies the system to reverse half of the coil currents. This configuration
causes the currents on the shared bridge to cancel each other out, significantly reducing the
current stress. For an N-axis system, this topology requires 2N + 2 switches and diodes.

 
Figure 15. Shared bridge drive topology concept [153].
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(a) (b) 

Figure 16. Shared bridge drive topology and reverse shared bridge drive topology [154]. (a) Shared
bridge drive. (b) reverse shared bridge drive.

In the previously discussed shared bridge topology, a single bridge serves as the com-
mon node for all coils. To maintain system stability, the average voltage at the midpoint
of this common bridge must remain constant, which inherently limits the DC voltage
utilization across all H-bridge topologies. This constraint can reduce the control system’s
bandwidth. To overcome this limitation, a series coil topology with multiple shared bridges
is proposed, allowing the midpoint voltages at both ends of each coil to vary dynami-
cally [154,155]. This approach preserves high DC voltage utilization without increasing the
number of switching devices. As shown in Figure 17a, a four-phase, four-bridge topology
eliminates the need for a common arm, further reducing the controller’s physical footprint
while maintaining performance.

  
(a) (b) 

Figure 17. (a) Four-phase four-bridge topology. (b) Five-phase six-bridge topology [156].

The above-mentioned three-phase topology, shared bridge topology and series coil
topology belong to the unipolar switching power amplifier topology, which is generally
applied to the AMB system of current superposition type. For HMB of magnetic field
superposition type, it is necessary to use the bipolar switching power amplifier to realize
the control of the rotor through the bidirectional flow of current. Therefore, to realize
the suspension control of the 5-DOF HMB, the topology of the five-phase six-bridge is
proposed in Figure 17b [156].

Table 9 compares the number of devices and DC voltage utilization across various
topologies for an N-axis system. Compared to the H-bridge structure, all improved topolo-
gies demonstrate a reduction of switching devices. Notably, the series coil topology achieves
optimal device efficiency without compromising DC voltage utilization, offering a balanced
solution in terms of performance and hardware cost.
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Table 9. Comparison of the topologies of the N-axis system.

Topology Switches Diodes Drive Power Voltage Utilization

Full bridge [148] 8N 8N 4N + 1 1
Half bridge [149] 4N 4N 2N + 1 1

Three-phase full bridge [151] 6N 6N 3N + 1 0.5
Three-phase half bridge [152] 3N 3N N + 1 0.5

Shared bridge [153] 2N + 1 2N + 1 2 0.5
Reverse shared bridge [154] 2N + 2 2N + 2 3 0.5

Series coils [155] 2N + 1 2N + 1 N + 1 1

3.3.2. Fault-Tolerant Control and Fault Detection

Magnetic bearing systems are primarily used in applications requiring high-speed
and high-precision control, where a rotor drop caused by system failure can lead to severe
damage. During a suspension failure, the rotor instability manifests as a mechanical
process, whereas the associated current failure in the coils is an electrical process. Since
electrical dynamics are significantly faster than mechanical responses, the rotor position
undergoes minimal change in the immediate aftermath of a fault. Additionally, given
that the coil resistance is typically much lower than its inductive reactance, the power
amplifier introduces a natural delay. This delay, combined with the response characteristics
of power electronic converters, creates an opportunity for implementing fault-tolerant
control strategies within the system.

The electromagnetic force in magnetic bearings is a reluctance force, which depends
on the magnitude of the current rather than its direction. Therefore, topologies such as the
full-bridge and three-phase full-bridge, despite incorporating redundant switching devices,
offer a natural advantage for fault-tolerant operation. These redundant components can
be repurposed to serve as a backup for an entire drive channel. In the event of a failure,
the current path can be rapidly redirected in the opposite direction without affecting the
generated electromagnetic force, enabling continuous system operation. For example, in a
three-phase full-bridge topology, if a fault occurs in one switch or current path, the system
can quickly switch to the redundant half of the bridge. By reversing the current direction
through the alternate path while maintaining the same current magnitude, the magnetic
force remains unaffected, thereby achieving fault-tolerant control without compromising
suspension performance [153]. Figure 18 shows the fault-tolerant operation for three-phase
full-bridge topology.

  
(a) (b) 

Figure 18. Fault-tolerant operation for three-phase full-bridge topology [153]. (a) normal mode.
(b) Redundant mode.

The three-phase full-bridge converter shown in Figure 14a can be conceptualized
as comprising two sets of three-phase half-bridge modules: (S2, S3, S4) and (S1, S5, S6).
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During normal operation, as illustrated in Figure 18a, the first set of switches (highlighted
in red) is active, while the remaining switches remain in standby mode without receiving
control signals. In this configuration, current flows outward from the shared bridge to
the coils. In the event of a failure, the system can switch to the redundant drive mode, as
shown in Figure 18b. Here, the second set of switches becomes active (highlighted in red),
and the previously used switches are turned off. In this mode, current flows into the shared
bridge. Since the electromagnetic force in magnetic bearings is a reluctance force and is
independent of the current direction, both drive configurations can generate equivalent
suspension forces. This inherent bidirectionality enables fault-tolerant operation, ensuring
continuous rotor suspension even under drive system failure.

Common faults in switching devices primarily include open-circuit and short-circuit
failures, both of which can cause sudden and abnormal variations in coil currents. As
a result, fault detection in magnetic bearing drive systems can be effectively achieved
by monitoring and analyzing the total coil current. Significant deviations from expected
current profiles may indicate the presence of a switching fault, enabling timely fault
diagnosis and the activation of fault-tolerant control mechanisms. To enable rapid fault
diagnosis and response, two threshold currents are defined: Iopen and Ishort. If the total
measured coil current falls below Iopen, it indicates an open-circuit fault in the switching
device. In this case, control of the magnetic bearing rotor can be restored by promptly
switching from the faulty drive module to a redundant backup module. Conversely, if the
total current exceeds Ishort, it signifies a short-circuit fault within the module. Under such
conditions, all control signals and drive modules should be immediately shut down to
prevent further damage to the system and ensure operational safety. This threshold-based
strategy enables fast and reliable protection for high-speed magnetic bearing systems.

3.3.3. Controller Hardware Platform

The hardware platform of the magnetic bearing controller is the key carrier to realize
high precision and high real-time control. With the complexity of the control algorithm and
the increase of the demand for multi-DOF cooperation, the controller hardware has grad-
ually developed from the early analog circuit to a digital architecture with an embedded
microcontroller (such as STM32), digital Signal processor (DSP) and Field Programmable
Gate Array (FPGA) as the core. The following elaborates on hardware types, performance
characteristics, and typical applications

1. Embedded Microcontroller
The STM32 series core microcontrollers are widely used in medium and low-
complexity maglev systems due to their advantages of low power consumption,
high integration and cost. For example, the STM32F4 series (main frequency of
180 MHz) captures the Hall sensor signal through a timer and combines the PID
algorithm to achieve single-DOF suspension control with a displacement resolution
of ±10 μm [157]. The CAN and Ethernet interfaces of STM32 can realize multi-axis
cooperative control, but limited by the computing power, STM32 makes it difficult to
meet the real-time requirements of high-speed multi-DOF systems.

2. Digital Signal Processor
Digital Signal Processor (DSP) has become the mainstream scheme of dynamic control
of magnetic bearing because of its high-performance floating-point operation ability
and special peripheral equipment. The built-in redundant ADC module supports sen-
sor fault detection and switching, which improves the fault tolerance of the magnetic
bearing system. TMS320F28335 (main frequency 150 MHz) is adopted in [158,159]

101



Energies 2025, 18, 3222

combined with a fault diagnosis algorithm, which can control the fault switching time
of magnetic bearing in 5 ms and significantly improve the stability of the system.

3. Field Programmable Gate Array
With the characteristics of parallel processing and nanosecond delay, a Field Pro-
grammable Gate Array (FPGA) plays a key role in high-speed and multi-variable
maglev systems. In the speed-holding mode of a high-speed maglev motor, the obser-
vation accuracy of steady-speed frequency is better than 5 Hz, and the response time
is less than 50 μs [160,161].

The different types of controller hardware of magnetic bearings are summarized in
Table 10. It is necessary to take into account both the performance and cost to select the
appropriate controller platform.

Table 10. Comparison of controller hardware platform.

Hardware Types Advantage Disadvantages Applicable Scene

STM32 series [157]

Low power consumption,
low cost, short

development cycle, easy to
control

Limited computing power
and limited real-time

performance

Low complexity scenarios
such as medium and low
speed, single/two DOF.

DSP [158,159]
High real-time

performance, support for
complex algorithms

Relying on special
development tools, high

power consumption

High-speed, multiple DOF
and other high-precision

scenes

FPGA [160,161] Strong real-time
performance

Long development cycle,
high cost

Ultra-high-speed and complex
algorithm scenarios.

4. Application Fields and Typical Cases

Building on the aforementioned key technologies, magnetic bearings have found
applications across a wide range of fields. Based on application domains and functional
requirements, their use can be classified as follows.

4.1. Industrial Field
4.1.1. High-Speed Motor and Compressor

Fully sealed compressors equipped with shielded magnetic bearings and shielded
induction motors can be used for various challenging applications, including acid gas
handling, subsea compression, wet gas compression, and CO2 reinjection. The operating
conditions for such sealed compressors are examined. Ref. [51] gives an application where
the use of canned magnetic bearings for enhanced recovery in a CO2 environment can
eliminate the shaft end seal and thus improve the reliability of the machine. Table 11 shows
its parameters. At the same time, safety is improved due to the reduced risk of gas leakage
into the environment, which is also important to underwater applications.

Table 11. The parameters of the hermetically sealed compressor.

Machine Type
5.8 MW Centrifugal Compressor with

Canned Electric Motor

Speed range 2850~9975 r/min continuously variable
Rotor mass 1622 kg

Rotor length 3.3 m
Rotor orientation Vertical

AMB configuration Single shaft, 2 radial and 1 axial.
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4.1.2. Precision Machine Tool Spindle

By tracking the position of the spindle tool, an AMB controller based on μ-synthesis is
designed to minimize the difference between the reference position and the estimated posi-
tion of the tool [48]. The experimental verification is carried out on the spindle AMB boring
machine. At 15,000 r/min, the step-shaped, conical, and convex contours are successfully
tracked with steady-state errors of about 8.7% and static and position fluctuation of 0.851
μm and 1.887 μm, respectively. The system shows strong robustness under static loads
of 3.2 kg and dynamic loads with a 10 mm eccentricity, which verifies the effectiveness
of the proposed method for balancing tracking accuracy and anti-interference ability in
high-speed machining. Parameters are listed in Table 12.

Table 12. The parameters of the high-speed spindle.

Machine Type
10 kW Industrial Grade AMB

High-Speed Spindle

Speed range 0~50,000 r/min continuously variable
Static load 3.2 kg

Tracking range 90 μm
Rotor orientation Horizontal

AMB configuration Single shaft, 2 radial and 1 axial.

4.2. Energy and Transportation Field
4.2.1. Flywheel Energy Storage System

A 5-DOF AMB system, designed for a high-strength steel energy storage flywheel
without a shaft and hub, is presented in Table 13 [162]. By integrating radial, axial, and
tilt suspension functions into a single unit, this design replaces the traditional multi-
unit magnetic bearing system, significantly simplifying the structure and reducing costs.
Experimental tests demonstrate the system’s capability to support a flywheel weighing
5440 kg and measuring 2 m in diameter, with an air gap of 1.14 mm. These results confirm
the bearing’s reliability under high load conditions and validate the design approach. This
technology enhances the energy density of the flywheel storage system, achieving twice
the capacity of conventional steel flywheels while also reducing material costs, offering
strong potential for practical engineering applications.

Table 13. The parameters of flywheel energy storage system.

Machine Type 100 kW Energy Storage Flywheels

Speed range 3225 r/min
Rotor mass 5440 kg

Outer diameter 2.13 m
Rotor orientation Vertical

AMB configuration Single shaft, combination 5-DOF AMB.

4.2.2. Wind Turbine Spindle

A design for a small vertical wind turbine based on a magnetic suspension axial flux
PM generator is proposed [163]. By integrating PMBs, the turbine achieves frictionless
suspension, which minimizes mechanical losses and enhances efficiency. The performance
details are provided in Table 14. Experimental results show that the application of PMBs
significantly improves the turbine’s speed and efficiency, particularly under variable wind
conditions, outperforming traditional bearing systems. This design simplifies the system
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by eliminating the need for gear transmission, reducing complexity and costs, and utilizing
low-cost materials, making it ideal for home and small-scale applications.

Table 14. The parameters of the prototype.

Machine Type Small Scale Vertical Axis Wind Turbine

Speed range 200 r/min
Maximum repelling force 124 N

Outer diameter 500 mm
Rotor orientation Vertical

AMB configuration Single shaft, PMB.

4.3. Extreme Environments
4.3.1. Satellite Momentum Wheel

In the aerospace field, spacecraft orientation is stabilized in the desired direction
through attitude control. The control moment gyroscope (CMG) serves as a critical actuator
for achieving agile and reliable attitude control. The integration of magnetic bearings signif-
icantly reduces the external forces transmitted to both the bearing stator and the spacecraft.
By utilizing robust control and adaptive feedforward compensation, both internal multi-
parameter disturbances and external continuous disturbances are effectively suppressed.
This greatly enhances system stability during high-speed and dynamic operations, making
it well-suited for spacecraft attitude control, where stringent micro-vibration requirements
must be met [54]. The prototype and relevant parameters are provided in Table 15.

Table 15. The parameters of moment gyros.

Machine Type Magnetically Suspended Control Moment Gyros

Stable operating frequency 100 Hz
Rotor mass 16.7 kg

Outer diameter 250 mm
Rotor orientation Vertical

AMB configuration Single shaft, 2 radial and 1 axial.

4.3.2. Nuclear Reactor Cooling

In nuclear reactors, where temperatures and radiation levels are high, gas-cooled
high-temperature reactors (HTRs) rely on high-purity helium as both a coolant and heat
carrier. The lubricants or wear debris from traditional bearings may fail or contaminate
the helium medium, limiting the reliability of these HTRs. Magnetic bearings present
a viable solution to address this challenge [164]. Due to the extremely high operating
temperatures of gas-cooled HTRs, traditional bearing materials are prone to failure from
thermal expansion or fatigue. In contrast, magnetic bearings, with no mechanical contact
and no need for lubrication, offer excellent high-temperature resistance. This eliminates
the risk of material thermal deformation, ensuring clean, stable, and efficient operation of
the HTR under extreme conditions. A practical application is presented in Table 16.

Table 16. The parameters of centrifugal helium circulator.

Machine Type Centrifugal Helium Circulator

Speed range 800~4800 r/min continuously variable
Rotor mass 4000 kg

Rotor length 3.5 m
Rotor orientation Vertical

AMB configuration Single shaft, 2 radial and 1 axial.
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5. Technical Challenges and Future Trends

5.1. Technical Challenges
5.1.1. Multi-Field Coupled Modeling and Calculation

The modeling and calculation of magnetic bearings are critical for linking theoretical
design, performance optimization, and practical application [165,166]. However, challenges
related to three-dimensional (3-D) electromagnetic field calculations [167–169], electrome-
chanical coupling dynamics [170–172] and eddy current [173,174] continue to be major
bottlenecks in the current development of this technology.

Currently, the equivalent magnetic circuit method remains the most traditional ap-
proach for analyzing the magnetic flux of active magnetic bearings (AMB) and hybrid
magnetic bearings (HMB) [44,77,82,83]. In this method, the mathematical model of the
suspension force is derived by constructing an equivalent magnetic circuit diagram, with pa-
rameters determined using typical reluctance formulas and engineering experience [84–88].
However, this approach assumes ideal conditions, neglecting the effects of local material
saturation [175–179], eddy current loss, edge magnetic leakage and other factors [180].
Some studies have explored variations of the equivalent magnetic circuit method that ac-
count for material nonlinearity and eddy current effects. These advancements significantly
reduce the model’s calculation error by incorporating the edge effect, thus improving the
accuracy of the 3-D electromagnetic field calculation for magnetic bearings. To further
enhance the modeling’s accuracy and generality, the Maxwell tensor method [49,89–96]
can also be employed. Nonetheless, factors such as magnetic circuit saturation and edge
effects must still be carefully considered.

The stiffness and damping characteristics [181–184] of magnetic bearings are influ-
enced by electromagnetic forces, control parameters, and rotor dynamics. Transient mod-
eling of magnetic bearing-rotor systems is crucial for optimizing control and mitigating
unbalanced vibrations. While the transient model of the rotor on a rigid foundation has
been studied, an accurate multi-DOF transient model that accounts for the modal cou-
pling phenomenon of a flexible rotor crossing the critical speed is still required for further
refinement.

The modeling and calculation of magnetic bearings have evolved from static analysis
of single physical fields to dynamic coupling of multiple fields. Moving forward, over-
coming existing bottlenecks will require the integration of high-performance computing,
artificial intelligence, and advanced material technologies. By developing high-precision
mathematical models, creating intelligent agent models, and fostering interdisciplinary
collaboration, the modeling of magnetic bearings will become more efficient and accurate.
This will lay the groundwork for their widespread application in fields such as flywheel
energy storage, high-speed motors, and aerospace.

5.1.2. Balance Between System Cost and Reliability

The performance of magnetic bearings relies on the precise detection and timely adjust-
ment of rotor displacement through the closed-loop control system. However, the trade-off
between cost and reliability of existing sensors has become a major bottleneck, limiting
their widespread application. Eddy current sensors, as the predominant displacement
detection solution, offer advantages in accuracy and transient response [185,186]. However,
their high cost and reliability concerns have driven the industry to explore alternative
solutions, such as inductive sensors and self-sensing technologies.

Eddy current sensors operate at high-frequency excitation ranges (typically 500 kHz
to 20 MHz) and impose stringent requirements on material uniformity, surface finish, and
temperature stability. The manufacturing costs of key components, such as probe coils
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and signal processing chips, account for approximately 30% to 40% of the total cost of a
magnetic bearing system. Traditional magnetic bearing systems closed-loop control needs
to obtain real-time displacement signals in 5-DOF, and any failure of the sensors can directly
lead to system instability [187]. Additionally, sensor installation can introduce geometric
errors, eventually reducing control accuracy.

Inductive sensors measure displacement by detecting variations in inductance and
offer a cost advantage—approximately 1/5 that of eddy current sensors [188]. However,
they still face challenges, including nonlinear measurement errors, sensitivity to elec-
tromagnetic interference, and limited transient response. Sensorless magnetic bearing
technologies estimate rotor position indirectly through high-frequency signal injection or
state observers, reducing reliance on physical displacement sensors. Despite this advan-
tage, these approaches involve high algorithmic complexity, posing challenges for real-time
implementation and system robustness [66].

Achieving a balance between cost and reliability in magnetic bearing systems requires
coordinated advancements in both sensor technologies and control algorithms. In the
short term, hybrid sensor configurations combined with control correction algorithms offer
practical solutions for cost reduction without compromising performance. In the long term,
the development of more intelligent sensorless technologies is expected to transform the
industry. With these advancements, magnetic bearings are poised for widespread adoption
at manageable costs across high-end manufacturing, renewable energy, and other emerging
application areas.

5.2. Frontier Development Direction
5.2.1. Intelligent Control System

Although magnetic bearing rotors can be made to rotate around the inertial axis,
interference factors such as mass eccentricity and sudden load changes remain unavoidable
due to limitations in machining accuracy and material imbalance [189,190]. Overcoming
these challenges requires intelligent control systems, which are key to breaking current
performance bottlenecks and enabling large-scale industrial applications. Traditional
control strategies, such as PID control, often fall short of maintaining robust vibration
suppression across the full speed range. For example, while zero-displacement control
can effectively eliminate synchronous vibrations, it may lead to instability under varying
speed conditions due to phase lag. Disturbances can be estimated using extended state
observers (ESO) [191,192], but their effectiveness is constrained by observation bandwidth,
which limits their ability to handle high-frequency disturbances. Moreover, the accuracy of
control relies heavily on precise system modeling and parameter tuning.

To address these challenges, the second-order generalized integral frequency-locked
loop (SOGI-FLL) is employed for real-time speed estimation. By utilizing a variable gain
coefficient to adaptively adjust the control loop bandwidth, SOGI-FLL enables effective
vibration suppression over a broader frequency range [193]. The model-aided extended
state observer (MESO) further enhances system performance by introducing a feedforward
compensation link, which mitigates high-frequency disturbances while reducing control
voltage and phase delay [194]. Additionally, integrating inductive sensors with self-sensing
technology enables the deployment of nonlinear controllers based on deep learning. These
controllers can improve system stability by dynamically tuning PID parameters through
multi-sensor data fusion. However, the application of reinforcement learning requires
extensive simulation data for training, and the synchronization of multi-sensor data—
particularly time alignment—remains an active area of research.
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The intelligence of magnetic bearing control systems must overcome the challenges
of multidisciplinary coupling within the closed-loop framework of perception, decision-
making, and execution. This advancement is essential for shifting from passive response to
active prediction, enabling more adaptive, robust, and efficient system behavior.

5.2.2. Miniaturized and Integrated Solutions

The miniaturization and integration of magnetic bearings represent critical break-
throughs for their application in emerging fields such as microrobotics, precision medical
devices, and aerospace micro-power systems. However, these advancements are still con-
strained by challenges in electromagnetic topology optimization, thermal management,
and multi-physics coupling modeling.

Traditional magnetic bearing systems often rely on the combination of multiple single-
degree-of-freedom electromagnets, resulting in a bulky overall structure. For example,
a typical five-degree-of-freedom (5-DOF) suspension configuration requires at least two
radial bearings and one axial bearing shown in Figure 19, and load structures such as fans,
impeller and pump are installed at the end of the rotating shaft, significantly reducing the
effective axial length of the motor relative to the total assembled system length. To enhance
integration, multi-DOF hybrid magnetic bearing (HMB) topologies are essential. However,
in such compact designs, strong coupling among electromagnetic, mechanical vibration,
and thermal fields presents significant complexity. Conventional liquid cooling methods are
impractical due to strict volume constraints, while passive thermal management depends
on high-conductivity materials, increasing overall cost. Additionally, most current control
systems rely on discrete power modules such as H-bridges. In a 5-DOF system, this
translates to five independent power circuit sets, further complicating integration and
increasing spatial and thermal design burdens.

Figure 19. Traditional magnetic suspension machine configuration.

Currently, various multi-DOF integrated magnetic bearing topologies with shared
magnetic circuits have been developed, including axial-radial 3-DOF configurations [55,195–199],
4-DOF [200–205] and full 5-DOF [56,61,206–208] magnetic bearing topologies. In addition,
bearingless 5-DOF motor architectures have emerged, integrating magnetic bearing func-
tionality directly into the motor to significantly reduce the system’s axial length [209–211].
On the control side, system-level packaging techniques offer substantial reductions in
the size of power amplifiers, controllers, and sensors, further promoting miniaturization
and integration.

Advancing the miniaturization and integration of magnetic bearings necessitates over-
coming the electromagnetic-mechanical-thermal limitations inherent in multidisciplinary
coupling. Looking forward, permanent magnet–electromagnetic hybrid topologies and
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system-level packaging are expected to become focal points of innovation in this field.
These advancements will drive the evolution of high-end equipment toward non-contact
operation, full intelligence, and ultra-compact form factors, enabling broader applications
across next-generation technologies.

6. Conclusions and Perspectives

6.1. Technical Summary

With its advantages of non-contact support, zero friction loss, and maintenance-free
operation without lubrication, magnetic bearing technology has become a cornerstone
for high-speed precision equipment. This paper provides a comprehensive review of its
development, covering the comparative analysis of active, passive, and hybrid magnetic
bearing topologies, as well as key technological breakthroughs in electromagnetic structure
design, advanced intelligent control algorithms, and integrated power drive systems.
Together, these aspects highlight the multi-dimensional value and transformative potential
of magnetic bearing technology.

In terms of technical principles, the bearing capacity and stability of magnetic bearings
have been significantly enhanced through multi-physical field coupling modeling, active-
passive hybrid magnetic circuit design, and the use of high-performance permanent magnet
(PM) materials. The evolution of intelligent control strategies is particularly noteworthy,
progressing from traditional PID control to adaptive sliding mode control and further
advancing to parameter self-tuning systems based on deep learning algorithms. These
developments have progressively addressed issues related to strong nonlinear vibrations
and rotor interference. In power driver technology, the integration of wide bandgap semi-
conductor devices and high-frequency switching power amplifiers has led to substantial
improvements in energy efficiency and volume reduction compared to previous controllers.
On the application front, the successful deployment of magnetic bearings in satellite mo-
mentum wheels, high-speed motors, and integrated medical devices demonstrates their
potential to replace traditional bearings in a variety of critical systems.

However, current technology still faces several key challenges. The accuracy of multi-
field coupling modeling remains insufficient, with significant simulation errors in the
interactions between magnetic, thermal, and mechanical fields under complex operating
conditions. Additionally, the overall system cost remains high, and the reliance on key
materials, such as rare-earth permanent magnets (PM), is constrained by supply chain
limitations. Furthermore, the adaptability of magnetic bearings to extreme environments is
limited, particularly in terms of PM demagnetization at high temperatures, as well as issues
related to sealing and corrosion resistance in deep-sea or high-pressure environments.

6.2. Outlook

The future development of magnetic bearing technology may follow several key
pathways:

1. Multi-Field Coupled modeling and Accurate Analysis: Magnetic bearings inherently
involve the coupling of multiple fields, including electromagnetic, thermodynamic,
and mechanical vibration. Future advancements will require the development of more
precise multi-field coupling mathematical models to address complex challenges,
such as nonlinear vibration and thermal deformation under high-speed and high-load
conditions. For example, research could focus on the interaction between magnetic
field distribution, thermal effects, and mechanical stress. Additionally, integrating
these models with the flexural vibration characteristics of high-speed, flexible rotors
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will enable the development of response models capable of predicting instability
thresholds at critical speeds.

2. Innovation of Intelligent Control Algorithm and Strategy: To overcome the limitations
of traditional PID control, such as insufficient disturbance rejection, it is essential to
integrate modern control theory with artificial intelligence technologies to enhance
the system’s robustness against sudden load changes and parameter variations. Em-
ploying deep reinforcement learning for control parameter optimization, along with
multi-sensor data fusion (including displacement, current, and temperature data),
will enable more precise suspension control and improve overall system stability.
This approach promises to significantly enhance the adaptability and performance of
magnetic bearing systems in dynamic environments.

3. Efficient Optimization of Power Drive System: As the core execution unit of magnetic
bearings, the power electronic converter must achieve breakthroughs in both topology
structure and control efficiency. Advancing shared bridge topologies will reduce the
number of power devices, thereby minimizing both the volume and cost of the system.
The integration of wide-bandgap SiC/GaN devices will enable higher switching
frequencies, while advanced PWM modulation strategies will further reduce losses
and optimize operational efficiency. These innovations will significantly enhance the
performance and cost-effectiveness of magnetic bearing systems.

4. Miniaturization and Integration Design Trend: To meet the demands of medical,
aerospace, and precision instrumentation applications, magnetic bearings must be
miniaturized and modularized. Integrating the sensor, controller, and power amplifier
into a single chip will streamline the system architecture, reduce power consumption,
and enhance efficiency. Additionally, optimizing the topology structure is crucial to
minimizing weight, which will further support the deployment of magnetic bearings
in compact, high-performance systems. These advancements will enable magnetic
bearings to be more adaptable and efficient for emerging technologies.

The future development of magnetic bearings will undoubtedly require a multidisci-
plinary approach. This includes high-precision modeling to guide design, coupled with
advanced intelligent control algorithms to enhance transient performance. Additionally,
innovation in power electronics will be essential to optimize energy efficiency. Ultimately,
the goal is to achieve miniaturization and integration, enabling magnetic bearings to meet
the demands of next-generation applications across various industries.
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Abstract

Recently, humanoid robots with personification behavior and high working efficiency have
received significant attention. Meanwhile, high-torque-density motors, which serve as
the core power source for robot joints, have also been widely researched. In this paper, a
high-torque-density double-stator permanent-magnet (DSPM) motor is designed for robot
joint applications, and its outer stator (OS) split ratio (the ratio between the inner and
outer diameters of the OS) and inner stator (IS) split ratio (the ratio between the inner and
outer diameters of the IS) are analyzed and optimized. Since the DSPM motor has different
heat dissipation capabilities for the OS and IS, their different loss limitations should be
considered to avoid the risk of local overheating, especially for the IS. This paper shows
that the loss limitations affect the optimal OS and IS split ratios, as well as the maximum
average torque. The IS loss limitation increases the optimal OS split ratio and decreases the
optimal IS split ratio; however, the OS loss limitation has the opposite effect. Additionally,
an investigation into the electromagnetic characteristics of the optimized DSPM motor was
conducted using the finite element method. Finally, a prototype was manufactured, and the
results of the temperature rise experiments verified the feasibility of the proposed DSPM
motor and the effectiveness of the optimal method.

Keywords: double-stator permanent-magnet motor; electromagnetic performance; high
torque density; split ratio

1. Introduction

Dual-stator machines have been widely used in various industrial applications due
to their high torque and power density, such as wind power generation [1–3], robotics [4],
electric vehicles [5–7], electric motorcycles [8], and the servo industry [9–11]. To achieve
high dynamic characteristics in humanoid robots, dual-stator permanent-magnet (DSPM)
motors are attractive for applications in robot joint actuators [12,13].

In traditional single-stator PM motors, one of the most crucial parameters is the split
ratio, which is defined as the ratio of the stator’s inner diameter to its outer diameter.
By balancing the magnetic load and electrical load of the motor, the split ratio can be
optimized to maximize the output torque, power density, and efficiency. Reference [14]
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achieved the minimum copper loss by analyzing the optimal split ratio, and the authors
of [15] investigated the influence of the optimal split ratio on the motor magnetic circuit
and electromagnetic performance by fixing the copper loss. Reference [16] studied the
factors affecting the optimal split ratio, including the drive mode, winding configuration,
end-winding, and stator tooth tips. Based on surface PM motors, the authors of [17,18]
presented analytical models for computing the optimal split ratio in motors with inner and
external rotor configurations. Based on interior PM motors, the optimal split ratio was
investigated in [19]. Compared with single-stator motors, dual-stator motors not only need
to balance the magnetic load and electrical load but also consider the power ratio of the
inner and outer stators. Therefore, the optimal design of DSPM motors can also adopt the
optimal split ratio to achieve the maximum torque.

To maximize torque per volume, the authors of [20,21] introduced two split ratios: the
outer stator split ratio (outer stator inner diameter/outer stator outer diameter) and the
inner stator split ratio (inner stator outer diameter/outer stator outer diameter). In addition,
the literature shows that this optimization can be divided into two steps: the first step is the
optimization of the outer stator split ratio, and the second step is the optimization of the
inner stator split ratio, within the demanded value range. However, this optimal method
considers the outer and inner stators separately but neglects the relationship between the
inner and outer stators. Based on the same winding connection, packing factor, and wire
diameter of the inner and outer stators, the turn ratio (the ratio of the inner and outer
stator winding turns) was used as a substitute for the split ratio in [22], and the turn ratio
was determined as 1:1, i.e., the same power of the inner and outer air gaps. In [23], only
one split ratio was optimized to achieve the maximum torque density, i.e., the ratio of the
outer stator inner diameter to the inner stator outer diameter. This split ratio considers the
inner and outer stators simultaneously by fixing the sum of the inner and outer stators’
surface current densities and the maximum flux densities of the inner and outer stators.
Although the relationship between the inner and outer stator is considered in this method,
the proportion of the inner and outer stator power is neglected. Reference [24] introduced
the power split ratio, i.e., the ratio of the power of the inner and outer air gaps, to achieve
the maximum output power under different magnetic loads. It showed that the optimal
power split ratio decreases with an increase in the magnetic load, indicating that the power
provided by the inner stator decreases. Compared to the outer stator winding, the inner
stator winding exhibits significantly poorer heat dissipation characteristics, and the authors
of [25] determined that the power split ratio, i.e., the ratio of the power on the outer stator
winding to the rated power of the DSPM motor, should be larger than 0.5. However, “>0.5”
is only a qualitative result, not a quantitative result. Therefore, to quantitatively describe
the power split ratio while considering the different heat dissipation of the IS and OS, the
IS and OS loss limitations are considered during the optimization of DSPM motors.

This paper is organized as follows: The DSPM motor topology is described, and the
main parameters of the proposed motor are given in Section 2. Section 3 investigates the
optimal split ratio of the DSPM motor considering the IS and OS loss limitations. In addition,
the influence of the current density on the optimal split ratio is shown. The electromagnetic
performance of the optimized DSPM motor is analyzed in Section 4. Section 5 shows the
prototype and its experimental results. Finally, Section 6 provides the conclusion.

2. Motor Topology

A 36-slot/42-pole (36s/42p) DSPM motor is shown in Figure 1a, and it includes an
outer stator (OS), an inner stator (IS), and a cup-rotor with outer and inner PMs (OPM and
IPM). In addition, a house is designed to support the double stator and rotor, as shown
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in Figure 1b. With the size limitation of the robot joint, the outer diameter of the house is
114 mm, and its thickness is designed as 4 mm due to the interference fit between the house
and OS. Therefore, the outer diameter of the OS is 106 mm. Considering the standardized
bearing, the inner diameter of the IS is 54 mm. It is worth noting that the circular fins
are designed on the surface of the house to enhance the heat dissipation capacity of the
OS by increasing the heat dissipation area. The material of the stator is 20JNEH1200 with
0.2 mm lamination, and that of the PM is N42SH with 1.3 remanence (Br = 1.3). To have a
lightweight design, the material of the rotor disk and frame is aluminum alloy (6061-T6).
However, a magnetically permeable material, i.e., 10# steel, is used for the rotor yoke. The
key design parameters of the proposed DSPM motor are summarized in Table 1.

 
 

(a) (b) 

Figure 1. Motor topology of a 36s/42p DSPM motor. (a) Two-dimensional diagram of the proposed
motor; (b) three-dimensional diagram of the house and stators. The red, yellow, and green colors
represent the three phase windings.

Table 1. Main parameters of the proposed DSPM motor.

Parameter Data Parameter Data

Outer diameter of OS, mm 106 Rated speed, r/min 1200
Inner diameter of IS, mm 54 Stator active length, mm 20
Air-gap length, mm 0.4 Pole arc coefficient 0.84

3. Optimal Split Ratio

3.1. Loss Limitation

Due to two stators and two air gaps, the DSPM motor has an OS split ratio (outer stator
inner diameter/outer stator outer diameter), i.e., λOS = Din_OS/Dout_OS, and an IS split ratio
(inner stator inner diameter/inner stator outer diameter), i.e., λIS = Din_IS/Dout_IS. Both
split ratios are optimized in this paper. For robot joint applications, the maximum winding
temperature rise is limited, which depends on the heat dissipation capability, copper loss,
and current density. Compared with the conventional single-stator PM motor, the inner
and outer stator losses should be considered respectively due to different heat dissipation
capabilities, especially for the inner stator. The drive system and end cover obstruct the
inner stator’s limited cooling surface, dramatically impairing heat rejection. Therefore, the
loss limitation should be considered in the optimization.
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Under a uniform winding temperature and exclusive convection heat dissipation, the
maximum allowed loss (Plimit) is derived from the motor’s thermal limits [26]:

Plimit = hVmπDols, (1)

where h represents the stator effective heat transfer coefficient, a cooling-system-dependent
parameter. Its empirical range spans 25–100 W/(m2·K) [27], for natural and forced-air
cooling, respectively. Vm is the maximum winding temperature rise, which is fixed by
the insulation class (F class, 100K). Do and Ls are the stator outer diameter and stator
active length. Therefore, ‘πDoLs’ indicates the heat dissipation area. Table 2 shows the loss
limitations of the OS and IS in the DSPM motor. It is worth noting that the heat transfer
coefficients of the OS and IS are different, considering the house design.

Table 2. Loss limitations of the OS and IS in the DSPM motor.

Parameter OS IS

Heat transfer coefficient, W/(m2·K) 50 25
Maximum winding temperature rise, K 100 100
Stator outer/inner diameter, mm 106 54
Stator active length, mm 20 20
Loss limitation, W 33.28 8.48
Kloss = Loss_OS/Loss_IS 3.51/1

3.2. Torque Calculation

The RMS phase currents (Irms) in windings of the OS and IS are the same due to the
series connection, and they can be calculated by the fixed copper loss limitation (Pcu).

Pcu = 3Irms
2Rph = 3Irms

2ρcu
2Na(Ls + Lew)

SwireNpb
, (2)

Swire =
k f ill(SslotNslot/3)

Na
, (3)

Pcu =
18(Na Irms)

2ρcu(Ls + Lew)

k f illSslotNslotNpb
, (4)

where Rph is the phase resistance, ρcu is the copper resistivity, Na is the number of series
turns per phase, Ls is the stator active length, Lew is the one side end-winding length, Swire

is the copper wire area, Npb is the number of parallel branches, kfill is the slot fill factor, and
Sslot and Nslot are the stator slot area and slot number.

Therefore, the electromagnetic torque can be rewritten as

Te = 3kwNaDairLsBg Irms, (5)

where Kw is the winding factor, Dair is the air-gap diameter, Do is the outer diameter of the
stator, λ is the split ratio, D0λ indicates the air-gap diameter, and Bg is the amplitude of the
air-gap flux density.

In the DSPM motor, the total torque can be divided into an OS torque and an IS torque,
and they can be calculated by the analytical method. It is assumed that the motor has a
rectangular open-circuit airgap flux density distribution under FOC control. The OS, IS,
and total electromagnetic torque (TOS, TIS, and Ttotal) are given by
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⎧⎪⎨
⎪⎩

TOS = 3kwNa_osDair_outerLsBg_outer Irms

TIS = 3kwNa_isDair_innerLsBg_inner Irms

Ttotal = TOS + TIS

(6)

where Dair_outer and Dair_inner are the outer and inner air-gap diameters, Bg_outer and Bg_inner

are the outer and inner air-gap flux densities, and Na_os and Na_is are the number of series
turns per phase in the OS and IS.

In this paper, the air gap length is fixed at 0.4 mm. It is well-known that a smaller
thickness of the rotor yoke leads to a larger active slot area. It is designed as 2.2 mm,
considering the mechanical strength and manufacturing. In addition, for simplicity, it is
assumed that the inner air-gap diameter is equal to the outer diameter of the IS, and the
outer air-gap diameter is equal to the inner diameter of the OS.

3.3. Optimal Results

Considering the different stator loss limitations, the optimal results are given and
analyzed. The ranges of the IS and OS split ratios can be determined by the ranges of the
inner and outer diameters of the OS and IS, respectively. Therefore, in this optimization,
the range of the inner diameter of the OS is from 70 mm to 90 mm, and that of the OS split
ratio is from 0.66 to 0.85; the range of the outer diameter of the IS is from 60 mm to 80 mm,
and that of the IS split ratio is from 0.675 to 0.9.

3.3.1. Torque Considering Outer Stator Loss Limitation Only

When only considering the outer stator loss limitation, Figure 2a shows that the
average torque versus OS split ratio follows a parabolic trend (initial increase followed by
decrease) for all tested IS split ratios. Therefore, an optimal OS split ratio exists to maximize
torque for each IS split ratio. As shown in Figure 3b, the maximum torque diminishes as
the IS split ratio decreases.
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Figure 2. Variation in average torque with OS and IS split ratios considering outer stator loss
limitation only. (a) OS split ratio; (b) IS split ratio.

However, the trend of the average torque with the IS split ratio depends on the OS
split ratio. Figure 2b shows that with a small OS split ratio, such as 0.679 and 0.726, the
average torque increases sharply with the increase in the IS split ratio due to the rise of
PM thickness. With the relatively large OS split ratio, such as 0.783 and 0.830, the average
torque increases sharply at first and then tends to stabilize or even decreases slightly. The
reason is that the rise of the PM thickness leads to the rise of the magnetic load and torque
at first, while, as the PM thickness increases further, the effect on the magnetic load is
weakened, and the electric load decreases. With a large OS split ratio, such as 0.849, the
torque decreases with the increase in the IS split ratio. Consequently, for each fixed OS split
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ratio, an optimal IS split ratio maximizes torque. As shown in Figure 3a, this maximum
torque initially rises then diminishes with increasing OS split ratios.
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Figure 3. Maximum average torque versus OS/IS split ratios considering outer stator loss limitation
only. (a) OS split ratio; (b) IS split ratio.

According to Figures 2 and 3, an optimal combination of IS and OS split ratios
(λIS = 54/62 = 0.871; λOS = 75/106 = 0.707) exists to maximize the torque,
Ttotal_max = 6.104 Nm. However, under this scenario, the outer stator loss is 136.09 W,
which significantly exceeds the loss limitation of the IS and results in a high temperature.

3.3.2. Torque Considering Inner Stator Loss Limitation Only

When considering the inner stator loss limitation only, mathematically, the variation
in the torque with different IS and OS split ratios is given in Figure 4. It shows that the
maximum average torque decreases linearly with the increase in the IS split ratio, and it also
increases linearly with the increase in the OS split ratio. In other words, when neglecting
the outer stator loss limitation, the torque increases with the increase in the diameter of
the air gap. The optimal combination of IS and OS split ratios is λIS = 54/80 = 0.675 and
λOS = 90/106 = 0.849, as shown in Figure 4. However, under this scenario, the outer stator
loss is 175.49 W, which will lead to a high temperature of the OS.
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Figure 4. Maximum average torque versus OS/IS split ratios considering inner stator loss limitation
only. (a) OS split ratio; (b) IS split ratio.

Therefore, both the inner and outer stator losses should be considered in the optimiza-
tion of DSPM motors.

3.3.3. Torque Considering Outer and Inner Stator Loss Limitations

Previous analyses show that the torque variation with IS/OS split ratios exhibits
distinctly different behaviors under different limiting conditions. To achieve the maximum
torque while maintaining a reasonable temperature rise of the DSPM motor, both the inner
and outer stator loss limitations should be considered simultaneously.

The variations in the maximum average torque with IS and OS split ratios considering
both inner and outer stator loss limitations are shown in Figure 5. It shows that, for the IS
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and OS split ratios, the available designs can be divided into two parts: one is dominated
by the OS loss, and the other one is dominated by the IS loss. It is worth noting that the
available designs in Figure 5 are obtained through a mathematical method. However, the
real optimal process is fixing the outer stator loss limitation first and then comparing the
inner stator loss limitation. In general, there is a rare available design that has the same
inner stator loss as the limitation, as shown in Figure 6. Therefore, there is an optimal
combination of IS and OS split ratios, i.e., λIS = 54/70 = 0.771 and λOS = 81/106 = 0.764, to
achieve the optimal design, as shown in Figure 6.

Figure 7 shows three optimized motor designs considering the inner stator loss limi-
tation only, the outer stator loss limitation only, and both the outer and inner stator loss
limitations, respectively. It indicates that considering either IS or OS loss alone will re-
sult in an uneven spatial distribution between the IS and OS, whereas only simultaneous
consideration of both IS and OS losses can achieve an optimal motor design.
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Figure 5. Maximum average torque versus OS/IS split ratios considering both outer and inner stator
loss limitations. (a) IS split ratio; (b) OS split ratio.
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outer stator loss limitation firstly and then inner stator loss limitation. (a) Outer diameter of IS;
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(a) (b) (c) 

Figure 7. Motor topologies of the optimized 36s/42p DSPM motors considering different loss limita-
tions. (a) Considering outer stator loss only; (b) considering inner stator loss only; (c) considering
inner and outer stator loss. In the OS and IS, the red, yellow, and green colors represent the three
phase windings. In the rotor, the red (brown) and blue (light/dark) represent the N-and S-pole.
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3.3.4. Torque Considering Current Density

If the copper loss is below the limitation, but the current density is large, the local
temperature rise may lead to the insulation breakdown in windings and subsequent short-
circuiting. Therefore, after considering the IS and OS losses, the current density also should
be limited. Figure 8 shows that the limitation of current density will exclude several
designs. When the current density is limited to less than 12 A/mm2, the optimal split
ratio remains unchanged. When the current density is limited to less than 10 A/mm2, the
optimal split ratio is changed, and the optimal combination of the outer diameter of IS and
inner diameter of OS changes from (70 mm, 81 mm) to (71 mm, 80 mm). In high-torque-
density DSPM motors, the system operates with a current density not exceeding 12 A/mm2

by engineering experience. The parameters of the optimized DSPM motor are shown in
Table 3.
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Figure 8. Maximum average torque versus outer diameter of IS and inner diameter of OS considering
different current density limitations. (a) Outer diameter of IS, Jcu < 12 A/mm2; (b) inner diam-
eter of OS, Jcu < 12 A/mm2; (c) outer diameter of IS, Jcu < 10 A/mm2; (d) inner diameter of OS,
Jcu < 10 A/mm2.

Table 3. Parameters of the optimized DSPM motor.

Parameter Data Parameter Data

Outer diameter of OS (mm) 106 RMS phase current (A) 5.93
Inner diameter of OS (mm) 81 Outer/inner packing factor 0.43/0.39
Outer diameter of IS (mm) 70 Max. stator flux density (T) 1.8
Inner diameter of IS (mm) 54 Copper losses of OS (W) 33.28
Rotor yoke thickness (mm) 2.2 Copper losses of IS (W) 8.05
PM thickness (mm) 1.25 Current density of OS/IS (A/mm2) 10.5/10.3
Tooth width of OS (mm) 3.21 Torque_total (Nm) 5.41
Yoke thickness of OS (mm) 3.21 Torque_IS (IS/Total) (Nm) 1.01 (18.67%)
Tooth width of IS (mm) 2.77 Torque_OS (OS/Total) (Nm) 4.40 (81.33%)
Yoke thickness of IS (mm) 2.77 KT = Torque_OS/Torque_IS 4.36/1

4. Electromagnetic Performance

This section examines the electromagnetic characteristics of the optimized DSPM
motor, including open-circuit air-gap flux density, back electromotive force (back-EMF),
cogging torque, and electromagnetic torque.
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The flux distribution pattern in Figure 9 demonstrates balanced magnetic loading,
with theinner stator teeth carrying slightly higher flux density (1.36 T) than the outer stator
teeth (1.29 T), while both stator yokes maintain similar sub-0.8 T densities, as shown in
Figure 10. The maximum tooth-tip flux densities in the IS and OS are almost 2.0 T, which
lead to local magnetic saturation.

  
(a) (b) 

Figure 9. Equal potential and flux distribution of the optimized DSPM motor. (a) Equal potential.
(b) Flux distribution.
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Figure 10. Flux densities of the inner and outer stator yoke and tooth of the optimized 36s/42p DSPM
motor. (a) Inner stator; (b) outer stator.

Figure 11 shows the air-gap flux density and harmonics of the optimized DSPM motor.
The air-gap flux density waveforms are trapezoidal, and their harmonics mainly are third
order due to the slot effect and local saturation, Figure 11b. It is worth noting that the
fundamental component of the inner air-gap flux density exceeds that of the outer air-gap
flux density (1.16 T vs. 1.09 T).
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(b) harmonics.
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Under the rated operation speed, i.e., n = 1200 r/min, the three-phase back-EMF
waveforms of the IS and OS and harmonics of the winding A are shown in Figure 12.
The maximum back EMFs of the IS and OS are 8.55 V and 36.1 V, and their back-EMF
coefficients are 7.12 V/krpm and 30.08 V/krpm, respectively. The total three-phase back-
EMF waveforms of the DSPM motor and harmonics of the winding A are shown in
Figure 13. Since the windings of the IS and OS are connected in series, the total three-phase
back-EMFs of the DSPM motor are the sum of the three-phase back-EMFs of the IS and OS.
Therefore, the maximum phase back EMF of the DSPM motor is 44.65 V.
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Figure 12. Three-phase back-EMFs of IS and OS windings. (a) Three-phase back-EMF waveforms;
(b) harmonics.
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Figure 13. Three-phase back-EMFs of the optimized DSPM motor. (a) Three-phase back-EMF
waveforms; (b) harmonics.

The cogging torque of the optimized motor is shown in Figure 14, and its maximum
value is 50 mNm. Figure 15a shows the electromagnetic torque waveform of the optimized
motor. The average torque is 4.75 Nm under the rated current (Irms = 5.93 A), and the torque
ripple is 3.34%. Figure 15b shows the variation in the average torque with the rms phase
current. With the increase in the phase current, the average torque increases, but the slope
of the rise decreases due to the electromagnetic saturation.
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Figure 14. Cogging torque waveform and harmonics of the optimized DSPM motor. (a) Cogging
torque waveform; (b) harmonics.
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Figure 15. Electromagnetic torque and torque-current curve of the optimized DSPM motor. (a) Elec-
tromagnetic torque waveform; (b) torque–current curve.

5. Experimental Validation

The optimized DSPM motor was manufactured, and its double-stator and rotor struc-
tures are shown in Figure 16. Figure 16d shows the 18:1 planetary gearbox. The experiments
were carried out, and the measured results validated the analytical and FE predictions.
Table 4 presents the measured and FE predicted parameters of the DSPM motor, including
the phase resistances and inductances of the IS, OS, and the entire motor. The measured
and predicted results have a good agreement.

(a) (b)

(c) (d)

Figure 16. Prototype of the optimized DSPM motor. (a) Stator and rotor; (b) double-stator structure;
(c) rotor structure; (d) 18:1 dual-stage planetary gearbox.

Table 4. Measured and FE predicted parameters of the DSPM motor.

Parameter Measured Predicted

Phase resistance of OS (Ω) 0.273 0.315
Phase resistance of IS (Ω) 0.074 0.076
Phase resistance (Ω) 0.347 0.396
Phase inductance of OS (μH) 364.0 456.19
Phase inductance of IS (μH) 27.8 32.22
Phase inductance (μH) 391.8 488.41
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The close correspondence between the measured and simulated back-EMF waveforms
in Figure 17a confirms the accuracy of the FE model’s electromagnetic formulation and
parameter assumptions. The FE predicted results of torque and T-I curves of the actuator
were validated by the torque test platform. It includes a 200 Nm magnetic particle brake,
a torque-speed sensor, and a temperature monitor, as shown in Figure 18. The measured
and FE-predicted T-I curves of the DSPM motor are shown in Figure 17b. It shows that
the measured torque is smaller than the FE predicted torque of the joint actuator, and the
difference mainly is caused by the gearbox losses, the transmission losses of the test bench,
the machinal losses of the DSPM motor, and the end effect. Since the efficiency of the 18:1
dual-stage planetary gearbox is almost 85% (The data are provided by the supplier), the
measured T-I curve is less than the FE-predicted result, but a satisfactory agreement is
achieved, especially for the 85% FE prediction.
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Figure 17. Measured and FE-predicted back-EMF waveforms and torque–current curves of the
DSPM motor. (a) Measured and FE-predicted back-EMF waveforms; (b) measured and FE-predicted
torque–current curves.

 

Figure 18. 200 Nm torque test platform.

Additionally, the temperature rise of the various components of the DSPM motor
under the rated condition was tested. Figure 19 shows the temperature test points, including
the three-phase windings in the IS and OS and the outer and inner walls of the house.
The temperature rise curves of various components are shown in Figure 20. After 1500 s
(25 min), those temperatures remain almost unchanged, and the winding temperatures of
the IS (almost 80.4 ◦C) are lower than that of the OS (almost 84 ◦C). In addition, the inner
and outer walls of the house remain at 74.3 ◦C and 60.7 ◦C, respectively. The temperature
results indicate the optimized DSPM motor has good thermal management under the
rated condition.
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(a) (b) 

Figure 19. Temperature test points of the DSPM motor. (a) Test points of the three-phase windings in
IS and OS. (b) Test points of the inner and outer walls of the house.
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Figure 20. Temperature test of the DSPM motor. (a) Outer stator; (b) inner stator.

6. Conclusions

This paper proposes a new analytical optimal method for two split ratios of the DSPM
motor for humanoid robot joints. Since the heat dissipation capabilities of the inner and
outer stators are different, the allowed maximum losses are limited in this optimization,
respectively. It shows that both OS and IS loss limitations have a significant influence on the
electromagnetic and thermal performance and the optimal combination of OS and IS split
ratios. Only limiting the OS loss, the optimal OS split ratio is small, the PM thickness is large,
and the IS windings have a high temperature. Only limiting the IS loss, the OS optimal
split ratio is large, the PM thickness is small, and the OS windings have a high temperature.
Considering both IS and OS losses, the IS and OS windings have the allowed temperature,
and the motor has a maximum torque. Finally, the experimental measurements confirm
excellent agreement with both FE simulations and analytical predictions, validating the
proposed models.
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Abstract

Duct fan motors must provide high torque within limited space to maintain airflow while
requiring low vibration characteristics to minimize fluid resistance caused by fan oscillation.
Axial Flux Permanent Magnet Motor (AFPM) offers higher torque performance than Radial
Flux Permanent Magnet Motor (RFPM) due to their large radial and short axial dimensions.
In particular, the coreless AFPM structure enables superior low-vibration performance.
Conventional AFPM typically employs a core-type stator, which presents manufacturing
difficulties. In core-type AFPM, applying a multi-stator configuration linearly increases
winding takt time in proportion to the number of stators. Conversely, a Printed Circuit
Board (PCB) stator AFPM significantly reduces stator production time, making it favorable
for implementing multi-stator topologies. The use of multi-stator structures enables various
topological configurations depending on (1) stator placement, (2) magnetization pattern of
permanent magnets, and (3) rotor arrangement—each offering specific advantages. This
study evaluates and analyzes the performance of different topologies based on efficient
arrangements of magnets and stators, aiming to identify the optimal structure for duct
fan applications. The validity of the proposed approach and design was verified through
three-dimensional finite element analysis (FEA).

Keywords: permanent magnet motor; axial flux permanent magnet synchronous motor;
printed circuit board; coreless motor

1. Introduction

To effectively drive airflow within the duct, the duct fan must maintain a constant
static pressure during operation. Accordingly, the motor must be capable of delivering
sufficient rated torque. Moreover, due to installation space constraints, the duct fan motor
requires a compact form factor in the axial direction [1]. Vibrations generated during fan
rotation are transmitted through the motor and increase the fluid resistance experienced
by the fan blades. Therefore, low-vibration characteristics that minimize such effects are
essential. The AFPM, with its large rotor diameter and short axial length, is well-suited to
deliver high torque, making it an appropriate choice for duct fan applications [2,3].

AFPM can be classified into core type and coreless type. In core-type AFPM, de-
sign strategies such as laminated structures are required to minimize eddy current paths
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generated in the stator core. However, the stator core typically features complex shapes
such as teeth and shoes, making it difficult to manufacture using rolled electrical steel
sheets or laminations, as commonly done in RFPM. To address these challenges, research is
being conducted using materials such as amorphous alloy sheet and soft magnetic com-
posite (SMC). Specifically, amorphous alloy sheet can be formed into rolls, then cut or
punched and re-rolled to create an effective laminated structure for reducing eddy current
losses. However, when applied to an AFPM, the use of amorphous alloy sheet becomes
disadvantageous for mass production due to interlayer alignment issues that worsen with
increasing outer diameter and high mechanical forming complexity. SMC is fabricated by
press-molding insulated magnetic powder, offering ease of manufacturing and excellent
high-frequency core loss characteristics. Nevertheless, for motors operating in relatively
low-speed regions, SMC exhibits inferior magnetic properties and mechanical strength
compared to electrical steel. Additionally, the insulation coating on the powder particles
can be damaged during the pressing process [4]. Furthermore, core-type AFPM requires
sufficient axial length to accommodate windings on the stator core, limiting axial compact-
ness. The use of complex geometries such as teeth, shoes, and slot openings also causes
magnetic reluctance variation, leading to vibration issues due to cogging torque.

The coreless type AFPM, which does not include a stator core, offers the advantage of
significantly lower cogging torque, resulting in superior vibration characteristics. However,
it presents limitations in winding implementation, and active research is ongoing to address
this challenge [5,6]. A coreless type AFPM utilizing a PCB stator eliminates the need for
separate coil-winding machinery, as the winding process is integrated into standard PCB
fabrication steps. This drastically reduces the production takt time relative to core-type
AFPM, making the design well suited to high-volume manufacturing; moreover, it is well
established that PCB-stator fabrication is significantly faster than conventional coil-winding
processes [7]. Additionally, while the thickness of a PCB substrate varies depending on
its oz rating, a 6-layer board with a 2 oz specification typically achieves a thickness of
approximately 1 mm, thereby minimizing the magnetic air gap. Figure 1 illustrates the
stator structures and cross-sectional views of a core-type AFPM stator and a PCB stator for
a coreless-type AFPM.

 
(a) (b) 

Figure 1. Stator Structures of Core Type AFPM and Coreless Type AFPM (a) 3D and 2D views of a
core-type AFPM stator, illustrating the stator structure including shoe, slot, and teeth. (b) 3D and 2D
views of a coreless-type AFPM PCB stator.
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Active research is underway on PCB stator motors, focusing on various aspects in-
herent to the coreless motor structure. These include studies on AC loss caused by the
time-varying flux linkage directly interacting with the windings [8,9], designs utilizing
Halbach magnets to reduce leakage flux and enhance air-gap flux density [10,11], coil
pattern optimization with slit structures for AC loss reduction [12], thermal design in-
vestigations considering PCB vias and pads [13], and comparisons between PCB-stator
and laminated-core-stator axial flux permanent magnet motors [14]. When the rotor of a
coreless motor rotates, eddy currents are induced in the conductive windings due to the
time-varying magnetic flux generated by the permanent magnets. This is one of the major
sources of loss in a coreless motor. In a conventional AFPM with a stator core, most of the
magnetic flux follows the high-permeability core path, resulting in minimal flux passing
directly through the windings. In contrast, a coreless motor has a stator with permeability
similar to that of air, allowing more flux from the magnets to flow directly through the
windings. This leads to additional AC losses caused by the skin effect and proximity effect.
The aforementioned AC loss refers to the loss occurring in the stator winding. Although
AC losses in the permanent magnets should ideally be considered, they are neglected in this
study due to the use of ferrite magnets, which have relatively low electrical conductivity
and therefore exhibit negligible eddy current losses. In addition, since the study focuses on
a small-scale AFPM, rotor core iron losses are also considered negligible.

Therefore, it is essential to identify methods for reducing AC loss in PCB stator AFPM.
Since AC loss primarily arises from the skin and proximity effects, it can be mitigated
through modeling based on finite element analysis and trend analysis of these effects
induced by external magnetic fields. Figure 2 illustrates the magnetic flux linkage between
the magnets and the stator in both core-type and coreless-type AFPM.

  
(a) (b) 

Figure 2. Flux Path in AFPM (a) Schematic of magnetic flux linkage in a core-type AFPM;
(b) Schematic of magnetic flux linkage in a coreless-type AFPM.

In addition, various studies have been conducted on AFPM configurations that utilize
multi-stator structures. For example, research has been conducted on high-speed axial flux
induction motors employing dual-stator structures [15], comparative analyses between
core-type and coreless type configurations in dual-stator single-rotor AFPM [16], and com-
parative study on novel dual stator radial flux and axial flux permanent magnet motors [17].
However, when a multi-stator structure is applied to a conventional core type AFPM, addi-
tional winding processes are required, resulting in increased takt time. Moreover, sufficient
axial length for teeth is necessary to accommodate the windings. In contrast, a PCB stator
can be reused with identical boards, which significantly reduces production time when
implementing various topologies such as multi-stator configurations compared to the core
type AFPM. In addition, the PCB stator offers high design flexibility, allowing various
topologies to be implemented by simply changing its placement depending on the desired
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configuration. A PCB stator motor can be categorized into different topologies based on the
magnetization pattern of the rotor and the arrangement of the stator and rotor. As examples,
the stator can be arranged as a single module composed of four 6-layer PCB stator units con-
nected in series, or as two separate modules, each consisting of two 6-layer PCB stator units
connected in series. The most representative examples are the single stator–single rotor
type and the single stator–double rotor type [7,18,19]. In the single stator–single rotor type,
the PCB stator is attached to the stator yoke, and the rotor is placed on one side, forming a
single-sided air gap. This structure minimizes the air gap length, which most significantly
affects electromagnetic performance, and enables heat dissipation through contact between
the stator back yoke and the housing. However, since only one magnetic source is present,
phase back-EMF imbalance may occur. The single stator–double rotor structure is the
most commonly utilized configuration. It does not require a stator back yoke, and the
presence of magnetic sources on both sides results in minimal phase back-EMF imbalance.
In PCB stator AFPM, relatively simple methods such as increasing the magnet thickness or
connecting multiple PCB stators in series to increase the total number of series turns can be
used to improve performance within a limited outer diameter. While these approaches are
effective for initial performance enhancement, stacking multiple PCB layers increases the
magnetic air gap, which may degrade electromagnetic performance. Additionally, when
the magnet thickness exceeds a certain threshold, performance improvement no longer
scales linearly due to magnetic flux saturation. Accordingly, this study investigates a topol-
ogy design approach for enhancing performance by adjusting the arrangement of the rotor
and PCB substrate. The most widely used single stator–double rotor structure was selected
as the reference model, and the electromagnetic performance of different topologies was
analyzed based on the same number of PCB stators and the same amount of magnets. The
structure of this paper is as follows: (1) analysis of performance variation according to
pole-slot combinations in the single stator–double rotor type PCB stator AFPM based on
conventional motor design specifications; (2) selection of pattern end-turn parameters and
design of a linear conductor structure for AC loss reduction based on the selected pole-slot
combination; and (3) design of several PCB stator AFPM topologies using the same PCB
stator as the reference model, with no-load back-EMF and load torque, and loss analysis to
determine the optimal model. The proposed models and design process were validated
using finite element analysis (FEA).

2. Selection of the Baseline Model

Table 1 presents the design specifications for a conventional duct fan motor system.
The target rotational speed is 3350 rpm, and a rated torque of 0.48 Nm is required. Under
constant speed conditions, torque is the primary factor determining motor output. Equation
(1) expresses the torque of an AFPM in terms of motor size and magnetic flux density.
Equation (2) expresses the torque of an AFPM in terms of motor size and magnetic flux
density. Commonly in both equations, kω1 denotes the winding factor, Bavg represents the
average air-gap flux density, and ac refers to the specific electric loading, defined as the
total electric loading divided by the air-gap circumference. Here, the total electric loading
is expressed as the product of the equivalent series turns and the armature current. In
Equation (1), Dg represents the air-gap diameter, while in Equation (2), Dout indicates the
rotor outer diameter. Furthermore, Kd is a constant that denotes the ratio of the rotor inner
diameter to the rotor outer diameter. Since the torque of an AFPM is proportional to the
cube of the rotor outer diameter, the motor was designed using the maximum allowable
outer diameter while minimizing the lamination stack height. This approach was used to
select an appropriate motor size.
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Table 1. Motor specifications for 168 W Target Duct fan.

Dimensions Conventional Motor Unit

Motor Outer Diameter/stack length 107/43 mm/mm
Permanent Magnet Ferrite Magnet -

Parameters Conventional Motor Unit

Rotating Speed 3350 rpm

Rated Torque 0.48 Nm

Efficiency 82 %

In the PCB stator proposed in this study, the winding is distributed, and electrical
connection between the active conductor and end-turn sections is essential. Since the
end-turn does not contribute to torque generation, the permanent magnets on the rotor
are applied only up to the outer region, excluding the end-turn area. Accordingly, the
PCB stator AFPM is designed such that the stator outer diameter is larger than the rotor
outer diameter, and the previously selected maximum allowable outer diameter is used
as the stator outer diameter. The maximum lamination height was determined based on
the lamination size of a conventional motor, as summarized in Table 1 along with the
overall motor specifications and dimensional constraints. The thickness of the PCB copper
pattern was selected as 2 oz, which provides optimal electrical resistance and dimensional
characteristics (approximately 1 mm in axial direction for 6 layers). For the base model
analysis, a 12-layer PCB stator was configured by serially connecting two sets of 6-layer
boards with 6 parallel windings. Figure 3 shows the series connection schematic of two
6-layer PCB, along with copper thickness and the structure of a 12-layer PCB.

 
(a) 

  
(b) (c) 

Figure 3. (a) 3D view of two 6-layer PCB substrates; (b) Cross-sectional view of the 12-layer PCB
structure, indicating copper thickness, total substrate thickness, and via holes; (c) Schematic diagram
of the series connection between two 6-layer PCB.
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The winding layout of the PCB stator proposed in this study adopts a distributed
winding configuration with a pole-to-slot ratio of 1:3, which enables the winding factor to
be set as 1. Within the selected design dimensions, performance analysis was conducted
based on combinations of optimal pole and slot numbers and the number of conductors
per slot. Using the 8-pole configuration of the conventional model as a reference, analysis
was performed on a PCB stator AFPM with 8 poles and 24 slots, with 6 conductors per slot,
as well as other combinations that provide similar or higher total series turns. In a PCB
stator AFPM, via holes are required to establish electrical connections between conductors
in the axial direction. However, implementation of via holes requires a minimum spacing
between them, which imposes a constraint on the minimum inner diameter. Therefore,
the analysis was carried out using only combinations of pole number, slot number, and
conductors per slot that satisfy the via hole spacing requirements. Figure 4 shows the
variation in the number of conductors per slot under the same pole-slot combination.
Table 2 presents the performance of comparison models based on the analysis of pole-slot
combinations and conductors per slot in the PCB stator AFPM. Under the 1:3 pole-to-slot
configuration, an increase in the number of poles leads to an increase in the number of
slots, which in turn increases the total number of series turns on the board and results in a
higher no-load back-EMF. However, increasing the number of conductors per slot extends
the current path on the PCB, leading to higher resistance. Conversely, when the number of
poles decreases, the total number of series turns is reduced, which lowers the resistance.
However, the effective conductor area on the PCB increases, resulting in greater AC loss in
the winding. Additionally, the reduction in series turns also leads to a decrease in no-load
back-EMF. Based on this analysis, the model with 16 poles, 48 slots, and 4 conductors per
slot was selected as optimal, as it delivers the highest output within the allowable current
density limit. Although the selected current density exceeds the values commonly applied
in conventional motors considering standard cooling approaches, it was validated through
prototype fabrication and performance evaluation, confirming that the design operates
without thermal or functional issues [16].

Figure 4. Variation in the number of conductors per slot in a 14 pole, 42 slot PCB stator.

Table 2. Performance table according to pole-slot combinations and conductor per slot.

Parameters Single Stator-Doble Rotor Unit

Conductor per Slot 3 4 5 6 -

Pole/Slot 16/48 16/48 14/42 12/36 14/42 12/36 10/30 10/30 8/24 -/-

Output power 55.6 77.6 60.8 42.4 60.2 44.2 27.7 39.1 32.5 W

No Load Back EMF 7.6 10.2 9.0 7.6 11.0 9.4 7.3 6.7 5.1 Vrms

Current 3.8 3.0 2.9 2.8 2.1 2.0 1.9 2.3 2.7 Arms

Power factor 0.99 -
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Table 2. Cont.

Parameters Single Stator-Doble Rotor Unit

Current Density 21 Arms/mm2

Phase Resistance 0.36 0.61 0.58 0.23 0.96 0.88 0.85 0.78 0.60 Ohm

Copper Loss 15.8 9.8 9.2 8.6 4.8 4.4 3.9 5.8 8.0 W

AC Loss 31.6 14.3 17.8 21.9 9.5 12.0 13.7 7.3 9.2 W

Efficiency 54.0 76.3 69.2 58.2 80.8 73.0 61.1 75.0 65.4 %

3. Design of the Geometry for a Single Stator–Double Rotor

3.1. Output Improvement Through Analysis of PCB End-Turn Parameters

Following the selection of the pole-slot and conductors-per-slot combination, the basic
PCB stator design was carried out through the end-turn pattern layout. The end-turn
regions were analyzed separately for the outer and inner diameter sides, which are referred
to as the outer end-turn and inner end-turn, respectively. Initially, an analysis of the outer
end-turn thickness was conducted. As the outer end-turn thickness increases, the conductor
area in the current path also increases, resulting in reduced resistance of the PCB stator.
However, since the outer diameter of the PCB stator was constrained by a predefined limit,
any increase in the outer end-turn thickness was implemented in the inward direction,
toward the inner diameter. This design concept is illustrated in Figure 5. As the outer
end-turn thickness increases, the resistance decreases, allowing a higher maximum current
to be applied within the current density limit, thereby increasing the output. Conversely,
the increase in end-turn thickness reduces the effective conductor length, which results in
a smaller rotor outer diameter and a slight decrease in the no-load back-EMF. However,
the effect of the increased current due to reduced resistance is more significant than the
decrease in back-EMF. Figure 6 illustrates the output according to the variation in the outer
end-turn thickness. Based on the analysis of the trade-off between these two parameters,
the optimal point for maximizing output was identified, and the outer end-turn thickness
was set to 2.75 mm.

(a) (b) 

Figure 5. (a) Thickness of the PCB stator outer end-turn and the outer radius of the PCB;
(b) Conceptual diagram of increasing the outer end-turn thickness in the inward direction.

Figure 7 illustrates the method of modifying the inner end-turn structure. The selection
of the inner end-turn thickness was conducted using two approaches. Similar to the analysis
of the outer end-turn, performance was compared for cases in which the inner end-turn
thickness was increased either toward the outer diameter or the inner diameter, as shown
in Figure 7. In the former case, a trend similar to that observed in the outer end-turn
analysis was identified, where the output increases initially and then begins to decrease
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beyond a certain point. However, as long as the inner diameter of the PCB stator is larger
than the shaft outer diameter, there is no design constraint. Therefore, the inner end-turn
thickness can be increased in the inward direction, constrained only by the shaft diameter.
This allows the inner end-turn thickness to be increased while maintaining the effective
conductor length, which helps preserve the no-load back-EMF and reduce the resistance
of the PCB stator. As the end-turn area increases, the allowable current within the limited
current density also increases. A trade-off occurs where copper loss increases due to higher
current, but the increase in copper loss becomes saturated due to the decreasing resistance.
Figure 8 illustrates the output according to the variation in the inner end-turn configuration.
Consequently, a maximum output point was observed, and the inner end-turn thickness
was finally set to 2.75 mm to achieve the highest output.

Figure 6. This figure shows the motor output as a function of the PCB outer end-turn thickness.

 
(a) 

  
(b) (c) 

Figure 7. (a) Thickness of the PCB stator inner end-turn and the inner radius of the PCB; (b) Con-
ceptual diagram of increasing the inner end-turn thickness in the outward direction; (c) Conceptual
diagram of increasing the inner end-turn thickness in the inward direction.

Although the optimal PCB stator specifications were determined through conductor
pattern design, a higher voltage utilization was required to meet the target output within
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the allowable current density. The current configuration consists of two 6-layer PCB boards
connected in series, each composed of six parallel windings through vias, resulting in a
total of 64 series turns. As shown in Table 1, the stator outer diameter is limited to 107 mm,
which restricts further output enhancement through diameter expansion. Therefore, to
increase the voltage utilization, additional axial length was employed by connecting four
6-layer PCB boards in series. As a result, when a total of 24 PCB layers were used, the base
model with a single stator–double rotor type satisfied the target output of 168 W under
the current density constraint. Figure 9 shows the schematic diagrams of the 12-layer and
24-layer PCB AFPM, and the performance comparison of these two models is summarized
in Table 3.

Figure 8. Motor output for different methods of varying the PCB inner end-turn thickness.

Figure 9. Structure and series connection between substrates for 12-layer and 24-layer PCB
stator AFPM.

Table 3. Performance comparison between 12-layer PCB AFPM and 24-layer PCB AFPM.

Dimensions 12 Layer PCB AFPM
24 Layer PCB

AFPM

Output 104 168 W
Rated speed 3350 3350 rpm

No Load Back-emf 9.45 15.13 Vrms
Pole/slot 16/48 16/48 -/-

Input Current
(@21 Arms/mm2) 4.1 4.1 Arms

Current Density 21 21 Arms/mm2
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3.2. Enhancing Efficiency by Reducing AC Losses

AC loss is one of the major losses in the PCB stator AFPM, which is a type of core-
less structure. One effective method to reduce this loss is the application of a linear
conductor pattern, which removes portions of the coil area where AC loss is concen-
trated [16]. Figure 10 shows the effective conductor shape when applying the linear con-
ductor pattern, the eddy current paths induced in the PCB stator by the time-varying
magnetic flux, and a comparison of the eddy current paths with and without the linear
pattern. The linear conductor method involves removing portions of the traditional circular
sector-shaped coil pattern that are significantly affected by the external magnetic field and
redesigning the winding into a linear form. This approach can be easily implemented using
standard PCB manufacturing processes.

While the application of the linear conductor pattern reduces the cross-sectional area
of the conductor and leads to an increase in winding resistance, thereby increasing copper
loss, it also results in a reduction in AC loss. As such, a trade-off point exists between
the two types of losses. When the 24-layer PCB board, as previously selected, is used, the
increase in AC loss becomes more significant than the increase in copper loss compared to
the 12-layer configuration. This occurs because the increase in no-load back-EMF due to
the higher number of series turns reduces the input current, thereby limiting the increase
in copper loss. To identify the trade-off point, the linear conductor pattern was applied to
the original PCB stator conductor shape, and performance trends were analyzed based on
changes in conductor width, focusing on the increase in copper loss and the decrease in
AC loss. Figure 11a shows the trends of copper loss and AC loss as a function of linear
thickness, while Figure 11b presents the efficiency variation. When the conductor width
is 0.7 mm, the optimal balance between copper loss and AC loss is achieved, enabling
maximum motor efficiency. Therefore, the conductor thickness was set to 0.7 mm.

Figure 10. Eddy current paths and shapes depending on PCB conductor pattern.
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(a) 

(b) 

Figure 11. (a) the trend between copper loss and AC loss according to linear thickness, along with
the design point; (b) the variation in motor efficiency with respect to changes in linear thickness.

4. Analysis of the APFM Topology in PCB Stators

4.1. Selection of Topology and Comparison of Model-Specific Characteristics

Based on the previously selected baseline model, the Single Stator–Double Rotor type,
a comparative analysis of PCB stator AFPM topologies was conducted while maintaining
the same number of PCB layers and the same amount of permanent magnets. The analysis
focused on improving the efficiency of magnet and PCB stator placement and implementing
additional structural modifications for new topology configurations. Model A is structured
by separating the 24-layer PCB board used in the conventional single stator–double rotor
type into two 12-layer boards, with a stator back-yoke inserted between them. When the
24-layer PCB boards are stacked continuously, the total magnetic air gap of the PCB stator
becomes 8.6 mm, which constitutes a relatively large air gap from the motor’s perspective.
By inserting a stator back-yoke with high magnetic reluctance between the boards, this
configuration compensates for the excessive magnetic air gap, offering advantages in terms
of magnetic flux path control and electromagnetic performance.

Figure 12 shows the structure and magnetic flux diagram of Model A. A key distinction
between the two types of Model A lies in the magnetization direction of the magnets,
allowing classification into NN-type and NS-type configurations. However, this topology
requires the presence of a stator core. To reduce core loss in the stator back-yoke, SMC or
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amorphous steel sheets are typically considered. In this study, SMC was selected as the
stator core material due to its suitability for the simple geometry of the stator back-yoke.
Unlike the complex shape of conventional core-type stators, the back-yoke in Model A
features a form that is much easier to fabricate.

(a) (b) 

Figure 12. (a) NS-type configuration of Model A; (b) NN-type configuration of Model A.

Figure 13 illustrates the structure and magnetic flux flow of Model B. Model B is
a modified configuration based on the placement of the 24-layer PCB board and the
rearrangement of the rotor and stator from the conventional single stator–double rotor
structure. In this configuration, the magnetic air gap from the magnetic source to the stator
back-yoke is reduced by half compared to the original structure. One distinguishing feature
of Model B is its central rotor configuration, which allows structural variations. Specifically,
it can be categorized into two types: one in which the magnets are attached to both sides
of the rotor core, and another in which the rotor core is removed to reduce motor weight,
with additional structures used to support the magnets. For the type using a rotor core, the
volume of the core was determined to maintain the same magnetic saturation level as in
the original single stator–double rotor structure.

(a) (b) 

Figure 13. (a) Model B without a rotor back-yoke; (b) Model B with a rotor back-yoke.

Figure 14 illustrates the structure and magnetic flux flow of Model C. Model C is
configured by dividing the PCB board into two sets of 12-layer boards and placing an
additional rotor at the center of the motor by splitting the magnets while maintaining
the same total amount of magnet usage. This configuration is generally referred to as a
multi-stator multi-rotor structure. Similar to Model B, if the central rotor core in the motor
is removed and a support structure is employed to secure the magnets, the axial length can

145



Energies 2025, 18, 4600

be reduced and the motor can be made lighter. Based on the selected models, performance
analysis was conducted using finite element analysis (FEA).

(a) (b) 

Figure 14. (a) Model C with a central rotor back-yoke; (b) Model C without a central rotor back-yoke.

4.2. Comparative Performance Analysis Based on Topology

Figure 15 presents the graph of no-load back-EMF according to each topology. All
topology comparisons were conducted based on the same number of PCB stator layers and
the same amount of magnet usage. For the rotor core, performance analysis was carried out
using the rotor back-yoke thickness that yields a magnetic saturation level equivalent to that
of the rotor back-yoke in the conventional single stator–double rotor structure. Model A is
designed to compensate for the magnetic flux path between the PCB layers using a stator
back-yoke with high magnetic reluctance. However, despite the intended improvement in
the magnetic flux path, the presence of magnetic leakage within the high-reluctance stator
back-yoke resulted in a decrease in performance. Specifically, the no-load back EMF RMS
value was approximately 3% lower than that of the original type. In the case of Model
B, both types exhibited a decrease in no-load back EMF compared to the original model.
This is attributed to the less efficient arrangement of the rotor and stator compared to the
single stator–double rotor configuration. When comparing the two types—one with a rotor
back-yoke and one without—the type with the rotor back-yoke showed a slightly higher
no-load back EMF RMS value by approximately 0.2%. Although the target output was
not achieved, the use of a rotor back-yoke with high magnetic reluctance was found to be
advantageous in terms of performance under the given amount of magnet usage. In the
case of Model C, the no-load back EMF RMS value improved by up to 5.3% compared to
the original type, due to the more efficient arrangement of magnets. Both types of Model
C exhibited higher no-load back EMF than the Single Stator–Double Rotor configuration.
Specifically, the structure without a rotor back-yoke showed an additional 1.8% increase
in no-load back EMF compared to the one with a back-yoke. However, beyond a certain
magnet thickness, the use of a rotor back-yoke for the central rotor magnets was found to
be more effective in terms of efficiency.

Since all configurations share the same PCB stator geometry, the maximum allowable
current based on the current density limit of 21 Arms/mm2 remains constant. As a result,
both topologies of Model C, which showed the greatest increase in no-load back emf,
enable higher output compared to the original type. Among them, Model C-1 exhibits the
highest output, with a 7.5% increase compared to the conventional model. Additionally,
Table 4 summarizes the specifications of the final analyzed models, indicating that the
stacking length can be reduced by approximately 50% relative to the stacking limit of the
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conventional model. Accordingly, this study selects Model C-1 as the optimal topology
for the PCB stator AFPM. Figure 16 presents the THD analysis of Model C-1, further
highlighting its performance advantages.

 
(a) (b) 

Figure 15. (a) Waveform differences of phase-A no-load back-EMF across topologies; (b) Magnitude
differences of phase-A no-load back-EMF across topologies.

Table 4. Performance comparison of PCB stator AFPM with different topologies.

Dimensions SSDR
Model

A-1
Model

A-2
Model

B-1
Model

B-2
Model

C-1
Model

C-2
Unit

Output 168 163.3 165 164.8 164.6 180.6 177.7 W

Rated speed 3350 rpm

Torque 0.48 0.46 0.47 0.47 0.47 0.51 0.5 Nm

No Load Back EMF 15.15 14.63 14.78 14.79 14.76 16.24 15.95 Vrms

Current 3.81 Arms

Power factor 0.99 -

Current Density 21 Arms/mm2

Copper Loss 41.2 W

AC Loss 4.47 3.93 3.89 4.28 4.21 4.99 4.54 W

Core Loss (SMC 700 3P) - 3.41 2.41 4.31 4.54 - - W

Efficiency 79 77 77 76 76 80 80 %

Figure 16. Total harmonic distortion (THD) of the line-to-line voltage for Model C-1.

5. Conclusions

This study presents the design of a PCB stator-based AFPM optimized for duct fan ap-
plications under size constraints and analyzes the performance of various topologies based
on different rotor and stator arrangements. To address the manufacturing limitations and
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structural constraints of conventional core-type AFPM, a coreless structure was adopted.
The stator was designed using PCB fabrication processes, enabling automated production
and facilitating the implementation of diverse topologies.

In the early design stage, combinations of pole-slot numbers and the number of con-
ductors per slot were evaluated to identify the configuration that delivers the highest output.
Subsequently, outer and inner end-turn patterns were optimized to increase the allowable
current, thereby enhancing output. Additionally, a linear conductor pattern was applied to
effectively reduce AC loss. Based on this, a baseline single stator–double rotor topology was
applied, and comparisons among topologies with different rotor and stator arrangements
were conducted while maintaining equal magnet usage and an identical number of PCB
stators. As a result, Model C-1 exhibited approximately 5.3% higher no-load back EMF and
7.5% higher output compared to the baseline, demonstrating its superior efficiency. While
previous studies have primarily focused on topology comparisons in core-type AFPM, this
study contributes by proposing an efficient rotor–stator arrangement specifically designed
for PCB stator-based AFPM. This result demonstrates that performance improvement is
achievable under identical resource constraints and provides valuable insights for future
motor designs utilizing PCB stators in similarly constrained environments.
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Abstract

This article presents an overview of selected research focusing on digital real-time simula-
tion (DRTS) in the context of digital twin (DT) realization with the primary aim of enabling
the intelligent fault diagnosis (FD) and condition-based monitoring (CBM) of electrical
machines. The concept of standalone DTs in conventional multiphysics digital offline sim-
ulations (DoSs) is widely utilized during the conceptualization and development phases
of electrical machine manufacturing and processing, particularly for virtual testing under
both standard and extreme operating conditions, as well as for aging assessments and
lifecycle analysis. Recent advancements in data communication and information technolo-
gies, including virtual reality, cloud computing, parallel processing, machine learning, big
data, and the Internet of Things (IoT), have facilitated the creation of real-time DTs based
on physics-based (PHYB), circuit-oriented lumped-parameter (COLP), and data-driven
approaches, as well as physics-informed machine learning (PIML), which is a combina-
tion of these models. These models are distinguished by their ability to enable real-time
bidirectional data exchange with physical electrical machines. This article proposes a
predictive-level framework with a particular emphasis on real-time multiphysics modeling
to enhance the efficiency of the FD and CBM of electrical machines, which play a crucial
role in various industrial applications.

Keywords: condition-based monitoring; digital simulation; digital twins; electric machines;
hardware-in-the-loop simulation; fault diagnosis; machine learning; predictive maintenance;
real-time systems

1. Introduction

Today, the design and implementation of industrial products are almost inconceivable
without the initial phase of virtual development supported by digital simulation (DS). DS
enables the creation of a reference model that provides a precise description of a physical
entity. This is commonly known as a digital twin (DT), which serves as a virtual represen-
tation of the product prior to physical prototyping [1–4]. This approach provides access
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to a broad range of variables that may not be directly measurable or may require sophis-
ticated instrumentation. Using this method, industrial products can be developed more
efficiently and cost-effectively through a comprehensive analysis of their entire lifecycle.
An important feature of the DS world is that every test and decision can be implemented,
and undesired conditions can be anticipated. This can facilitate tasks such as configuration,
FD, and CBM for both preventive and predictive maintenance. Compared with real-world
testing, DS offers significant time and cost savings while minimizing waste and reducing
potential risks. Conducting experiments in a physical lab requires substantial time owing
to the preparation and construction of the experimental test benches. Additionally, lab-
oratory testing is often constrained by facility capabilities, capacity limitations, and lack
of flexibility when modifications are required. In a design process that involves multiple
iterations, in which each stage depends on the outcomes of the previous test, the resulting
time delay can be substantial. Beyond saving time and cost, DS enables the exploration of a
much wider range of variants. This gives product developers greater flexibility to innovate,
test numerous combinations, and experiment with unconventional approaches, ultimately
leading to a more refined and optimized solution. To accurately represent the physical
world, the DS must incorporate interactions across multiple physical domains, including
electromagnetics, fluid dynamics, mechanics, thermodynamics, and materials science [5].
If DS results fail to accurately represent real-world conditions, they lose their value. Con-
fidence in DS increases when its outcomes align with those obtained from physical tests
and field experiences. The core idea of DS relies on solving particularly partial differential
equations (PDEs), that is, differential equations in multi-variables of time and space which
often represent coupled equations derived from multiphysics modeling. Apart from certain
simplified cases in which these PDEs can be solved analytically, their complexity in most
real-world scenarios necessitates the utilization of discretization approaches for numerical
computation. Over time, various methods have been developed, among which the most
widely applied are the finite difference method (FDM), the finite element method (FEM),
and the finite volume method (FVM) [6,7]. The finite difference equation for differential
operators can be expressed using forward, backward, or central differences, whereas the
Galerkin method is commonly employed to formulate finite element equations. The finite
volume method (FVM) can be derived from either the FDM or FEM [6]. The FEM has
become the standard approach for numerically solving PDEs that describe physical fields,
including multiphysics couplings. Consequently, static, transient, and time-harmonic anal-
yses involving both material and geometrical nonlinearities can be efficiently performed [8].
These formulations are widely implemented in many open-source and commercial multi-
physics simulation packages (OpenFOAM, FEniCS, Elmer, FreeFEM, ANSYS, COMSOL,
STAR-CCM+, etc.) [9].

Electrical machines are widely used in various industrial applications, including elec-
tric traction systems, hybrid and electric vehicles, wind and marine energy conversion,
power generation, energy storage, shipboard systems, and aerospace electrification. To
enhance their design and performance, digital offline simulation (DoS) is frequently used to
optimize structural configurations, develop controllers, and analyze the dynamic behavior
of innovative electrical machines [10]. The modeling of electrical machines can be broadly
categorized into two main approaches: physics-based (PHYB) and data-driven approaches.
PHYB models primarily rely on the observation of physical phenomena and aim to rep-
resent them using mathematical formulations, which are then solved, either analytically
or numerically. By contrast, data-driven models require a large number of data during
the training phase, which can be generated from partial PHYB models or experimental
measurements [9]. The multiphysics modeling of electrical machines can capture various
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fields of physics, including electromagnetism, mechanics, vibro-acoustics, and thermal phe-
nomena, and can be composed of several interacting PHYB or data-driven models [11–14].
Focusing on the electrical and magnetic aspects, the literature commonly reports both
simplified PHYB models using circuit-oriented lumped-parameter (COLP) approaches and
detailed PHYB (DPHYB) models for electrical machine modeling [10]. The former rely on
an electrically and magnetically coupled circuit and are typically used for analyzing the
dynamic behavior of electrical machines and electromagnetic transient studies. This type of
model assumes perfect symmetry in both the field and construction, a constant air gap that
is small relative to the rotor radius, a linear magnetic system, and the omission of hysteresis
effects. In contrast, the second method considers complex geometry, magnetic saturation,
eddy current, and hysteresis effects in detail and is employed for design purposes [10,15].
Clearly, DPHYB models offer greater accuracy than COLP models, but this comes at the
cost of increased computation time. COLP models include the dynamic ‘abc’ and ‘dq0’
reference frame models and the dynamic voltage-behind-reactance model, in which the
variables of the stator are described in the ‘abc’ reference frame and the variables of the
rotor are given in the ‘dq0’ reference frame [15,16]. The ‘dq0’ reference frame model can
be derived from the ‘abc’ reference model by using the Park transform, which eliminates
time-varying inductances in the ‘abc’ frame and simplifies the voltage equations in AC
electrical machines. The self- and mutual inductances of the ‘abc’ reference model are
commonly determined based on the winding function approach (WFA) or modified WFA
(MWFA) when some data regarding the geometry of the machine are known [17]. Another
approach is to perform basic experimental tests through which it is possible to obtain these
parameters for a simplified internal equivalent circuit model [18]. DS of COLP models
has been widely conducted using Electromagnetic Transient Program-type (EMTP-type)
software, initially developed by H.W. Dommel in the late 1960s. Well-established exam-
ples include EMTP-ATP, EMTP-RV, and EMTDC/PSCAD, which are circuit-theory-based
simulation tools for studying power system transients and dynamics. The universal COLP
machine model was later incorporated into EMTP by H.K. Lauw and W.S. Meyer, enabling
the analysis of various types of electric machines within a single modeling framework [19].
The most common formulation methods in EMTP-type tools fall into two main categories:
nodal analysis and state-space methods for computing the response of power systems in the
time domain. The discretization of ordinary differential equations (ODEs) using integration
techniques yields difference equations. The combination of the method of characteristics
and trapezoidal rule in a generalized algorithm enabled the accurate simulation of tran-
sient networks involving both distributed and lumped parameters in Dommel’s EMTP.
However, the use of a constant time-step length presents some problems when modeling
switching elements and can produce spikes and numerical oscillations (or chatter). In
this regard, critical damping adjustment, in which the integration method is changed to
backward Euler for two steps after discontinuity, has been proposed [20]. In this respect,
two-stage diagonally implicit Runge–Kutta, a mathematically oscillation-free method, was
utilized in Expandable Transient Analysis Program (XTAP) [19]. A guideline for choosing
an appreciate integration method for modeling COLP models is presented in [21].

DPHYB models encompass both FEM-based and analytical models. In FEM-based
models of electrical machines, Maxwell’s equations must be solved numerically for each
mesh element, whether in 2D triangular or 3D tetrahedral configurations. Conversely, ana-
lytical models rely on explicit solutions of Maxwell’s equations and are widely employed to
aid in design and analysis, particularly when an accurate calculation of the magnetic field
distribution across various machine regions is essential. The accurate modeling of electric
machines often relies on the FEM. However, finite element analysis (FEA) can be highly
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time-consuming, particularly during the initial design stages when conducting parametric
studies. Several tools have been proposed in the domain of electrical machine design (Mo-
torAnalysis, Flux-2D, Code Carmel, JMAG, Altair Flux/FluxMotor, etc.). Two commonly
used analytical models for design purposes are magnetic equivalent circuits (MECs), which
rely on a permanence element network, and models derived from the formal resolution
of Maxwell’s equations in regions with constant permeability [22,23]. In an MEC-based
model, the mesh network must be carefully designed to achieve an accuracy comparable
to that of a FEM-based model. When considering the effect of iron magnetic saturation,
the differential equation governing the MEC-based model transforms into a nonlinear
representation of magnetic scalar potentials. To solve this problem, the Newton–Raphson
method is typically employed, often in combination with an adaptive simulation time
step [24].

Data-driven modeling has gained significant attention owing to the development of
advanced open-source machine learning (ML) and artificial intelligence (AI) tools, user-
friendly and affordable computational resources, and extensive training materials. Unlike
PHYB models, this approach operates under the premise that the data encapsulate both
explicit and implicit physical behaviors. Therefore, when trained on sufficiently large
datasets, data-driven models can independently uncover underlying physical relation-
ships. In particular, deep learning has enabled models to achieve near-human or even
superhuman performance in tasks once considered out of reach for computers. These
models can be typically categorized into six types: supervised and unsupervised linear
models, supervised and unsupervised nonlinear models, and unsupervised deep learn-
ing approaches [25]. Although the performance of data-driven models depends on the
widespread availability of large-scale/big data, the proposed methodology seeks to ad-
dress the limitations of relying solely on either PHYB or data-driven modeling techniques.
This integrated approach, known as hybrid modeling, combines the clarity, theoretical
grounding, and insight of PHYB models with the precision, computational efficiency, and
pattern recognition capabilities of advanced ML and AI methods. Hybrid modeling can
be conceptualized as existing at the intersection of large-scale/big data, physics-informed
modeling, and data-driven techniques, as illustrated in Figure 1 [9,26]. For example, instead
of relying on computationally intensive FEA, a deep neural network (DNN) is employed
as a surrogate model. The DNN was trained in a supervised manner using a large dataset
generated from precomputed FEA results. During inference, the outputs of the network
intermediate are utilized as inputs for the PHYB post-processing step, which computes
characteristic maps and key performance indicators. This hybrid strategy demonstrates
a significant reduction in computational time while preserving the flexibility within the
simulation workflow of electrical machines [27].

The reliability and availability of electrical machines are critical in many industrial
sectors, where they operate under specific stresses and loads under real-world conditions,
often subject to random variations. CBM plays a pivotal role in preventing failures and
minimizing downtime, making it an essential component of most maintenance strategies [28,
29]. FD involves the detection, isolation, and identification of faults. The main challenge is to
perform the incipient FD online under transient operating conditions as early as possible. FD
approaches can be broadly classified into three categories based on the algorithms used: signal-
based, model-based, and data-driven. Machine learning techniques have been widely applied
to automate data-driven approaches in three main steps: sensor data acquisition, statistical
feature extraction, and fault classification [30–34]. Statistical feature extraction involves the
analysis of collected data across various domains of time, frequency, and time–frequency. After
dimensionality reduction, the extracted features are typically used in small-scale machine
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learning models for unsupervised clustering, such as K-means clustering, K-nearest neighbors,
self-organizing map, supervised classification using random forest, support vector machine,
backpropagation neural networks, and decision trees [30,32,35]. However, the selection of
meaningful features remains a challenging issue because it is labor-intensive and must be
adapted to different fault classification tasks and varying machine operating conditions.
Deep learning (DL) has been significant in overcoming the shortcomings of traditional ML
methods owing to its ability to automatically extract representative features from raw data
and accurately establish nonlinear mappings of different health conditions. Popular DL
models and methods utilized in the field of FD include the deep belief network, the stacked
autoencoder, and the convolutional neural network [31].

Figure 1. Scheme for hybrid modeling at the intersection of PHYB models, big data, and data-driven
models [9].

Although learning can be supervised, semi-supervised, or reinforcement learning [36],
training a DL model from scratch for classical ML tasks requires a large number of data
that cover all possible machine fault conditions. This is a major challenge in practical
applications because the measured data for only a few fault conditions can be insufficient.
To solve the issue of limited training data, transfer learning (TL) has been introduced,
which has shown remarkable capability in obtaining a satisfactory deep architecture by
fine-tuning a DL model that has been pre-trained in other tasks [37]. Data-driven methods
mostly focus on the design of models, with the same aim as signal-based methods, to
extract fault features with high quality and avoid noise interference. Mamba was proposed
in the field of DL [38], the core idea of which is the state-space model (SSM), where the
coefficient matrices of the SSM are learnable parameters of the model. It achieves the
selective processing of input information by parameterizing the input of the SSM [32]. The
CBM framework incorporates not only condition monitoring data but also event data. Event
data record occurrences such as installations, breakdowns, and overhauls, along with their
causes, as well as actions taken on the asset, such as minor repairs, preventive maintenance,
or oil changes. Condition monitoring data, on the other hand, consist of measurements that
reflect the health status or operational state of an electrical machine. Analyzing event data
alone typically falls under the domain of reliability analysis, which involves fitting the data
to the probability distributions of time between events and using these models for further
assessment. In CBM, however, condition monitoring data are available in addition to event
data. Combining these datasets enables a more comprehensive analysis, as it leverages
both the occurrence of events and underlying asset conditions. This integrated analysis
is achieved by developing mathematical models that accurately represent fault or failure
mechanisms. Models built from both data types form the foundation for maintenance
decision making, including diagnostics and prognostics [28].
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The DoS concept has been widely applied in the development of FD and CBM strate-
gies for electrical machines. This approach primarily focuses on creating models that
accurately incorporate various fault types, including bearing defects; static, dynamic, or
mixed eccentricity; open or unbalanced circuits; short circuits in stator or rotor windings;
insulation degradation; damage to rotor bars and end rings in squirrel-cage induction
machines (SCIMs); and demagnetization in permanent magnet synchronous machines
(PMSMs) [39–42]. DoS enhances the clarity of fault signatures in physical variables that
are often influenced by noise and the inherent imperfections of the sensors used in ex-
perimental test setups. This makes it possible to effectively analyze early-stage faults. A
digital real-time simulation (DRTS) corresponds to a DoS that must operate within real-time
processing constraints. In other words, the discretized model must be sufficiently swiftly
computed to synchronize with real-world timing [43]. Therefore, the selected solver must
be optimized to resolve the system equation within a specified time step. DRTS is more ad-
vantageous than DoS because it can be linked to external equipment for design, test control,
and robustness analysis in a hardware-in-the-loop (H-i-L) framework. H-i-L systems have
been essential in the aerospace industry and flight simulations for several decades [44,45].
Their application has expanded significantly in various fields, including powertrain model-
ing for electric vehicles, energy management in microgrids, power and energy systems, and
the dynamic performance analysis of power electronic devices. Recently, this concept was
proposed to develop advanced fault diagnosis methods for electrical machines [18,46–48].
DRTS contributes to the FD and CBM of electrical machines by incorporating technologies
such as virtual reality, DT, data analytics, large-scale/big data, Internet of Things (IoT),
and ML, which have been widely adopted in the Industry 4.0 revolution. DT technology,
which defines the adaptable mapping of a physical system to a virtual replication [49],
is a powerful and emerging technology that enables the representation of the state of
health of complex systems and facilitates CBM [50,51]. This article provides an overview of
selected papers on the topic of multiphysics DRTS in the context of DTs for the intelligent
FD and CBM of electrical machines. Section 2 reviews the definition of DT, its emerging
concepts, and the various levels and scales at which it is applied. Section 3 discusses the
main challenges of DRTS as an enabling tool within an electrical machine DT platform.
Section 4 explores whether a multiphysics RTDS can contribute to the intelligent FD and
CBM of electrical machines. Finally, the conclusion summarizes the key points and offers
perspectives for future research in this domain.

2. Electrical Machine Digital Twins

2.1. Digital Twin Definition

The notion of a DT can be traced back to NASA in the 1960s, when it emerged as
a dynamic representation of the Apollo missions. Following the explosion of an oxygen
tank and damage to the main engine during Apollo 13, NASA employed several sim-
ulators to investigate the root causes of the malfunction. They enhanced their physical
model of the spacecraft by incorporating digital elements, creating an early version of
what is now known as a DT. This system allows for continuous data input, supporting
both forensic analysis of the incident and the planning of subsequent actions [52]. Since its
initial development, the concept of DT has gained significant attention from both academia
and the industry. Figure 2 illustrates the timeline of the DT evolution, starting from its
inception [53,54]. Numerous reviews and state-of-the-art articles have focused on enabling
technologies, existing challenges, and methodologies for leveraging DTs in product life-
cycle management and innovation [53,55–57]. Scholars and institutions have proposed
various definitions and interpretations of DT; comprehensive discussions can be found

155



Energies 2025, 18, 4637

in [25,53,56–58]. For instance, Vrabic et al. [59] characterized DT as a digital counterpart of
a physical asset or system enhanced with integrated simulations and service-related data.
The digital model aggregates data from multiple sources throughout the product lifecycle,
which is regularly updated and represented in different formats to forecast both current
and future states in design and operational contexts, thereby supporting improved decision
making [56]. According to Tao et al. [55], a DT can be characterized as a high-fidelity simu-
lation that integrates multiphysics and multi-scale modeling, incorporating probabilistic
elements. It dynamically mirrors the state of its physical counterpart using a combination
of historical information, real-time sensor inputs, and physical modeling.

Figure 2. Timeline of DT evolution [53,54].

Similarly, Rasheed et al. [9,25] defined DT as a virtual model of a physical system that
utilizes real-time data and digital simulations to enable monitoring, control, optimization,
prediction, and informed decision making. Unlike traditional digital models or digital
shadows, DTs are distinguished by a fully bidirectional data flow between their physical
and digital counterparts that allows any change in the physical system to be immediately
reflected in its digital representation [56]. More recently, Rasheed et al. [25] presented a
comprehensive survey of the emerging applications of DT technology in the wind energy
industry. Their study presents widely recognized definitions of DT from leading orga-
nizations and researchers, including Gartner, NVIDIA, IBM, DNV, GE Digital, Siemens,
Oracle, Microsoft, the Digital Twin Consortium, Trauer et al., Grieves and Vickers, and the
Industrial Digital Twin Association. Table 1 summarizes these recent definitions based on
key aspects: ‘Things,‘ which indicates the scope of application covered by each definition;
‘Representation,’ which refers to the realization space of the digital model; ‘Data,‘ which
outlines how information is utilized; and ‘Purposes,’ which identifies the primary objectives
of DT development.

Table 1. Summary of most popular DT definitions [25].

Things Representation Data Purposes

Gartner
Process, physical object,
organization, person, or

any abstraction
Encapsulated software

Information from several
DTs can be collected to

provide a unified
perspective of

real-world objects

Simulate an entity in real
time

NVIDA
Real-world physical
things, people, and

systems
Virtual

Information collected from
connected sensors,

processed through edge
computing, enables the
replication of physical
equipment behavior

Enable the autonomy of
systems through machine

learning
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Table 1. Cont.

Things Representation Data Purposes

IBM Objects and systems Virtual Two-way flow of
information

Decision making based on
simulation, machine

learning, and reasoning

DNV Assets and systems Virtual

Provide system
information through a
unified modeling and

data solution

Offer guidance for
decision making
throughout the
asset lifecycle

GE Digital Physical assets, systems,
and processes Software Real-time analytics

Enhance business
outcomes through

proactive detection,
prevention, prediction,

and optimization

Siemens Physical products and
processes Virtual

Data is used throughout
the product lifecycle to
simulate, predict, and

optimize products before
any prototyping

Understand and predict
the physical counterpart’s

performance
characteristics

Oracle Physical assets and
devices Digital

Updated with operational
data and can be combined

with
physics-based models

Virtual sensors to detect
anomalous behavior and

prevent anomalies

Microsoft Objects Digital exact replicas
Data from monitoring

devices for real-time view
of assets

Improve the
real-life version

Digital twin consortium Real-world entities
and processes

Virtual counterpart that is
synchronized at a

specified frequency
and fidelity

Use real-time and
historical data to represent

the past and present

Transform business and
simulate predicted futures

Trauer et al. Physical systems Virtual dynamic
Bidirectional information
exchange and connection
along the entire lifecycle

Improve product
development by refining

requirements, easing
troubleshooting, or
after-sales support

Grieves and Vickers Physical
manufactured products

Virtual equivalent from
the micro-atomic level to

the
macro-geometrical level

Link between physical
system and its replica

Understand system
behavior

Industrial digital
twin association Assets Digital

Updating throughout the
lifecycle based on

real-time data

Emulation, simulation,
integration, testing,

monitoring, and
maintenance

The definition of DT can fall within its capabilities and levels, which are classified as
standalone, descriptive, diagnostic, prescriptive, and autonomous [25,60]. The standalone
DT represents the foundational level and is primarily utilized during the design phase.
It relies on a DoS approach to enable a cost-effective system evaluation prior to physical
construction. At the descriptive level, a CAD model combined with real-time sensor data
is used to reflect physical assets. This setup relies on a precise PHYB that supports data
interpolation in the targeted areas of interest. At the diagnostic level, powerful ML tools
can be applied to the data to support FD and CBM. Using insights from diagnostic DTs,
human experts can intervene early to make the necessary adjustments and prevent minor
issues from escalating into major problems. Unlike standalone, descriptive, and diagnostic
DTs, which do not offer foresight, the predictive DT continuously delivers updated pre-
dictions by leveraging real-time data streams from the physical entity. The prescriptive
DT is valuable for optimizing asset control, as it generates recommendations based on
what-if scenarios, risk assessments, and uncertainty analysis. This capability is especially
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beneficial for decision support systems, offering guidance to experts, who then determine
the appropriate course of action. In the final stage, the DT and its physical counterpart
engage in continuous two-way communication. The physical asset updates the DT in
real time, whereas the twin, in turn, issues control commands to steer the physical system
toward optimal performance. This enables rapid decision making without requiring human
intervention. Referred to as the autonomous DT, this fifth level requires a high degree
of technological maturity, particularly for deployment in safety-critical applications [25].
Industrial platforms such as General Electric’s ‘Predix,’ Siemens’ ‘MindSphere,’ and ‘Thing-
Worx’ support the development of DTs by leveraging Internet of Things (IoT) technologies.
The IoT extends digital connectivity into the physical environment through the widespread
use of radio-frequency identification (RFID) chips embedded in real-world devices [61].
Although the IoT offers significant benefits, it also presents major challenges related to IT
infrastructure, connectivity, data privacy, security, trust, and data management [56]. In this
context, data analytics plays a critical role in collecting, cleaning, and processing data for
further analysis. The data cleaning stage, particularly through imputation techniques, is
essential to addressing errors or missing values and ensuring the quality and reliability of
the data before analysis.

2.2. Benefits and Constraints

The technical and economic benefits of DTs can be highlighted across five phases
of the product lifecycle: product design, manufacturing, operation, maintenance, and
recycling [53]. This means that if the DT can replace the physical entity, it can be used during
the design, testing, and operation phases. This capability enables a better understanding of
how an asset performs under both normal operating conditions and undesired stress, helps
to determine material weaknesses, and assesses its suitability for its intended purpose.
This has at least two beneficial effects: decreasing the cost of development and testing
while increasing the number of situations that can be considered, assessed, and evaluated
and extend/augmenting physical objects with software capabilities that will substantially
enrich them. The greater the accuracy and fidelity of the DT, the more effectively it can
replicate and predict the behavior of the physical asset in all scenarios. Furthermore,
the DT approach facilitates the systematic collection and organization of data related to
physical assets. This is particularly valuable, as historical records of an asset’s behavior
under various conditions can offer insights for optimizing its performance and guiding
future improvements. Analyzing and leveraging this information can significantly support
the refinement and evolution of products over time [62]. In modern manufacturing, DTs
are increasingly integrated into smart factories to model, analyze, and manage diverse
processes with greater efficiency. Their adoption offers several advantages, such as real-
time machine condition monitoring, enhanced system availability and reliability, advanced
CBM capabilities, and the provision of tailored services to stakeholders [9,56]. These
advantages are made possible through continuous data acquisition and transmission
through IoT platforms. The collected data serve as a foundation for essential functions,
including production scheduling, equipment maintenance, logistics, and strategic decision
making. Within the framework of Industry 4.0, the overarching objective is to enable
intelligent, data-driven decisions that strengthen both profitability and sustainability in
smart manufacturing environments [63].

Although the DT approach offers several advantages for enterprises and communities,
it also carries significant risks. The core purpose of the DT is to replicate the behavior of
a physical entity. Consequently, one major challenge lies in determining the aspects of
reality that are critical to accurately representing a digitalized model. Furthermore, DT
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development and structuring within an enterprise may require considerable time and ef-
fort. Secure data collection, communication, manipulation, and representation also require
infrastructure that requires competent teams in information technology, which may not be
available in a company. In addition, from a security and privacy perspective, a DT gathers
and represents a significant amount of information that holds considerable value to the
owner of the corresponding physical object. It not only reflects how the object is built and
operated but also captures patterns of its usage and behavior. Such data are valuable for
both competitive reasons and personal insights. For manufacturers and vendors, under-
standing how a product is used provides critical intelligence, whereas for users, this usage
data can reveal detailed profiles of their preferences and habits. Therefore, clearly defining
the ownership of a DT and regulating the collection of behavioral data are essential to en-
suring proper security and protection for both users and owners. Another critical concern is
software programmability and control, as unauthorized access to an object poses significant
risks that can lead to disruptions or even serious accidents that impact both individuals and
operations. One can easily imagine scenarios in which DTs might be exploited to interfere
with people’s daily lives or manipulate specific environments. Therefore, expanding the
use of DTs beyond tightly controlled settings requires the implementation of a strong and
reliable security framework capable of detecting malicious activities or harmful actions,
whether triggered intentionally by hackers or inadvertently by owners [62].

2.3. Electrical Machine DT Realization

Drawing from the diverse range of existing DT definitions, the authors propose a
predictive-level framework with the following vision for the DT design of an electrical
machine in the service phase [51,55,58]:

• The DT of an electrical machine is a synchronized, ultra-high-fidelity replica of it,
incorporating multiphysics, multi-scale, and probabilistic modeling.

• An automated, bidirectional, real-time flow of data occurs between the DT and the
electrical machine through appropriate instrumentation and an IoT platform.

• The twin encompasses data from the service stage of the electrical machine’s lifecycle
and remains connected to this phase through to the retirement stage.

Figure 3 represents the scheme of electrical machine DT realization based on IoT and
cloud computing technologies for FD and CBM. The physical electrical machine in this
configuration is fully instrumented using RFID smart sensors to collect data on voltage,
current, vibration, acoustics, temperature, speed, and mechanical torque. Quantities such
as the active, reactive, and apparent power can be computed based on the measured stator
voltages and currents. The implemented sensors describe the conditions of the electrical
machine supplied by an electrical drive. This device adjusts the operating point of the
electrical machine based on its health state. The RFID smart sensors and electrical drive
are connected via an IoT platform to a cloud computing platform, as shown in Figure 3.
The cyber layer of this structure enables secure bidirectional data transfer among smart
sensors, electrical drives, and cloud computing platforms. In the next section, the DRTS
challenges are discussed, as they are considered a fundamental stage for the predictive-
level framework for the DT design of electrical machines in the illustrated configuration
(Figure 3).

159



Energies 2025, 18, 4637

Figure 3. Scheme of electrical machine DT for intelligent fault diagnosis [4].

3. Electrical Machine DRTS Challenges

3.1. Electrical Machine Models

In addition to DT, other terms have been introduced to clarify its workings in the
real world, including physical entities, physical objects, physical things, physical assets,
physical processes, physical products, real-world entities, physical systems, and physically
manufactured products, as well as its workings in the digitally generated virtual world,
including virtual entities, virtual dynamics, virtual representations, digital representations,
and digital exact replicas (Table 1). DPHYB, COLP, or data-driven models or a combination
of these models can be used to build the DTs of electrical machines. As mentioned in the
Introduction, data-driven models, despite exhibiting stable behavior after the training pro-
cess, require extensive historical data (big data), which can be obtained from the collected
information. They are simpler to configure, typically do not require detailed physical entity
parameters, and operate faster than real-time models. However, they operate as black
boxes, and the presence of biased data can manifest in the model, resulting in unpredictable
errors and uncertainties. PHYB and COLP models have significant advantages because they
operate based on a solid physics foundation, resulting in estimated errors and uncertainties,
which are important criteria for fault management systems.

The PHYB and COLP modeling approaches can be categorized into experimental
and numerical models. Experimental modeling involves conducting reduced- or full-scale
experiments to determine the main parameters of the electrical machine model [18,64]. To
enhance the physical authenticity of a DT, it is necessary to solve the governing equations
obtained from the physical modeling. In some cases, analytical solutions can be derived
using simplified equations. However, owing to their complexity, numerical solutions
are often obtained using computers [9,65,66]. The main aim is to analyze quantities that
are commonly difficult or costly to measure directly. These models can be subsequently
employed, as shown in Figure 3, as the DTs of electrical machines. The traditional approach
involves creating a COLP dynamic ‘dq0’ reference model for AC electrical machines [67,68].
The estimation of model parameters can be used for fault diagnosis (Table 2). Although
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several techniques have been proposed for the identification of AC electrical machine pa-
rameters, they are commonly performed offline, limiting their application to DT realization.
Another approach relies on residual computations using parity equations, state observers,
or state estimators. This technique has been used extensively in sensor fault detection
and diagnosis systems. Such dynamic models are sufficiently simple to be used in DRTS
and DT realizations, as presented in [15]. However, they omitted the magnetic saturation
effect and assumed a sinusoidal winding distribution. Moreover, the machine is assumed
to be perfectly symmetrical. The ‘dq0’ reference frame models are commonly preferred
for simulating electromagnetic transients because the ‘abc’ reference frame models have
time-varying inductances. This means that to solve the governing equations, the inductance
matrices must be inverted at each time step during the digital simulation, in addition to
the computational burden of each digital simulation step [15]. Despite the aforementioned
inconvenience, the ‘abc’ reference frame has the advantage of being easily applicable for
modeling multi-phase electrical machines, regardless of asymmetry in both stator and rotor
circuits, and can account for all space harmonics in the electrical machine [69–71]. In this
regard, it is possible to include certain inherent asymmetries in the physical electrical ma-
chines in the model. Induction machines (IMs), which are broadly utilized in the industry,
are good examples [72].

Table 2. COLP modeling of various fault types in ‘dq0’ reference frame.

Fault Types References

Broken rotor bar and end ring [73–78]

Stator/rotor windings unbalance [79]

Stator/rotor windings short circuit [17,74,75,80–83]

Static, dynamic, or mixed eccentricity [74,84]

Ball bearing and race [85]

Magnetization-related [86]

The equations representing the dynamic of a p-pole, three-phase, wye-connected IM
in the ‘abc’ reference frame is given by [87]

[
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vabcr
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=
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where v = [vabcs vabcr]
T , i = [iabcs iabcr]

T , and λ = [λabcs λabcr]
T denote the voltage,

current, and flux linkages, respectively. The subscripts abcs and abcr denote variables
related to the stator and rotor circuits, respectively. rs and rr represent the stator and
rotor resistance matrices, respectively, in diagonal form. Ls and Lr denote stator and rotor
winding inductances, respectively. θr is the angular separation of the stator as and rotor’s ar
axes. Lsr(θr) represents the mutual inductance between the stator and the rotor windings.
The superscript ′ represents the variables that refer to stator windings. The relationship
between the torque and rotor speed is defined as
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Te − Tl = J · d
dt

ωm + B · ωm (4)

where J denotes the moment of inertia (kgm2), B denotes the viscous friction (N.m.s), and
ωm = 2

p dθr/dt. The governing differential algebraic equations represented by (1) and (2)
can be reformulated into a first-order ODE (5) for the DS of the IM model in the ‘abc’
reference frame [16]:

d
dt

i = L−1(θr)

{
v − r · i − ωr · d

dθr
L(θr) · i

}
(5)

with

L(θr) =

[
Ls Lsr(θr)

Lsr(θr)T Lr

]
, r =

[
rabcs 0

0 rabcr

]
(6)

Relations (1) and (2) can be considered a baseline for modeling various types of faults such
as broken rotor bars, end rings, and stator winding ITSCs in IMs (Table 3). For instance,
the COLP model of a three-phase IM can be developed to include an ITSC in one of its
stator windings [80] (Figure 4). The main parameters of the three-phase IM are modified
in (1) and (2) owing to the stator-related matrices of the stator winding ITSC: rs, Ls, and
Lsr. In these matrices, the parameters corresponding to the faulty segment are separated
from those of the remaining windings. The proposed model can be extended to study the
simultaneous occurrence of ITSC faults in the stator windings of IMs [17]. To investigate
broken rotor bars or end-ring defects in squirrel-cage induction machines (SCIMs) using
the COLP modeling approach, the rotor structure can be represented by the configuration
shown in Figure 5. In this model, rr accounts for the resistance of the rotor bars and end-
ring segments, whereas Lr includes self-, leakage, and mutual inductances. Additionally,
Lsr denotes the mutual inductances between each rotor loop or end-ring segment and each
phase of the stator winding [88].

Figure 4. Stator windings of an IM with an ITSC fault in phase ‘a’ [80].

Figure 5. Equivalent circuit of a squirrel-cage rotor showing rotor loop currents [88].
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Table 3. COLP modeling of various fault types in ‘abc’ reference frame.

Fault Types References

Broken rotor bar and end ring [89–96]

Stator/rotor windings unbalance [18,48]

Stator/rotor windings short circuit [17,89,97,98]

Static, dynamic, or mixed eccentricity [99–102]

Ball bearing and race [103–105]

Magnetization-related [106]

The COLP modeling approach was initially developed for multi-phase winding struc-
tures of IMs, designed to operate even in scenarios where one or more of the stator phases
are open-circuit, as discussed in [70]. The winding function approach (WFA) for computing
self- and mutual inductances, which considers all space harmonics in a multi-phase IM, is
presented. The proposed model includes asymmetry resulting from inter-turn faults in the
stator phase windings, as well as any issue and number of failures in the rotor bars and
end rings [71]. This type of modeling is crucial to fault diagnosis in AC electrical machines,
where in many cases, space harmonics are required for efficient fault identification [107]. A
universal mathematical model for a five-phase IM encompassing the influence of higher
space and time harmonics in the air-gap field is presented in a similar manner. Given the
significant role of space harmonics in AC electrical machines with more than three phases,
mathematical relations for computing self- and mutual inductances are derived [108]. To
simplify the DRTS of the ‘abc’ reference frame model of the IM based on (5), both L−1(θr)

and d
dθr

L(θr) are described through look-up tables as functions of θr [109]. This modeling
approach can be extended to other electrical machine classes, such as permanent magnet
synchronous machines (PMSMs) [48] (Table 3). In this regard, the classical ‘abc’ reference
frame models of the IM and PMSM can be utilized for the DRTS of stator winding asymme-
try faults. This illustrates the efficacy of such simple representations in detecting winding
imbalance faults [17,18,110,111].

The use of PHYB models, especially FEM-based models that incorporate spatial and
nonlinear aspects, as well as non-sinusoidal winding distribution phenomena inside the ma-
chine, can enhance the fault detection performance. These models provide comprehensive
information regarding the health states of machines by using residual signals. However,
the computational intensity of these models and their size and time-step limitations render
them unsuitable for DRTS application. MEC-based models are generally considered to be a
middle ground between FEM-based and COLP models in terms of computational perfor-
mance [10]. The concept of MEC-based modeling relies on the analogy between electric
and magnetic circuits. A deeper analysis of the electric and magnetic fields revealed that
magnetic circuits typically function in a saturated nonlinear mode, whereas the majority
of the elements in electric circuits exhibit linearity. In this regard, the machine’s 2D or
3D structure must be divided into small elements that describe the MEC. Each element
of the MEC model includes voltage and current sources and reluctances, which can be
expressed as

�m =
∫ l

0

dx
μ(x)A(x)

(7)

where l represents the length of the flux tube and A denotes its cross-sectional area. μ de-
notes the permeability of the magnetic material. Figure 6 represents the 3D MEC reluctance-
based network and the circuit model of its elements. The voltage source, Fij, represents
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the magnetomotive force (MMF), and the current source, φPM−ij, represents the flux of the
permanent magnet. This network must be solved to obtain magnetic scalar potential u at
each node. Based on Figure 6b, it is possible to derive the following [10]:

�ij ·
(
φij − φPM-ij

)
=
(
ui − uj − Fij

)
(8)

Once the permeance and MMF are computed, the MEC relations can be determined based
on classical circuit nodal analysis.

Figure 6. Scheme of MEC model: (a) 3D reluctance network and (b) equivalent circuit of each element
of the network [4].

Flux tubes serve as the foundation for MEC modeling techniques. A flux tube consti-
tutes a geometrical region where all flux lines are perpendicular to their bases and no flux
lines cut their sides. This requires knowledge of the machine geometry, including the effects
of the stator and rotor slots, skewing, winding connections, and magnetic nonlinearity
of the electrical machine cores. Consequently, it produces more accurate results than the
COLP modeling technique under both healthy and faulty conditions (Table 4). For instance,
permeance network and nonlinear MEC-based models have been introduced for real-time
simulation of IMs [112,113]. A DRTS model was developed for PMSMs with shaped poles
by utilizing the analytical solution of field equations incorporating space harmonics in the
air-gap flux density distribution. The model was constructed under the assumption of
linear superposition [114].

Hybrid modeling, as shown in Figure 1, is an emerging research topic that has received
significant attention in recent years, especially since traditional multiphysics modeling
approaches account for only a fraction of the relevant physical phenomena, which often
explains the mismatch between their predictions and experimental observations [26]. With
the availability of large number of data, open-source cutting-edge ML and data analytics li-
braries, and computation resources, the utilization of a hybrid approach to modeling allows
for predictions of all aspects owing to its ability to combine the strengths of physics-based
models and data-driven approaches, enabling more accurate, robust, and generalizable
solutions across various engineering and scientific domains. Some active areas of research
in this context include cost function modification to accommodate the Jacobian model,
grow-when-required networks, physics-informed machine learning (PIML), embedding
hard physical constraints in a neural network, leveraging uncertainty information, de-
veloping visual tools for network analysis, and nonparametric modeling approaches for
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bridging data science and dynamical systems [26]. In particular, PIML, initially introduced
by Raissi et al. [115], is a significant advancement at the intersection of ML and PHYB
modeling [116]. PIML distribution terms refer to physics-informed, physics-based, physics-
guided, physics-infused, and physics-aware machine learning [117]. The architecture of
physics-based neural networks (PINNs) is similar to that of conventional ML perceptrons
(MLPs), as they consist of an input layer, multiple hidden layers, and an output layer. The
main distinction between PINNs and standard MLPs is the inclusion of a differentiation
layer (Figure 7). Each layer plays a specific and essential role in the PINN training process.
Spatiotemporal data, represented by coordinates x and time t, are provided to the network
through the input layer and then processed by the hidden layers. Then, the network pre-
dicts the latent solution y of the PDE through the output layer. These predicted values y are
subsequently passed to the differentiation layer, where automatic differentiation is applied
with respect to both x and t to generate the differential terms of the PDE. This process leads
to the formulation of a loss function used to train the network. The total loss function of
a PINN is expressed as a combination of a term that penalizes the residuals of the PDE
and the term y loss function, which ensures agreement between the model predictions
and given data points [118]. This concept has been widely employed in various applica-
tions, such as electrical impedance tomography [119], power system dynamic modeling
and analysis [120,121], the modeling and prediction of temperature fluctuations in proton
exchange membrane electrolysis [122], state estimation in unbalanced distribution power
systems [123], high-speed transportation [124], and hydrogen-powered electric aircraft,
among others [125]. A new partitioned PINN framework was proposed to enhance both
the prediction accuracy and computational efficiency of electromagnetic field analysis in
PMSMs. In this regard, separate neural network models were developed for the stator,
air-gap, and rotor regions, with strict boundary conditions applied to maintain magnetic
field continuity between neighboring subdomains [126]. A PINN architecture was de-
signed to tackle the challenges of developing DTs for PMSMs in intelligent condition-based
monitoring [127]. A physics-informed generative adversarial network-based approach
was proposed for the optimal design of permanent magnet linear synchronous machines,
achieving speeds up to 40 times faster than the FEM method while maintaining comparable
accuracy [128].

Figure 7. Schematic representation of a PINN framework [116].
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Table 4. MEC modeling of various fault types.

Fault Types References

Broken rotor bar and end ring [129–131]

Stator/rotor windings ITSC [132–134]

Static, dynamic, or mixed eccentricity [135]

Ball bearing and race [136,137]

Magnetization-related [138–144]

3.2. RTDS Hardware Platforms

A real-time simulation is defined as a process in which computational tasks are
completed within the same time interval as the physical processes that are represented.
This section explores the main aspects of the practical implementation of RTDS across
various hardware platforms, emphasizing the constraints, trade-offs, and architectural
capabilities. RTDS assumes that the state of a system changes only at fixed discrete
time steps, synchronized with a real-time clock. The execution of RTDS involves three
critical stages: receiving/sending signals through input/output (I/O) interfaces; executing
computations, particularly solving the ODEs that define machine behavior; and transferring
data between processing units and memory. To preserve real-time behavior, all these
processes must be completed within the simulation time step. In this regard, among
the various implicit and explicit numerical integration methods, the Runge–Kutta (RK),
backward Euler, forward Euler, and trapezoidal rule are more widely used in power system
simulations, including electrical machines. When selecting an integration method, the key
factors include numerical precision, computational time, and resource usage. Higher-order
methods, such as RK4, offer better precision but require more computational resources. In
contrast, the FE method is faster and simpler but less accurate, especially for larger step
sizes [10,145,146].

There are two types of RTDS, H-i-L and S-i-L, in the context of electrical machine
DT design. In the H-i-L configuration, a physical component interacts with simulated
components on a hardware platform, whereas in the S-i-L configuration, all components
are simulated digitally on the same platform, ensuring signal integrity and computational
flexibility. H-i-L is advantageous for testing in high-risk or inaccessible environments,
whereas S-i-L allows for pure software validation [13,147]. Simulation fidelity is governed
by the time-step size. A small time step ensures higher accuracy but increases the risk
of overrun if computations cannot be completed in time. This is particularly challenging
for high-frequency simulations such as those involving PWM drives, which may require
nanosecond-level precision.

Hardware platforms can be categorized into chip single-core processor units (CSPUs),
chip multiprocessor units (CMPUs), computer clusters, field-programmable gate arrays
(FPGAs), and graphics processing units (GPUs). Each platform presents a unique set of
advantages and trade-offs in terms of execution speed, resource usage, scalability, latency,
and programming complexity. CMPUs or multicore CPUs include several processing cores
within a single chip. Each core executes the instructions in parallel using multithreading.
The CMPUs support shared memory and offer high clock speeds, making them suitable for
medium-complexity simulations. Their advantages include user-friendly programming
with tools like MATLAB/Simulink, cost-effectiveness and wide availability, and effective-
ness for models like ’dq0’ and MECs [113,148–152]. Their limitations include high I/O
latency owing to PCI bus delays, difficulty in handling time steps smaller than one microsec-
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ond, and suboptimal performance for high-frequency simulations [150,153]. Computer
clusters consist of multiple interconnected computers (nodes), each with multiple CPUs.
They are scalable and suitable for simulating large-scale electric systems such as wind farms.
Their architecture is based on a master node that manages the simulation, whereas the slave
nodes execute parallel computations. The nodes communicate via high-speed Ethernet or
Infiniband links. Challenges include high communication latency, complex programming
models involving message-passing interfaces (MPIs), and node synchronization, which
can become a bottleneck. Computer clusters are widely employed in the RTDS of electrical
machines [148,154–157].

FPGAs consist of configurable logic blocks, interconnection resources, and I/O inter-
faces. These platforms allow for deterministic execution and very fine time-step control,
making them suitable for the real-time simulation of electric machines and drives. Key
features include low-latency I/O interfaces without PCIs, parallel or pipelined architec-
tures for high performance, and support for both fixed-point and floating-point arithmetic
operations. The development approach is based on either textual programming languages
(e.g., VHDL and Verilog) or schematic/block-based tools such as the Xilinx System Gen-
erator. Limitations include limited hardware resources, the need for expertise in digital
hardware design, and high costs when scaling with multiple FPGAs. They are widely
used in the DRTS of electrical machines and drives [87,112,114,158–166]. Multiple intercon-
nected FPGAs or pipelining schemes can be considered for high-order RTDS models [10,68].
Graphics processing units (GPUs) are well suited for handling large-scale numerical sim-
ulations owing to their highly parallel architecture and strong floating-point processing
capabilities. They consist of numerous cores arranged in blocks and grids, with threads
executing instructions in a Single-Instruction, Multiple-Data (SIMD) manner and working
alongside a central host CPU. These features make GPUs particularly effective in speeding
up FEM simulations and managing models with thousands of ODEs. Additionally, they
offer high computational throughput and can be programmed using languages such as
Compute Unified Device Architecture (CUDA) or Open Computing Language (OpenCL).
However, GPUs have drawbacks, such as significant initialization and data transfer over-
head, and tend to be less efficient when applied to small-scale or rapidly changing models.
Owing to their inherent parallel processing capabilities, GPUs have been adopted in various
numerical analyses related to electrical engineering. Their applications include the numeri-
cal field analysis and simulation of electric machines [167–171]. In comparison, CMPUs
provide adaptable but moderately performing solutions with higher latency; computer clus-
ters offer scalability but require complex coordination and programming; FPGAs deliver
fast, low-latency performance but are constrained by limited resources; and GPUs excel in
processing large models, although they are less optimal for high-frequency operations.

4. Intelligent FD and CBM of Electrical Machines

The multiphysics modeling of electrical machines integrates various physical domains,
including electromagnetics, thermal dynamics, mechanics, and acoustics. For instance,
lumped models (LMs) are typically used to represent magnetic, electrical, electronic, and
thermal components, whereas analytical models are applied to describe the vibro-acoustic
and mechanical behaviors of a PMSM. Although such coupled modeling approaches are
commonly used during the design phase of electrical machines, their applications in FD and
CBM remain limited [11,172]. In particular, the resistances in the COLP model presented
in [172] were defined as functions of the supply frequency and winding temperature,
thereby allowing for improved accuracy. The frequency effect accounts for both skin and
proximity effects. A multiphysics model of an induction machine is shown in Figure 8 [173].
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This model comprises five interdependent sub-models. All of these sub-models are either
analytical or semi-analytical to achieve a good compromise among computational speed,
accuracy, and flexibility. The core of this approach is the electromagnetic model, which
provides key insights, such as induction in the air gap, radial forces acting on the stator,
and current distributions. The outputs of this model can be utilized in two ways. First, they
serve as inputs for mechanical vibration and acoustic models, which are designed to predict
the vibration behavior of the machine and the resulting electromagnetic noise emissions.
Second, the electromagnetic model outputs are fed into the loss model, which quantifies
the various losses occurring within the motor. The calculated losses are subsequently used
in a fluid flow and thermal coupled (FFTC) model to simulate the evolution of internal
motor temperature over time. A dynamic interaction exists between the electromagnetic
and FFTC models: the temperature predictions from the FFTC model influence certain
electromagnetic parameters, which in turn affect the loss estimations, that is, the same
losses that act as heat sources in FFTC analysis.

Figure 8. A schematic of a multiphysics model of an induction machine [173].

In this regard, the DT design procedure for the FD and CBM of complex systems is well
defined in [174]. In the first stage, it is essential to establish a high-fidelity reference model
(a DT) for the electrical machine. Table 5 summarizes the advantages and disadvantages of
PHYB/COLP techniques compared with data-driven models for DT development [9,66]. A
multiphysics model that considers all the important aspects of the electrical, mechanical,
and thermal behaviors of a physical entity enables the reference model to provide a wide
spectrum of signals. Although data-driven models have weaknesses in representing
all aspects of complex systems, they can be combined with PHYB/COLP techniques to
optimize and solve the ODE governing the model [175,176]. In the second stage, an IoT
infrastructure must be built to facilitate the evolution of the DT through available data from
sensors installed on a physical electrical machine. In the final stage, the DT data are fused
with well-known data-driven models for further processing, FD, and CBM [31]. The main
features of the DT of an electrical machine that contribute to intelligent FD and CBM are
highlighted as follows:

• DT parameters can be updated in real time based on voltage, current, vibration,
acoustic, field, speed, and temperature measurements.
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• The DT can be supplied by the measured phase (VA, VB, and VC) or line (VAB, VBC,
and VCA) voltages.

• The DT provides a wide range of inaccessible signals that commonly require sophisti-
cated instrumentation.

• More clear fault signatures can be detected in the physical variables of the DT.
• Intelligent FD and CBM become possible by processing the DT data outcomes.
• Remote monitoring and control become feasible via the IoT infrastructure.

To achieve a high level of DT performance, it is crucial to adopt a strategy based on
multiphysics modeling and integration of the main fault types (Figure 9a). This approach
involves coupling all physical phenomena that contribute to lifecycle analysis, including
thermal, mechanical, electrical, and chemical aspects. The parameters of the electrical
machine DT can be updated using measured signals. Furthermore, the DRTS data can
be used for DNN pre-training. The parameters of the DNN, namely, the weights, biases,
and hyper-parameters, can then be transferred to a new DNN for fine-tuning using the
measured data for FD, as shown in Figure 9b. The DRTS data, measured data, and event
data which represent the FD results can be leveraged to perform the intelligent FD and
CBM of electrical machines, but they have rarely been investigated in the literature [31,53].

Figure 9. (a) Integration of the main fault types into the DT of an AC electrical machine. (b) DT-
assisted simplified framework for the intelligent FD and CBM of AC electrical machines [31,53].

Table 5. Comparison of PHYB/COLP modeling techniques with data-driven approaches for electrical
machines DT design [4,9,66].

PHYB/COLP Techniques Data-Driven Approaches

+ Solid foundation in physics − Black-box concept

− Need for partial or entire geometric data of the electrical machine + No need for any knowledge about the electrical machine

+ No need for data for training − A lot of data need to be provided for machine learning

− Need for optimization algorithms for continuous updates of model parameters + Neural network update

− Numerical instability of the model + Stable for a trained model

+ Less prone to bias − Bias in the data can be reflected in the model

− Difficulty in assimilating extensive historical data + They integrate easily extensive historical data

+ Developed model can be used for similar electrical machines − New model needs to be trained for each electrical machine

+ Several variables are available from the developed model − Only the trained variables are available
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5. Conclusions and Perspectives

This paper presents a summary of articles focusing on DRTS in the context of emerging
DT technologies for intelligent FD and CBM in electrical machines. A predictive-level
framework with the following vision is proposed for DT design during the service phase:

• The DT of an electrical machine is a synchronized, ultra-high-fidelity replica of it,
incorporating multiphysics, multi-scale, and probabilistic modeling.

• An automated, bidirectional, real-time flow of data occurs between the DT and the
electrical machine through appropriate instrumentation and an IoT platform.

• The twin encompasses data from the service stage of the electrical machine’s lifecycle
and remains connected to this phase through to the retirement stage.

Based on the above definition, achieving an ultra-high-fidelity replica requires a multi-
physics modeling approach with online parameter updating, whether this is a PHYB,
data-driven, or hybrid approach. Furthermore, implementing intelligent FD and CBM
requires simulation of key fault scenarios using the DT of an electrical machine, which
offers a wide range of variables. The model must also operate in real time to ensure proper
synchronization and bidirectional data flow with the physical system through the IoT
infrastructure. Notably, the PIML approach is an increasingly attractive research direction,
aiming to bridge machine learning and PHYB modeling to achieve a precise, real-time DT.
In this context, hardware platforms such as GPUs, FPGAs, PC clusters, and CMPUs, which
are commonly used in RTDS for electromagnetic transient studies of electrical machines,
are well suited to support this requirement.
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Abbreviations

The following abbreviations are used in this manuscript:

AC Alternating Current
COLP circuit-oriented lumped-parameter
CBM condition-based monitoring
CMPU chip multiprocessor unit
CSPU chip single-core processor unit
CUDA Compute Unified Device Architecture
DNN deep neural network
DoS digital offline simulation
DRTS digital real-time simulation
DS digital simulation
DT digital twin
EMTP Electromagnetic Transient Program
FD fault diagnosis
FDM finite difference method
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FEM finite element method
FFTC fluid flow and thermal coupled
FPGA field-programmable gate array
FVM finite volume method
GPU Graphics Processor Unit
H-i-L hardware-in-the-loop
IM induction machine
IoT Internet of Things
MEC magnetic equivalent circuit
ML machine learning
MMF magnetomotive force
MPI message-passing interface
MWFA modified winding function approach
ODE ordinary differential equation
PDE partial differential equation
PHYB physics-based
PIML physics-informed machine learning
PINN physics-informed neural network
PMSM permanent magnet synchronous machine
RFID radio-frequency identification
RK Runge–Kutta
RTDS Real-Time Digital Simulator
PMSG permanent magnet synchronous generator
SCIM squirrel-cage induction machine
SIMD Single-Instruction, Multiple-Data
SSM state-space model
TL transfer learning
TSR Tip–Speed Ratio
MPPT Maximum Power Point Tracking
P-H-i-L power-hardware-in-the-loop
P-i-L processor-in-the-loop
S-i-L software-in-the-loop
WECS Wind Energy Conversion System
WFA winding function approach
WT Wind Turbine
XATP Expandable Transient Analysis Program
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77. Nemec, M.; Drobnič, K.; Fišer, R.; Ambrožič, V. Simplified model of induction machine with broken rotor bars. In Proceedings of
the 2016 IEEE International Power Electronics and Motion Control Conference (PEMC), Varna, Bulgaria, 25–28 September 2016;
pp. 1085–1090. [CrossRef]

78. Magagula, G.S.; Nnachi, A.F.; Akumu, A.O. Broken Rotor Bar Fault Simulation And Analysis In D-q Reference Frame. In
Proceedings of the 2020 IEEE PES/IAS PowerAfrica, Virtual, 25–28 August 2020; pp. 1–4. [CrossRef]

79. Jannati, M.; Idris, N.; Salam, Z. A new method for modeling and vector control of unbalanced induction motors. In Proceedings
of the 2012 IEEE Energy Conversion Congress and Exposition (ECCE), Raleigh, NC, USA, 15–20 September 2012; pp. 3625–3632.
[CrossRef]

80. Tallam, R.; Habetler, T.; Harley, R. Transient Model for Induction Machines with Stator Winding Turn Faults. IEEE Trans. Ind.
Appl. 2002, 38, 632–637. [CrossRef]

174



Energies 2025, 18, 4637

81. Yassa, N.; Rachek, M. Modeling and detecting the stator winding inter turn fault of permanent magnet synchronous motors
using stator current signature analysis. Math. Comput. Simul. 2020, 167, 325–339. [CrossRef]

82. Choudhary, A.; Meena, D.C.; Patra, A.K. Asynchronous Motor Modeling in Simulink for Stator and Rotor Fault Analysis. In
Proceedings of the 2019 International Conference on Green and Human Information Technology (ICGHIT), Kuala Lumpur,
Malaysia, 16–18 January 2019; pp. 82–85. [CrossRef]

83. Guezmil, A.; Berriri, H.; Pusca, R.; Sakly, A.; Romary, R.; Mimouni, M. Detecting Inter-Turn Short-Circuit Fault in Induction
Machine Using High-Order Sliding Mode Observer: Simulation and Experimental Verification. J. Control. Autom. Electr. Syst.
2017, 28, 532–540. [CrossRef]

84. Bindu, S.; Thomas, V.V. Detection of Static Air-Gap Eccentricity in Three-Phase Squirrel Cage Induction Motor Through Stator
Current and Vibration Analysis. In Advances in Power Systems and Energy Management: ETAEERE-2016; Springer: Singapore, 2018;
pp. 511–518. [CrossRef]

85. Zhang, S.; Wang, B.; Kanemaru, M.; Lin, C.; Liu, D.; Miyoshi, M.; Teo, K.H.; Habetler, T.G. Model-Based Analysis and
Quantification of Bearing Faults in Induction Machines. IEEE Trans. Ind. Appl. 2020, 56, 2158–2170. [CrossRef]

86. Ishikawa, T.; Seki, Y.; Kurita, N. Analysis for Fault Detection of Vector-Controlled Permanent Magnet Synchronous Motor With
Permanent Magnet Defect. IEEE Trans. Magn. 2013, 49, 2331–2334. [CrossRef]

87. Roshandel Tavana, N.; Dinavahi, V. A General Framework for FPGA-Based Real-time Emulation of Electrical Machines for HIL
Applications. IEEE Trans. Ind. Electron. 2015, 62, 2041–2053. [CrossRef]

88. Didier, G.; Razik, H.; Rezzoug, A. An Induction Motor Model Including the First Space Harmonics for Broken Rotor Bar Diagnosis.
Eur. Trans. Electr. Power 2005, 15, 229–243. [CrossRef]

89. Tang, J.; Chen, J.; Dong, K.; Yang, Y.; Lv, H.; Liu, Z. Modeling and Evaluation of Stator and Rotor Faults for Induction Motors.
Energies 2020, 13, 133. [CrossRef]

90. Zouzou, S.E.; Ghoggal, A.; Aboubou, A.; Sahraoui, M.; Razik, H. Modeling of Induction Machines with Skewed Rotor Slots
Dedicated to Rotor Faults. In Proceedings of the 2005 5th IEEE International Symposium on Diagnostics for Electric Machines,
Power Electronics and Drives, Vienna, Austria, 7–9 September 2005; pp. 1–6. [CrossRef]

91. Kaikaa, M.Y.; Hadjami, M.; Khezzar, A. Effects of the Simultaneous Presence of Static Eccentricity and Broken Rotor Bars on the
Stator Current of Induction Machine. IEEE Trans. Ind. Electron. 2014, 61, 2452–2463. [CrossRef]

92. Jung, J.H.; Kwon, B.H. Corrosion Model of a Rotor-Bar-Under-Fault Progress in Induction Motors. IEEE Trans. Ind. Electron. 2006,
53, 1829–1841. [CrossRef]

93. Bossio, G.R.; De Angelo, C.H.; Pezzani, C.M.; Bossio, J.M.; Garcia, G.O. Evaluation of Harmonic Current Sidebands for Broken
Bar Diagnosis in Induction Motors. In Proceedings of the 2009 IEEE International Symposium on Diagnostics for Electric Machines,
Power Electronics and Drives, Cargèse, France, 31 August–3 September 2009; pp. 1–6. [CrossRef]

94. Houdouin, G.; Barakat, G.; Dakyo, B.; Destobbeleer, E. A Winding Function Theory Based Global Method for the Simulation
of Faulty Induction Machines. In Proceedings of the IEEE International Electric Machines and Drives Conference, IEMDC’03,
Chicago, IL, USA, 12–15 May 2003; Volume 1, pp. 297–303. [CrossRef]

95. Ojaghi, M.; Sabouri, M.; Faiz, J. Performance Analysis of Squirrel-Cage Induction Motors Under Broken Rotor Bar and Stator
Inter-Turn Fault Conditions Using Analytical Modeling. IEEE Trans. Magn. 2018, 54, 8203705. [CrossRef]

96. Benninger, M.; Liebschner, M.; Kreischer, C. Automated Parameter Identification for Multiple Coupled Circuit Modeling of
Induction Machines. In Proceedings of the 2022 International Conference on Electrical Machines (ICEM), Valencia, Spain, 5–8
September 2022; pp. 1307–1313. [CrossRef]

97. Devanneaux, V.; Dagues, B.; Faucher, J.; Barakat, G. An Accurate Model of Squirrel Cage Induction Machines Under Stator Faults.
Math. Comput. Simul. 2003, 63, 377–391. [CrossRef]

98. Vaseghi, B.; Takorabet, N.; Meibody-Tabar, F. Analytical Circuit-Based Model of PMSM Under Stator Inter-Turn Short-Circuit
Fault Validated by Time-Stepping Finite Element Analysis. In Proceedings of the The XIX International Conference on Electrical
Machines—ICEM 2010, Rome, Italy, 6–8 September 2010; pp. 1–6. [CrossRef]

99. Ilamparithi, T.; Nandi, S. Comparison of Results for Eccentric Cage Induction Motor Using Finite Element Method and Modified
Winding Function Approach. In Proceedings of the 2010 Joint International Conference on Power Electronics, Drives and Energy
Systems & 2010 Power India, Delhi, India, 20–23 December 2010; pp. 1–7. [CrossRef]

100. Faiz, J.; Ojaghi, M. Unified Winding Function Approach for Dynamic Simulation of Different Kinds of Eccentricity Faults in Cage
Induction Machines. IET Electr. Power Appl. 2009, 3, 461–470. [CrossRef]

101. Joksimovic, G.; Durovic, M.; Penman, J.; Arthur, N. Dynamic Simulation of Dynamic Eccentricity in Induction Machines-Winding
Function Approach. IEEE Trans. Energy Convers. 2000, 15, 143–148. [CrossRef]

102. Pal, R.S.C.; Mohanty, A.R. A Simplified Dynamical Model of Mixed Eccentricity Fault in a Three-Phase Induction Motor. IEEE
Trans. Ind. Electron. 2021, 68, 4341–4350. [CrossRef]

175



Energies 2025, 18, 4637

103. Wang, C.; Wang, M.; Yang, B.; Song, K. A Model-Based Method for Bearing Fault Detection Using Motor Current. J. Physics: Conf.
Ser. 2020, 1650, 032130. [CrossRef]

104. Ojaghi, M.; Yazdandoost, N. Winding Function Approach to Simulate Induction Motors Under Sleeve Bearing Fault. In
Proceedings of the 2014 IEEE International Conference on Industrial Technology (ICIT), Busan, Republic of Korea, 26 February–1
March 2014; pp. 158–163. [CrossRef]

105. Ojaghi, M.; Sabouri, M.; Faiz, J. Analytic Model for Induction Motors Under Localized Bearing Faults. IEEE Trans. Energy Convers.
2018, 33, 617–626. [CrossRef]

106. Ajily, E.; Ardebili, M.; Abbaszadeh, K. Magnet Defect and Rotor Eccentricity Modeling in Axial-Flux Permanent-Magnet Machines
via 3-D Field Reconstruction Method. IEEE Trans. Energy Convers. 2016, 31, 486–495. [CrossRef]

107. Strangas, E.; Clerc, G.; Razik, H.; Soualhi, A. Fault Diagnosis, Prognosis, and Reliability for Electrical Machines and Drives; IEEE Press
Series; John Wiley & Sons: Hoboken, NJ, USA, 2021.

108. Pereira, L.A.; Scharlau, C.C.; Pereira, L.F.A.; Haffner, J.F. General Model of a Five-Phase Induction Machine Allowing for
Harmonics in the Air Gap Field. IEEE Trans. Energy Convers. 2006, 21, 891–899. [CrossRef]

109. Sapena-Bano, A.; Martinez-Roman, J.; Puche-Panadero, R.; Pineda-Sanchez, M.; Perez-Cruz, J.; Riera-Guasp, M. Induction
Machine Model with Space Harmonics for Fault Diagnosis Based on the Convolution Theorem. Int. J. Electr. Power Energy Syst.
2018, 100, 463–481. [CrossRef]

110. Hu, R.; Wang, J.; Mills, A.R.; Chong, E.; Sun, Z. Current-Residual-Based Stator Interturn Fault Detection in Permanent Magnet
Machines. IEEE Trans. Ind. Electron. 2021, 68, 59–69. [CrossRef]

111. Jeong, H.; Moon, S.; Kim, S.W. An Early Stage Interturn Fault Diagnosis of PMSMs by Using Negative-Sequence Components.
IEEE Trans. Ind. Electron. 2017, 64, 5701–5708. [CrossRef]

112. Tavana, N.R.; Dinavahi, V. Real-time Nonlinear Magnetic Equivalent Circuit Model of Induction Machine on FPGA for Hardware-
in-the-Loop Simulation. IEEE Trans. Energy Convers. 2016, 31, 520–530. [CrossRef]

113. Asghari, B.; Dinavahi, V. Experimental Validation of a Geometrical Nonlinear Permeance Network Based Real-time Induction
Machine Model. IEEE Trans. Ind. Electron. 2012, 59, 4049–4062. [CrossRef]

114. Tavana, N.R.; Dinavahi, V. Real-time FPGA-Based Analytical Space Harmonic Model of Permanent Magnet Machines for
Hardware-in-the-Loop Simulation. IEEE Trans. Magn. 2015, 51, 8106609. [CrossRef]

115. Raissi, M.; Perdikaris, P.; Karniadakis, G.E. Physics Informed Deep Learning (Part I): Data-driven Solutions of Nonlinear Partial
Differential Equations. arXiv 2017, arXiv:1711.10561. [CrossRef]

116. Farea, A.; Yli-Harja, O.; Emmert-Streib, F. Understanding Physics-Informed Neural Networks: Techniques, Applications, Trends,
and Challenges. AI 2024, 5, 1534–1557. [CrossRef]

117. DENG, W.; NGUYEN, K.T.; MEDJAHER, K.; GOGU, C.; MORIO, J. Physics-informed machine learning in prognostics and health
management: State of the art and challenges. Appl. Math. Model. 2023, 124, 325–352. [CrossRef]

118. Son, S.; Jeong, J.; Jeong, D.; ho Sun, K.; Oh, K.Y. Physics-Informed Neural Network: Principles and Applications. In Recent
Advances in Neuromorphic Computing; Bai, K.J., Yi, Y., Eds.; IntechOpen: Rijeka, Croatia, 2024; Chapter 4. [CrossRef]

119. Smyl, D.; Tallman, T.N.; Homa, L.; Flournoy, C.; Hamilton, S.J.; Wertz, J. Physics Informed Neural Networks for Electrical
Impedance Tomography. Neural Netw. 2025, 188, 107410. [CrossRef]

120. Misyris, G.S.; Venzke, A.; Chatzivasileiadis, S. Physics-Informed Neural Networks for Power Systems. arXiv 2020,
arXiv:1911.03737. [CrossRef]

121. Ventura Nadal, I.; Stiasny, J.; Chatzivasileiadis, S. Physics-Informed Neural Networks: A plug and play integration into power
system dynamic simulations. Electr. Power Syst. Res. 2025, 248, 111885. [CrossRef]

122. Zerrougui, I.; Li, Z.; Hissel, D. Physics-Informed Neural Network for modeling and predicting temperature fluctuations in proton
exchange membrane electrolysis. Energy AI 2025, 20, 100474. [CrossRef]

123. Iliadis, P.; Petridis, S.; Skembris, A.; Rakopoulos, D.; Kosmatopoulos, E. Physics-Informed Neural Networks for Enhanced State
Estimation in Unbalanced Distribution Power Systems. Appl. Sci. 2025, 15, 7507. [CrossRef]

124. Zhang, Y.; Zhang, S.; Dinavahi, V. Physics-Informed Machine Learning Modeling and Inferencer-in-The-Loop Based Real-Time
Digital-Twin Emulation for a High-Speed Maglev Transportation System. 2025. Available online: https://ssrn.com/abstract=53
89685 (accessed on 1 August 2025).

125. Zhang, S.; Dinavahi, V.; Liang, T. Towards hydrogen-powered electric aircraft: Physics-informed machine learning based
multi-domain modeling and real-time digital twin emulation on FPGA. Energy 2025, 322, 135451. [CrossRef]

126. Qiao, Z.; Wang, D.; Ni, Y.; Song, K.; Li, Y.; Wang, S. A partitioned modeling approach using a physics-informed neural network
for PMSM. Eng. Anal. Bound. Elem. 2025, 179, 106379. [CrossRef]

127. Son, S.; Lee, H.; Jeong, D.; Oh, K.Y.; Ho Sun, K. A novel physics-informed neural network for modeling electromagnetism of a
permanent magnet synchronous motor. Adv. Eng. Inform. 2023, 57, 102035. [CrossRef]

176



Energies 2025, 18, 4637

128. Wu, H.; Niu, S.; Zhang, Y.; Fu, W. Physics-Informed Generative Adversarial Network-Based Modeling and Simulation of Linear
Electric Machines. Appl. Sci. 2022, 12, 10426. [CrossRef]

129. Sizov, G.Y.; Yeh, C.C.; Demerdash, N.A.O. Magnetic Equivalent Circuit Modeling of Induction Machines Under Stator and Rotor
Fault Conditions. In Proceedings of the 2009 IEEE International Electric Machines and Drives Conference, Miami, FL, USA, 3–6
May 2009; pp. 119–124. [CrossRef]

130. Naderi, P. Modified Magnetic-Equivalent-Circuit Approach for Various Faults Studying in Saturable Double-Cage-Induction
Machines. IET Electr. Power Appl. 2017, 11, 1224–1234. [CrossRef]

131. Hemeida, A.; Billah, M.M.; Kudelina, K.; Asad, B.; Naseer, M.U.; Guo, B.; Martin, F.; Rasilo, P.; Belahcen, A. Magnetic Equivalent
Circuit and Lagrange Interpolation Function Modeling of Induction Machines Under Broken Bar Faults. IEEE Trans. Magn. 2024,
60, 8200704. [CrossRef]

132. Naderi, P.; Shiri, A. Rotor/Stator Inter-Turn Short Circuit Fault Detection for Saturable Wound-Rotor Induction Machine by Modified
Magnetic Equivalent Circuit Approach. IEEE Trans. Magn. 2017, 53, 8107013. [CrossRef]

133. Faiz, J.; Moosavi, S.M.; Abadi, M.B.; Cruz, S.M. Magnetic Equivalent Circuit Modelling of Doubly-Fed Induction Generator with
Assessment of Rotor Inter-Turn Short-Circuit Fault Indices. IET Renew. Power Gener. 2016, 10, 1431–1440. [CrossRef]

134. Roshanfekr, R.; Jalilian, A. An Approach to Discriminate Between Types of Rotor and Stator Winding Faults in Wound Rotor
Induction Machines. In Proceedings of the Electrical Engineering (ICEE), Iranian Conference on, Mashhad, Iran, 8–10 May 2018;
pp. 1067–1070. [CrossRef]

135. Faiz, J.; Ghasemi-Bijan, M.; Ebrahimi, B.M. Modeling and Diagnosing Eccentricity Fault Using Three-dimensional Magnetic
Equivalent Circuit Model of Three-phase Squirrel-cage Induction Motor. Electr. Power Components Syst. 2015, 43, 1246–1256.
[CrossRef]

136. Han, Q.; Ding, Z.; Xu, X.; Wang, T.; Chu, F. Stator Current Model for Detecting Rolling Bearing Faults in Induction Motors Using
Magnetic Equivalent Circuits. Mech. Syst. Signal Process. 2019, 131, 554–575. [CrossRef]

137. Gong, Z.; Desenfans, P.; Pissoort, D.; Hallez, H.; Vanoost, D. Multiphysics Coupling Model to Characterise the Behaviour of
Induction Motors With Eccentricity and Bearing Faults. IEEE Trans. Energy Convers. 2024, 39, 146–159. [CrossRef]

138. Faiz, J.; Mazaheri-Tehrani, E. Demagnetization Modeling and Fault Diagnosing Techniques in Permanent Magnet Machines
Under Stationary and Nonstationary Conditions: An Overview. IEEE Trans. Ind. Appl. 2017, 53, 2772–2785. [CrossRef]

139. Raminosoa, T.; Farooq, J.; Djerdir, A.; Miraoui, A. Reluctance Network Modelling of Surface Permanent Magnet Motor Considering
Iron Nonlinearities. Energy Convers. Manag. 2009, 50, 1356–1361. [CrossRef]

140. Abbaszadeh, K.; Saied, S.; Hemmati, S.; Tenconi, A. Inverse Transform Method for Magnet Defect Diagnosis in Permanent
Magnet Machines. IET Electr. Power Appl. 2014, 8, 98–107. [CrossRef]

141. Farooq, J.; Srairi, S.; Djerdir, A.; Miraoui, A. Use of Permeance Network Mmethod in the Demagnetization Phenomenon Modeling
in a Permanent Magnet Motor. IEEE Trans. Magn. 2006, 42, 1295–1298. [CrossRef]

142. Momma, D.; Yoshida, Y.; Tajima, K. Demagnetization Analysis of Ferrite Magnet Motor Based on Reluctance Network Analysis.
In Proceedings of the 2016 19th International Conference on Electrical Machines and Systems (ICEMS), Chiba, Japan, 13–16
November 2016; pp. 1–4.

143. Guo, L.; Xia, C.; Wang, H.; Wang, Z.; Shi, T. Improved Equivalent Magnetic Network Modeling for Analyzing Working Points of
PMs in Interior Permanent Magnet Machine. J. Magn. Magn. Mater. 2018, 454, 39–50. [CrossRef]

144. Mahmouditabar, F.; Vahedi, A.; Ojaghlu, P.; Takorabet, N. Irreversible Demagnetization Analysis of RWAFPM Motor Using
Modified MEC Algorithm. COMPEL Int. J. Comput. Math. Electr. Electron. Eng. 2020, 39, 1227–1239. [CrossRef]

145. Paja, C.A.R.; Romero, A.; Giral, R. Evaluation of Fixed-Step Differential Equations Solution Methods for Fuel Cell Real-Time
Simulation. In Proceedings of the 2007 International Conference on Clean Electrical Power, Capri, Italy, 21–23 May 2007;
pp. 480–487. [CrossRef]

146. Grégoire, L.A.; Blanchette, H.F.; Bélanger, J.; Al-Haddad, K. Real-Time Simulation-Based Multisolver Decoupling Technique for
Complex Power-Electronics Circuits. IEEE Trans. Power Deliv. 2016, 31, 2313–2321. [CrossRef]

147. Bouscayrol, A. Different Types of Hardware-In-the-Loop simulation for Electric Drives. In Proceedings of the 2008 IEEE
International Symposium on Industrial Electronics, Cambridge, UK, 30 June–2 July 2008; pp. 2146–2151. [CrossRef]

148. Pak, L.F.; Dinavahi, V. Real-Time Simulation of a Wind Energy System Based on the Doubly-Fed Induction Generator. IEEE Trans.
Power Syst. 2009, 24, 1301–1309. [CrossRef]

149. Champagne, R.; Dessaint, L.A.; Fortin-Blanchette, H.; Sybille, G. Analysis and Validation of a Real-Time AC Drive Simulator.
IEEE Trans. Power Electron. 2004, 19, 336–345. [CrossRef]

150. Dufour, C. A Real-Time Simulator for Doubly Fed Induction Generator based Wind Turbine Applications. In Proceedings of the
2004 IEEE 35th Annual Power Electronics Specialists Conference (IEEE Cat. No.04CH37551), Aachen, Germany, 20–25 June 2004;
Technical Report.

177



Energies 2025, 18, 4637

151. Abourida, S.; Dufour, C.; Belanger, J.; Yamada, T.; Arasawa, T. Hardware-In-the-Loop Simulation of Finite-Element Based Motor
Drives with RT-LAB and JMAG. In Proceedings of the 2006 IEEE International Symposium on Industrial Electronics, Montreal,
QC, Canada, 9–13 July 2006; Volume 3, pp. 2462–2466. [CrossRef]

152. Dufour, C.; Abourida, S.; Belanger, J. Hardware-In-the-Loop Simulation of Power Drives with RT-LAB. In Proceedings of the
2005 International Conference on Power Electronics and Drives Systems, Kuala Lumpur, Malaysia, 28 November–1 December
2005; Volume 2, pp. 1646–1651. [CrossRef]

153. Dufour, C.; Cense, S.; Jalili-Marandi, V.; Bélanger, J. Review of State-of-the-Art Solver Solutions for HIL Simulation of Power
Systems, Power Electronic and Motor Drives. In Proceedings of the 2013 15th European Conference on Power Electronics and
Applications (EPE), Lille, France, 2–6 September 2013; pp. 1–12. [CrossRef]

154. Paquin, J.N.; Li, W.; Belanger, J.; Schoen, L.; Peres, I.; Olariu, C.; Kohmann, H. A Modern and Open Real-Time Digital Simulator
of All-Electric Ships with a Multi-Platform Co-Simulation Approach. In Proceedings of the 2009 IEEE Electric Ship Technologies
Symposium, Baltimore, MD, USA, 20–22 April 2009; pp. 28–35. [CrossRef]

155. Faruque, M.O.; Dinavahi, V. An Advanced PC-Cluster Based Real-Time Simulator for Power Electronics and Drives. In Pro-
ceedings of the 2006 IEEE International Symposium on Industrial Electronics, Montreal, QC, Canada, 9–13 July 2006; Volume 3,
pp. 2579–2584. [CrossRef]

156. Pak, L.F.; Faruque, M.O.; Nie, X.; Dinavahi, V. A Versatile Cluster-Based Real-Time Digital Simulator for Power Engineering
Research. IEEE Trans. Power Syst. 2006, 21, 455–465. [CrossRef]

157. Larose, C.; Guerette, S.; Guay, F.; Nolet, A.; Yamamoto, T.; Enomoto, H.; Kono, Y.; Hasegawa, Y.; Taoka, H. A fully digital real-time
power system simulator based on PC-cluster. Math. Comput. Simul. 2003, 63, 151–159. [CrossRef]

158. Chen, H.; Sun, S.; Aliprantis, D.C.; Zambreno, J. Dynamic Simulation of Electric Machines on FPGA Boards. In Proceedings of
the 2009 IEEE International Electric Machines and Drives Conference, Miami, FL, USA, 3–6 May 2009; pp. 1523–1528. [CrossRef]

159. Ponce, P.; Ibarra, L.; Molina, A.; MacCleery, B. Real Time Simulation for DC and AC Motors Based on Lab VIEW FPGAs. In
Proceedings of the IFAC Proceedings Volumes (IFAC-PapersOnline). IFAC Secretariat, Bucharest, Romania, 23–25 May 2012;
Volume 14, pp. 1777–1784. [CrossRef]

160. Jandaghi, B.; Dinavahi, V. Hardware-in-the-Loop Emulation of Linear Induction Motor Drive for MagLev Application. IEEE
Trans. Plasma Sci. 2016, 44, 679–686. [CrossRef]

161. Schmitt, A.; Richter, J.; Jurkewitz, U.; Braun, M. FPGA-based Real-Time Simulation of Nonlinear Permanent Magnet Synchronous
Machines for Power Hardware-in-the-Loop Emulation Systems. In Proceedings of the IECON 2014—40th Annual Conference of
the IEEE Industrial Electronics Society, Dallas, TX, USA, 29 October–1 November 2014; pp. 3763–3769. [CrossRef]

162. Dufour, C.; Belanger, J.; Abourida, S.; Lapointe, V. FPGA-Based Real-Time Simulation of Finite-Element Analysis Permanent
Magnet Synchronous Machine Drives. In Proceedings of the 2007 IEEE Power Electronics Specialists Conference, Orlando, FL,
USA, 17–21 June 2007; pp. 909–915. [CrossRef]

163. Parma, G.G.; Dinavahi, V. Real-Time Digital Hardware Simulation of Power Electronics and Drives. IEEE Trans. Power Deliv.
2007, 22, 1235–1246. [CrossRef]

164. Kredo, K.; Zenor, J.; Bednar, R.; Crosbie, R. FPGA-Accelerated Simulink Simulations of Electrical Machines. In Proceedings of the
2015 IEEE Electric Ship Technologies Symposium (ESTS), Old Town Alexandria, VA, USA, 21–24 June 2015; pp. 74–79. [CrossRef]

165. Rajne, P.A.; Ramanarayanan, V. Programming an FPGA to Emulate the Dynamics of DC Machines. In Proceedings of the 2006
India International Conference on Power Electronics, Chennai, India, 19–21 December 2006; pp. 120–124. [CrossRef]

166. Herrera, L.; Li, C.; Yao, X.; Wang, J. FPGA-Based Detailed Real-Time Simulation of Power Converters and Electric Machines for
EV HIL Applications. IEEE Trans. Ind. Appl. 2015, 51, 1702–1712. [CrossRef]

167. O’Connell, T.C.; Krein, P.T.; Yilmaz, M.; Friedl, A. On the Feasibility of Using Large-Scale Numerical Electric Machine Field Analysis
Software in Complex Electric Drive System Design Tools. In Proceedings of the 2008 11th Workshop on Control and Modeling for
Power Electronics, Zurich, Switzerland, 17–20 August 2008; pp. 1–8. [CrossRef]

168. Adzima, A.J.; Krein, P.T.; O’Connell, T.C. Investigation of Accelerating Numerical-Field Analysis Methods for Electric Machines
with the Incorporation of Graphic-Processor Based Parallel Processing Techniques. In Proceedings of the 2009 IEEE Electric Ship
Technologies Symposium, Baltimore, MD, USA, 20–22 April 2009; pp. 59–64. [CrossRef]

169. Rodrigues, A.W.O.; Guyomarc’h, F.; Dekeyser, J.L.; Le Menach, Y. Automatic Multi-GPU Code Generation Applied to Simulation
of Electrical Machines. IEEE Trans. Magn. 2012, 48, 831–834. [CrossRef]

170. Rodrigues, A.W.D.O.; Chevallier, L.; Menach, Y.L.; Guyomarch, F. Test harness on a preconditioned conjugate gradient solver on
GPUs: An efficiency analysis. IEEE Trans. Magn. 2013, 49, 1729–1732. [CrossRef]

171. Liu, Z.H.; Li, X.H.; Wu, L.H.; Zhou, S.W.; Liu, K. GPU-Accelerated Parallel Coevolutionary Algorithm for Parameters Identification
and Temperature Monitoring in Permanent Magnet Synchronous Machines. IEEE Trans. Ind. Inform. 2015, 11, 1220–1230.
[CrossRef]

178



Energies 2025, 18, 4637

172. Bracikowski, N.; Hecquet, M.; Brochet, P.; Shirinskii, S.V. Multiphysics Modeling of a Permanent Magnet Synchronous Machine
by Using Lumped Models. IEEE Trans. Ind. Electron. 2012, 59, 2426–2437. [CrossRef]

173. Fasquelle, A. Coupled Electromagnetic, Acoustic and Thermal-Flow Modelling of an Induction Motor of Railway Traction.
Ph.D. Thesis, Ecole Centrale de Lille, Villeneuve-d’Ascq, France, 2007.

174. Tao, F.; Zhang, M.; Liu, Y.; Nee, A. Digital Twin Driven Prognostics and Health Management for Complex Equipment. CIRP Ann.
2018, 67, 169–172. [CrossRef]

175. Lagaris, I.; Likas, A.; Fotiadis, D. Artificial Neural Networks for Solving Ordinary and Partial Differential Equations. IEEE Trans.
Neural Netw. 1998, 9, 987–1000. [CrossRef]

176. Wu, D.; Chamoin, L.; Lisser, A. Solving Large-scale Variational Inequalities with Dynamically Adjusting Initial Condition in
Physics-informed Neural Networks. Comput. Methods Appl. Mech. Eng. 2024, 429, 117156. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

179



Article

Design and Analysis of an IE6 Hyper-Efficiency Permanent
Magnet Synchronous Motor for Electric Vehicle Applications

Hayatullah Nory 1,2,*, Ahmet Yildiz 3, Serhat Aksun 1 and Cansu Aksoy 1

1 Volt Weg Group, Izmir 35735, Turkey; serhat.aksun@volt.weg.net (S.A.); cansu.aksoy@volt.weg.net (C.A.)
2 Department of Electrical and Electronics Engineering, Faculty of Engineering, Firat University,

Elazig 23119, Turkey
3 Department of Mechatronics Engineering, Faculty of Engineering, Firat University, Elazig 23119, Turkey;

ayildiz@firat.edu.tr
* Correspondence: hayatullah.nory@volt.weg.net

Abstract

In this study, a high-efficiency permanent magnet synchronous motor (PMSM) was de-
signed for a geared electric vehicle. The motor was developed for use in an L-category
electric vehicle with four wheels and a two-passenger capacity. During the design process,
application-specific dimensional constraints, electromagnetic requirements, and material
limitations were taken into consideration. A spoke-type rotor structure was adopted to
achieve both mechanical robustness and high efficiency with minimized leakage flux. In
addition, the combination of a 12-stator slot and a 10-rotor pole was selected to suppress
low-order harmonic components and improve torque smoothness. The motor model was
analyzed using Siemens Simcenter SPEED software (Product Version 2020.3.1), and an
efficiency above 94% was achieved, meeting the IE6 efficiency class. Magnetic flux analysis
results showed that the selected core material operated within the magnetic saturation
limits. The findings demonstrate that a compact and high-efficiency PMSM design is
feasible for electric vehicle applications.

Keywords: electric vehicle; hyper efficiency; IE6 efficiency class; permanent magnet syn-
chronous motor; spoke rotor structure

1. Introduction

The rapid development of electric vehicle (EV) technologies has been driven by the
urgent need to reduce greenhouse gas emissions and improve energy efficiency in the trans-
portation sector. This transition is further accelerated by regulations that are increasingly
geared towards environmental factors, such as the European Union’s CO2 emission targets
and the global adoption of higher efficiency standards for electric drive systems [1–4]. As
the electrification of transportation continues to expand, the traction motor has emerged
as a critical component influencing vehicle performance, energy consumption, and opera-
tional range. Consequently, the design and optimization of traction motors have become a
central research focus in the industry.

Electric traction motors for EV applications must satisfy multiple and often conflicting
design requirements, including high efficiency across a wide operating range, a compact
size to fit within constrained chassis geometries, and sufficient thermal robustness to
ensure reliability under continuous load [5]. Permanent magnet synchronous motors
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(PMSMs) have become the preferred choice for many EV manufacturers due to their
high efficiency, high torque density, and wide constant power speed range compared to
induction machines or switched reluctance motors [6–9]. Within this category, interior
permanent magnet synchronous motors (IPMSMs) offer further advantages through rotor
configurations such as spoke-type or V-shaped topologies, which enhance flux focusing,
improve torque output, and extend flux-weakening capability [10].

Over the past decade, numerous studies have investigated PMSM and IPMSM designs
for traction applications, focusing on aspects such as rotor topology optimization [11–13],
fractional-slot concentrated windings [14–16], and advanced cooling strategies [17–19].
Spoke-type PMSM configurations, in particular, have been shown to reduce torque ripple
and suppress harmonics [20], while fractional-slot concentrated windings can decrease
copper loss through shorter end-turns and improve the slot fill factor [21]. Moreover,
the integration of finite element analysis (FEA) with analytical modeling has enabled
multi-objective optimization simultaneously targeting efficiency, torque density, and man-
ufacturability. Recent advances in computational tools have also enabled more accurate
prediction of iron losses, magnet demagnetization risk, and thermal behavior, further
extending the applicability of simulation-based design approaches. Despite these advance-
ments, several technical gaps remain unaddressed.

High-efficiency PMSMs have been successfully developed for industrial applications,
but these machines typically employ larger frame sizes or active cooling systems that are
impractical for compact EV applications. PMSM designs for EV applications often aim to
achieve high efficiency while also meeting strict constraints on size, weight, and integration
within limited space. Various PMSM designs targeting EV applications place primary
emphasis on specific technical features, such as harmonic mitigation or flux-weakening
capability [22], while offering limited benchmarking of overall efficiency relative to other
high-performance machines. However, adapting such designs to the compact packaging
requirements of EVs often demands a re-evaluation of rotor geometry, cooling methods,
and material selection, which introduces additional multidisciplinary challenges. This
underscores the importance of broader performance comparisons to assess the practical
applicability of such designs in real-world EV scenarios.

In addition to electromagnetic performance, mechanical robustness and manufactura-
bility are also key considerations in the design of PMSMs for EV applications. Spatial
constraints in specific vehicles, such as L-category urban EVs, impose further design chal-
lenges. Motors for these applications must deliver high torque density within a limited
envelope while ensuring manufacturability and cost-effectiveness. Reports in the litera-
ture describing PMSM designs that meet such spatial limitations while simultaneously
achieving high efficiency remain limited. Existing industrial high-efficiency machines often
cannot be directly adapted due to their larger frame sizes, active cooling requirements,
or incompatible mounting configurations. This combination of requirements (compact-
ness, high efficiency, and the potential for passive cooling) thus defines a clear gap in
the current state of the art. In particular, there is a lack of studies that explicitly address
the simultaneous optimization of slot/pole number selection, spoke-type rotor topology,
and winding design under the dimensional and operational constraints of L-category EVs.
While achieving high efficiency and torque density is a general requirement across traction
motor designs, the present study addresses this gap by combining these requirements with
the strict packaging limitations and manufacturability constraints of L-category EVs.

The present study focuses on the design and analysis of a 12-slot/10-pole spoke-type
PMSM optimized for electric vehicle applications with geared transmission systems. The
primary objectives are to achieve high efficiency consistent with IE6 efficiency classification

181



Energies 2025, 18, 4684

targets, maintain a compact geometry suitable for limited installation spaces, and ensure
smooth torque output through appropriate rotor topology selection. The design process
combines analytical pre-design calculations with detailed finite element method (FEM)
simulations to refine the electromagnetic parameters, evaluate torque and efficiency char-
acteristics, and estimate the associated loss components. The proposed approach aims
to provide a balanced solution that addresses both performance and manufacturability
requirements, offering practical insights for the development of high-efficiency traction
motors in next-generation electric vehicles.

In summary, the key contributions of this work are

(1) The design of a high-efficiency spoke-type PMSM optimized for the dimensional
constraints and operational requirements of L-category electric vehicles;

(2) Demonstrating high torque density and low torque ripple within restricted installation
spaces;

(3) Providing a simulation-based design framework for evaluating electromagnetic perfor-
mance, torque production, and loss distribution in compact traction motor applications.

The remainder of this paper is organized as follows. Section 2 presents the design
requirements and methodology. Section 3 discusses the simulation results and performance
evaluation, while Section 4 summarizes the main conclusions and outlines directions for
future work.

2. Materials and Methods

In this study, a high-efficiency permanent magnet synchronous motor was designed
for an electric vehicle with a geared transmission system. Within the design process,
both electromagnetic and mechanical criteria were considered to size the motor, select
appropriate materials, and analyze its conformity to performance targets and operating
conditions. The design criteria and characteristics of the proposed motor are presented in
this section.

2.1. Design Requirements

The PMSM is designed specifically for the traction requirements of L-category electric
vehicles, which are compact urban mobility solutions typically intended for two passengers.
These vehicles are characterized by their lightweight structure, limited installation space,
and modest speed range, making them well-suited for short-range city commuting. In this
context, the motor must deliver high torque at low speeds to ensure sufficient acceleration
in urban driving conditions, while simultaneously maintaining high efficiency to maximize
vehicle range within the limited battery capacity.

The proposed machine is designed to operate with a geared transmission system,
enabling an effective balance between torque generation and vehicle speed. Through the
integration with a single-speed gearbox, the motor’s shaft power is efficiently transferred
to the wheels, ensuring the high starting torque required in stop-and-go traffic, while
also providing smooth operation at the rated top speed of the vehicle. This configuration
enhances driving comfort, reduces energy losses, and ensures compatibility with the overall
dynamics of compact EV drivetrains.

Moreover, the design requirements place particular emphasis on compactness, man-
ufacturability, and cost-effectiveness. Given the limited chassis space of L-category EVs,
the motor geometry must be carefully optimized to achieve high torque density within a
restricted envelope. At the same time, thermal robustness is essential, since the compact
design reduces the possibility of employing large active cooling systems. Therefore, the
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proposed design aims to ensure reliable operation under natural or simplified forced-air
cooling, consistent with the practical constraints of lightweight urban vehicles.

Table 1 summarizes the key technical specifications of the selected reference vehicle,
which guided the definition of motor power, torque, and operational parameters in the
design process.

Table 1. Technical specifications of the electric vehicle.

Parameter Value Unit

Motor power 2.5 kW
Nominal motor torque 3.5 Nm

Battery capacity 5.5 kWh
Battery technology Lithium-Ion

Charging time (0–100%) 4 h
Range 75 km

Top speed 45 km/h
Gearbox type Single-speed automatic transmission

2.2. Design of the PMSM

In the motor design process, the outer diameter of the stator was determined to be
144 mm, considering the available mounting space within the vehicle. A 12-stator-slot
and 10-rotor-pole configuration was selected to achieve high efficiency, compact structure,
and low harmonics. The selection of a 12-slot/10-pole spoke-type PMSM topology was
motivated by its favorable electromagnetic performance characteristics, including high
torque density, wide constant-power speed range, and the inherent potential for low torque
ripple. While this combination has been reported in previous studies, its direct adaptation
to the spatial and operational constraints of L-category electric vehicles presents unique
engineering challenges. The compact chassis configuration of such vehicles imposes strict
limitations on the motor’s axial length and overall envelope, while also restricting the
integration of active cooling systems. To address these constraints, the rotor geometry, stator
slot design, and winding configuration were tailored to achieve the required torque output
and efficiency targets within the restricted installation space. The spoke-type rotor layout
was specifically optimized to suppress low-order harmonics, ensuring smooth torque
delivery without the need for additional structural complexity. Analytical pre-design
calculations provided the initial dimensions and electromagnetic loading estimates, which
were then refined through high-fidelity finite element analysis to evaluate the effects of
magnet placement, flux concentration, and tooth geometry on torque ripple, efficiency, and
manufacturability. Special attention was given to the winding end-turn length to improve
the slot fill factor and minimize copper losses, which is critical in compact designs where
space efficiency directly impacts performance. This engineering adaptation demonstrates
that the 12-slot/10-pole spoke-type topology, when systematically optimized for compact
EV constraints, can simultaneously satisfy high efficiency, favorable torque per volume
ratio, and manufacturability requirements without active cooling. The approach bridges the
gap between theoretically optimal electromagnetic designs and practical implementation
in space-limited traction applications.

The electromagnetic and geometric considerations, the material selection for both the
stator/rotor cores and the permanent magnets is a decisive factor in achieving the targeted
performance objectives. The materials employed in the designed PMSM are summarized
in Table 2. The magnetic cores of both the stator and rotor are composed of M250-50A
non-oriented electrical steel laminations. This grade was selected due to its favorable
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compromise between magnetic permeability and specific core losses under the design
operating frequency. Its relatively low hysteresis and eddy current losses contributed
to the efficiency requirements of the machine while maintaining manufacturability and
cost-effectiveness. Furthermore, the use of M250-50A allowed sufficient magnetic flux
conduction capacity without pushing the laminations into premature saturation, which is a
crucial concern for compact traction motors where high flux densities are concentrated in a
confined volume. For the rotor permanent magnets, NdFeB grade N30SH was selected.
NdFeB alloys are widely recognized for their superior remanence and coercivity compared
to ferrite or SmCo alternatives, making them particularly suitable for high-torque-density
traction motors. The N30SH grade, with a remanence flux density (Br) on the order of
1.05–1.10 T, combines strong magnetic properties with enhanced thermal stability. The “SH”
classification corresponds to a maximum operating temperature of approximately 150 ◦C,
which significantly reduces the risk of irreversible demagnetization during continuous
traction operation in compact electric vehicle environments. This high-temperature capa-
bility was considered essential for the intended geared EV application, as forced cooling
options are limited in the restricted chassis layout. The spoke-type rotor was designed
with rectangular NdFeB permanent magnets having dimensions of 27 mm (axial length)
× 16 mm (width) × 3.8 mm (height/thickness) for each insert. This corresponds to a per
magnet volume of approximately 1641.6 mm3 (≈1.64 cm3). The relatively small thickness
of 3.8 mm was selected to support flux focusing and reduce leakage across the rotor bridges,
while the 16 mm width ensured adequate radial flux interaction with the stator teeth. The
length of 27 mm was matched to the active stack height of the motor, thereby maximizing
the effective utilization of the magnet volume in the electromagnetic design. The selected
geometry was finalized after iterative evaluation of flux distribution, torque density, and
manufacturability, ensuring that both electromagnetic and mechanical requirements were
satisfied within the restricted motor envelope. This magnet configuration was determined
through a parametric design process, in which variations in insertion depth and tangential
span were evaluated to balance torque density, efficiency, and manufacturability under
the geometric restrictions of L-category electric vehicles. Particular attention was given to
avoiding local saturation in the stator teeth and rotor bridges, as well as to mitigating me-
chanical stress concentrations around the magnet cavities. The adopted geometry reflects a
compromise between electromagnetic performance and structural robustness, ensuring
reliable operation in continuous duty.

Table 2. Materials of the designed PMSM.

Component Material Grade

Stator core material Slicon steel M250-50A
Stator coil material Copper Class 180 (H)
Rotor core material Slicon steel M250-50A

Rotor magnet material NdFeB N30SH

The motor designed with this configuration is targeted to achieve an efficiency level
exceeding 94%. This objective aligns with the IE6 efficiency class discussed in the draft
version of IEC 60034-30-3 [23], which, although not yet officially standardized, has been
proposed in the literature. The IE6 class aims to reduce motor losses by approximately
20% compared to the currently highest standardized efficiency class, IE5 [24]. Thanks
to the reduced losses in the motor, the resulting thermal load within the system will be
significantly decreased, eliminating the need for an active cooling system. Since the motor
is planned to be mounted at the front of the electric vehicle, it is intended to utilize natural
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airflow for passive cooling during operation. Accordingly, the motor has been designed
with a structure featuring only two end covers, allowing direct contact between the internal
components and the air. As there is no specific requirement for a protection class in this
application, the motor was designed with an IP0 protection level, and ventilation holes
were added to the front and rear covers to promote air circulation. This configuration
enables effective heat dissipation and eliminates the need for additional active cooling
systems, ensuring that the thermal assumptions used in the analyses are consistent with
the real installation environment.

2.3. Design Constraints

The design process of an electric motor is shaped by constraints arising from both the
physical installation space and the selected materials. Dimensional parameters, such as
the stator outer diameter and core length, are generally limited by the available mounting
space within the application environment. In this study, the overall motor envelope was
constrained to 150 × 150 × 54 mm (W × H × L), corresponding to a total volume of
1.215 × 10−3 m3 (≈1.2 L). This compact envelope was dictated by the installation require-
ments of the target vehicle. Additionally, constraints related to materials and performance
stem from factors such as the motor’s thermal endurance and magnetic properties. In this
context, design parameters including torque per rotor volume (TRV), electrical loading
(Ac), the ratio of inner to outer diameter (Dsi/Dso), the aspect ratio (Lstk/Dsi), supply volt-
age, and current density (Jrms) are taken into consideration. These parameters define the
design boundaries while ensuring optimal performance within the physical and material
limitations of the motor, as well as compatibility with application-specific requirements.

2.4. Outputs of PMSM

The motor model was developed in accordance with the specific application require-
ments and the constraints imposed by the selected materials. To maintain the clarity and
conciseness of this paper, detailed analytical and numerical calculations involved in the
design process have been omitted. Instead, the key design parameters are summarized in
Table 3. For a comprehensive explanation of the design methodology and the underlying
computational procedures, readers are referred to [25–27].

Table 3 presents the results obtained from analytical calculations related to the motor’s
geometrical, electrical, and electromagnetic characteristics. These results represent the
design outputs based on the input parameters outlined in Table 1 and serve as founda-
tional data for subsequent motor performance analyses. In this context, the PMSM was
modeled using the determined design parameters, and motor analyses were conducted
using Siemens Simcenter SPEED software (Product Version 2020.3.1). The designed motor
model is shown in Figure 1. In this design, a spoke-type rotor structure was preferred. This
configuration offers significant advantages in terms of mechanical strength, compact motor
construction, and achieving high efficiency. By utilizing the spoke-type rotor structure,
leakage fluxes are minimized, enabling magnetic flux interaction between the rotor and
stator to occur with minimal leakage. Furthermore, a 12-slot stator and 10-pole rotor com-
bination was selected for the motor topology. This configuration prevents the occurrence
of low-order odd harmonic components, such as the 5th, 7th, and 9th, thereby reducing
torque ripple and enhancing the overall performance of the motor.

To further benchmark the electromagnetic performance, the torque per rotor volume
(TRV) was evaluated. The designed PMSM achieves a TRV of 25.1 kNm/m3, as reported
in Table 3. This metric was adopted instead of envelope-based torque density, since it
provides a gearbox-independent and machine-intrinsic normalization of torque capability.
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Reported TRV values for totally enclosed rare-earth permanent magnet motors generally lie
within the range of 14–42 kNm/m3 [26], confirming that the proposed design demonstrates
a competitive performance.

Table 3. Design parameters of the proposed motor.

Parameter Value Unit

Number of Stator Slots 12
Number of Rotor Poles 10

Winding Topology Concentrated Winding
Slots per Pole per Phase 0.4

Winding Symmetry Number 2
Winding Factor 0.933

Number of Turns per Phase 16
Conductor Cross-Sectional Area 11.4 mm2

LCM (Least Common Multiple) 60
Coil Span (Throw) 1

Torque per Rotor Volume 25.1 kNm/m3

Electrical Loading 22.67 kA/m
Average Airgap Flux Density 0.62 T

Current density 5.2 A/mm2

Split Ratio 0.56
Aspect Ratio 0.34

Stator Tooth Width 11 mm
Tooth Width/Tooth Pitch 0.4

Number of Phases 3
Stack Length 27 mm
Rotor Volume 135,716.8 mm3

Table 3 summarizes the electrical, geometrical, and electromagnetic outputs of the
designed PMSM. The selected winding configuration ensures high fundamental component
utilization while maintaining compact coil geometry. The relatively high split ratio and
aspect ratio were determined based on vehicle constraints, ensuring a balance between
torque capability and axial compactness. The average air-gap flux density of 0.62 T and the
electrical loading of 22.67 kA/m indicate a moderate magnetic and electric loading, selected
to limit saturation and thermal stress under continuous duty. These outputs, together with
the geometric parameters such as tooth width and stack length, form the baseline inputs
for the FEM-based performance analysis presented in the subsequent section.

(a) (b)

Figure 1. The designed PMSM: (a) 3D structural view, (b) winding layout.
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3. Results

This section presents the analysis results of the PMSM designed for the electric vehicle.
The analyses were carried out using the FEM-based environment of Siemens Simcen-
ter SPEED software. The simulations were performed under the rated operating point
in continuous duty, considering a winding temperature of 100 ◦C. In this process, both
the temperature-dependent reduction in the winding resistance and the temperature-
dependent decrease in the magnet remanence were taken into account. The copper resis-
tance was calculated by including the end-winding extension height (≈5 mm per side),
while the coil configuration of 16 turns per phase with an RMS current density of 5.2 A/mm2

was applied. The efficiency evaluation followed the total losses approach, as defined in
IEC 60034-2-1 [28], where core losses were obtained from FEM using the material B–H and
loss characteristics and AC copper losses were verified to remain negligible compared to
the DC component. The operating point was determined using a maximum torque per
ampere (MTPA) current phasing strategy. The current vector angle was determined to be
γd = 90.95◦ with respect to the d-axis, corresponding to a small deviation of 0.95◦ from the
q-axis, indicating that id ≈ 0. The electromagnetic load angle was calculated as δ = 33.88◦.
These two angles have distinct definitions: γd represents the current vector angle relative
to the rotor d-axis, whereas δ denotes the load angle between the rotor flux and the stator
flux linkage. At rated operating conditions, such values are typical for spoke-type PMSMs
and confirm that the current vector remains predominantly aligned along the q-axis, as
expected under MTPA control.

Figure 2 shows the results of the electromagnetic analysis. The primary objective of
this analysis is to evaluate whether the core material reaches magnetic saturation. Upon
examination of the obtained results, it is observed that magnetic saturation does not occur
in the motor core. Remaining below the critical saturation threshold of 1.6 T indicates
that the core material has been appropriately selected and that the motor does not pose
a risk of saturation under nominal operating conditions. Moreover, the general orien-
tation and symmetry of the flux lines suggest that the motor possesses a magnetically
balanced structure.

 
Figure 2. Magnetic flux density distribution.
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The current waveforms of the three-phase stator windings as a function of the rotor’s
electrical position are shown in Figure 3. Each phase of the three-phase system exhibits
a sinusoidal waveform with a 120◦ phase shift between them, indicating that the motor
operates under balanced and ideal conditions. The root mean square (RMS) value of the
current for each phase is obtained as 59.4 A.

Figure 3. Three phase stator current waveforms of designed PMSM.

The back-electromotive force (back-EMF) waveforms induced in each phase as a func-
tion of the rotor’s electrical position are shown in Figure 4. Each phase exhibits a sinusoidal
waveform with a 120◦ phase shift, indicating a balanced and ideal electromagnetic design.
The RMS value of the back-EMF per phase is determined as 16.2 V.

Figure 4. Three phase back-EMF waveforms of PMSM.

The nominal torque of the motor is approximately 3.504 Nm, as shown in Figure 5. The
torque ripple is calculated to be around 0.46% using (1). The low amplitude of torque ripple
indicates that the motor has a well-balanced magnetic design and offers high torque stability.
From the perspective of electric vehicle applications, this feature provides significant
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advantages by enhancing driving comfort and the reducing vibrations and noise that may
affect mechanical components.

Tr = (Tmax − Tmin)/Tavg (1)

where Tmax, Tmin, and Tavg are maximum torque, minimum torque, and average torque,
respectively.

Figure 5. Electromagnetic torque variation versus rotor electrical position.

Figure 6 shows the cogging torque waveform obtained over a mechanical rotation of
0–30◦. The peak cogging torque is approximately 0.18 Nm. The periodic and symmetrical
nature of the waveform indicates a proper alignment between the rotor magnets and
stator teeth. In electric vehicle applications, such a low cogging torque level is particularly
beneficial at low speeds, where it contributes to smoother and vibration-free operation.

Figure 6. Cogging torque variation versus rotor electrical position.

The torque and power characteristics of the designed PMSM are shown in Figure 7 as a
function of motor speed. At low speeds, the torque remains nearly constant around 3.5 Nm,
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but it begins to decrease beyond a certain speed. In contrast, the power increases with speed
and reaches approximately 2900 W. At the nominal operating point of 7000 rpm, the torque
is 3.5 Nm and the output power is approximately 2.5 kW. This reflects a transition from
the constant torque region to the constant power region, which is a desirable performance
profile for electric vehicle applications.

Figure 7. Operating characteristics of designed PMSM.

The efficiency map obtained as a function of shaft torque and motor speed is presented
in Figure 8. It is observed that the motor operates with an efficiency above 90% over a
wide operating range. In particular, high efficiency is achieved within the torque range of
1.5–3.5 Nm and the speed range of 1500–8000 rpm. Under nominal operating conditions,
the motor reaches an efficiency of approximately 95.35%, which exceeds the level defined
by the highest officially recognized IE5 efficiency class. In the literature, the proposed
IE6 classification is associated with approximately 20% lower losses compared to IE5 [24].
Accordingly, the obtained efficiency value meets the expected performance of the IE6
efficiency class, indicating that the motor offers a highly advantageous structure in terms
of energy efficiency and overall performance for electric vehicle applications.

Figure 8. Efficiency map of the designed PMSM.
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The summary of the key electromagnetic and performance parameters of the motor is
presented in Table 4. These results highlight that the proposed PMSM achieves a nominal
torque of 3.5 Nm and an output power of 2.56 kW at 7000 rpm, with an efficiency of 95.35%.
The relatively high power factor confirms the effectiveness of the MTPA-oriented current
phasing strategy, while the low winding resistance ensures that copper losses remain
small compared to iron losses. The inductance values indicate a saliency ratio close to
unity, which is consistent with the spoke-type rotor design and beneficial for stable torque
production. Furthermore, the back-EMF constant aligns well with the targeted DC bus
voltage, ensuring compatibility with the intended EV drive system. Overall, the parameters
confirm that the designed motor offers a balanced combination of high efficiency, compact
size, and suitability for geared electric vehicle applications.

Table 4. Output parameters of the designed PMSM.

Parameter Value Unit

Nominal torque 3.5 Nm
Nominal speed 7000 rpm

Nominal output power 2565 W
Input power 2690 W

Efficiency 95.35 %
Phase winding current 59.4 Arms

Power factor 0.83
Frequency 583 Hz
Iron loss 84.7 W

Winding loss 39.8 W
Back EMF 16.2 Vrms

D-axis inductance 0.0394 mH
Q-axis inductance 0.0469 mH

Phase winding resistance (20 ◦C) 0.00285 Ω

4. Conclusions

In this study, a permanent magnet synchronous motor with a spoke-type rotor topol-
ogy was designed for application in an L-category electric vehicle intended for the urban
transportation of two passengers. The motor was tailored to meet the specific torque and
speed requirements of the reference vehicle, while also ensuring a compact construction
suitable for gearbox integration.

Simulation results showed that the proposed PMSM achieves a peak efficiency of
95.35% under continuous operation, thereby confirming its hyper-efficiency level. The
adopted 12-slot/10-pole configuration significantly suppresses low-order harmonics, which
reduces torque ripple and contributes to stable drive performance. Magnetic flux analysis
further demonstrated that the selected core material remains well below saturation limits,
ensuring electromagnetic stability during nominal operation.

In addition, the torque-per-rotor-volume (TRV) of 25.1 kNm/m3 highlights the com-
petitive torque density of the proposed design compared with state-of-the-art permanent
magnet machines, while maintaining a lightweight and manufacturable structure.

In conclusion, this study demonstrates the feasibility of achieving both compactness
and high efficiency in a PMSM designed for geared electric vehicle applications. In future
work, prototype production is planned, and the design will be validated experimentally
through efficiency mapping, torque ripple characterization, and thermal performance tests
at the electrical laboratory of Volt WEG Group.
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Abstract

To explore possible design solutions for induction motors, we designed and tested a
three-phase small-power induction motor with a can-type rotor and a stationary internal
ferromagnetic core, a design not previously described in the technical literature. This
three-phase motor combines certain features of a reliable solid-rotor motor, a two-rotor
layer motor, and a motor in which the rotating thin aluminium layer is separated from the
stationary inner ferromagnetic core. The motor prototype was based on a mass-produced,
small-power, three-phase squirrel-cage motor. Its operating properties and characteristics
were tested, highlighting its potential application as a special-purpose drive or a very
interesting case for teaching purposes in laboratories of electrical machines. Measurements
confirmed theoretical predictions and enabled the formation of a motor equivalent circuit
with shunt and series branch parameters, among which magnetization reactance and rotor
resistance varied with rotational speed. The main advantages of the motor are its simple
rotor construction, low rotational speed, low-rotor inertia and good dynamics, as well as
reliable operation across the entire range of useful torque from no-load to short-circuit
conditions, without the risk of overheating.

Keywords: special induction motor; can-type rotor; motor equivalent circuit; eddy currents;
laboratory stand; measurement tests

1. Introduction

Asynchronous motors are among the most commonly used types of electric motors.
The most popular mass-produced motors include three-phase squirrel-cage (induction)
motors and three-phase slip-ring motors. In both cases, the rotors are slotted. In slip-ring
motors, the slots contain distributed three-phase winding. In squirrel-cage motors, the
rotor contains a cage made of copper or bronze bars short-circuited by end rings or formed
by casting aluminium directly into the rotor slots, simultaneously forming the end rings
and fan blades on the rotor’s side surfaces [1–3]. The rotor of a slip-ring motor contains
easily damageable components, such as distributed windings with insulated wires, slot
insulation, front connections, etc. In the squirrel-cage motor, motor failures often result
from poor slot filling during the aluminium casting process or mechanical cracking at the
connections between the bars and the end rings of the cage caused by rotor overheating or
by mechanical bar vibrations [4,5]. Regarding slip-ring motors, their important advantage
is the ease of speed control (without the use of power electronic devices). This can be
achieved by inserting external resistance of increasing value into the rotor circuit using slip
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rings and brushes. A slip-ring motor with a very high value of external resistance in the
rotor can be treated as a low-speed motor.

Three-phase motors with solid rotors (which are also termed massive rotors [6]) are
less commonly used. They have worse electromechanical properties (electromagnetic
torque is a result of interactions between circular revolving magnetic field developed
by a stator and eddy currents induced in the solid rotor), but because of simple rotor
construction and lack of easily damageable components, they are regarded as motors with
increased reliability. Their rotors may be constructed as either solid ferromagnetic rotors or
as two-layer rotors, in which a ferromagnetic core is covered by an aluminium (or copper)
layer with higher electrical conductivity (rotor designs with a larger number of layers are
also possible) [6–10].

One example of an unconventional electromechanical converter is a two-phase in-
duction motor (with an elliptical magnetic field revolving along the periphery of the air
gap) with a can-type rotor and a stationary internal ferromagnetic core located inside the
can (which is also named an inner stator). This type of motor is used as a control system
component: a proportional or integral element in automatic control systems. The advantage
of this design is a low electromechanical time constant due to the low inertia of the can
rotor [2–12].

The authors decided to combine the construction features of different types of the
above-described asynchronous machines to create a small power, low-speed, and low-rotor
inertia motor. The thin-walled can provides high rotor resistance, making the motor a
low-speed motor (just like a slip-ring asynchronous motor with a high value of external
resistance inserted into the rotor circuit). A rotating thin aluminium layer in the form of
a can, separated from the stationary inner ferromagnetic core (inner stator), ensures low
rotor mass and low rotor inertia. Such a three-phase motor, combining certain features
of a reliable solid-rotor motor, a two-rotor layer (aluminium and ferromagnetic) motor
and a motor in which the rotating thin aluminium layer is separated from the stationary
inner ferromagnetic core, has not been previously described in the technical literature. The
combination of the above-listed design features leads to the creation of a motor that can be
described as a low-speed motor, a motor with low rotor inertia and a motor with increased
reliability (resulting from the lack of easily damageable rotor components).

Driven by curiosity and research inquisitiveness, the authors decided to construct
and study the above-described three-phase induction motor (with a circular magnetic field
revolving along the periphery of the air gap) with a can-type rotor and a stationary internal
ferromagnetic core. The motor was built using a mass-produced, small-power, three-phase
squirrel-cage motor as its base. Its operational properties were investigated, with emphasis
on potential use as a special-purpose drive as well as an electromechanical converter
for teaching purposes in laboratories of electrical machines. Due to its relatively low
developed electromagnetic torque and low efficiency, the motor is not suitable for general
use; nevertheless, it offers an interesting case from a research perspective and exhibits
characteristics that may be useful in special-purpose drive systems. These characteristic
features include simple rotor construction and low rotational speed, achievable through
direct grid supply without using a power electronics or gearbox. The motor can also
operate safely and continuously across the entire range of useful torque, from no-load to
short-circuit conditions, without the risk of overheating. Thanks to such properties the
motor can be used in household appliances, for example, in the process of thickening,
grinding, or crushing food products.

The interesting operating properties of the motor (for example, a slight decrease in the
stator current as the motor load increases resulting from a change in the depth of magnetic
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field penetration into the aluminium can) mean that the motor can also be used in electrical
machine laboratories as an interesting and instructive case for educational purposes.

2. Materials and Methods

Construction of a Three-Phase, Low-Speed Induction Motor with a Can-Type Rotor and a
Measurement Stand

The prototype of the three-phase, low-speed induction motor with a can-type rotor
was constructed using a commercially available low-power, three-phase induction motor
(presented in Figure 1) with the following rated data: power P = 90 W, supply voltage
230/400 V (Δ/Y), rated current 0.68/0.39 A (Δ/Y), frequency f = 50 Hz, rotational speed
n = 1400 rpm, and power factor cos ϕ= 0.59. The number of pole pairs is p = 2. As such, the
synchronous speed is n0 = 1500 rpm.

 

Figure 1. Three-phase squirrel-cage motor used as the prototype’s base, with the side cover removed.

After removing the squirrel-cage rotor, a thin-walled rotor made from an aluminium
tube with a wall thickness Δ = 1.5×10−3 m was placed inside of the stator, along with a
stationary ferromagnetic core (an internal stator) in the form of a solid cylinder. The can-
type rotor was mounted on two bearings located on both sides of the internal stator, secured
in place by two Seeger rings and two pressure rings. The procedure for constructing the
prototype motor is shown in Figure 2. This configuration will be referred to hereafter as a
can-type motor.

Figure 2. Procedure for transforming three-phase squirrel-cage motor into three-phase induction
motor with can-type rotor.

In the base motor, the air gap was 3 ×10−4 m. As seen in Figure 3, in the prototype, the
main air gap between the inner surface of the stator and the outer surface of the aluminium
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tube was δ1 = 2×10−3 m. The thickness of the can was Δ = 1.5×10−3 m, and the internal air
gap between the inner surface of the can and the outer surface of the internal ferromagnetic
core was δ2 = 5×10−4 m. This increase in the main air gap from 3×10−4 m (in the base
motor) to δ1 = 2×10−3 m (in the can-type motor) significantly increased the magnetization
current and reduced the developed electromagnetic torque. However, the motor also
acquired a new property, as its no-load speed shifted significantly into the low-speed range.
The stationary internal ferromagnetic core was machined from magnetic steel, as using
laminated sheets would be too costly. The total geometric air gap (the sum of the two air
gaps and can wall’s thickness) was thus δ1 + Δ + δ2 = 4×10−3 m. In calculations, it is
necessary to account for the effective air gap, not just the geometric one. The difference
between the geometric and effective air gaps in conventional induction motors is due to the
saturation phenomenon in the ferromagnetic circuit (the saturation factor) and the slotting
of the inner stator surface (the Carter factor). In the case of the can-type motor, it is also
necessary to consider the change in the depth of magnetic field penetration into the can
rotor, an effect known as the shielding effect [7–12].

Figure 3. Cross-section of the can-type motor with essential geometric dimensions marked: main air
gap δ1 = 2×10−3 m, can thickness Δ = 1.5×10−3 m, internal air gap δ2 = 5×10−4 m, inner radius of
the stator r1 = 2.7 ×10−3 m, outer radius of the can rotor r2 = 2.5×10−3 m, and outer radius of the
internal stator r3 = 2.3 ×10−3 m.

A specially designed laboratory stand was used to test the three-phase can-type motor
and the base three-phase motor, used as a reference. This made it possible to measure
stator voltage and current, input electrical power, rotational speed, useful (load) torque,
starting torque, and mechanical friction torque [1,3]. Some components of the laboratory
stand were manufactured using 3D printing. Torque measurements were performed using
standard methods, including a friction brake and a force gauge (for load torque—Figure 4b)
and an electronic measuring scale with a blocking arm (for starting torque—Figure 4a).
The laboratory stand was equipped in 4-channel ultra vision oscilloscope and thermal
imaging camera.
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(a) (b) 

Figure 4. Laboratory stand (a) part for measuring starting torque (b) part for measuring torque
and speed.

3. Results

3.1. Operating Characteristics of the Three-Phase Can-Type Motor

Before the development of power electronics, three-phase slip-ring asynchronous
motors were widely used because their speed is easily controlled. This was achieved
by inserting external resistance of increasing value into the rotor circuit using slip rings
and brushes. In this method of speed control, which is still used today, increasing rotor
resistance decreases the slope of the torque–speed characteristic relative to the negative
part of the horizontal axis, while the breakdown torque remains unchanged (Figure 5a).
Increasing rotor circuit resistance is also accompanied by a reduction in stator current
(Figure 5a). The downside of achieving lower rotational speed is increased electrical losses
in the rotor and reduced motor efficiency.

  
(a) (b) 

Figure 5. Speed control of a slip-ring motor achieved by increasing rotor resistance: (a) electro-
magnetic torque as a function of rotational speed, (b) change in stator current with change in
rotor resistance.

Replacing the slotted rotor in an induction motor with a can-type rotor is an extreme
form of this method achieved through structural changes to the rotor (indicated by the red
lines in Figure 5). The only response to the stator’s rotating magnetic field is eddy currents
induced in the thin-walled can, which has high electrical resistance.

To experimentally determine the operating properties of the three-phase can-type
motor, it is crucial to determine the allowable supply voltage, which is directly related to
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the rated current of the base motor. For a star connection, the rated current is In = 0.39 A.
All experiments were carried out with the stator winding connected in a star configuration
(Y), and all currents, voltages, and parameters were recalculated per phase. Figure 6 shows
the rotational speed n and the stator current I as a function of voltage U measured during
no-load operation of the can-type motor (at useful torque Tus = 0).

 

Figure 6. Stator current I and speed n of the can-type motor as a function of supply voltage U at
no-load (Tus = 0).

The motor starts at a voltage Ustart = 65 V based on an average of several measure-
ments taken while increasing and decreasing the voltage. At this value, the developed
electromagnetic torque exceeds the mechanical loss torque (friction torque). Note that the
base three-phase squirrel-cage motor starts at 45 V. The motor current reaches the rated
value In = 0.39 A at a supply voltage of 110 V. This value is considered the rated voltage
of the can rotor motor and is denoted as Ucan = 110 V. For the rated voltage, the useful
torque–speed curve and stator current–speed curve were measured (Figure 7).

 

Figure 7. Can-type motor curves: useful torque Tus, current I, and output power Pus as functions of
speed n.

As shown in Figure 7, the useful torque–speed curve differs from the linear form
and is slightly concave compared to the red curve shown in Figure 5a. The maximum
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torque equals the starting torque, Tstart = 0.006 Nm. The no-load speed is 800 rpm. The
current–speed curve is particularly interesting. As seen in Figure 7, as speed decreases from
no-load (n0 = 800 rpm) to zero (n = 0), the current noticeably decreases by approximately
2.5%. The reason for this behaviour will be explained in the next section. A key conclusion
is that the motor can operate safely and continuously throughout the entire torque range,
from standstill to no-load speed (n = 0 to n = 800 rpm).

Additionally, Figure 7 includes the output mechanical power curve Pus as a function
of speed n. The curve takes the shape of a slightly flattened inverted parabola, with
maximum output power occurring at n = 400 rpm and equal to Pus max = 0.8 W. This
speed can be considered the rated speed, ncan = 400 rpm. At this power level, the rotational
speed is reduced by a factor of approximately four compared to the synchronous speed
(n0 = 1500 rpm).

The blocked-rotor curve of the can motor, i.e., starting torque as a function of supply
voltage U at n = 0, was also measured (Figure 8).

 

Figure 8. Blocked-rotor curve of the can-type motor.

This curve can be used to determine the starting torque (green line), Tstart = 0.006 Nm,
as well as the mechanical friction torque (red line), Tt = 0.002 Nm. The friction torque was
also verified through direct measurement of the unpowered can-type motor.

Based on the useful torque–speed curve and the friction torque value, the electro-
magnetic torque–speed curve was reconstructed (Figure 9). The friction torque equals
approximately 30% of the starting electromagnetic torque.

 

Figure 9. Electromagnetic torque and useful (load) torque as functions of speed.
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3.2. Equivalent Circuit of the Can-Type Motor and Physical Interpretation of Measurement and
Calculation Results

In the next stage, an equivalent circuit with shunt and series branch parameters for
the three-phase can-type motor was determined. At the beginning, the no-load and rotor-
blocked characteristics of the base three-phase squirrel-cage motor were measured. Then,
after removing the squirrel-cage rotor, the “cavity characteristic” was determined. Another
measurement was taken after inserting the internal ferromagnetic core into the stator cavity
of the base motor. Finally, after mounting the can-type rotor on the internal core, the
prototype of the can-type motor was tested by recording its no-load and rotor-blocked
characteristics. These four current–voltage curves are shown in Figure 10. As can be seen,
introducing a stationary ferromagnetic core into the rotor cavity significantly reduced the
magnetization current. For example, at a supply voltage of U = 50 V, the magnetization
current dropped from 0.42 A to 0.27 A, a nearly twofold decrease.

Figure 10. Comparison of current–voltage curves of the can-type motor: the magnetization curve
with both the inner stator and the can removed ( ); the magnetization curve with the inner stator
installed and the can removed ( ); the blocked-rotor curve ( ); and no-load curve of the complete
can-type motor ( ).

It is worth noting that stator current waveforms are practically sinusoidal. This
demonstrates the correct choice of the motor supply voltage (no effects related to magnetic
circuit saturation). The frequency spectrum of the stator currents also does not show any
harmonics related to higher MMF (magnetomotive force) and permeance spatial harmonics.
This is because the considered motor with can-type rotor has a thick (compared to the
depth of the stator slots) air gap which is slotted only on the stator side (the so-called
one-sided slotting) and is smooth on the rotor side. The can-shaped rotor also does not
generate higher MMF spatial harmonics [13,14].

Based on the characteristics of the base three-phase squirrel-cage motor and the
prototype of the three-phase can-type motor, the parameters of the equivalent circuit
(Figure 11) were determined using a standard methodology [1–3,11,12].

These include stator resistance R1 = 105 Ω, stator leakage reactance Xσ1 = 40 Ω,
magnetization reactance Xm = 255 Ω, equivalent core-loss resistance RFe = 1800 Ω, rotor
resistance (referred to the stator) R′

2 = 6200 Ω, and rotor leakage reactance X′
σ2 = 0 Ω. It

was assumed that the calculated and measured results would match at zero speed (n = 0).
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(a) (b) 

Figure 11. Equivalent circuit of the three-phase can-type induction motor (a) with speed-independent
parameters; (b) with speed-dependent parameters (where s—slip, n—rotor speed).

Assuming constant values of equivalent circuit parameters (independent of rotational
speed-Figure 11a), the electromagnetic torque and stator current as functions of speed were
calculated according to the following expressions:
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2

s
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where Pψ is air gap power.
A comparison of the calculated and measured results (presented earlier in

Figures 7 and 9) is shown in Figure 12.
As expected, there are some discrepancies between the measured and calculated

results. These discrepancies arise because as the rotor’s speed increases, the frequency of
the eddy currents induced in the can decreases. Consequently, the depth of magnetic field
penetration into the aluminium can also changes. This phenomenon can be interpreted as a
gradual increase in the effective air gap length, which causes a decrease in the magnetization
reactance and an increase in the magnetization current. Simultaneously, rotor resistance
increases [6,8–10,15]. To align the calculated and measured results, it is necessary to
introduce variable parameters into the equivalent circuit by accounting for the dependence
of magnetization reactance and rotor resistance on speed, Xm = f (n) and R′

2 = f (n), as
shown in Figure 11b. Corresponding expressions for the electromagnetic torque and stator
current as functions of speed are, as follows:

∼
Zab(n) =

RFe ·jXm(n)
RFe+jXm(n) ·

R′
2(n)
s

RFe ·jXm(n)
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R′
2(n)
s

(6)
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Figure 12. Comparison of measured and calculated curves of electromagnetic torque and stator
current calculations based on the equivalent circuit with constant parameters—Figure 11a.

The determined dependencies: Xm = f (n) and R′
2 = f (n) are presented in Figure 13.

They can be analytically described by the following linear functions:

R′
2(n) = 6.25 n + 5880 (11)

Xm(n) = −0.0415 + 253.8 (12)
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The shape of the magnetization reactance curve as a function of speed, shown in
Figure 13, explains the intriguing phenomenon of decreasing stator current when moving
from no-load to rotor standstill. As the magnetization reactance decreases, the magnetiza-
tion current increases, and this component has the most significant effect on the value of
the stator current (the rotor current is negligible in comparison). This phenomenon is theo-
retically interesting, and it could serve as an example in electrical engineering education by
illustrating how the depth of magnetic field penetration into a metal layer increases as the
supply frequency decreases.

  
(a) (b) 

Figure 13. Variation in equivalent circuit parameters with speed: (a) magnetization reactance;
(b) rotor resistance.

It is also worth noting that the can-type motor has a lower moment of inertia than the
base squirrel-cage motor. This reduced inertia allows the can-type motor to accelerate and
reach its operating speed faster. This difference in dynamic behaviour is clearly illustrated
by the start-up speed curves over time for the squirrel-cage motor (red line) and the
can-type motor (blue line), as shown in Figure 14 [11,13].

 

Figure 14. Start-up speed curves for the squirrel-cage motor and the can-type motor.
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The electromechanical time constant of the can-type motor is over seven times smaller
than that of the squirrel-cage motor, an additional advantage of this design.

Results from thermal imaging camera are presented in Figure 15. The steady-state
rotor temperatures at standstill and no-load speed are remarkably less than in the base
three-phase motor. Also, temperatures in the rotor of the prototype motor are favourable in
relation to the stator temperatures.

  
(a) (b) 

  
(c) (d) 

Figure 15. Thermographs from thermal imaging camera (a) for rotor speed: n = 800 rpm at thermal
steady-state (30 min after switching on); (b) for rotor speed: n = 800 rpm, 3 s after switching on;
(c) for rotor speed: n = 0 rpm (blocked rotor) at thermal steady-state (30 min after switching on);
(d) for rotor speed: n = 0 rpm (blocked rotor), 3 s after switching on.

4. Discussion and Conclusions

Based on a three-phase squirrel-cage motor, a prototype of a three-phase induction
motor with a can-type rotor and a stationary inner ferromagnetic core was built. To
the best of the authors’ knowledge, this motor has not been previously described in the
technical literature. The motor was thoroughly tested, allowing for the determination of its
operational characteristics and the most relevant parameters.

The measurements confirmed theoretical predictions and enabled the formation of
an equivalent circuit of the motor with shunt and series branch parameters, among which
the magnetization reactance and rotor resistance were dependent on rotational speed. The
proposed motor has extremely simple rotor construction in the form of an aluminium
can. The rotor contains no easily damageable components, such as distributed windings
(with insulated wires, slot insulation, and front connections) or a squirrel-cage winding,
where common failures results from poor slot filling during the aluminium casting process
or mechanical cracking at the connections between the bars and the end rings of the
cage [14,16].
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The electromagnetic torque in the can-type motor results from the interaction between
the stator current and the eddy currents induced in the rotor, which have unrestricted spatial
distribution and intensity (current density). The motor exhibits interesting operational
characteristics. Notably, the developed electromagnetic torque increases as rotor speed
decreases and reaches its maximum at standstill. This increase in electromagnetic torque
is accompanied by a slight reduction in stator current, an intriguing effect related to
the changing penetration depth of the magnetic field into the can-type rotor. As rotor
speed decreases, both the frequency and amplitude of the induced eddy currents increase,
strengthening the so-called shielding effect. This behaviour of the stator current as a
function of speed indicates that the motor can operate safely and continuously across the
entire torque range, from no-load speed down to zero speed.

Another advantage of the motor is its ability to operate at low speeds when powered
directly from the grid without the need for mechanical gearboxes or power electronic
control systems. The operating range (i.e., the value of the no-load current) can be easily
modified during the design stage by adjusting the can wall thickness, changing the can
material (its electrical conductivity), or altering the length of the air gaps. We tested a
prototype motor with an extremely thin rotor can, achieving a no-load speed of 180 rpm. In
this case, the rated rotor speed, corresponding to the maximum useful power of the motor,
was more than 16 times lower than the synchronous speed. This significant reduction in
rated speed was accompanied by a reduction in the motor power.

An important benefit is the rotor’s very low mass and low inertia, which allows the
motor to respond quickly to changes in load torque or supply voltage. The electrome-
chanical time constant of the can-type rotor motor is seven times lower than that of the
mass-produced base motor. This low time constant enables, for example, the generation of
oscillatory motion of the rotor via small supply voltage oscillations.

A disadvantage of the can-type motor is its low efficiency and low power-to-mass
ratio, which limits its suitability for general use. Instead, it may find application in special-
purpose drives where reliable performance and specific operational properties are required.
However, the power-to-mass ratio of the rotor itself is favourable. Continued research and
theoretical development are recommended.
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Abstract

Motors are among the most energy-consuming devices worldwide. With growing interest
in eco-friendly solutions, minimum efficiency regulations for industrial motors are being
enforced. In response to continuously rising minimum efficiency requirements, research on
improving the efficiency of motors is actively underway. In the case of induction motors,
which are the most widely used industrial electric motors, rotor ohmic loss occurs due to
their operating characteristics. In contrast, line-start synchronous reluctance motors (LS-
SynRMs) have a significant advantage in efficiency because once they reach synchronous
speed, no eddy currents are generated by the fundamental current waveform. This leads
to a sharp decrease in rotor ohmic losses, greatly enhancing efficiency. In this paper, a
rotor design is carried out to improve the efficiency of LS-SynRMs. To support the rotor
design, the torque characteristics of LS-SynRMs were analyzed under both asynchronous
and synchronous state operations, and improvement directions for enhancing efficiency
were identified. For rotor type selection, two bar-type rotors with linear flux barriers and
two boomerang-type rotors with curved flux barriers were designed. The electromagnetic
characteristics of these designs were compared using finite element analysis. Among them,
the boomerang-type rotor that exhibited the best electromagnetic performance was selected
as the final rotor type. Its final geometry was derived through detailed design, considering
the mechanical safety of the rotor. Finally, experimental validation was conducted to verify
the effectiveness of the proposed rotor design.

Keywords: line-start synchronous reluctance motor; minimum energy performance
standard; efficiency improvement

1. Introduction

As interest in environmental sustainability continues to grow, the implementation of
minimum energy performance standards (MEPS) for electric motors is underway, which
represent a prominent energy-consuming device, constituting approximately 53% of total
global electricity consumption. The efficiency of motors is classified into five levels, ranging
from the lowest efficiency level, IE1, to the highest, IE5 [1]. Figure 1 shows the IE rating of
four-pole motors. Currently, the production of motors with efficiency levels of IE3 and above
is mandated, with active research aimed at raising the minimum efficiency rating to IE4.
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Figure 1. IE1 to IE4 efficiency classes for 4-pole 10 kW to 60 kW motors.

Induction motors (IMs), the most commonly used type in industrial applications, offer
advantages such as easy production and low cost [2,3]. However, due to their operational
characteristics, they incur rotor ohmic losses, accounting for approximately 25% of the total
losses in IMs [4–8]. Line-start synchronous reluctance motors (LS-SynRMs) offer advan-
tages such as ease of manufacturing, lower production costs, and the ability to utilize the
benefits of induction motors without requiring inverter-based control. Additionally, once
they reach a steady state, LS-SynRMs do not generate rotor ohmic losses from the funda-
mental components of the load current, making them advantageous for reducing losses [9].
However, unlike induction motors, where appropriate slip is determined based on the load,
LS-SynRMs can only operate as motors when they reach a synchronous speed [10,11].

Therefore, active research is underway to address the limitations of LS-SynRMs and
comply with increasingly stringent minimum efficiency regulations. H. C. Liu studied the
optimal design of the rotor, additional losses that may occur during the rotor manufacturing
process, and the resulting changes in synchronous performance [12,13]. H. Kim researched
optimal rotor design techniques for LS-SynRMs, considering both efficiency and power
factor, as well as ensuring start-up performance by accounting for the maximum allowable
moment of inertia for the rotor [9,14]. Additionally, M. Farhadian explored methods to
minimize the use of rotor conductors [15]. However, these studies mainly focused on small
motors with a power rating of under 4 kW. In the United States, small-capacity motors rated
at 15 kW or below account for approximately 77% of all installed industrial motors, yet
their share of total electricity consumption is less than 18%. Medium-capacity motors, rated
from 15 kW to 75 kW, represent the next largest group, comprising 18.7% of installations
but accounting for approximately 30% of total power consumption. Therefore, considering
both motor demand capacity and electricity consumption, improving the efficiency of
medium-capacity motors is more effective than enhancing small-capacity motors [16].

When designing LS-SynRMs, it is important to consider both the characteristics of
IMs and SynRMs due to the nature of their operational features. The rotor bars, which
significantly influence asynchronous state performance, should be designed with IM princi-
ples in mind to ensure start-up performance. Research has been conducted on the optimal
combinations of the number of stator slots and rotor bars to generate uniform magnetic
torque during IM operation, with specific recommendations depending on the number of
poles. These combinations typically assume uniform spacing of the conductor bars [17–21].
However, in the synchronous state, when the motor operates as a SynRM, uniformly spaced
conductor bars can obstruct the flow of the d-axis flux, potentially leading to a significant
decline in performance. Therefore, to maximize the performance of LS-SynRMs, it is benefi-
cial to prioritize synchronous state performance during the initial design and then adjust
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the conductor bar design within a range that does not significantly affect the synchronous
state performance.

When conducting electromagnetic analysis for motor design, both the steady-state
and transient modes can be used. The analysis using steady-state mode employs a cur-
rent source approach, allowing for the motor’s characteristics to be quickly evaluated.
However, industrial motors do not directly input the desired current. Instead, the current
characteristics are influenced by the load applied to the motor. Predicting the load current
characteristics based on load and rotor shape during motor design is challenging. Current
characteristics, such as magnitude, phase angle, and harmonic components, have a signifi-
cant impact on the motor’s output power and losses. Therefore, analysis using steady-state
mode, which uses a current source, cannot accurately assess the motor’s characteristics.
Instead, to accurately analyze the motor’s characteristics, it is essential to use transient
mode, which allows for voltage source analysis and can accommodate varying current
characteristics under changing conditions. Therefore, all finite element analyses (FEA)
conducted in this study were performed using transient mode.

This paper aims to design a four-pole 37 kW LS-SynRM rotor that meets IE4 efficiency
for industrial applications. The IE4 efficiency for a 37 kW motor is 95.4%. To achieve
this aim, we first analyzed the operating principle of the LS-SynRM. Subsequently, we
designed and compared the characteristics of two types of rotors: bar-type rotors with
straight flux barriers and boomerang-type rotors with curved flux barriers. Among the
four rotor designs, the one with the best efficiency was selected for further refinement,
considering manufacturability. Additional design considerations were made to ensure
the start-up performance necessary to reach synchronous speed, as well as manufactura-
bility and mechanical rigidity. The mechanical safety of the rotor during operation was
verified through FEA. Finally, the validity of the LS-SynRM design was analyzed through
performance testing.

Through this paper, we extended the scope of research beyond previous works that
focused only on small-capacity LS-SynRMs with a power rating of under 15 kW and
conducted a high-efficiency design for a medium-capacity 37 kW motor. Using 2D FEA,
the advantages of the boomerang-type rotor over the bar-type rotor were demonstrated,
and a design methodology that simultaneously considers efficiency improvement and
mechanical safety of the boomerang-type rotor is proposed. This approach not only fills a
gap in the field of medium-capacity LS-SynRM design but also provides important insights
into the future development of high-efficiency LS-SynRMs.

2. Operating Principle

The LS-SynRM operates similarly to an IM in an asynchronous state and operates like a
SynRM once it reaches synchronous speed. Therefore, the operating principle of LS-SynRM
should be analyzed separately for both the synchronous and asynchronous states.

2.1. Synchronous State Operating

When the rotor of an LS-SynRM reaches a synchronous speed, it operates in the same
way as a standard SynRM. Therefore, the torque equation can be expressed as shown in
Equation (1) [9,19].

Ts =
3
2

p
(

Ld − Lq
)
idiq (1)

Here, p is the number of pole pairs, Ld and Lq are the inductance of the d-axis and q-axis,
respectively, and id and iq are the current of the d-axis and q-axis, respectively. LS-SynRMs
operate based on a constant input voltage without directly controlling the input current.
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Therefore, to analyze its characteristics, Equation (1) should be converted into an expression
that utilizes the input voltage and reactance, as shown in Equation (2) [19].

Ts =
3
2

p
V2

a
2

(
Ld − Lq

)
(

R2
s + XdXq

)2

{(
XdXq − R2

s

)
sin 2δv + Rs

(
Xd − Xq

)− Rs
(
Xd − Xq

)
cos 2δv

}
(2)

Here, Va is the input voltage, Rs is the stator resistance, Xd and Xq are the reactance of
the d-axis and q-axis, respectively, and δv is the voltage angle. In Equation (2), there
are two methods to increase the maximum torque. One method is to reduce the stator
resistance, and the other is to maximize the gap between the d-axis and q-axis inductances.
Due to the operating characteristics of the LS-SynRM, a load current is generated according
to Equation (1) when load torque acts on the system. Therefore, when the load torque is the
same, the inductance gap between the d-axis and q-axis becomes inversely proportional to
the load current. To improve motor efficiency in synchronous state operation, maximizing
this inductance difference is important. In Section 3 of this paper, design parameters are
selected to determine the appropriate width and length of the rotor flux circuit in order to
maximize the difference between the d-axis and q-axis inductances, and these parameters
are incorporated into the rotor design.

2.2. Asynchronous State Operating

In the asynchronous state, while the LS-SynRM operates on a principle similar to that
of an IM, it differs from the IM by having the inductance gap between the rotor’s d-axis
and q-axis. Therefore, the torque in the asynchronous state can be expressed as shown
Equation (3) [4,9,22].

Tas = Tavg + Trelsin(2sωet + α) (3)

Here, Tas is the asynchronous torque, Tavg is the electromagnetic torque generated by the
rotor conductor bars, and Trel is the magnitude of the reluctance torque. s is the slip,
and ωe is the angular frequency of the synchronous speed, while α is the phase angle
of the reluctance torque. The reluctance torque is generated due to the inductance gap.
Although the average value of the reluctance torque is zero, it induces torque ripple in the
asynchronous state. Figure 2 shows the torque–speed curve of the LS-SynRM. As the motor
operates, a load torque is applied to the rotor, resulting in start-up with a large load current
that generates a significant instantaneous torque. Over time, as the load current stabilizes,
the torques resulting from Tavg and Trel become apparent.

Figure 2. Torque–speed curve of the LS-SynRM.

To ensure that the LS-SynRM reaches synchronous speed safely, Tavg must exceed the
load torque near the synchronous speed. Considering the characteristics of the rotor, which
has the inductance gap, Tavg can be expressed by decomposing it into d-axis and q-axis
components, as shown in Equation (4) [9,18].
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Tavg =
3p
4

(
Va

ωe

)2
⎧⎨
⎩ Rdr L2

dm
L2

dsR2
dr + s2ω2

e
(

Lds Ldr − L2
dm

) +
Rqr L2

qm

L2
qmR2

qr + S2ω2
e

(
Lqs Lqr − L2

qm

)
⎫⎬
⎭ (4)

Here, Rdr and Rqr are the rotor’s d-axis and q-axis resistance, respectively, Ldm and Lqm

are the d-axis and q-axis magnetizing inductance, respectively, Ldr and Lqr are the rotor’s
d-axis and q-axis inductance, respectively, and Lds and Lqs are the stator’s d-axis and q-axis
inductance respectively. As the rotor speed approaches a synchronous speed, the slip
approaches zero. At this point, the average torque Tavg can be expressed as shown in
Equation (5) [9,19].

Tavg =
3p
4

(
Va

ωe

)2
(

L2
qm

L2
qsRqr

+
L2

dm
L2

dsRdr

)
(5)

Through rotor design, it is important to reduce the values of Rdr and Rqr in order to
increase the magnitude of Tavg. The rotor resistance is closely related to the size of the rotor
bar area. Therefore, to ensure start-up performance, it is crucial to secure sufficient rotor
conductor bars during the design process.

3. Basic Design of LS-SynRM Rotors

The bar-type rotor has the advantage of being relatively easy to manufacture due
to its simple shape. On the other hand, the boomerang-type rotor has the drawback of
being more difficult to manufacture due to the curvature of the flux barriers. However, the
boomerang-type rotor reduces magnetic resistance by shortening the magnetic path along
the d-axis, which increases the inductance gap between the d-axis and q-axis. This allows
for sufficient inductance gaps with a smaller number of flux barrier layers. If the inductance
difference remains the same but the number of flux barriers is reduced, the width of the
rotor core forming the flux path becomes wider, leading to a lower magnetic flux density
in the rotor core. This reduction in flux density results in decreased iron loss, which can
increase efficiency. Therefore, we designed both rotors and compared their characteristics
to select the superior rotor type.

Figure 3 shows the rotor design algorithm for achieving IE4 efficiency in an LS-SynRM.
To initiate the rotor design process, it is crucial first to determine the stator shape, stator
winding specification, and rotor size limit. Additionally, the material properties of the
motor core and rotor conductor bars, along with factors such as the operating temperature
of the stator and the magnitude of mechanical losses and stray load losses at the rated
power, must be selected and incorporated into the design process.

 

Figure 3. Design algorithm for a 4-pole 37 kW LS-SynRM.

In Section 4, the basic rotor design is conducted, and the superior rotor type is selected.
Figure 4a shows the shape of the bar-type rotor, which has straight flux barriers. Two rotors
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were designed, one with and one without core notches. Figure 4b shows the boomerang-
type rotor, which features curved flux barriers. Two cases of the boomerang-type rotor
were designed based on selected design variables.

  
(a) (b) 

Figure 4. Shape of the LS-SynRM rotor and its design variables: (a) bar-type rotor; (b) boomerang-type rotor.

Due to the fewer design variables, all possible configurations of the bar-type rotor
were analyzed to determine the optimal model. In contrast, the boomerang-type rotor
design involved three variables. Given the large number of possible configurations for
the boomerang-type rotor, the response surface methodology (RSM) was used to reduce
the design time required. Due to the characteristics of LS-SynRMs, which start up with
the squirrel cage, the motor must be capable of reaching a synchronous state even when
accounting for the maximum external inertia moment. The maximum external inertia
moment can be calculated using Equation (6) [4,23].

J = 0.03P0.9 p2.5 (6)

Here, J is the external inertia moment, and P is the rated power of the motor. The iron losses
of the motor can be separated into hysteresis losses and eddy current losses. For calculat-
ing iron losses through transient FEA, Bertotti’s loss model was employed. Equation (7)
represents the expression developed by Lin et al. based on Bertotti’s iron loss model [24].

Piron loss = Kh f B2
m + Kc f 2B2

m (7)

Kh is the hysteresis loss coefficient, Kc is the eddy current loss coefficient, f is the
supply frequency, and Bm is the peak magnetic flux density within the core material. For a
conservative motor design, the operating temperature was increased by 10 ◦C compared
to the operating temperature of a four-pole, 37 kW IM that achieves IE3 efficiency. Addi-
tionally, a 10% margin was applied to the stray losses and mechanical losses in the design
process to calculate rotor damping. Mechanical and stray load losses were experimentally
estimated as 1.35% of the rated output. Table 1 shows the design specifications for the
LS-SynRM, including the stator core and winding details, and Figure 5 shows the shape of
the stator and windings.

Table 1. 37 kW LS-SynRM design specifications and conditions.

Item Value Unit

Target efficiency 95.4 %
Maximum external

inertia moment 4.376 kg·m2
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Table 1. Cont.

Item Value Unit

Input voltage 380 V
Frequency 60 Hz

Stator outer diameter 345 mm
Stator inner diameter 235 mm

Air gap 0.9 mm
Number of slots 48 -
Turn for the slot 5 -

Core material 50PN470 -
Iron loss coefficient

(Kh/Ke) 152.60/1.28

Core yield strength 275 MPa
Conductor bar material Aluminum -
Phase resistance @60 ◦C 0.04 Ohm

Rated load torque 196.3 Nm
Mechanical + stray loss 500 W

 

Figure 5. Shape of the stator core and windings for 37 kW LS-SynRM FEA.

3.1. Bar-Type Rotor Design

Prior research exists on the design of bar-type rotors with straight flux barriers and
consideration of maximum external inertia. In this paper, the design of the bar-type rotor
was carried out by referencing the rotor shape and design techniques from previous stud-
ies [9,25,26]. To design the SynRM rotor, the number of flux barriers must be determined. If
there are too few flux barriers, it may be difficult to create a sufficient inductance gap, and
the lack of rotor conductor bars can make it challenging to achieve start-up performance.
On the other hand, if there are too many flux barriers, the thickness of the flux barriers and
segments decreases, leading to increased saturation of the rotor core and higher leakage
flux through the flux barriers, which ultimately reduces the inductance gap.

Due to its operating characteristics, the LS-SynRM exhibits different load currents
at the same output depending on the rotor geometry. In this case, the load current is
influenced by the difference between the d-axis and q-axis inductances, as expressed in
Equation (1). However, the actual inductance during motor operation is affected by the
degree of rotor flux saturation, which varies with the load current. Therefore, predicting
performance solely based on rotor geometry cannot accurately reflect the motor’s behavior
during operation. To address this issue, this study compared characteristics through
transient FEA by varying the number of rotor flux barriers, thereby enabling more accurate
prediction of motor performance under operating conditions.
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Throughout the analysis, the quantity of rotor conductors remained constant, and the
ratio between the thickness of the flux barriers and the thickness of the segments between
flux barriers was also maintained. Figure 6 shows the rotor shape and flux density of the
bar-type model according to the flux barrier layers, and Table 2 presents the variations
in efficiency, power factor, and inductance gap according to the number of flux barrier
layers. It was confirmed that as the number of flux barriers increases, the inductance gap
becomes larger, while the load current decreases inversely with the inductance difference.
Consequently, the reduction in load current leads to improvements in both efficiency and
power factor. The flux density distribution in Figure 6 shows that the average flux density
decreases as the number of rotor flux barriers increases. A saturated flux density above
approximately 1.8 T extends the effective length of the d-axis flux path and increases the
magnetic reluctance. In the cases of the four-layer and five-layer rotors, local saturation
occurred in the inner flux path of the rotor, which increased the d-axis inductance and
adversely reduced the inductance gap. Accordingly, for both bar-type designs, a six-layer
rotor was selected.

   

(a) (b) (c) 

Figure 6. Rotor shape and flux density of bar-type rotor models according to flux barrier layers:
(a) 4-layer; (b) 5-layer; (c) 6-layer.

Table 2. Bar-type rotor characteristics according to the number of flux barrier layers.

Num. of Flux
Barrier Layers

Load Current
[Arms]

Efficiency [%]
Power Factor

[-]
Ld − Lq [mH]

4 layers 91.0 94.49 0.65 5.35
5 layers 85.4 94.91 0.69 6.15
6 layers 81.0 95.12 0.72 7.54

Two design parameters were selected for the optimal design of the rotor. The
first parameter is the distance from the first flux barrier to the motor shaft (Wshaft), and the
other is the ratio between the thickness of the flux barrier and the segment (kw). Since there
are only two design variables, analyses were conducted across the entire possible design
range. The design range for Wshaft is from 11 mm to 18 mm, and the design range for kw

is from 0.4 to 0.6. Figure 7 shows the efficiency and PF according to the design variables.
Bar-type models both without and with core notch rotors show similar trends in efficiency
and PF. Therefore, the point at which both models achieve the highest efficiency and PF
values was selected as the bar-type model’s final design point. The final design results of
the bar-type rotor show that the outcomes of the two models are identical, with a Wshaft of
16 mm and a Kw of 0.6.

215



Energies 2025, 18, 5464

  
(a) (b) 

  
(c) (d) 

Figure 7. Efficiency and power factor according to the design variables: (a) efficiency of the bar-type
model without a notch; (b) PF of the bar-type model without a notch; (c) efficiency of the bar-type
model with a notch; (d) PF of the bar-type model with a notch.

3.2. Boomerang-Type Rotor Design

To select the boomerang-type rotor’s number of flux barrier layers, we analyzed the
characteristic changes corresponding to the number of flux barriers. Due to the geometric
characteristics of the boomerang-type rotor, the number of flux barriers was reduced
by one layer compared to the bar-type model, so only four-layer and five-layer models
were analyzed. In order to assess the characteristic changes based on the number of flux
barriers, the distance between the first and last flux barriers was kept constant, and the total
thickness of the flux barriers was uniformly maintained across all models. Figure 8 shows
the flux density and flux line of boomerang-type rotor models according to flux barrier
layers, and Table 3 presents the resulting characteristic changes for the boomerang-type
motor based on the number of flux barriers. Unlike the bar-type rotor, the boomerang-type
rotor shows a tendency for the inductance gap to decrease as the number of flux barrier
layers increases. As shown in Figure 8, the thickness at the ends of the rotor conductor
bars decreases as the number of flux barrier layers increases, which indicates an increase in
leakage current in the ribs. As the leakage current increases, the inductance gap decreases,
leading to an increase in load current and saturation of the motor core. Consequently, the
increase in core saturation of the rotor and stator teeth is observed in the five-layer rotor
compared to the four-layer rotor. As shown in Table 3, the difference in the inductance gap
increases the load current under the same load operation, which results in a decrease in
efficiency and power factor. Therefore, for the boomerang-type rotor, the four-layer rotor
was selected, which demonstrated superior electromagnetic characteristics.

A sensitivity analysis was conducted to select the design parameters for the
boomerang-type rotor. The design variables subjected to the sensitivity analysis include
four parameters: segment width (Wseg), barrier end width (Wbe), barrier center width
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(Wbc), and the width between the shaft and the first barrier (Wshaft), as shown in Figure 4b.
The curvature of the flux barriers in the boomerang-type rotor is determined by the com-
bination of these parameters. Table 4 presents the design variable values of the baseline
model used for the sensitivity analysis, while Figure 9 shows the changes in electromagnetic
characteristics resulting from variations in the design variables.

  

(a) (b) 

Figure 8. Flux density and flux line of boomerang-type rotor models according to flux barrier layers:
(a) 4-layer model; (b) 5-layer model.

Table 3. Boomerang-type rotor characteristics according to the number of flux barrier layers.

Num. of Flux
Barrier Layers

Load Current
[Arms]

Efficiency [%]
Power Factor

[-]
Ld − Lq [mH]

4 layers 75.6 94.90 0.79 14.25
5 layers 78.2 94.77 0.75 12.99

Table 4. Default values of the basic model for the sensitivity analysis of the boomerang-type rotor.

Wshaft [mm] Wbc [mm] Wbe [mm] Wseg [mm]

20 7.5 7 9

Among the design variables, Wbc and Wbe exhibit the highest sensitivity. As Wbc

increases, the q-axis inductance decreases, leading to an increase in the inductance gap,
which in turn decreases the load current and improves efficiency, as shown in Equation (1).
In the case of Wbe, while it did not have a significant impact on the inductance gap
compared to Wbc, increasing Wbc widened the rotor conductor bar, reducing leakage in the
rib and resulting in a slight increase in the inductance gap. Consequently, the load current
decreased, which led to improved efficiency. On the other hand, when Wshaft increased
from 10 mm to 25 mm, the length of the d-axis flux path decreased, thereby increasing the
inductance gap. However, beyond 25 mm, saturation occurred at the front of the last flux
barrier, increasing leakage flux and ultimately resulting in a decrease in the inductance gap
and efficiency. Similarly, when Wseg exceeded 6 mm, the d-axis inductance could no longer
increase, limiting further increases in the inductance gap, and beyond 9 mm, the saturation
at the front of the flux barrier increased, leading to a decline in efficiency.
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(a) (b) 

  
(c) (d) 

Figure 9. Result of sensitivity analysis: (a) width between shaft and first flux barrier; (b) barrier
center width; (c) barrier end width; (d) segment width.

The variable with the highest sensitivity is Wbc; however, adjusting Wshaft and Wseg
is necessary to secure Wbc. Additionally, as Wbe significantly affects efficiency, a detailed
design that includes all design variables is essential. Therefore, the following two cases,
which encompass all design variables, were selected:

1. XA1: Wshaft, XB1: Wbc/(Wbc + Wseg), XC1: Wbe/Wbc;
2. XA2: Wshaft, XB2: Wbc, XC2: Wseg, Wbe is same with Wbc.

Since the LS-SynRM requires transient FEA for characteristic analysis, including asyn-
chronous operation, reducing computational cost is essential. Therefore, the boomerang-
type rotor was designed using the RSM, which is advantageous for multi-objective opti-
mization with a limited number of data samples [27–32]. Table 5 shows the analysis range
of the design variables for RSM. Equation (8) represents the second-order regression func-
tion used for RSM, with the constants and coefficients of the regression function presented
in Table 6 [33–35].

y = β0 +
C

∑
i=A

βiXi +
C

∑
i≤j

βijXiXj (8)

Table 5. Range of design variables for the RSM.

Case XA XB XC

1 15–20 mm 0.35–0.55 0.4–0.8
2 15–20 mm 6–9 mm 6–9 mm

The aim of the detailed design using RSM is to maximize both efficiency and power
factor. Figure 10 and Table 7 show the results of the RSM design, comparing the predicted
design outcomes from RSM with the electromagnetic analysis results of the designed
models obtained through FEA. When comparing the predicted values from RSM with the
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results from FEA, the error in efficiency was 1%p, and the error in power factor was less
than 2.5%, confirming the validity of the design predictions made using RSM.

Table 6. Constants and coefficients of the second-order regression function for RSM.

Case 1 Case 2

i/ij Effciency Power Factor Effciency Power Factor

0 89.26 0.166 85.64 0.310
A 0.39 0.042 −0.042 0.036
B 4.89 0.516 1.80 0.106
C 4.65 0.394 1.13 0.122

AA −6 × 10−3 −7 × 10−4 −9 × 10−3 −0.002
AB −4.26 −0.428 −0.37 −0.022
AC −1.10 −0.056 −0.25 −0.005
BB −0.10 −0.012 0.13 0.008
BC −0.20 −0.022 −0.06 −0.002
CC 0.89 0.131 0.07 0.001

  
(a) (b) 

Figure 10. RSM results for the boomerang-type rotor: (a) Case 1; (b) Case 2.

Table 7. Results of the RSM and its comparison with FEA.

Parameter Efficiency [%] Power Factor [-]

Case XA XB XC RSM FEA RSM FEA

1 14.5 mm 0.46 0.8 95.3 95.2 0.77 0.79
2 14 mm 6 mm 9.5 mm 95.6 95.7 0.79 0.80

Table 8 presents the comparison between the performance predicted by the RSM and
FEA, analyzing the prediction accuracy. Considering the differences in the design variable
and characteristics unit, efficiency, and power factor, the Normalized Mean Absolute
Error (NMAE) was employed to evaluate the prediction error, while the Coefficient of
Determination (R2) was used to assess the accuracy of trend analysis between the design
parameters and performance. The NMAE used in this paper was calculated according to
Equation (9) [36,37].

NMAE =
∑n

i=1|yi − ŷi|
n(ymax − ymin)

(9)

Here, y is the FEA result, while ŷ is the predicted value. A larger NMAE indicates a
greater error between predicted values and FEA results. Empirically, values below 0.1 are
regarded as highly accurate predictions, while values between 0.1 and 0.2 are considered
practically acceptable. In Case 1, the prediction of efficiency and power factor was not
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at a highly accurate level, but it was still at a practically useful level. In contrast, Case 2
showed NMAE values below 0.1 for both efficiency and power factor, indicating highly
accurate predictions.

Table 8. Analysis of the prediction of RSM.

Item
Case 1 Case 2

Efficiency PF Efficiency PF

NMAE 0.122 0.116 0.052 0.021
R2 0.817 0.801 0.996 0.995

For R2, values above 0.9 indicate excellent explanation for trends, while values between
0.7 and 0.9 suggest moderate predictive capability. In Case 1, the R2 value was around 0.8,
indicating a moderate level of prediction. Case 2, however, yielded results very close to
the ideal value of 1, confirming that the trend of performance variation with parameter
changes was very well predicted.

3.3. Design Results and Selection of the Final Rotor Type

Figure 11 shows the flux density of the four designed four rotors, while Figure 12
shows the flux density and flux lines of the boomerang-type rotor model’s stator teeth and
rotor rib, and Table 9 presents the characteristics calculated through electromagnetic FEA
of these models.

 
(a) (b) 

 
(c) (d) 

Figure 11. Flux density of four rotor types in LS-SynRMs: (a) bar-type without notch rotor; (b) bar-
type with notch rotor; (c) boomerang-type Case 1 rotor; (d) boomerang-type Case 2 rotor.

Upon reviewing the design results of the bar-type rotor, it is evident that the saliency
ratio and the inductance gap remain minimal, regardless of the presence of core notches.
This leads to a negligible variation in load current magnitude, resulting in similar losses
across different components, which ultimately fails to produce a significant impact on the
efficiency and power factor.
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(a) (b) 

Figure 12. Flux density and flux lines of the boomerang-type rotor model’s stator teeth and rotor rib:
(a) boomerang-type Case 1 rotor; (b) boomerang-type Case 2 rotor.

Table 9. Electromagnetic characteristics of the rotor types.

Bar-Type Boomerang-Type

Item
Without
Notch

With
Notch

Case 1 Case 2

Rotor inertia moment (kg·m2) 0.38 0.37 0.46 0.42
Load current (Arms) 72.7 72.5 75.9 73.0

Stator ohmic loss (W) 632 628 689 637
Iron loss (W) 438 427 391 330

Rotor ohmic loss (W) 282 225 310 191
Efficiency (%) 95.3 95.4 95.2 95.7

Power factor (-) 0.81 0.81 0.79 0.80
Saliency ratio (-) 2.9 2.9 2.6 2.8

Ld − Lq (mH) 14.7 14.8 14.0 14.7
Current THD (%) 10.5 7.4 11.5 7.0

Conversely, the boomerang-type rotor demonstrates a marked difference between
the Case 1 and Case 2 models. Although the Case 2 model contains fewer flux barriers
compared to the bar-type rotor, it achieves a comparable inductance difference while
maintaining lower saturation in the d-axis flux path, thereby reducing iron losses. In
comparison to the Case 2 model, the Case 1 model exhibits a rapid reduction in the
thickness of the rotor conductor bars as they approach the rib. A decrease in the thickness
of the rotor conductor bars results in increased leakage flux at the ribs, which subsequently
reduces the inductance gap and elevates the load current. The rise in load current intensifies
the saturation of the stator teeth. Increased saturation of the stator teeth leads to a higher
total harmonic distortion (THD) of the current, which, in turn, increases ohmic losses in the
rotor conductor bars, ultimately leading to a reduction in efficiency.

Among the four rotor models, the ones that met the target efficiency were the bar-type
with notch model and the boomerang-type Case 2 model. Considering manufacturability,
the bar-type with notch model, which utilizes straight flux barriers, appears to be a more
favorable choice. However, considering the target efficiency of 95.6% with a margin and the
potential efficiency reduction caused by the conductor bar design discussed in Section 4,
the boomerang-type Case 2, which exhibited the highest efficiency, was finally selected.
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4. Detailed Design of the Boomerang-Type Rotor

Through the rotor designs, the rotor with the highest efficiency was selected. However,
for the actual manufacturing of the motor, it is necessary to verify not only the perfor-
mance at a synchronous state but also the start-up performance, and the mechanical safety
regarding stresses during production and operation must also be confirmed. Figure 13
shows the design variables for the detailed design, focusing on start-up performance and
mechanical safety.

Figure 13. Design variables for start-up performance and mechanical safety.

4.1. Length of the Conductor Bar

To ensure that the LS-SynRM reaches a synchronous speed, it is crucial to reduce the
rotor resistance, which inherently means increasing the area of the rotor conductors. This
can be achieved by adjusting the thickness and length of the conductor bars. However,
increasing the thickness of the rotor bars narrows the d-axis flux path, leading to higher
saturation in the rotor core, which in turn reduces d-axis inductance and negatively impacts
electromagnetic characteristics. Therefore, only the length of the conductor bars should be
adjusted to achieve the desired synchronous performance [9,25].

To analyze the start-up performance relative to the length of the conductor bars,
simulations were conducted under a load torque 1.25 times the rated torque and with the
maximum external inertia moment. The range of analysis spanned 15–30 mm. Figure 14
presents the start-up analysis results based on the length of the conductor bars. When
the length of the rotor conductor bars is less than 25 mm, the motor exhibits pulsations
below synchronous speed, whereas it reaches synchronous speed at lengths of 25 mm or
greater. Although the time to reach synchronous speed decreases as the length of the rotor
conductor bars increases, considering manufacturability and cost, the minimum length of
25 mm was selected.

Figure 14. Start-up performance according to rotor conductor bar length.
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4.2. Conductor Bar Rounding and Rib Thickness

To ensure the mechanical safety of the LS-SynRM rotor, a detailed design was con-
ducted focusing on the rounding radius of the conductor bars adjacent to the rib (Rr1) and
the thickness of the rib (Rt), which experience the highest stress during rotor rotation. An
analysis of Rr1 was conducted for values ranging from 0.5 to 2 mm, while Rt was analyzed
for values between 0.5 and 1.2 mm. Figure 15 presents the results of the electromagnetic
analysis, highlighting the variations in load current and rotor ohmic loss, which are most
affected by changes in Rr1 and Rt. In Figure 15a, it can be observed that while the change in
load current with respect to Rr1 is minimal, the variation with respect to Rt is significantly
larger, with an increase in Rt leading to a rise in load current. Conversely, Figure 15b shows
that the rotor’s ohmic loss is more sensitive to changes in Rr1 than in Rt, with a larger Rr1
resulting in a reduction in rotor ohmic loss.

 
(a) (b) 
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Figure 15. Changes in electromagnetic characteristics according to Rt and Rr adjacent to the rib:
(a) load current; (b) rotor ohmic loss.

Figure 16 shows the efficiency of the LS-SynRM according to the Rr1 and Rt, while
Figure 17 shows the stiffness analysis results for the motor with the final selected values
of Rr and Rt. The stiffness analysis was conducted at 2000 rpm, a speed higher than the
rated speed, to ensure a conservative safety evaluation. Additionally, the density of the
rotor conductor bar was increased by 1.5 times in the analysis to account for the rotor’s
end-ring structure. The safety factor (SF), which is used to assess mechanical safety, was
calculated using Equation (10), with a target SF value of greater than 2 [22].

 

Figure 16. Changes in electromagnetic characteristics according to Rt and Rr adjacent to the rib.

SF =
σtenssile

σmax
(10)

Here, σtenssile is the tensile yield strength, and σmax is the maximum equivalent stress. In
Figure 16, the highest efficiency is observed at the point at which Rr is 2 mm and Rt is
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0.5 mm. However, as shown in the stiffness analysis results in Figure 17a, SF at this point is
1.5, which falls short of the target SF. To address the insufficient safety margin, a new point
with a larger Rt value was selected. The second chosen point is at an Rr of 0.8 mm and an
Rt of 2 mm. The stiffness analysis results for the second model are shown in Figure 17b,
where the SF is 2.6, meeting the target value. Therefore, the final selection for the Rr and Rt
values was made based on the second model.

  
(a) (b) 

Figure 17. Mechanical stress distribution: (a) Rt 0.5 mm, Rr 2 mm; (b) Rt 0.8 mm, Rr 2 mm.

To prevent rotor damage during the insertion of the conductor into the rotor, it is also
necessary to round the edges of the conductor bars and flux barriers adjacent to the side
bridge (Rr2). Figure 18 shows the changes in load current and efficiency according to the
Rr2 of the conductor bars and flux barriers adjacent to the side bridge. The design range for
Rr2 was set to 0.5–2.5 mm, taking into account the thickness of the conductor bars. Across
this design range, the variation in load current was observed to be a maximum of 0.35 Arms,
and the efficiency varied by only 0.02%p, indicating minimal impact on the electromagnetic
characteristics due to changes in Rr. Therefore, considering manufacturability, the Rr
adjacent to the side bridge was finalized at 2.5 mm.

Figure 18. Changes in electromagnetic characteristics according to Rt and Rr2.

4.3. 37 kW LS-SynRM Final Model

Figure 19 shows the rotor shape, magnetic flux density distribution, and structural
analysis results obtained using the previously selected conductor bar length, Rr, and Rt
values. When analyzed under the same conditions as the previous simulations, the SF
reached 3.1, exceeding the target of 2. Additionally, as shown in Figure 19c, it can be

224



Energies 2025, 18, 5464

confirmed that the maximum deformation of the rotor is less than 0.016 mm. Figure 20
shows the efficiency and power factor of the final model under various load conditions,
while Table 10 details the electromagnetic characteristics at a rated load. Both Figure 20 and
Table 10 account for the previously identified margins for load current and iron losses. The
efficiency at the rated load is 95.6%, achieving the target IE4 efficiency rating with a margin.

 
(a) 

 
(b) (c) 

Figure 19. Rotor shape and flux density of the final model: (a) shape and flux density; (b) result of
stiffness analysis; (c) result of deformation analysis.

 

Figure 20. Efficiency and power factor according to the load rate.
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Table 10. Electromagnetic characteristics of the final model at the rated power.

Item Value Unit

Rotor inertia moment 0.423 kg·m2

Load current 76.2 Arms
Stator ohmic loss 694 W

Iron loss 392 W
Rotor ohmic loss 141 W

Efficiency 95.6 %
Power factor 0.77 -
Current THD 6.2 %

5. Experimental Results

An experimental test was conducted to validate the LS-SynRM design. Figure 21
shows the experimental test setup constructed for evaluating the performance of the 37 kW
LS-SynRM and the rotor core of the experimental prototype. A servo motor and torque
sensor were connected for load application and output power measurement, while a power
meter was employed to measure the motor’s load current, efficiency, and power factor. To
minimize measurement errors in motor characteristics, ten repeated tests were carried out
at the rated load, and the averaged results were obtained. A comparison between these
experimental results and the FEA predictions is summarized in Table 11.

  
(a) (b) 

 
(c) 

Figure 21. Experimental test setup: (a) test bed; (b) rotor core of prototype; (c) rotor prototype
completed rotor conductor bar die casting.

Compared with the measured experimental values, the FEA results showed a 1.7%
lower load current and a 2% higher power factor. However, the experimentally measured
efficiency was approximately 0.2%p higher than the FEA prediction. In Figure 22, the
current and voltage waveforms measured using an oscilloscope are compared with those
obtained from the FEA. Unlike the FEA, where an ideal sinusoidal input voltage with-
out harmonics is applied, the experimental results show that the input voltage contains
harmonics. Although the fundamental component of the load current was larger in the
experimental measurements, the peak value obtained from the FEA was higher due to the
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influence of harmonics. As mentioned earlier, the FEA assumes an ideal input voltage, and
differences in damping caused by mechanical and stray losses can lead to discrepancies
in both the magnitude of the current and the harmonic content. Nonetheless, the motor
satisfied the target IE4-class efficiency requirement of at least 95.4%.

Table 11. Experimental results and comparison with FEA results.

Test
Number

Speed
[rpm]

Torque
[Nm]

Output
Power [W]

Current
[A]

Voltage
[V]

Power
Factor [-]

Input Power
[W]

Efficiency
[%]

1 1800 195.9 36,926 77.43 380.35 0.753 38,450 96.04
2 1801 196.6 37,078 77.89 380.01 0.757 38,810 95.54
3 1800 196.3 37,001 77.36 380.33 0.754 38,460 96.21
4 1800 196.2 36,982 77.46 380.38 0.754 38,570 95.89
5 1800 196.2 36,982 77.27 380.51 0.755 38,460 96.16
6 1801 196.1 36,984 77.89 380.23 0.757 38,850 95.20
7 1800 196.1 36,964 77.67 380.52 0.756 38,710 95.49
8 1801 196.3 37,022 77.51 380.34 0.757 38,660 95.76
9 1800 196.4 37,020 77.43 380.21 0.756 38,590 95.93

10 1800 196.4 37,020 77.31 380.44 0.756 38,510 96.13
Average 1800 196.3 36,998 77.52 380.33 0.756 38,607 95.83

FEA 1800 196.3 37,001 76.20 380.00 0.771 38,703 95.60
Error [%] - - - 1.70 - 1.98 0.24 0.02

 
(a) 

 
(b) 

Figure 22. Comparison between experimental measurements and FEA results: (a) input voltage
and load current measured through an oscilloscope; (b) load current comparison between measured
waveform and FEA waveform.

6. Conclusions

This study aims to design a four-pole 37 kW LS-SynRM for industrial applications that
meets IE4 efficiency standards. To achieve this goal, we first analyzed the characteristics
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of the motor by categorizing its operating conditions into synchronous and asynchronous
states and identified parts requiring improvement to enhance efficiency. Subsequently, we
designed two bar-type rotors and two boomerang-type rotors based on different flux barrier
geometries and selected the superior rotor type configuration based on efficiency criteria.
It was observed that, due to their geometric properties, boomerang-type rotors possess
fewer flux barriers than bar-type rotors but facilitate a greater difference in d-axis and
q-axis inductances owing to their shorter d-axis magnetic path lengths. To ensure start-up
performance and mechanical reliability, detailed designs were conducted concerning the
Rr of conductor bars and flux barriers, as well as the Rt. As a result, the 2D FEA of the
designed motor achieved an efficiency of 95.6% at the rated power, exceeding the IE4
standard with a margin, while the SF also satisfied the target value of above 2. Furthermore,
performance testing confirmed that the motor efficiency exceeded the target efficiency,
thereby validating the effectiveness of the motor design.

Through this study, it was confirmed that the boomerang-type rotor is more advan-
tageous than the bar-type rotor in securing a sufficient inductance gap. In addition, rotor
design parameters for the boomerang-type rotor were derived with high prediction ac-
curacy using the RSM. In future work, torque ripple—an important factor in the highly
nonlinear characteristic—will be added as a design objective to develop a more sophisti-
cated optimal design methodology.
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Abstract

In order to ensure the reliable operation of a gravity energy storage system and reduce a
converter’s cost and power rating, this paper proposes a gravity energy storage system
(GESS) based on a doubly fed induction generator (DFIG). To address the issues of low
inertia and limited grid-support capability, a speed-adaptive droop control strategy is
introduced. The droop curve can be adjusted automatically according to the speed variation.
Thereby, the GESS can effectively provide grid support through rotor-speed control. A
simulation model of the DFIG-based GESS is developed in MATLAB/Simulink 2024b,
and the grid-support capability of the proposed control strategy is verified under various
operating conditions.

Keywords: GESS; DFIG; grid-forming control; torque-frequency droop curve; adaptive
speed control

1. Introduction

The penetration of renewable energy sources and power electronic devices in modern
power systems continues to grow [1,2]. However, renewable energy sources, such as
photovoltaic, wind, and ocean energy [3], are highly dependent on natural conditions,
resulting in high intermittency and volatility. This significantly increases the complexity
of grid operation [4,5], thereby driving the need for energy storage systems to perform
peak shaving and valley filling [6,7]. Among various storage technologies, the GESS
has attracted growing attention worldwide in recent years [8–10] due to its capability
for reversible conversion between gravitational potential energy and electrical energy.
Compared with other storage methods, the GESS is less susceptible to environmental
fluctuations, demonstrates high stability and reliability, offers a long service life, and entails
relatively low maintenance costs.

Existing GESS architectures are predominantly based on synchronous genera-
tors [11–13], as illustrated in Figure 1. Nevertheless, these designs face several critical
limitations. On the one hand, since the rotor speed of a synchronous generator must remain
strictly locked to the grid frequency, the translational velocity of the weight block cannot
be controlled independently. On the other hand, the active power delivered to the grid can
only be adjusted by engaging or disengaging discrete weights, a method that is inherently
inflexible and lacks diversity in control strategies.

Energies 2025, 18, 5671 https://doi.org/10.3390/en18215671231
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Mechanism

Grid

SG

Weight The  excitation 
of SG

Figure 1. Direct connection of the stator side of the GESS based on a synchronous generator to
the grid.

An alternative approach [10,14], shown in Figure 2, connects the stator of the syn-
chronous generator to the load or grid through an AC-DC-AC converter. In this config-
uration, the stator voltage is rectified to DC by the generator-side converter and then
inverted to grid-synchronized AC power by the grid-side converter (GSC). This arrange-
ment eliminates the strict requirement for rotor speed to match the grid frequency, enabling
wide-range control of the weight block velocity. However, in GESS architectures that em-
ploy an AC-DC-AC converter, the converter must be rated for the full power of the gravity
storage system. Consequently, the need for a high-power converter leads to increased
manufacturing and maintenance costs.

Mechanism

Grid

SG

Weight

AC-DC-AC converter

The  excitation 
of SG

filter

LCL

 
Figure 2. The stator side of the gravity energy storage system based on synchronous generators is
connected to the power grid through an AC-DC-AC converter.

Unlike synchronous generators, the rotor speed of a DFIG is not synchronized with
the stator frequency. By regulating power through the rotor-side converter (RSC), DFIGs
can achieve variable-speed constant-frequency (VSCF) operation. Since the converter is
connected to the rotor side, its power rating is only a fraction of the generator’s rated
power. This partial-scale converter significantly reduces the system cost, representing a
clear advantage for GESS applications [15]. Nevertheless, research on DFIG-GESS remains
limited. Compared to synchronous generators, DFIGs have lower rotational inertia and
thus weaker grid-support capability [16]. To address this issue, Ref. [17] emulates the
primary active power-frequency droop characteristic of synchronous generators to provide
grid support. More broadly, recent studies on grid support mainly focus on strategies such
as droop control [18], virtual synchronous generator (VSG) control [16], virtual oscillator
control (VOC) [19], and matching control [20].

In [21] a small-signal model of multiple DFIGs is developed, focusing on the DC-link
voltage control dynamics (around 10 Hz). The model reveals mutual interactions among
grid-following DFIGs due to terminal voltage coupling under weak grid conditions, as
well as the mechanism by which closely matched phase-locked loop (PLL) bandwidths in
different units reduce the damping of the dominant mode and can lead to system instability.
Ref. [22] develops a small-signal electromechanical model of grid-forming (GFM) controlled
DFIG-based wind turbines under weak grid conditions. It identifies their vulnerability to

232



Energies 2025, 18, 5671

electromechanical oscillations and proposes a hybrid d-q axis voltage reference drivetrain
damping control strategy to ensure stable operation. Ref. [23] introduces an adaptive droop
control method based on the rate of change of frequency (ROCOF). This method allows the
DFIG to dynamically adjust its control coefficients according to system dynamics during
frequency support, thereby significantly improving the frequency nadir and mitigating
the ROCOF. Ref. [24] investigates the impact of inertial and primary frequency support
from DFIG-based wind turbines on power system small-signal stability. The results demon-
strate that while primary frequency support enhances the damping of electromechanical
oscillations, the effectiveness of the inertial response is highly dependent on control pa-
rameters. Ref. [25] proposes a DFIG frequency support control strategy based on kinetic
energy release. This strategy rapidly releases the stored kinetic energy of the wind turbine
rotor during sudden grid frequency drops, providing both inertia and primary frequency
support while ensuring the safe operation of the turbine. However, these DFIG-based GFM
strategies are primarily designed for wind power applications, where the control objective
is power regulation. In contrast, research on GFM control is specifically tailored for GESS,
where speed regulation is the primary objective, remains limited. Comparisons between
the proposed method and the existing GFM methods have been listed in Table 1.

Table 1. Comparison table between the proposed method and the existing GFM.

Method
Primary Control

Objective
Adaptability
Mechanism

Application Context Notes vs. GESS

[17] (droop for
parallel VSIs)

Decentralized real/reactive
power sharing P-f, Q-V

Fixed droops;
modular outer

loops

Stand-alone/parallel
inverters, no comms

No mechanical speed
objective; not

DFIG/GESS-specific.

[23] (ROCOF-
adaptive

DFIG droop)

Improve nadir and max
ROCOF in events

Droop gain
increases with

df/dt

DFIG wind primary
frequency support
under disturbance

events

Not co-designed with a
GESS speed loop; requires
additional integration to

meet precise
speed-tracking needs.

[25] (DFIG
ACS + FA)

Seamless islanding/re-sync,
feeder-automation

compatibility

Mode-adaptive
ACS; distant

synchronization

Active DN with
tie-switches, no
DN-DG comms

Robust mode-switching;
speed tracking not the

central metric.

This work
(speed-

adaptive
droop,

DFIG-GESS)

Coupled: precise speed
regulation + primary

frequency support with
partial-scale converter

Droop
operating point
adapted by the

speed loop
(torque-

referenced)

GESS actuation
under grid-forming

control

Unifies GESS speed
control and grid support;
complements frequency-

centric/adaptation
strands above.

This paper proposes the novel application of a DFIG in the context of a GESS. Al-
though DFIGs have been widely studied in wind turbine applications, their use in gravity
energy storage systems is relatively unexplored. The key challenge of applying DFIGs to a
GESS lies in overcoming their low rotational inertia and limited grid support capability.
Traditional control strategies designed for wind turbines may not be directly applicable in
this context due to the unique operational characteristics of gravity-based storage systems.

The speed-adaptive droop control strategy introduced in this study aims to address
these challenges by dynamically adjusting the droop curve in response to changes in rotor
speed, enabling improved grid support while minimizing the power converter rating. This
control method is not only an adaptation of known wind turbine control strategies but also
offers distinct advantages for gravity energy storage applications, including more flexible
energy conversion and a significant reduction in the power converter size.
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The proposed strategy aims to (i) achieve inner-loop regulation of the weight’s trans-
lational speed using a partial-scale converter and (ii) enhance the system’s grid-support
capability. The remainder of this paper is organized as follows. Section 2 outlines the DFIG-
GESS architecture and presents its mathematical model. Section 3 details the derived RSC
control strategy from the model. Section 4 validates the proposed strategy through com-
prehensive MATLAB/Simulink simulations under various operating conditions. Finally,
Section 5 concludes the paper.

2. Structure and Modeling of DFIG-GESS

Figure 3 illustrates the overall architecture of the DFIG-GESS. The system primarily
consists of the weight block, mechanical transmission components, a DFIG, RSC, GSC, and
an LCL filter. In this configuration, the weight block is mechanically coupled to the DFIG
rotor through the transmission system. The gravitational potential energy of the weight
drives this system, generating a mechanical torque TL that acts on the rotor. By regulating
the rotor speed ωr, the translational velocity v of the weight can be precisely controlled
during its descent.

DFIG

Mechanism

Grid

Filter
RSC

Weight

GSC

VDC

Figure 3. Architecture of gravity energy storage system based on doubly fed asynchronous motor.

2.1. Mechanical Transmission Electronic Control Collaborative System

The mechanical–electrical coordinated transmission system is composed of the me-
chanical assembly and the DFIG. As illustrated in Figure 4, the mechanical assembly
consists of a pulley block, a wheel-and-axle mechanism, and a gearbox.

mg
v0

Weight
F
v1

Wheel 
and axle 

r

Gear 
box
N

T
 

TL

r 
DFIG

Pulley 
block

k

Figure 4. Mechanical transmission electronic control collaborative system mechanical structure.

The pulley block functions as a multi-stage force transmission system. Its combina-
tion of fixed and movable pulleys can be flexibly designed according to the application
requirements of the GESS, enabling both directional deflection and magnitude scaling of
the force vector.

The wheel-and-axle mechanism works as the translational–rotational conversion hub.
Through rope winding, it converts the linear displacement of the weight into rotational
motion of the shaft, simultaneously transforming the tensile force into torque and mapping
translational velocity into angular velocity. The corresponding physical relationship is
expressed as {

T = r · F
v1 = r · ω

(1)

where r is the drum radius, F is the force transmitted by the pulley block, and v is the rope’s
linear velocity.
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The gearbox acts as the speed-matching unit, adapting the system power flow through
either speed reduction with torque amplification or speed increase with torque reduction.
Under ideal conditions, the mechanical torque TL delivered to the DFIG rotor through the
mechanism can be expressed as

TL =
kr
N

mg (2)

where k is the pulley block ratio, N is the gear box transmission ratio, m is the mass of the
weight, and g is the gravitational acceleration.

When the rotor windings rotate relative to the air-gap magnetic field, the interaction
between the rotating field and rotor current produces the electromagnetic torque Te. Thus,
the dynamic coupling model between the rotor electromagnetic field and the mechanical
load can be established:

TL − Te = J
dωr

dt
(3)

where J is the rotor inertia of the DFIG, and ωr is the rotor angular velocity.
The DFIG regulates its rotor speed through the rotor-side converter, which adjusts the

rotor excitation current to control the speed of the air-gap magnetic field. Consequently, the
rotor speed ωr—which is equivalent to the output shaft speed of the gearbox—is controlled.
Since the angular velocity of the wheel-and-axle mechanism is strictly synchronized with
the gearbox input shaft, and the translational velocity satisfies Equation (1), regulating the
DFIG rotor speed directly controls the translational velocity of the weight:

v0 =
Nr
k

ωr (4)

where v0 denotes the translational velocity of the weight.
In non-ideal conditions, additional dynamics such as weight inertia and damping D

must be considered:
F = m

dv0

dt
(5)

F = D · v (6)

where v is the relative translational velocity. The friction force Ffriction can be modeled as

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Ffriction =
√

2e(Fbrk − FC) · exp
(
−
(

v
vSt

)2
)
· v

vSt

+FC · tan h
(

v
vCoul

)
vSt = vbrk

√
2

vCoul = vbrk/10

(7)

where FC is the Coulomb friction force, Fbrk is the breakaway friction force, vbrk is the
breakaway velocity, and vSt is the Stribeck threshold velocity.

Correspondingly, the friction torque Tfriction is given by

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Tfriction =
√

2e(Tbrk − TC) · exp
(
−
(

ω
ωSt

)2
)
· ω

ωSt

+TC · tan h
(

ω
ωCoul

)
ωSt = ωbrk

√
2

ωCoul = ωbrk/10

(8)
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where TC is the Coulomb friction torque, Tbrk is the breakaway torque, ωbrk is the break-
away angular velocity, ωSt is the Stribeck angular velocity threshold, ωCoul is the Coulomb
angular velocity threshold, and ω is the relative angular velocity.

Finally, the torque TL obtained from the mechanical assembly is regarded as the
mechanical input torque Tm to the DFIG.

2.2. System Power Flow Direction and Expression

This section analyzes the energy flow mechanisms of the DFIG-GESS under different
operating conditions, thereby laying the foundation for the subsequent development of
system control strategies.

The mechanical power generated by the weight and delivered to the mechanical
assembly can be expressed as

Pin = mgv0 (9)

Under steady-state conditions, the magnetic fields of the DFIG stator and rotor are
constant; thus, the electromagnetic power associated with magnetic field energy variation,
Pfield, is zero. Neglecting the losses of the AC-DC-AC converters, the total losses Ploss of
the DFIG-GESS consist of the mechanical losses in the transmission structure (Pmec), the
stator copper loss (PCu,s), and the rotor copper loss (PCu,r):

Ploss = Pmec + PCu,s + PCu,r (10)

Accordingly, the active power delivered by the DFIG-GESS to the grid can be written as

Pe = Pin − Ploss (11)

Through the coordinated mechanical–electrical transmission system, the DFIG-GESS
converts the gravitational potential energy of the weight into electrical energy, which is then
fed into the grid. The direction of active power flow depends on the translational velocity
of the weight, which is determined by the rotor speed. When operating in generating mode,
the electromagnetic active power of the DFIG is expressed as

⎧⎪⎨
⎪⎩

Pes = ω1Te

Per = −ωslipTe

Pe = ωrTe

(12)

where ω1 is the synchronous speed, ωslip = ω1 − ωr is the slip speed, Pes is the stator-side
electromagnetic power, Per is the rotor-side electromagnetic power, and Pe is the total
electromagnetic power.

Equation (12) indicates that in the hypersynchronous mode (ωr > ω1), the rotor-side
power satisfies Per > 0; the rotor delivers active power, and the system power flow is
illustrated in Figure 5, where PL denotes the mechanical power transmitted through the
mechanism into the DFIG. In contrast, in the sub-synchronous mode (ωr < ω1), the rotor-
side power satisfies Per < 0; the rotor absorbs active power, and its electromagnetic power
dynamically adjusts with the rotor speed to maintain constant stator electromagnetic power.
The corresponding system power flow in this case is shown in Figure 6.
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Figure 5. Power flow direction of the system in hypersynchronous mode.

Figure 6. Power flow direction of the system in sub-synchronous mode.

3. Control Strategies

The control architecture of the AC-DC-AC converter in the DFIG-GESS is shown in
Figure 7. Let UgABC and IgABC denote the three-phase voltage at the grid side and the
three-phase AC-side current of the GSC, respectively. Similarly, let UsABC and IsABC denote
the three-phase stator output voltage and current of the DFIG.

DFIG

Mechanism
Grid

LPF

Rotor-side 
Converter

Weight Grid-side 
Converter

VDC

Line Impedance
PCC

Load

TL

r
Irabc

Rotor-side  
Converter

Control System
SVPWM

UsABC
IsABC

Te

UsABC IsABC

UgABC

Grid-side  
Converter

Control System
SVPWM

VDCIgABC

Circuit Breaker

v0mg
C

Figure 7. Structure of the doubly fed gravity energy storage system.

The GSC is connected to the point of common coupling (PCC) through an LCL filter.
Via the GSC control system and space-vector pulse-width modulation (SVPWM), the three-
phase grid supply is actively rectified to a DC voltage, providing a stable DC-link for the
RSC. The RSC controls the DFIG using a speed-adaptive droop strategy combined with
stator voltage vector-oriented control. This provides the system with active grid-support
capability and enables wide-range controllable rotor-speed operation. When the voltages
on both sides of the circuit breaker are synchronized—that is, their magnitudes, frequencies,
and phases are matched—the breaker closes, allowing the stator-side output power to be
delivered to the PCC.
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3.1. Speed-Adaptive Droop Control Strategy

According to the rotor motion Equation (3), the rotor speed ωr dynamics are gov-
erned by the difference between the mechanical and the electromagnetic torque. Since the
mechanical torque is determined by the weight and transmission mechanism, controlling
the rotor speed requires direct regulation of the electromagnetic torque. To achieve this, a
closed-loop speed control scheme is designed, as shown in Figure 8.

PI

r

r_ref Te_refr_error

Figure 8. Speed control loop structure.

As shown in Figure 8, the reference speed ωr_ref is compared with the measured rotor
speed ωr. The resulting error ωr_error is processed by a proportional–integral (PI) controller
to generate the reference electromagnetic torque Te_ref.

Based on the power flow analysis in Figure 6, the active power injected into the
grid corresponds to the stator electromagnetic power, which is regulated by the RSC.
Furthermore, from Equation (12) and neglecting the influence of stator voltage frequency
variations, the stator electromagnetic power depends only on the electromagnetic torque
and is directly proportional to it. Inspired by the active power–frequency (P–Te) droop
characteristic of synchronous generators, a droop relationship between electromagnetic
torque and frequency is established, as illustrated in Figure 9.

f = f0 + KTe(Te_ref − Te) (13)

where f 0 is the rated grid frequency, Te_ref is the reference electromagnetic torque (from
the speed control loop), Te is the actual electromagnetic torque, KTe is the electromagnetic
torque droop coefficient, and f is the frequency reference obtained from droop control.

f /p.u.

Te/p.u.Te

f

Te_ref

f0

Figure 9. P-f droop characteristic curve.

In parallel, the conventional reactive power–voltage (Q-V) droop characteristic is
adopted to generate the reference stator voltage amplitude E, as shown in Figure 10.

E = E0 + KQ(Qref − Q) (14)

where E0 is the rated grid voltage amplitude, Qref is the reference stator reactive power, Q
is the actual stator reactive power, KQ is the reactive power droop coefficient, and E is the
reference stator voltage amplitude.
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Figure 10. Q-V droop characteristic curve.

The frequency and voltage amplitude references obtained from the above droop
laws are synthesized into a three-phase voltage reference signal EABC for the stator side.
This enables the DFIG-GESS to exhibit the characteristics of a voltage source, similar
to conventional droop-based grid-forming control. Consequently, when a fault at the
PCC causes a sudden voltage disturbance, the stator reference signal EABC remains stable,
providing inherent grid-support capability and allowing standalone operation for local
loads. In contrast, grid-following control relies on a PLL to track the grid voltage and thus
behaves as a current source. In such cases, voltage disturbances at the PCC propagate
directly to the system output, resulting in limited grid-support capability.

Furthermore, from Equation (13), the intercept b of the torque-frequency droop curve
can be expressed as

b = f0 + KTe Te_ref (15)

Unlike conventional droop control, where Pref is predefined, the proposed speed-
adaptive droop control dynamically sets Te_ref based on the output of the speed loop.
Consequently, the droop curve shifts vertically in real time according to the rotor speed,
achieving adaptive adjustment.

The overall structure of the proposed speed-adaptive droop control strategy is illus-
trated in Figure 11.

Figure 11. Adaptive control structure for full speed range.

3.2. RSC Control Strategy

The control scheme of the RSC in the DFIG is illustrated in Figure 12. The stator
is directly connected to the grid or a local load, while the rotor side is connected to the
converter. The converter is supplied by a regulated DC bus, which is maintained by
the GSC. The gravitational potential energy of the suspended mass is converted into a
mechanical torque TL through the mechanical system and applied to the DFIG. The rotor
speed ωr and electromagnetic torque Te of the machine are measured for feedback control.
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Figure 12. Block diagram of rotor-side converter control.

The RSC control system integrates multiple modules, including the speed closed-
loop control, magnetic flux calculation (MFC), coordinate transformation, feed-forward
calculation (FFC), instantaneous power calculation (IPC), droop control, three-phase voltage
phasor synthesis, and voltage-current dual-loop control. The speed loop combined with
the droop control constitutes the core proposed speed-adaptive droop control strategy. The
control procedure is detailed below.

The measured rotor speed ωr is compared with its reference speed ωr_ref. The resulting
speed error is processed by the speed controller to generate the reference electromagnetic
torque Te_ref, which is then fed to the droop control module.

The droop control module generates the frequency reference f. Combined with the
voltage amplitude reference E from the Q-V droop, it synthesizes the three-phase stator
reference voltage EABC.

This reference voltage signal undergoes Clark and Park transformations. The trans-
formed signal is then used as the input to the voltage–current dual closed loops, which
compute the reference rotor-side voltage in the dq reference frame.

Finally, the SVPWM algorithm generates the switching signals for the RSC power
devices, thereby regulating the DFIG rotor speed and providing grid-supporting capability.

4. Simulation Verification and Case Analysis

A simulation model of DFIG-GESS was established in MATLAB/Simulink. The system
performance was tested under both islanded operation and grid-connected operating
conditions. For islanded operation, the objectives were to verify the droop characteristics
and the speed-tracking performance of the proposed control strategy. In grid-connected
mode, the evaluation focused on the active power injection through both the stator and
rotor channels, as well as the system’s capability to regulate the grid frequency through
adjustments in mechanical torque and rotor speed.

In the proposed control strategy, the torque-frequency droop coefficient KTe is selected
to ensure precise speed tracking, provide primary frequency support without exceeding
converter or current limits, and maintain small-signal damping of the grid-forming loop.
The selection process involves mapping performance to bounds (defining maximum fre-
quency deviation and torque error), respecting converter constraints (adjusting KTe to avoid
current limits), and verifying small-signal damping. A smaller KTe is used for islanded
operation to tighten frequency regulation, while a larger KTe is chosen for grid-connected
operation to avoid unnecessary frequency bias.
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PI parameters are tuned sequentially, starting with the inner loops (current and voltage
control) and then the outer speed loop. The current loop is first adjusted by increasing the
proportional gain for a fast, stable response. Once stabilized, the integral gain is adjusted to
minimize steady-state error. After stabilizing the current loop, the voltage loop is tuned for
stable output, and then the speed loop is adjusted to ensure precise speed tracking. This
method ensures stable and precise control across the system.

Based on the above parameter-tuning methodology, the final settings of the simulation
parameters are shown in Table 2.

Table 2. Simulation parameters.

Parameter Value Parameter Value

Po 2 MW Rs 0.0024 Ω
UsABC 690 V Rr 0.002 Ω
VDC 1150 V Lσs 0.0604 mH
Lm 4.4 mH Lσr 0.0827 mH
f 0 50 Hz g 9.8 m/s2

v0 20.408 m/s n 1500 rad/s
m 10,000 kg Te and TL −212.206 N·m

k_ωp 2 k_ωi 8
KTe 1 KQ 4

k_up 1 k_ui 5
k_ip 9 k_ii 20

4.1. Islanded Operation

Under islanded conditions, the speed reference was varied to verify the consistency
between the frequency of the stator voltage f and the electromagnetic torque Te, as defined
by the constructed Te-f droop curve. The mechanical torque from the suspended mass was
fixed at −0.8 p.u., and the stator supplied a constant local load.

Figure 13 shows the time-domain waveforms of the reference and actual rotor speeds.
The rotor speed ωr (blue curve) accurately tracks the reference ωr_ref (red curve) with a
negligible steady-state error across a wide speed range, demonstrating the effectiveness of
the speed closed-loop control. At 20 s, the reference speed changes from a constant value to
a ramp signal, and the settling time corresponding to a rotor-speed deviation of less than
0.1% is 0.5 s. At 30 s, the reference speed changes from the ramp signal to a constant value,
with an overshoot of 0.2% and a settling time of 0.4 s.

r_ref ;
r

/p
.u

.

Time /sBased value: 2 ×1500rad/s

Figure 13. Waveform plot of the reference and actual value of rotor speed at the unit value.

Figure 14 presents the measured electromagnetic torque and rotor-speed waveforms.
The filtered electromagnetic torque Te_LPF (red) closely tracks the applied mechanical torque
TL when the rotor speed ωr is stable, which validates the torque-speed dynamics predicted
by Equation (3).
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Figure 14. Waveform diagram of electromagnetic torque and mechanical torque.

Furthermore, Figure 15 compares the electromagnetic torque reference Te_ref with the
actual torque Te, together with the stator frequency measured by a PLL. Clearly, the torque
tracking error is directly correlated with the frequency deviation, which is consistent with
the implemented droop control law. A linear fit of the measured data produces the Teo-f
droop curve shown in Figure 16, confirming that the adaptive mechanism shifts the droop
characteristic based on the dynamic value of Te_ref.

(b) 

 (a)

f/
 p

.u
.

T e
/p

.u
.

fs_pll

Te ;
Te_ref

Time /s

Time /s

Based value: 212.2066N·m

Based value: 50Hz

Figure 15. (a) Waveform diagram of the reference and actual value of electromagnetic torque; (b) the
actual frequency of the stator-side voltage is measured by the PLL.

Figure 16. A primary curve fitting the difference between the measured frequency and the set and
actual values of the electromagnetic torque.
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4.2. Grid-Connected Operation

In the grid-connected scenario, a step change in mechanical torque was applied at
t = 37 s by engaging an additional mass, causing TL to change from −0.8 p.u. to −1.0 p.u.

The speed waveform is shown in Figure 17. At 37.028 s, the speed reaches its maximum
value of 0.814 p.u., and at 37.154 s, it drops to its minimum value of 0.7598 p.u., with
an overshoot of 4.02%. It illustrates that the rotor speed exhibits only minor transients
during the torque step and subsequently maintains accurate tracking of its reference t,
demonstrating the robustness of the proposed control strategy.

r_ref ;
r

/p
.u

.

Time /sBased value: 2 ×1500rad/s

Figure 17. Waveform diagram of rotational speed.

The system’s active power responses are shown in Figure 18. The total electromagnetic
power Pe (blue) closely matches the mechanical input power Pin (purple), with small
discrepancies attributable to damping, friction, and machine inertia. The stator power
Ps remains independent of rotor speed, while the rotor power Pr varies linearly with
ωr. Specifically, when ωr exceeds the synchronous speed, the rotor absorbs active power,
whereas below the synchronous speed, it delivers active power.

Figure 18. GESS active-power waveform diagram.

Moreover, as shown in Figure 19, the system provides effective grid-frequency support.
The PCC frequency, measured by a PLL, increases from 49.68 Hz to 49.95 Hz following the
adjustments in mechanical torque and rotor speed. By adding or removing the heavy load,
the frequency at the PCC stabilizes at 49.75 Hz after 37 s. At 37.077 s, the PCC frequency
reaches its maximum value of 49.8 Hz, and at 37.227 s, it drops to its minimum value of
49.72 Hz, with an overshoot of 1%. By adjusting the rotor speed, the frequency at the PCC
stabilizes at 49.85 Hz after 50 s, and at 49.95 Hz after 65 s.
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Figure 19. Waveform diagram of stator-side voltage frequency measured by PLL.

The proposed control strategy still ensures precise control of the rotor speed under
grid fault conditions. At the 21 s mark, a grid fault is applied (phase A grid voltage drops
from 1 p.u. to 0.8 p.u.), and at the 37 s mark, an additional mass is abruptly added, causing
a step change from 0.8 p.u. to 1 p.u. The rotor-speed waveform is shown in Figure 20,
where ωr_ref (the red line) represents the rotor-speed reference value, and ωr (the blue line)
represents the actual rotor speed. As can be seen, after the grid fault, the rotor speed spikes,
but the system continues to follow the reference speed command. Additionally, under
grid fault conditions, when the mass is suddenly added, the actual rotor speed stabilizes
immediately after a brief fluctuation.

Figure 20. Waveform diagram of rotational speed.

4.3. Analysis of DFIG-GESS Operation Under Three-Phase Rapid Voltage Sag

The following simulation analyzes the operation of the DFIG-GESS system under a
grid voltage sag from 1 p.u. to 0.3 p.u. The rotor-speed waveform is shown in Figure 21,
where ωr_ref (the red line) represents the rotor-speed reference value, and ωr (the blue line)
represents the actual rotor speed. The time instances t1, t2, t3, and t4 correspond to the
settings under different operating conditions.

Figure 21. Waveform diagram of rotational speed.

At t1 (18 s), the load at the PCC is disconnected, causing the active power generated by
the DFIG-GESS to be entirely transmitted to the grid through the line impedance. The stator
voltage and current, rotor current, stator power, and electromagnetic torque are shown
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in Figure 22. The sudden load disconnection at t1 (18 s) causes fluctuations in the stator
voltage and current, which stabilize after half a cycle. Additionally, due to the presence
of line impedance, the increase in active power fed into the grid raises the PCC voltage
magnitude from the original 1 p.u. to 1.253 p.u., demonstrating that, under weak grid
conditions, the system can support the grid voltage by increasing the active power output,
thereby providing voltage support at the PCC.

Figure 22. Stator voltage and current, rotor current, stator power, and electromagnetic torque wave-
forms.

The electromagnetic torque drops to its minimum value of −0.522 p.u. at 18.026 s,
with an overshoot of 27% and a settling time of 0.05 s. The speed waveform is shown in
Figure 23 below. At 18.02 s, the speed drops to its minimum value of 1.165 p.u., and at
18.138 s, it reaches its maximum value of 1.209 p.u., with an overshoot of 3.5%.

Figure 23. Waveform diagram of rotational speed.

At t2 (21 s), a sudden three-phase fault occurs in the grid, causing the grid voltage to
drop from the original 1 p.u. to 0.3 p.u., with no recovery. The stator voltage and current,
rotor current, and stator power are shown in Figure 24. Due to the grid fault, the stator
voltage drops from 1.253 p.u. to 0.7624 p.u. Compared to the 70% drop in the grid voltage,
the PCC voltage only drops by 49%. After the fault, the grid voltage is 0.3 p.u., and the
PCC voltage is 0.7624 p.u., demonstrating that the system can still provide voltage support
under grid fault conditions.
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Figure 24. Stator voltage and current, rotor current and stator power waveforms.

The electromagnetic torque and speed waveforms are shown in Figure 25. The electro-
magnetic torque drops to its minimum value of −1.612 p.u. at 21.002 s, with an overshoot
of 81.2%, and enters the ±5% error band at 22.388 s, with a settling time of 1.388 s. At
21.14 s, the speed drops to its minimum value of 1.094 p.u., and at 21.52 s, the speed reaches
its maximum value of 1.318 p.u., with an overshoot of 11%. The speed enters the ±5% error
band at 21.653 s, with a settling time of 0.653 s.

Figure 25. Waveform diagram of electromagnetic torque and rotational speed.

At t3 (28 s), the speed reference changes from a ramp signal to a constant. Figure 26
shows the stator voltage and current, rotor current, and stator power waveforms, all of
which are in steady-state operation and unaffected by the change in the speed reference.
However, during the interval from t2 to t3, the ramp change in speed causes variations in
the active power fed to the grid by the rotor, resulting in a reduction in the total active power
delivered to the grid. As a result, the PCC voltage magnitude gradually decreases in this
interval, as shown in the figure. After t3 (28 s), the measured PCC voltage magnitude during
the subsequent cycle is 0.6628 p.u., which represents a 9.96% decrease compared to the
0.7624 p.u. at t2. This demonstrates that the system can regulate the rotor speed to modify
the total active power delivered to the grid, thereby adjusting the PCC voltage magnitude.
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Figure 26. Stator voltage and current, rotor current, and stator power waveforms.

The speed waveform is shown in Figure 27. At 28.22 s, the speed drops to its minimum
value of 0.7829 p.u., and at 28.624 s, it reaches its maximum value of 0.8148 p.u., with an
overshoot of 1.71%.

Figure 27. Waveform diagram of rotational speed.

At t4 (37 s), a sudden addition of a heavy load causes the load torque to drop abruptly
from 0.8 p.u. to 0.2 p.u. After stabilization, the PCC voltage magnitude is measured
at 0.704 p.u., which represents a 4.12% increase compared to the 0.6628 p.u. at t3. This
demonstrates that the system can regulate the PCC voltage magnitude by adding or
removing heavy loads, thus adjusting the total active power delivered to the grid.

The stator power, electromagnetic torque, and speed waveforms are shown in
Figure 28. The electromagnetic torque reaches its minimum value of −1.18 p.u. at 37.243 s
and further drops to −0.8771 p.u. at 37.582 s, with an overshoot of 18%. It enters the ±5%
error band at 38.402 s, with a settling time of 1.402 s. The speed reaches its maximum value
of 0.854 p.u. at 37.11 s, and drops to its minimum value of 0.7356 p.u. at 37.408 s, with
an overshoot of 6.44%. The speed enters the ±5% error band at 37.498 s, with a settling
time of 0.498 s.

Based on Figure 21 and the above analysis, it can be concluded that under a three-
phase symmetrical fault in the grid, the DFIG-GESS is still capable of precise rotor-speed
control and voltage support.
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Figure 28. Waveform diagram of stator power, electromagnetic torque and rotational speed.

5. Conclusions

This paper proposed a GESS architecture based on a doubly fed induction machine and
developed a speed-adaptive droop control strategy. The proposed architecture facilitates
efficient energy conversion between gravitational potential energy and electrical energy,
while enabling wide-range, high-precision speed control of the suspended mass. A key
advantage of the proposed control strategy is its enhancement of the system’s grid-support
capability, achieved under low converter cost by combining speed adaptability with the
benefits of conventional droop control. Simulation results demonstrate the effectiveness of
the proposed control strategy in both islanded and grid-connected operating modes.

While the simulation results indicate that the proposed strategy effectively improves
grid support, it is acknowledged that further improvements are needed in robustness
testing under real-world disturbances, such as faults and voltage sags. Future work
will focus on addressing these practical challenges by incorporating fault ride-through
capabilities and conducting experimental validation, either through hardware-in-the-loop
(HIL) testing or real-world implementation. Additionally, more detailed quantitative
performance metrics, such as overshoot, settling time, and RMS error, will be provided to
offer a more comprehensive comparison with traditional droop control.

Overall, this research contributes to the development of advanced control strategies
for DFIG-based GESS, offering a promising solution for enhancing grid stability and
supporting the integration of renewable energy sources into modern power grids.
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Abstract

The electrification of mobility sectors, including automotive, aerospace, and robotics, has
accelerated the need for compact and high-efficiency power converters in electric motor
drives. Wide-bandgap (WBG) semiconductor–based inverters offer significant advantages
over conventional silicon IGBT inverters by enabling higher switching speeds, elevated
switching frequencies, and improved power conversion efficiency. However, the adoption
of high-frequency switching introduces several challenges, particularly increased motor
neutral point voltage stress, originating from inverter common-mode (CM) voltage. The
increased neutral point voltage directly elevates motor bearing voltage, the primary driver
of motor bearing currents, among which electrostatic discharge machining (EDM) bearing
current is the primary cause of bearing degradation in low-power motors. This paper
experimentally investigates the root causes of the EDM phenomenon and identifies the
key factors influencing its occurrence and severity in WBG-based drive systems. The
conventional CM choke designs effectively attenuate motor CM currents and EMI; however,
they are ineffective in suppressing EDM bearing currents. In this paper, an alternative CM
choke design methodology is proposed to eliminate EDM bearing currents by optimizing
the choke inductance to shift the motor CM antiresonance frequency below the inverter
switching frequency, thereby ensuring that nearly all source CM voltage is absorbed by
the choke. This design approach effectively minimizes the voltage appearing at the motor
neutral point and across the bearings, thereby suppressing EDM bearing current spikes
without affecting motor DM performance. The choke parameters are mathematically
derived for optimal performance and validated through experimental testing on a 2.2 kW
three-phase star-connected induction motor powered by a wide-bandgap two-level voltage-
source inverter.

Keywords: antiresonance frequency; common-mode choke; common-mode voltage;
electrostatic discharge machining bearing current; motor drives; neutral-to-ground voltage;
variable speed drives; wide-bandgap devices

1. Introduction

The past decade has witnessed a paradigm shift in the transportation and mobility
sectors, primarily driven by stringent greenhouse gas emission regulations and rapid
advancements in battery technologies. The resultant decrease in battery manufacturing
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costs has enabled widespread adoption of electric propulsion systems across industries
such as automotive, aerospace, and advanced robotics. This transformation has created a
pressing need for compact, lightweight, and energy-efficient power electronic converters,
which are central to the operation of electric motor drives.

In mobile platforms, reducing the size and weight of motor drives is not merely
a design preference but a crucial factor in system-level efficiency. Lower power losses
directly translate to reduced energy drawn from the battery pack, enabling downsizing
of the battery itself. Such cascading benefits—lighter battery packs reducing total vehicle
mass and, in turn, lowering energy consumption—underscore the strategic importance of
highly efficient motor drive systems.

Recent advances in semiconductor technology have positioned WBG devices, particu-
larly SiC and GaN, as transformative solutions for next-generation power converters [1].
Compared to traditional silicon switches, WBG devices exhibit superior material charac-
teristics, including higher breakdown voltages, elevated thermal conductivity, and the
ability to operate at significantly higher switching frequencies. These attributes enable
drastic reductions in conduction and switching losses, increased power density, and the use
of smaller passive components, which collectively enhance drive performance in weight-
sensitive applications [2]. A notable example is the use of SiC MOSFETs in the powertrain of
Tesla Model 3 electric vehicle, which achieves an estimated 2–3% improvement in inverter
efficiency while significantly reducing system weight to approximately 4.8 kg—less than
half that of similar silicon-based inverters [3].

Despite these advantages, the deployment of WBG devices introduces nontrivial
challenges that must be addressed to ensure reliable long-term operation. The ultra-fast
switching transitions inherent to SiC and GaN transistors produce steep voltage slew
rates (high dv/dt), which intensify electromagnetic interference (EMI) and introduce
complex insulation stress mechanisms within electric machines. In systems employing
inverter-motor power cables, traveling wave reflections can lead to terminal overvoltage
that may approach or even exceed twice the applied dc-link voltage [4]. These repetitive
overvoltages accelerate the partial discharge phenomenon and degrade stator winding
insulation, significantly shortening motor lifetime.

Moreover, high dv/dt CM voltage generated by WBG inverters contributes to the
overvoltage appearing at the motor stator neutral point. The latest research in [5,6] indicates
that motor neutral point overvoltage can pose greater risks than motor terminal overvoltage
to motor windings as well as bearings, which in turn leads to premature motor failure.
Motor neutral point overvoltage is caused by the propagation of inverter CM voltage
through machine windings. Since the motor neutral point is typically floating, the CM
voltage encounters an infinite impedance at the neutral point (due to a very small winding-
to-frame parasitic capacitance), where the impedance mismatch between the motor surge
impedance and the neutral point parasitic capacitive reactance results in overvoltage
oscillations at the motor neutral point, a phenomenon known as the reflected wave effect [5].
It is pertinent to note that the motor neutral point overvoltage oscillations are characterized
by the 1st antiresonance frequency of the motor, which is solely the function of machine CM
winding inductance and its parasitic capacitances. Hence, the neutral point overvoltage,
unlike motor terminal overvoltage, is independent of the cable length where this type
of overvoltage can be observed without any cable connected between the inverter and
motor [5]. Given that the 1st antiresonance frequency of the motor typically falls within
the kHz range [6], the use of high-frequency WBG devices can enable the drive switching
frequency or its harmonics to coincide with the motor 1st antiresonance frequency. Unlike
inverter CM voltage, the magnitude of motor neutral point voltage is influenced by the
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relationship between drive switching frequency and machine antiresonance frequency. As
the switching frequency approaches the machine antiresonance frequency, the neutral point
voltage increases. Furthermore, if both frequencies align, the overvoltage can increase
significantly, exceeding CM voltage by several times due to motor resonance excitation [6].

This resonance effect is typically negligible with conventional silicon IGBT inverters,
as their switching frequency is practically limited to 20 kHz, while motor antiresonance
frequency is usually above 40 kHz [7]. However, with the rise of WBG devices, switching
frequencies can now reach up to 200 kHz with SiC MOSFETs and even higher with GaN
devices [8], increasing the likelihood of switching frequency or its harmonics matching the
motor antiresonance frequency. As a result, an elevated neutral point voltage can impose
considerable electrical stress on the winding turns closer to the stator neutral point, increas-
ing the risk of insulation failure. Additionally, it directly affects the magnitude of bearing
voltage, resulting in higher bearing current levels and accelerated bearing degradation.

CM chokes are widely utilized as a simple and highly effective approach to improve
the motor drive performance by attenuating the CM noise and EMI in conventional variable
speed drives. The conventional CM choke inductance is selected to create a high impedance
in the CM current path within the desired frequency range, limiting the CM current flow to
motor windings and frame. This ensures that CM current and EMI levels remain within the
limits of safety standards. However, conventional choke designs have negligible impact
on bearing current mitigation, as they do not address the fundamental causes of bearing
currents, i.e., neutral point and bearing voltage. Figure 1 shows a typical motor drive system
with the connection of a CM choke at the inverter terminals. It also demonstrates the CM
current path and overvoltage oscillations between motor neutral point and grounded
frame. In Figure 1, the two-level voltage-source inverter (VSI) supplies a three-phase star-
connected motor through a four-core power cable. The three output terminals of the VSI (A,
B, and C) are connected to the corresponding motor terminals (a, b, and c) through a CM
choke and power cable, while the dc-link midpoint (O) is connected to the grounded motor
frame (g). Since the CM current Icm flows in the same direction in all three phases, the CM
fluxes add up in the choke core and provide a high impedance to Icm, while allowing the
line current to pass through with negligible impedance.

 
Figure 1. A typical motor drive with choke connected at inverter terminals.

While CM current and EMI mitigation remains important, studies have reported that
67% of motor failures are linked to bearing-related issues [9], resulting in costly repairs,
operational downtime, and lost production in industries. This challenge has become even
more critical with the increasing adoption of WBG inverter-fed motor drives in electric
vehicles (EVs). In recent years, various motor bearing failures attributed to bearing voltages
and EDM currents have been reported in EVs [10]. These failures contribute to bearing
instability, excessive vibration, and noise, which not only degrade the performance but
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can also escalate into severe mechanical failures, posing significant reliability concerns
for such advanced systems where the highest level of reliability is essential. Therefore,
effective strategies to mitigate bearing currents are important to ensure the longevity and
reliability of wide-bandgap inverter-fed motor drives, particularly in critical applications
such as EVs.

The conventional CM choke design to reduce the CM noise in variable-speed drives
has been extensively studied in the literature for many years [11]. Various aspects of
CM choke inductor design and performance have also been analyzed [12]. However,
conventionally designed CM chokes are unable to mitigate motor neutral point voltage
and corresponding bearing voltage and EDM bearing current. Experiments conducted
in [13] evaluate the impact of different CM chokes on CM voltage and current, bearing
voltage, and EDM bearing current. While the results confirm that CM chokes can reduce
CM current by up to 90%, their influence on CM voltage, bearing voltage, and EDM current
remains negligible. Additionally, in [14], various CM voltage mitigation techniques are
evaluated, including the use of CM chokes. The analysis considers both the physical
size and placement of the CM chokes within the motor drive system. The experimental
results demonstrate that CM chokes are ineffective in reducing CM voltage, irrespective of
their positioning.

EDM bearing current events are produced when the bearing voltage exceeds the
dielectric breakdown threshold of the bearing lubricant. As the bearing voltage magnitude
is predominantly governed by neutral point voltage, which in turn is largely driven
by the inverter-generated CM voltage, it is worth exploring the CM voltage reduction
techniques reported in the literature as potential solutions for mitigating EDM bearing
currents. These include modified PWM schemes, modified inverter topologies, active noise
cancellation circuits, soft switching inverters, and multilevel converters. The modified
PWM strategies, such as active zero state PWM (AZSPWM) and near state PWM (NSPWM),
reshape switching sequences to eliminate zero voltage vector generation [15–17], whereas
modified inverter topologies commonly referred to as H7 and H8 architectures [18,19] or
multilevel converters such as T-Type or neutral point clamped [20] inherently synthesize
output voltages with reduced CM voltage through additional switching states and voltage
levels, respectively. Furthermore, active noise cancellation circuits inject compensating
voltages to counteract CM disturbances [21], while soft-switching inverters mitigate high
dv/dt transitions, thereby lowering CM voltage excitation [22]. A summary of existing
methods and their limitations is presented in Table 1.

It is worth noting that the aforementioned CM voltage reduction methods are limited
in their ability to reduce the CM voltage to ±Vdc/6 without having additional operational
constraints. Although reducing the CM voltage by 66% can suppress the bearing currents,
EDM current spikes can still be observed due to the presence of overvoltage at the motor
neutral point, especially when the switching frequency approaches the machine antires-
onance frequency. Therefore, the CM voltage reduction methods may not be effective in
eliminating the EDM current when applied to WBG inverters.

This paper proposes an alternate approach to design a CM choke for eliminating EDM
bearing current. Since the added CM choke increases the inductance of the motor CM circuit,
it is leveraged to shift the motor antiresonance frequency below the switching frequency
to lower the voltage stress at the motor neutral point and bearings. Furthermore, by
adjusting the ratio between antiresonance and switching frequency, motor bearing voltage
can be reduced to a negligible value, thereby eliminating the EDM bearing current spikes.
Additionally, the proposed CM choke design inherently reduces CM current magnitude
and EMI by lowering the motor neutral point voltage, which serves as the primary source
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of CM currents. It is worth noting that the proposed CM choke only modifies the CM
circuit of the motor, whereas the motor DM circuit remains unaffected. Design equations for
selecting the optimal CM choke inductance and core are presented, while the effectiveness
of the proposed strategy is validated through experimental testing on a 2.2 kW three-phase
induction motor.

The contributions of this paper are as follows:

• Comprehensive explanation of non-linear behavior of bearing voltage and the cor-
responding EDM bearing current events in relation to drive switching frequency,
offering deeper insight into the underlying mechanisms.

• Analysis of the limitation of conventional choke design approach.
• An alternative choke design approach to prevent the machine’s antiresonance fre-

quency from approaching or coinciding with the drive switching frequency, thereby
avoiding the excitation of motor resonance that exacerbates bearing current.

• The proposed approach eliminates the EDM currents under all tested scenarios, re-
gardless of switching frequency or dc-link voltage.

• Experimental evaluation of the proposed choke design approach against existing CM
voltage reduction methods to highlight its superior performance.

The rest of the paper is structured as follows. Section 2 highlights the limitation of
conventional CM choke design. Section 3 defines the bearing voltage and experimentally
analyzes its influencing factors. In Section 4, the different types of bearing currents are
demonstrated, while EDM bearing current and its influencing factors are experimentally
elaborated. Section 5 presents the design equations for selecting CM choke inductance
and core to eliminate EDM bearing current. Section 6 outlines the employed experimental
approach in this work, detailing the methodologies used to evaluate the proposed choke
design. Finally, Section 7 concludes the paper.

Table 1. Existing And Proposed EDM Current Mitigation Methods and Their Limitations.

Mitigation
Method

Mechanism
EDM Current

Effect
Cost/Complexity Limitations

PWM schemes
Reduce CM
voltage via
modulation

Reduced Low

Cannot
eliminate EDM

current across all
conditions

Modified
inverter

topologies

Reduce
switching stress
and CM voltage

Reduced Medium Increased circuit
complexity

Multilevel
inverters

Lower dv/dt
and CM voltage Reduced High High cost;

complex control

Sine
wave/dv/dt
filters/CM

chokes

Smooth output
voltage

waveform and
attenuate CM

EMI

Unaffected Medium
Ineffective for
EDM current;

increases losses

2. Limitation of Conventional CM Choke Design Approach

Conventional CM chokes are designed to offer large impedance to high-frequency CM
currents. The inductance of the choke is selected based on the peak amplitude of the CM
current harmonics and the desired level of attenuation, while its self-resonant frequency
is chosen to be higher than the targeted harmonic frequencies for effective attenuation.
However, these designs overlook motor neutral point voltage and its dependence on the
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relationship of motor CM antiresonance frequency and drive switching frequency. Since
the added CM choke inductance can lower motor antiresonance frequency, it can bring
the antiresonance frequency closer to or even match it with the drive switching frequency.
This results in elevated motor neutral point voltage and corresponding bearing voltage
and current.

2.1. Motor Neutral Point Voltage

Motor neutral point voltage primarily stems from the CM voltage generated by power
inverters in a motor drive system. The CM voltage is the average of the three pole volt-
ages of the inverter relative to the dc-link midpoint. With conventional sinusoidal PWM,
two-level VSIs yield four distinct CM voltage levels (i.e., ±Vdc/6 and ±Vdc/2), where Vdc is
the dc-link voltage. CM voltage pulses reflect at the stator neutral point due to impedance
mismatch between winding surge impedance and motor neutral-to-frame impedance, caus-
ing voltage oscillations at the neutral point. This voltage increases with rising switching
frequency and reaches its maximum when the switching frequency aligns with the machine
antiresonance frequency. Beyond the antiresonance point, a further increase in switching
frequency results in a reduction of the neutral point voltage.

This nonlinear behavior of motor neutral point voltage can be analyzed using the
high-frequency CM equivalent circuit of the motor drive, as shown in Figure 2, where
Vcm and Le are the inverter CM voltage and motor winding inductance, respectively.
As observed, motor neutral point voltage Vng is primarily capacitive in nature, as it is
influenced by the capacitance between the neutral point and grounded frame, which
is half of the motor winding-to-frame capacitance (i.e., 3Cw f /2 ) (π-model), and the
bearing voltage Vb is observed across parallel combinations of rotor-to-frame and bearing
capacitances. According to Figure 2, the bearing voltage, which is the primary cause of
EDM bearing currents, is directly proportional to the neutral point voltage Vng rather than
the inverter CM voltage, where it can be determined by the capacitive voltage divider
circuit within the motor CM equivalent circuit. The bearing voltage can therefore be
calculated by using the bearing voltage ratio (BVR) as follows:

Vb
Vng

=
Cwr

Cwr + Cr f + 2Cb
(1)

Figure 2. Motor CM equivalent circuit.

In a simple LC series circuit, the capacitive reactance and corresponding voltage
exceed the inductive reactance and voltage when the supply frequency is below the circuit’s
antiresonance frequency and vice versa, as graphically demonstrated in Figure 3a, where
the difference in both voltages is equal to the supply voltage, as shown in Figure 3b. Since
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the motor CM equivalent circuit behaves similarly, the neutral point voltage is higher
than the CM inductive voltage when the drive switching frequency is below the motor
antiresonance frequency. On the other hand, when the switching frequency exceeds the
antiresonance frequency, the motor neutral point voltage becomes lower than the CM
inductive voltage, while the difference between the two equals the CM voltage. Since
bearing voltage is a capacitive voltage divider of the neutral point voltage, it follows the
same non-linear trend with switching frequency as the neutral point voltage.

 
(a) (b) 

Figure 3. Frequency response of a series LC circuit. (a) Variation of inductive and capacitive reactance.
(b) Variation of inductive and capacitive voltage.

By way of example, a motor drive setup is simulated using the motor parameters
provided in [7]. The antiresonance frequency far of the motor model is 55 kHz. The motor
is supplied with a three-phase VSI using conventional SPWM at a dc-link voltage of 400 V
and modulation index of 0.3, while the switching frequency fsw is varied. Figure 4 shows
the effect of different switching frequencies on motor neutral point voltage. At 5 kHz
(see Figure 4a), the Vng exhibits damped voltage oscillations. This oscillatory response
arises due to the wave reflection phenomenon, resulting in 1.4 pu (CM voltage peak as
base) peak voltage magnitude at the motor neutral point. In subsequent subplots, as the
switching frequency increases, the motor neutral point voltage becomes sinusoidal, and
oscillation frequency matches the switching frequency. The peak motor neutral point
voltage varies non-linearly with switching frequency, where it increases to 1.9 pu when
switching frequency approaches machine antiresonance frequency (see Figure 4b) and
becomes maximum (i.e., 2.4 pu) when both frequencies coincide (see Figure 4c). However,
when switching frequency becomes higher than antiresonance frequency, the voltage
decreases to 1.6 pu (see Figure 4d). This demonstrates that the magnitude of motor
neutral point voltage depends upon the relationship between switching frequency and
antiresonance frequency of the motor.

2.2. Effect of Conventional CM Choke Design on Motor Neutral Point Voltage and Bearing Voltage

Conventional CM chokes are designed to introduce high impedance at targeted fre-
quency ranges (typically in the MHz range) to suppress the EMI. However, incorporating
such CM chokes into the drive system increases the overall CM inductance, thereby shifting
the CM antiresonance frequency of the motor drive to lower values. These CM chokes
are typically used with Si IGBT-based motor drives having practically limited switching
frequency of up to 20 kHz, while the motor antiresonance frequency is typically higher
than 40 kHz [7]. As a result, although the antiresonance frequency is lowered with CM
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choke inclusion, it typically remains above the switching frequency. This causes motor
neutral point voltage to remain higher than the CM voltage. Nonetheless, the downward
shift in motor CM antiresonance frequency may bring it closer to the switching frequency,
potentially resulting in an increase in motor neutral point voltage (see Figure 3b).

  

(a)  = 5 kHz (b)  = 35 kHz 

  

(c)  = 55 kHz (d)  = 75 kHz 

Figure 4. Impact of switching frequency on motor neutral point voltage.

As an example, the motor drive simulation model used previously is simulated with
and without the conventional CM choke at a switching frequency of 20 kHz. The CM choke
inductance is determined based on the CM current profile of the motor drive, as shown in
Figure 5a. Without a CM choke, the CM current reaches approximately 75–80 dBμA in the
EMI frequency range, which exceeds the permissible limits as described in DO-160F EMI
standards (i.e., 72–40 dBμA for 150 kHz–2 MHz and 40 dBμA for 2 MHz–30 MHz) [23].
To meet the standards, a minimum attenuation of 35–40 dBμA is required. Using the
insertion loss formula, an attenuation of 35–40 dB corresponds to a CM impedance of
approximately 2.8 kΩ at 150 kHz, which converts to a CM choke inductance of 3 mH.
Hence, introducing a 3 mH CM choke effectively reduces the CM current harmonics within
the EMI range (see Figure 5a). However, the inclusion of the CM choke shifts the motor
CM antiresonance frequency from 55 kHz to 40 kHz, as shown in Figure 5b. Although
the shifted antiresonance frequency remains higher than the switching frequency, the gap
between them is reduced.

Figure 6a,b illustrate the impact of CM choke connection on both the motor neutral
point and bearing voltages, respectively. Without a CM choke, the peak neutral point
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and bearing voltages are 314 V (1.5 pu) and 13 V, respectively. With a 3 mH CM choke,
the voltages increase to 357 V (1.7 pu) and 15 V, respectively. This rise in motor neutral
point voltage is attributed to the reduced gap between motor antiresonance frequency and
switching frequency. Since motor bearing voltage is directly proportional to the neutral
point voltage, it increases proportionally. Such a high bearing voltage can cause an electrical
breakdown of the motor bearing oil film, producing EDM current spikes. Moreover, a
high neutral-to-ground voltage can also be detrimental to the winding insulation, where it
can induce partial discharges that accelerate insulation aging and ultimately result in the
degradation of organic coatings on the motor winding.

(a) (b)

Figure 5. Impact of conventional CM choke on (a) EMI (b) CM impedance.

(a) (b)

Figure 6. Impact of conventional CM choke connection on (a) neutral point voltage; (b) bearing voltage.

Overall, the conventional CM chokes are effective in attenuating the high-frequency
CM current harmonics. However, they do not reduce motor neutral point voltage or its
associated adverse effects. On the contrary, their inclusion may increase both neutral
point and bearing voltages, thereby posing a significant risk to the motor’s lifetime and
overall reliability.
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3. Motor Bearing Voltage and Its Influencing Factors

Bearing voltage, defined as the potential difference between the inner and outer races
of motor bearings, has long been recognized as a critical reliability concern in electric
motor drives [24]. The adoption of WBG semiconductor devices has further exacerbated its
severity, as the higher switching frequencies enabled by WBG inverters intensify neutral
point overvoltage. This results in an increase in the dielectric stress across the bearing
lubricant layer, promoting harmful discharge currents that accelerate surface degradation
and significantly increase the risk of premature bearing and motor failure.

Electric motors inherently exhibit various parasitic capacitances distributed across
different components, including the stator windings, rotor, and bearings. In high-switching-
frequency motor drives, these capacitances can provide a low-impedance path, resulting
in leakage currents flowing through both the motor frame and the bearings. Furthermore,
the winding-to-frame capacitance couples the CM voltage to the motor frame, creating the
motor neutral-point potential relative to ground. Simultaneously, the bearing capacitance
establishes a capacitive path between the rotor and stator frame, resulting in a voltage
difference across the inner and outer bearing races. Figure 7 shows the cross-sectional view
of a three-phase star-connected motor, highlighting the different parasitic capacitances
distributed throughout the machine. It also highlights the voltages that arise between
different motor components, which contribute to the generation of bearing currents. The
parasitic capacitances present within the motor are the capacitance from stator winding
to grounded frame Cw f , stator winding to rotor Cwr, rotor to grounded frame Cr f , and
bearing capacitance Cb. The motor bearing capacitance Cb consists of Cb_I and Cb_O, which
represent the capacitances from the inner and outer bearing race to the rolling element
(ball), respectively. These inner and outer bearing capacitances combine to form the total
bearing capacitance, expressed as Cb (i.e., Cb_I + Cb_O = Cb).

Figure 7. Cross-sectional view of a typical three-phase star-connected motor.

In the existing literature, the terms “bearing voltage” and “shaft voltage” are used
interchangeably. However, there is a significant difference between the two voltages. The
bearing voltage Vb is defined as the potential difference between the inner and outer
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races of the bearing (i.e., between shaft and grounded frame), while the shaft voltage
Vsha f t represents the potential difference between the driving end and non-driving end
bearings [24]. These voltages are directly affected by neutral point voltage Vng, which is
the voltage between the stator winding neutral point and the grounded frame of the motor,
as shown in Figure 7. This voltage is typically assumed to be equal to the inverter CM
voltage. However, in the previous section, it was demonstrated that it can be several times
higher than the CM voltage, depending on the drive switching frequency. This observation
underscores the need for a detailed investigation into the influence of switching frequency
on bearing voltage formation.

3.1. Impact of Switching Frequency

To observe the effect of switching frequency on bearing voltage, experimental analysis
is carried out on a 2.2 kW three-phase four pole star-connected induction motor supplied
by a three-phase SiC two-level VSI, as shown in the experimental setup in Figure 8a.
Experimental parameters of the inverter, motor, and measurement probes are listed in
Table 2. The CM voltage is calculated by averaging the three pole voltages of the inverter,
while the neutral point voltage is measured between stator neutral point and grounded
motor frame. On the other hand, the bearing voltage is measured between the rotor shaft
and ground by using a carbon brush and a V-shaped brush holder, as shown in Figure 8b.
The inverter is supplied with a constant dc-link voltage of 600 V at a modulation index of
0.3. The switching frequency fsw is increased from 10 kHz to 60 kHz, and the corresponding
effect on Vcm, Vng, and Vb is analyzed. The results are presented in Figure 9, showing how
the switching frequency variations impact the motor neutral point voltage and bearing
voltage, where they have distinct behaviors, exhibiting peaks that increase/decrease under
certain changes in the switching frequency, whereas the CM voltage peak remains constant
at 300 V. At low switching frequency, i.e., 10 kHz (see Figure 9a), the bearing voltage
and neutral point voltage traverse in different voltage levels almost equivalent to the CM
voltage. However, as the switching frequency increases, as shown in subsequent subplots of
Figure 9, Vng and Vb become almost sinusoidal due to the increasing filtering effect of motor
parasitic capacitances. This again proves that the bearing voltage is directly influenced by
the neutral point voltage rather than the CM voltage. Additionally, it can be observed from
Figure 10, which summarizes the data collected from Figure 9, that the peak values of both
Vng and Vb increase as the switching frequency rises from 10 kHz to 40 kHz, after which
these values begin to decrease.

 
(a) 

Figure 8. Cont.
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(b) 

Figure 8. Experimental setup. (a) Hardware view. (b) Bearing voltage and current measurement setup.

Table 2. Parameters of Experimental Setup.

Inverter Parameter Description

Inverter type Three-phase VSI

Voltage levels Two-level

Switching devices SiC single N-channel MOSFETs (Wolfspeed
C2M0040120D)

Switch rating 1200 V/60 A

Gate resistance 25 Ω

Switching rise/fall time 52 ns/34 ns

DSP TMS320F28379D

Modulation technique Sinusoidal PWM

Motor Parameter Description

Rated line voltage 400 V

Rated line current 4.9 A

Rated Power 2.2 kW

Rated rotor speed 1445 RPM

Measurement Description

Voltage measurement 200 MHz Tektronix (THDP0200) voltage probe

Current measurement 120 MHz Tektronix (TCP0030A) current probe

Oscilloscope sampling rate 200 K/s

Oscilloscope edge count threshold 100 mA

Oscilloscope record length 20 million points
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(a)  = 10 kHz (b)  = 20 kHz (c)  = 30 kHz

  
(d)  = 40 kHz (e)  = 50 kHz (f)  = 60 kHz

Vcm (600V/div) Vng (600V/div) Vb (15V/div)

Figure 9. Impact of switching frequency on neutral point voltage and bearing voltage.

Figure 10. Variation in motor neutral point voltage and bearing voltage at different switching
frequencies and constant dc-link voltage.

To explain this phenomenon, it is important to consider the machine antiresonance
frequency, which can be determined by measuring machine CM impedance between
the parallel-connected three phases and ground wire of the motor. To measure the CM
impedance of the motor under test, an impedance analyzer Soletron (1260 + 1287) is
utilized, and the corresponding CM impedance graph is shown in Figure 11. The machine
antiresonance frequency is observed at 41.6 kHz. The motor neutral point voltage, due
to its capacitive nature, increases when the switching frequency is below the machine
antiresonance frequency (i.e., fsw < 41.6 kHz) (see Figures 9a–d and 10) and decreases
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when the switching frequency exceeds the antiresonance point (i.e., fsw > 41.6 kHz) (see
Figures 9e,f and 10). A similar trend can be observed in the bearing voltage. The reduction in
bearing voltage after the antiresonance point inherently leads to a corresponding reduction
in EDM currents, as it is unable to break down the bearing oil film.

Figure 11. CM impedance of the 2.2 kW motor under test.

3.2. Impact of Dc-Link Voltage

To evaluate the effect of dc-link voltage on bearing voltage, the motor drive is operated
at a fixed switching frequency of 20 kHz and a modulation index of 0.3, while the dc-link
voltage is varied from 200 V to 700 V. The motor neutral point voltage and bearing voltage
are measured and illustrated in Figure 12. Furthermore, the peak neutral point and bearing
voltage values at different dc-link voltages are summarized in Figure 13. As observed,
both the neutral point voltage and bearing voltage are directly proportional to the dc-
link voltage. This phenomenon is attributed to the neutral point voltage being derived
from the CM voltage generated by the inverter. As the dc-link voltage increases, the CM
voltage correspondingly rises, causing an increase in both the neutral point and bearing
voltages. At a low dc-link voltage of 200 V (see Figures 12a and 13), the peak neutral
point voltage and peak bearing voltage are approximately 195 V and 5 V, respectively (i.e.,
Vng(peak)/Vcm(peak) = 1.95 pu). As the dc-link voltage is increased in the subsequent subplots
in 100 V steps up to 700 V (see Figures 12b–f and 13), the neutral point and bearing voltages
are observed to increase almost linearly from 195 V to 620 V and 5 V to 15 V, respectively.
Since the switching frequency, i.e., 20 kHz, is kept constant at a value far away from motor
antiresonance frequency, i.e., 41.6 kHz, the ratio of peak neutral point voltage to peak CM
voltage remains almost constant at approximately 1.8–1.9 pu across all dc-link voltages,
whereas, in the case of switching frequency matching the machine antiresonance frequency,
this ratio was observed as approximately 2.5 pu (see Figure 10). Notably, even at the lowest
dc-link voltage of 200 V (i.e., 100 V CM voltage) and a low switching frequency of 20 kHz
(away from motor antiresonance frequency), the peak bearing voltage reaches 5 V, which is
sufficient to compromise the bearing lubricant film and initiate EDM currents depending
upon the bearing geometry and size. Therefore, any mitigation strategy must be designed
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to consider the influence of dc-link voltage alongside switching frequency to effectively
reduce EDM bearing currents.

(a) = 200 V (b) = 300 V (c) = 400 V

(d) = 500 V (e) = 600 V (f) = 700 V

Figure 12. Impact of dc-link voltage on neutral point voltage and bearing voltage.

Figure 13. Variation in motor neutral point voltage and bearing voltage at different dc-link voltages
and constant switching frequency.

4. Electrostatic Discharge Machining Bearing Currents

Conventional CM choke designs primarily target the mitigation of CM grounding
currents flowing from the stator winding to the grounded motor frame through parasitic
capacitances. However, additional grounding currents, known as bearing currents, also
exist within the motor. These currents flow from the stator winding to the rotor, and
subsequently from the rotor shaft to the grounded motor frame via the motor bearings.
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In this research, the choke design is specifically focused on reducing bearing currents.
An added benefit of the proposed design is its inherent ability to reduce CM grounding
currents as well, achieved through the reduction of the motor neutral point voltage and
bearing voltage, which acts as the primary driver of CM currents.

Various circulating and non-circulating bearing currents exist within the motor, as
demonstrated in Figure 7. High-frequency circulating and EDM bearing currents flow
within a closed loop, whereas rotor grounding and dv/dt capacitive bearing currents
originate from the motor windings and discharge to the grounded motor frame. The
high-frequency circulating bearing current Icir circulates between the stator frame and rotor
shaft through the bearings. Similarly, the EDM current IEDM forms a loop beginning at
the rotor shaft, traveling through the bearings to the stator frame, continuing to the stator
core, and then reaching the rotor core via the capacitance Cr f before completing its path
back to the rotor shaft. Additionally, a portion of the total CM grounding current may be
conducted as rotor ground current Irg, particularly when the rotor is grounded through the
driven load. On the other hand, the dv/dt capacitive bearing current Ib_cap flows from the
winding to the rotor, then to the bearing, and finally to the grounded frame through the
parasitic capacitances Cwr and Cb. It is worth noting that the EDM bearing current directly
penetrates the lubricating film within the bearing instead of flowing through the bearing
capacitances. That is why the EDM current is a primary contributor to bearing degradation
compared to the other types of bearing currents.

In the case of healthy lubrication, the bearings maintain lubricant film thickness
ranging from 0.1 to 1.4 μm, capable of withstanding voltages between 1.5 and 21 V [25].
However, when this voltage threshold is exceeded, EDM occurs within the motor bearings.
This can be visualized by measuring the bearing current of the motor. There are different
methods to measure bearing currents, such as direct intrusion measurement, the use of
an additional bearing, or radio frequency antenna-based methods. In this paper, a direct
intrusive measurement method is employed, as it allows accurate measurement of all types
of bearing currents as compared to other methods.

In this method, the motor’s endcap is modified to accommodate the measurement
circuit, as shown in Figure 14. The motor end cap is widened to incorporate a 1 mm thick
metal layer and a 1 mm thick insulation layer. The metal layer is inserted around the
bearing, and the insulation layer is positioned between the bearing and the motor frame
afterwards to prevent the bearing current from flowing into the motor frame. A short wire
is connected to the metal layer and taken out to allow the bearing current to bypass the
original internal current flow path, thereby enabling direct measurement of the current
passing through the wire. Due to the random occurrence of EDM currents, an “Edge count”
function is utilized in the oscilloscope to count the number of EDM spikes. The threshold
for EDM current detection is set as 100 mA which is significantly higher as compared to
dv/dt bearing currents.

Figure 14. Employed bearing current measurement method.
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Figure 15 shows the bearing voltage along with the associated bearing current mea-
sured at 600 V dc-link voltage and 20 kHz switching frequency. As seen, during the EDM
event, the voltage across the bearing drops to zero as the lubricant film ruptures. This
rupture causes the energy stored in the rotor-to-frame capacitance to discharge through
the bearings, resulting in an impulse current. The released energy generates an arc that
can melt the surface of the bearing raceway. The molten material is subsequently rolled
over by the rolling elements, forming a grey trace, and in severe cases, leading to a series
of flutings. Some of this molten material may also mix with the bearing lubricant, im-
pairing its insulating properties. Additionally, the rupture of the lubricant creates high
temperatures that can cause the lubricant to evaporate. This transient breakdown process
lasts only for a few hundred nanoseconds, before which the dielectric lubricant flows back
into the gap created by the discharge, reforming a new insulating film. Consequently, the
bearing capacitance recharges, and the EDM current ceases. This cycle of breakdown and
recovery occurs repeatedly, impacting the bearing voltage waveform after each breakdown.
Referring to Figure 15, each time the bearing voltage drops to zero during a breakdown, the
voltage waveform shifts upward or downward. A downward shift occurs if the EDM event
takes place during the positive half-cycle of the bearing voltage, and vice versa. As a result
of this shift, the voltage trajectory deviates from its original path during the subsequent
switching event.

 

 

Figure 15. Experimental bearing voltage and bearing current waveforms.

On the other hand, the capacitive dv/dt bearing current is generated with each
switching event, as shown in Figure 15. The frequency of occurrence of capacitive bearing
current is significantly higher than that of EDM current. However, due to its relatively
low amplitude (less than 100 mA), this dv/dt bearing current is generally not considered
harmful to the bearing raceway. In contrast, EDM currents can range from 200 mA to
1.4 A [26], posing a serious risk of damage to the bearing.

4.1. Impact of Switching Frequency on EDM Bearing Current

To observe the effect of switching frequency on EDM events, the motor under test
is supplied by a fixed dc-link voltage of 600 V and a modulation index of 0.3, while the
switching frequency is varied from 10 kHz to 60 kHz (10 kHz increment). This switching
frequency range is selected to cover the antiresonance frequency of the motor under test (i.e.,
41.6 kHz). The results presented in Figure 16 demonstrate that the number of EDM current
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spikes, within 1 min, rises from 622 at 10 kHz to 1887 at 40 kHz, and then decreases to 146
at 60 kHz. This non-linearity can be explained by considering the machine antiresonance
frequency and switching frequency of the drive.

 

   
(a)  = 10 kHz (b)  = 20 kHz (c)  = 30 kHz 

   
(d)  = 40 kHz (e)  = 50 kHz (f)  = 60 kHz 

Figure 16. Impact of switching frequency on EDM event count.

As demonstrated in Sections 2 and 3, the bearing voltage, which acts as the primary
source of EDM current generation, exhibits a direct proportionality to the motor neutral
point voltage, whereas the neutral point voltage itself depends on the relationship between
the machine antiresonance frequency and switching frequency. Since the antiresonance
frequency of the motor under test is measured as 41.6 kHz, the motor neutral point voltage
increases when the switching frequency increases up to this antiresonance point.

However, when the switching frequency exceeds the machine antiresonance frequency,
the neutral point voltage subsequently decreases. Since the bearing voltage directly reflects
the behavior of the motor neutral point voltage, it follows a similar pattern, as demonstrated
in Figure 10. Given that EDM current occurrence is governed by the bearing voltage, the
increase in switching frequency initially results in an increased EDM current count. Beyond
the point where the switching frequency surpasses the machine antiresonance frequency
(see Figure 9e,f), the decrease in bearing voltage leads to a corresponding reduction in EDM
current events.

4.2. Impact of Dc-Link Voltage on EDM Bearing Current

To evaluate the effect of the dc-link voltage on the EDM current, the motor is supplied
at a fixed switching frequency and modulation index of 20 kHz and 0.3, respectively, while
the dc-link voltage is varied from 200 V to 700 V in an increment of 100 V. The results
presented in Figure 17 show that the number of EDM events, within 1 min, increases
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from 35 counts at 200 V to 1034 counts at 700 V. This indicates that the increase in dc-link
voltage significantly influences the EDM current events, where they increase linearly with
increasing dc-link voltage even at low modulation index.

 

   
(a)  = 200 V (b)  = 300 V (c)  = 400 V 

   
(d)  = 500 V (e)  = 600 V (f)  = 700 V 

Figure 17. Impact of dc-link voltage on EDM event count.

Figure 18 illustrates the combined effects of switching frequency and dc-link voltage
on neutral point voltage, bearing voltage, and EDM event count. As shown, the neutral
point voltage exhibits a nonlinear variation with switching frequency, attributed to its
capacitive behavior, and a linear increase with dc-link voltage, owing to its dependence on
the inverter CM voltage (see Figure 18a). Since the bearing voltage and the corresponding
EDM current event count depends on motor neutral point voltage, both follow a similar
trend with switching frequency and dc-link voltage (see Figure 18b,c), that is, with lower
values of both observed at low switching frequencies and dc-link voltages. The values
increase progressively and reach a maximum when the switching frequency equals the
motor antiresonance frequency (i.e., fsw = 40 kHz) at the highest applied voltage (i.e.,
Vdc = 700 V). Beyond this antiresonance frequency, a further increase in switching frequency
results in a decrease in these values, although they remain comparatively high at elevated
voltage levels.
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(a) (b)

(c)

Figure 18. Combined effect of switching frequency and dc-link voltage on (a) neutral point voltage,
(b) bearing voltage, (c) EDM current event count.

5. Proposed CM Choke Design Approach

This paper employs a bearing voltage reduction approach to prevent EDM current
events. As outlined in Section 4, when the bearing voltage exceeds the breakdown voltage
of the bearing lubricant, the lubricant insulation fails and allows the current to pass through
the bearing, resulting in EDM current spikes. To eliminate these spikes, it is essential to
reduce the bearing voltage below the lubricant breakdown voltage. As detailed in Section 2,
the bearing voltage is directly proportional to the motor neutral point voltage.

Therefore, reducing the neutral point voltage will inherently reduce the bearing
voltage, which decreases the likelihood and magnitude of EDM current generation.

Since the practical switching frequency of IGBT inverters is limited to 20 kHz and
motor antiresonance frequencies are typically higher than 40 kHz, the CM chokes conven-
tionally designed for IGBT inverters typically operate under the condition of fsw < farshi f ted ,
where farshi f ted represents the motor antiresonance frequency shifted to lower values due
to the inclusion of the CM choke. In this condition, motor neutral point voltage tends to
be higher than inverter CM voltage (see Figure 3a,b). Consequently, the conventional CM
choke is ineffective at reducing the neutral point voltage and the corresponding bearing
voltage. To effectively mitigate these voltages and, in turn, EDM current events, the shifted
antiresonance frequency must be lower than the switching frequency, i.e., farshi f ted < fsw.
Therefore, this paper proposes a CM choke design that optimally shifts the motor antireso-
nance frequency below the switching frequency, leading to negligible neutral point and
bearing voltages, thereby eliminating the EDM bearing current spikes.
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5.1. CM Choke Inductance Selection

In this paper, CM choke inductance is determined based on the principle of shifting
motor antiresonance frequency to a lower value relative to switching frequency. Referring to
Figure 2, the winding-to-frame capacitance is much higher than other parasitic capacitances;
therefore, it acts as the dominant capacitance, and other capacitances can be neglected.
As a result, the motor CM equivalent circuit shown in Figure 2 can be simplified into a
series LC circuit consisting of three-phase equivalent CM inductance Le/3 and equivalent
capacitance between neutral point and grounded frame 3Cg (i.e., 3Cg = 3Cw f /2), as shown
in Figure 19a. According to Figure 19a, the motor antiresonance frequency far is given by

far =
1

2π
√
(L e/ 3)× (

3Cg
) (2)

  
(a) (b) 

Figure 19. Motor simplified CM equivalent circuit (a) without CM choke connection (b) with CM
choke connection.

By shifting far to a lower value than the switching frequency, the capacitive voltage
of the motor CM equivalent circuit (i.e., Vng) can be decreased. According to Equation (2),
this can be achieved by increasing either Le, Cg, or both. Due to the series connection of the
CM choke with the motor, its inductance is added to the motor CM equivalent inductance,
as shown in Figure 19b. Hence, the total CM inductance increases, effectively shifting
the motor antiresonance frequency to a lower value. According to Figure 19b, the shifted
antiresonance frequency farshi f ted of the motor, influenced by the series addition of the CM
choke inductance Lchoke, is

farshi f ted =
1

2π
√
(Le/3 + Lchoke)×

(
3Cg

) (3)

From Equations (2) and (3), the value of Lchoke can be calculated as

Lchoke =
f 2
arLe

3 f 2
arshi f ted

− Le

3
(4)

where per-phase winding inductance can be determined by rearranging Equation (2) as

Le =
1

4π2 f 2
arCg

(5)

Referring to Figure 11, the antiresonance frequency of the utilized motor is observed
as 41.6 kHz, whereas Cg can be calculated from the magnitude of CM impedance Zcm in
the low-frequency range (i.e., 1 kHz to 10 kHz), as
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Cg =
Cw f

2
=

1
6(2π f Z)

= 1.35nF (6)

where f and Z represent the selected frequency in the low-frequency range and the CM
impedance value, respectively. By substituting the determined parameters in Equation (5),
the value of Le for the motor under test is determined as 10.8 mH.

From Equation (4), the value of CM choke inductance required to shift the motor
antiresonance frequency to an arbitrary low value can be obtained. However, the optimum
shift required in the antiresonance frequency to reduce the bearing voltage to a certain level
and eliminate the EDM current spikes requires further calculations.

Motor neutral point can be calculated by applying a voltage divider rule on the CM
choke-connected motor CM equivalent circuit shown in Figure 16b. Since the CM choke is
designed to reduce the motor antiresonance frequency below the switching frequency, the
CM voltage as a function of inductive and capacitive voltage is given as

|Vcm | =
∣∣∣VLeq

∣∣∣− ∣∣Vng
∣∣ (7)

where (VLeq = VL + Vchoke). Using the voltage divider rule, Vng can be calculated as

∣∣Vng
∣∣ = Xcg

(X Leq
− Xcg

) × |Vcm | (8)

Since the RMS value of CM voltage and the corresponding neutral point voltage
varies inversely with the modulation index, the proposed approach is designed for the
worst-case scenario where the modulation index is low (i.e., high Vng). In the case of
lower modulation indices, the three phases switch almost simultaneously. As a result, the
inverter CM voltage approximates a square wave, with its RMS value equal to its peak
value. Therefore, Equation (8) can be rewritten in terms of peak values rather than RMS
values, as

Vng(p)√
2

=
Xcg

(X Leq
− Xcg

) × Vdc
2

(9)

Rearranging Equation (9), the ratio of peak neutral point voltage and peak CM voltage
is given by

Vng(p)

Vdc/2
=

√
2 Xcg

(X Leq
− Xcg

) = k (10)

Equation (10) indicates that the motor neutral point voltage can be reduced to any
fraction “k” of the inverter CM voltage by adjusting the ratio of Xcg and XLeq . Substituting
XLeq = 2π fsw (Lchoke + Le/3) and Xcg = 1/

[
2π fsw

(
3Cg

)]
into Equation (10) and the

values of Lchoke from Equation (4) and far from Equation (2) afterwards, the ratio of the
shifted antiresonance frequency and switching frequency can be expressed as

farshi f ted

fsw
=

1√
1 + 1/

√
2 k

(11)

Incorporating Equation (11) into Equation (4), the CM choke inductance required to
limit he neutral point voltage to any fraction “k” of the CM voltage is given by
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Lchoke =

(
1 + 1/k

√
2
)

f
2

ar
Le

3 f 2
sw

− Le

3
(12)

Equation (12) provides the required choke inductance to reduce the peak neutral point
voltage to any fraction “k” of the inverter CM voltage. To ensure the elimination of EDM
current, the bearing voltage must be reduced below a critical threshold. Consequently, the
value of “k” can be determined based on the required peak bearing voltage level.

From Equation (10), the peak neutral point voltage can be given as

Vng(p)
= kVcm(p) (13)

The peak neutral point voltage can also be calculated using the BVR of the motor
given in Equation (1) as

Vng(p)
=

Vb(p)

BVR
(14)

Equating Equations (13) and (14) yields

k =
Vb(p)

Vcm(p) × BVR
(15)

From Equation (15), the value of “k” can be calculated for any desired peak value
of the bearing voltage. The “k” value directly impacts the choke core design and size,
specifically the CM volt-seconds impressed on the choke core. The CM volt-seconds can be
given as

λ =
∫ Tsw

2

0
VLchoke dt (16)

where Tsw is the switchinng period and VLchoke is the CM voltage drop across the CM choke,
where the value of VLchoke can be determined by converting Equation (7) into peak values
and substituting the value of Vng(p) from Equation (13) afterwards, as

VLeq(p) = (1 + k)Vcm(p)
(17)

Assuming a negligible voltage drop across the motor CM winding to emulate the
worst-case scenario, the entire CM voltage is dropped across the choke coil. There-
fore, VLeq(p) = VLchoke(p), substituting the value VLchoke in Equation (16) and solving the
integration yields

λ =
(1 + k)Vcm

2 fsw
(18)

To analyze the impact of the fraction “k” on CM volt-seconds, different values of “k”
ranging from 0.1 to 1 are substituted into Equation (18), considering switching frequencies
of 40, 50, and 60 kHz and a constant dc-link voltage of 600 V. The corresponding CM
choke inductances and volt-seconds experienced by the choke core for varying “k” values
are shown in Figure 20. As observed, both the required choke inductance and the core
volt-seconds decrease as the switching frequency increases. Additionally, lower “k” values
require larger choke inductances compared to higher “k” values; however, the volt-seconds
across the core are reduced at lower “k” values. Since the volt-seconds are directly propor-
tional to the maximum flux density Bmax of the core, as expressed in Equation (19), higher
“k” values may cause the choke core to saturate, leading to a loss of inductance capability.
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Bmax =
λ

nAe
(19)

where n is the number of turns and Ae is the effective cross-sectional area of the core.

Figure 20. Impact of different “k” values on CM choke core volt-seconds.

Furthermore, at higher “k” values, the reduction in choke inductance corresponds to
fewer turns, which again increases the maximum flux density and the risk of core saturation.
Therefore, to ensure the practical feasibility of the choke size, the “k” value should be kept
as low as possible. Although a higher choke inductance will be required at lower “k”
values, the size of the choke will remain practical since the core volt-seconds will be lower.

For the motor under test, selecting a peak bearing voltage of ≤1 V to fully eliminate
EDM currents results in a calculated “k” value of 0.15 using Equation (15), assuming a peak
CM voltage of 300 V and the BVR of the motor as 2.2% (calculated based on the peak values
of neutral point voltage and bearing voltage). Based on this “k” value, the required choke
inductance at a switching frequency of 40 kHz is calculated as 37 mH using Equation (12).

5.2. CM Choke Core Selection

In this paper, the CM choke is designed to shift the motor antiresonance frequency
below the switching frequency, resulting in nearly all the inverter CM voltage being
dropped across the CM choke. Consequently, the primary concern is the core’s ability
to withstand the source CM voltage for a period determined by switching frequency.
Therefore, to select the appropriate CM choke core, it is important to first calculate the CM
volt-seconds across it.

To ensure that the selected choke core is capable of withstanding maximum voltage
stress, a worst-case operating condition is assumed. First, the CM voltage drop across
the motor winding inductance is considered negligible (i.e., VL ≈ 0), such that the entire
inductive CM voltage is imposed across the choke. Additionally, a low modulation index
is assumed, representing a scenario in which an RMS CM voltage equal to its peak value
(i.e., Vdc/2) is continuously applied across the choke within a switching cycle. Under these
assumptions, given a switching frequency of 40 kHz and dc-link voltage of 600 V, CM
volt-seconds across the CM choke core can be calculated for k = 0.15 as λ = 4.31 m Vs using
Equation (18).
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Furthermore, a nanocrystalline core material with a saturation flux density Bsat of
1.2 T–1.3 T is selected. Therefore, the maximum flux density Bmax in the core is selected to
be less than 1.2 T. According to Equation (19), to prevent core saturation, the product of n
and Ae must be greater than or equal to λ/Bmax. Therefore, by substituting the values for
the maximum flux density and maximum volt-seconds into Equation (19), and considering
the number of turns as 40, the cross-sectional area of the core should be larger than 0.89 cm2.
Furthermore, determining the inner and outer diameters of the core requires the calculation
of the magnetic path length lm, which can be derived from the CM choke inductance as

lm =
n2μ Ae

Lchoke
(20)

where μ = μ0μr. For nanocrystalline materials, the relative permeability μr is approx-
imately 30,000, yielding a total permeability μ = 3.77 × 10−2 H/m. Substituting the
calculated values into Equation (20), the magnetic path length can be determined as 14.5
cm. Using the values of Ae and lm and considering the height of the core as 20 mm (for
practicality), the inner and outer diameters of the CM choke core are determined as 41 mm
and 50 mm, respectively.

The calculated dimensions indicate that the CM choke can effectively withstand 115%
of the inverter CM voltage at Vdc of 600 V and switching frequency matching machine
antiresonance frequency, even at low modulation index. The resulting CM choke size is
practical, and a suitable core can be readily selected from commercially available options.

In this paper, a nanocrystalline (Magnetec NANOPERM M-011, 50 × 40 × 20 mm3)
core is selected that achieves a volumetric power density of approximately 8–12 kW/L,
which is within the same order of magnitude as advanced traction inverters that inte-
grate planar EMI filters, where system-level power densities of 25–35 kW/L have been
reported [27,28]. The high saturation flux density (≈1.3 T) and low-loss properties of
the nanocrystalline material enable a 30–50% reduction in volume compared with ferrite
equivalents while maintaining thermal stability and magnetic headroom. Although the
material cost (≈USD 3–25 per core) is higher than that for ferrites, it is justified by the
compactness, reliability, and EDM-current suppression that improve drivetrain durability.
Therefore, the proposed CM choke offers a practical balance among performance, cost, and
volume for WBG inverter-based applications.

5.3. Evaluation of Saturation Margin of the Selected CM Choke Core

The selected nanocrystalline core has a saturation flux density of 1.3 T. The proposed
CM choke core is designed to tolerate up to 115% of the CM voltage, resulting in a maximum
flux density of 1.18 T. This corresponds to a nominal saturation margin of approximately
9.23%. Although this margin appears narrow, it represents a highly conservative case
established to capture worse-case operating conditions. Specifically, the flux density and
volt-second stress are evaluated at an extremely low modulation index (≈0), where the
CM voltage exhibits its highest magnitude. However, such low modulation indices are not
encountered during normal inverter operation.

In practical operation, as the modulation index (MI) increases, the CM voltage transi-
tions from a bipolar square wave to a quasi-square shape; therefore, its effective RMS value
decreases, leading to a lower flux swing and greater magnetic headroom. Since no explicit
analytical relationship between modulation index and CM voltage RMS is available in the
literature, a rough estimation is obtained using MATLAB/Simulink R2022b for a two-level
VSI (Vdc = 600 V, fsw = 40 kHz). The simulated CM voltage RMS values for modulation
indices from 0.1 to 0.9 are then used to compute the corresponding flux linkage (λ), core
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flux density (Bmax), and saturation margins relative to the nanocrystalline core’s saturation
flux density.

To emulate transient and surge conditions, a +20% increase in dc-link voltage is
applied in all calculations, and the resulting margins are presented in Figure 21. The
results indicate that the lowest margin occurs near MI = 0.1, where Bmax ≈ 1.28 T (≈1.4%
margin). At MI = 0.3, which is the operating point used in this paper, the saturation margin
is approximately 27.5%, even with the 20% surge and 1.15 × Vcm stress considered. The
margin increases progressively with modulation index, exceeding 80% at M = 0.9.

Figure 21. Variation of the saturation margin of the proposed nanocrystalline CM choke core with
modulation index, considering a 20% dc-link voltage surge.

These results confirm that the choke remains well below the saturation limit under
both nominal and transient high-voltage conditions. The corner-case evaluation thus
validates that the design is conservative and possesses sufficient magnetic headroom for all
expected inverter operating scenarios.

6. Experimental Validation

Experimental analysis is carried out on a 2.2 kW three-phase four-pole star-connected
induction motor supplied by a three-phase SiC two-level VSI, as shown in the experimental
setup in Figure 8. The designed choke and the selected choke core parameters used in the
experiment are shown in Figure 22 and Table 3, respectively. The inverter is supplied with
a constant dc-link voltage of 600 V at a modulation index of 0.3 and switching frequency of
40 kHz.

Table 3. Calculated and Experimental CM Choke Parameters.

Designed Choke Parameters Calculated Experimental

Choke inductance 37 mH 38 mH

Outer diameter 50 mm 52.3 mm

Inner diameter 41 mm 37.1 mm

Height 20 mm 22.3 mm

No of turns 40 44
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Figure 22. A 38 mH choke designed for the experimental analysis, shown alongside a standard pencil
for scale.

6.1. Impact of Proposed CM Choke Connection on Motor Bearing Voltage

To evaluate the effectiveness of the proposed CM choke in mitigating motor neutral
point voltage and resulting bearing voltage, measurements are conducted for both voltages
with and without the proposed CM choke connection. On the other hand, the CM voltage
is calculated by averaging the inverter pole voltages.

Figure 23 shows the results obtained. As shown, without the CM choke connection,
the peak amplitude of the neutral point voltage Vng reaches 600 V (i.e., 2 pu) (Figure 23a),
while the peak bearing voltage is observed as 17 V (Figure 23b). Such a high motor neutral
point voltage and bearing voltage pose a significant risk to motor winding insulation
and bearings. However, with the implementation of the proposed CM choke, the peak
neutral point voltage drops to 35 V (i.e., 0.12pu), and the peak bearing voltage drops to 1 V.
This substantial reduction in motor neutral point and bearing voltage minimizes electrical
stress on motor windings and effectively suppresses the risk of EDM-induced damage
to bearings.

  
(a) (b) 

Figure 23. Impact of proposed CM choke connection on (a) neutral point voltage and (b) bearing voltage.
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6.2. Impact of Proposed CM Choke Connection on EDM Bearing Current

In the case of motor drive operation without any CM choke connected, the highest
EDM current count occurred when the switching frequency matched the machine antires-
onance frequency, particularly under the high dc-link voltage condition (i.e., at 40 kHz
and 600 V) (see Figure 16d). To validate the effectiveness of the proposed approach under
these conditions, the bearing current is measured at a switching frequency of 40 kHz,
dc-link voltage of 600 V, and modulation index of 0.3 with connection of the proposed CM
choke. The experimental results, presented in Figure 24a, show a complete elimination of
EDM current spikes over the specified time frame, whereas 1887 EDM current spikes were
recorded in the same time frame when no mitigation was considered.

  
(a) In 1 min  (b) In 10 min 

Figure 24. Impact of proposed CM choke connection on EDM bearing current event count.

To further validate the performance of the proposed CM choke, the bearing current
is monitored over an extended duration of 10 min, as shown in Figure 24b. It is observed
that, with the proposed CM choke connected, no EDM current spikes > 100 mA occur even
over the prolonged observation period.

6.3. Impact of Proposed CM Choke Connection on Motor Common-Mode and Line Current

To analyze and compare the CM current Icm of the motor drive system with and
without the proposed CM choke connection, measurements are taken using a current
probe placed across the three lines of the motor (AC side) and around both positive and
negative DC buses (DC side). The proposed CM choke lowers the motor’s antiresonance
frequency relative to the switching frequency, thereby reducing the neutral point voltage,
bearing voltage, and the associated EDM bearing current. As the neutral point voltage
is the primary driver of CM current, this reduction decreases CM current flow from the
motor winding-to-frame/ground (AC side). The CM current, however, circulates in a
closed loop: Inverter → Motor windings/parasitics → Motor frame → Ground → DC
source/AC mains → Inverter. Hence, any reduction on the AC side inherently leads to
a corresponding reduction on the DC side. Thus, the implementation of the CM choke
provides simultaneous suppression of CM current on both sides of the inverter.

The results, presented in Figure 25a, show the CM current measured simultaneously
on the AC and DC side of the inverter without the CM choke. As shown, the CM current
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is similar in magnitude as well as waveshape on both sides of the inverter. Furthermore,
without the CM choke, CM current exhibits a sinusoidal waveform with high-frequency
harmonics and a peak amplitude of 0.9 A, primarily due to the high neutral point voltage.
However, with the optimally designed CM choke in place, the CM current is reduced
by 83%, lowering the peak amplitude to 0.15 A while also minimizing harmonic content,
as shown in Figure 25b. Figure 25c presents the frequency spectrum of the CM current.
Notably, with the proposed CM choke, the overall CM current harmonics are attenuated
as compared to the case of without the CM choke. Furthermore, in the higher frequency
range (i.e., 10 MHz onwards), it remains around 50 dBμA. Although the proposed choke is
designed to eliminate the EDM bearing current, it also attenuates the AC and DC side CM
current peak and CM-EMI by reducing the neutral point voltage.

(a) (b) (c)

Figure 25. Experimentally measured CM current (a) without proposed CM choke connection; (b) with
proposed CM choke connection; (c) DC and AC CM EMI.

The line currents also benefit from the proposed CM choke connection, as shown
in Figure 26. Without the CM choke, line currents show a peak of approximately 4 A
with a noticeable ripple. With the proposed CM choke installed, the peak line current
remains almost the same; however, the ripple amplitude is effectively reduced, resulting
in a smoother sinusoidal waveform with total harmonic distortion reduced from 13.4% to
5.3%. This demonstrates that the proposed CM choke not only suppresses CM disturbances
on both the AC and DC sides but also improves line current quality, enhancing overall
system performance.

Table 4 summarizes the measured impact of the proposed approach on motor pa-
rameters in the worst-case scenario. Significant reductions are achieved across all metrics,
including a 94% decrease in peak bearing voltage, complete elimination of EDM current
spikes, and an 83% reduction in peak CM current. The average EMI level is also lowered
from approximately 85 dBμA to 75 dBμA, indicating improved compliance with EMC
guidelines and reduced stress on motor bearings.
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(a) (b) 

Figure 26. Experimentally measured motor line currents (a) without proposed CM choke connection;
(b) with proposed CM choke connection.

Table 4. Performance of Proposed CM Choke Design Approach in Reducing Bearing Voltage, Neutral
Point Voltage, EDM Bearing Current, CM Current, and Line Current at fsw = 40 kHz and Vdc = 600 V.

Parameter
Without Proposed

Approach
with Proposed

Approach
Percentage
Reduction

EDM Current spikes in 1 min 1887 0 100%

Bearing voltage (peak) 17 V 1 V 94%

Neutral point voltage (peak) 600 V 35 V 94%

CM current (peak) 0.9 0.15 83%

EMI (150 kHz–30 MHz) 110–60 dBμA 100–50 dBμA 9–16%

Line current THD = 13.4% THD = 5.3% 60%

6.4. Robustness of the Proposed CM Choke Design Under Parasitic Element Variations

The accuracy of parasitic parameter estimation can be influenced by insulation aging,
temperature, and variations among motor designs. Published studies report measured
trends in stator insulation capacitance and winding inductance under these conditions,
although explicit absolute percentage changes are limited. For example, the Electric Power
Research Institute (EPRI) report on thermal aging of stator windings shows that winding-
to-frame capacitance changes are typically below 2–3% under moderate deterioration [29].
Thermal-aging experiments on enameled coils indicate similar gradual increases with
aging [30], while dielectric measurements on traction-motor winding insulation under
thermal aging show a ±1–5% change, with typical operating temperature variations [31].
For the magnetic components, manufacturer data show that permeability variations with
temperature can lead to inductance changes of up to ±30%, with typical production
tolerances of ±10–20% [32].

Based on these reported trends, a winding-to-frame capacitance variation of up to
±30% and a common-mode winding inductance variation of ±50% is considered for
robustness analysis. Figure 27 shows the variation in bearing voltage with the variation in
motor parasitic element values. These bearing voltage values are obtained when a fixed
proposed CM choke of 37 mH is connected for the worst case of 600 V dc-link voltage and
40 kHz switching frequency. Using the design Equation (12), the “k” values are calculated
for each parameter variation and then substituted in Equation (15) to estimate the bearing
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voltages. As observed in the chart, even with the widest ranges of parameter variations,
the peak bearing voltage consistently remains below 3 V, and EDM spikes are unlikely at
this small bearing voltage.

To further validate this claim, the motor operating points are adjusted such that, with
the proposed 37 mH CM choke, the resulting bearing voltage reaches approximately 3 V (to
emulate parameter variation). Under operating conditions of 25 kHz switching frequency,
400 V dc-link voltage, and a modulation index of 0.3, the measured bearing voltage is
approximately 3 V, as shown in Figure 28a. Figure 28b shows the corresponding EDM
bearing current. As seen, there are no EDM spikes observed even when the bearing voltage
increases to 3 V. This confirms that the proposed CM choke design remains resilient to both
manufacturing tolerances and operational variability.

Figure 27. Calculated motor bearing voltages for motor parasitic parameter variations.

(a) (b)

Figure 28. Experimental (a) motor bearing voltage and (b) EDM bearing current measured using
fixed CM choke of 38 mH at switching frequency of 25 kHz and dc-link voltage of 400 V.
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6.5. Robustness of the Proposed CM Choke Design Across Different Operating Conditions

To confirm the robustness of the proposed 37 mH CM choke (designed for switching
frequency of 40 kHz) across different converter operating points, additional evaluations are
conducted using switching frequencies of 30 kHz and 50 kHz, while all other parameters
remain constant. Since the CM voltage, neutral point, and the resulting bearing voltage
scale with the dc-link voltage, a lower dc-link voltage inherently reduces these voltages.
Therefore, the robustness assessment is carried out at the highest test dc-link voltage of
600 V to represent the most severe operating condition.

The proposed CM choke is analyzed using the design Equation (12) to compute the
“k” value for each switching frequency while keeping Lchoke fixed at 37 mH. The calculated
“k” values of 0.29 and 0.09 for 30 kHz and 50 kHz, respectively, are used to estimate the
bearing voltage from Equation (15) and the λ using Equation (18). With a worst-case CM
voltage of 300 V and a BVR of 0.022, the resulting bearing voltages are 1.9 V and 0.6 V
for 30 kHz and 50 kHz, respectively, while λ varies inversely, being 6.4 mVs at 30 kHz
and 3.1 mVs at 50 kHz. Although λ increases slightly at the lower switching frequency,
the experimental modulation index of 0.3 reduces the effective CM voltage below 300 V,
which compensates for the rise in λ and ensures that both flux and Bmax remain within the
non-saturating limits of the core.

Figure 29 presents the waveforms of the bearing voltage and EDM current measured
at different switching frequencies. As shown, across all operating points, no EDM-related
discharge spikes occur because the calculated bearing voltage remains below 2 V. These
results demonstrate that the proposed single 37 mH CM choke, optimally designed for a
switching frequency 40 kHz, exhibits strong robustness across different switching frequen-
cies (higher and lower than 40 kHz). Even under high dc-link voltage, the magnetic stress
and bearing voltage remain within safe limits, and no EDM discharge events are observed.
Consequently, a single fixed-value CM choke can be confidently applied across a broad
operating range, simplifying practical implementation in motor-drive systems.

 

  
(a) (b) 

Figure 29. (a,b) Bearing voltage and EDM bearing current at different switching frequencies using
fixed CM choke of 38 mH.

6.6. Core-Loss Estimation and Thermal Validation of the Proposed CM Choke

This section presents the analytical estimation and experimental validation of core
losses and thermal behavior for the nanocrystalline core employed in the proposed CM
choke. The evaluation of the loss characteristics of the Magnetec NANOPERM M-011
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material under high-frequency excitation and confirmation the thermal stability of the
design under worst-case operating conditions are performed.

The nanocrystalline toroidal core used for the proposed CM choke (Magnetec NANOP-
ERM M-011) is analyzed for core loss and thermal performance under high-frequency
excitation. Core losses are estimated using the improved Generalized Steinmetz Equation
(iGSE), which accounts for non-sinusoidal flux excitation. Based on the manufacturer’s ma-
terial constants (k = 2.0 × 10−3, α = 1.45, and β = 1.95) at 100 ◦C, the equivalent coefficient
ki is derived and applied to evaluate the volumetric power loss.

For the applied ±300 V CM voltage (square wave) at 40 kHz and 44 turns per phase,
the iGSE model predicts a total core loss of approximately 2.5 W, increasing to 4.9 W
at 60 kHz for a flux swing of 2.4 Tpp. Thermal analysis based on natural convection
(h = 10–20 W/m2K) and the toroid surface area yielded a steady-state temperature rise of
24–48 K, corresponding to a core temperature of 44–68 ◦C at 40 kHz in a 20 ◦C ambient
environment. Figure 30 shows the experimental infrared thermography under Vdc = 600 V
and fsw = 40 kHz with a stabilized surface temperature of about 43.3 ◦C, indicating a loss
of 1.2–2.3 W, which is less than the predicted value due to the reduced effective CM voltage
(i.e., modulation index of 0.3) used during testing. Overall, the analytical and experimental
results confirm low loss levels and thermally stable operation well below the 130 ◦C limit
of the nanocrystalline material. All detailed calculation steps are provided in Appendix A.

 

Figure 30. Infrared thermography of the proposed CM choke at 600 V dc-link voltage and 40 kHz
switching frequency.

6.7. Experimental Evaluation of Proposed CM Choke Design Against Existing CM Voltage
Reduction Methods for EDM Current Elimination

Several active CM voltage reduction methods have been proposed in the literature, as
discussed in Section 1. While each method employs a different technique, they all share a
common limitation in that the maximum achievable CM voltage reduction is constrained
to ±Vdc/6. This reduced CM voltage is typically sufficient to eliminate EDM spikes at
low switching frequencies. However, WBG inverters enable motor drives to operate at
higher switching frequencies, increasing the possibility of switching frequency approaching
the machine antiresonance frequency. This can excite machine resonance, resulting in a
significant overvoltage at the machine neutral point. As the bearing voltage is directly
proportional to the neutral point voltage, it can also increase and exceed the bearing
lubrication breakdown threshold, even with the CM voltage being reduced to ±Vdc/6. As
a result, EDM current spikes can still be observed with reduced CM voltage approaches.
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Among the CM voltage reduction methods, the modified PWM schemes, such as the
AZSPWM, stand out as the most cost-effective solution. Therefore, the proposed approach
is compared with the AZSPWM method to evaluate its effectiveness in eliminating EDM
current spikes. For comparison, the motor drive under test is operated under the same
proposed approach, effectively eliminating EDM current spikes at all switching frequencies.
In contrast, under the AZSPWM1 operating conditions using the AZSPWM1 modulation
technique instead of SPWM, measurements are recorded for the inverter CM voltage, motor
neutral point voltage, bearing voltage, and bearing current.

Figure 31 shows the experimental results under the AZPWM1 modulation method
conducted at a dc-link voltage of 600 V and switching frequency of 40 kHz, while the
modulation index is fixed at 0.3. From Figure 31a, it can be observed that the peak CM
voltage is limited to ±100 V (i.e., ±Vdc/6). However, despite this reduction, a peak neutral
point voltage of 290 V and a corresponding peak bearing voltage of 7 V can be observed.
This bearing voltage is sufficiently high, exceeding the lubrication breakdown threshold,
causing EDM current spikes (see Figure 31b). As seen, there are 626 EDM current spikes
occurring within a 1 min interval, which indicates persistent electrical stress on the motor
bearing system. In contrast, the proposed approach demonstrates a complete elimination
of EDM current spikes under identical operating conditions, as illustrated in Figure 24.

  

  
(a) (b) 

Figure 31. Effect of AZSPWM1 modulation technique on (a) CM voltage, neutral point voltage, and
bearing voltage. (b) EDM event count.

7. Conclusions

In this paper, a new design approach for a CM choke is proposed. The proposed
design overcomes the limitation of conventional CM chokes by effectively eliminating EDM
bearing current spikes. Additionally, the proposed CM choke can inherently minimize
CM current and EMI by reducing the neutral point voltage. The CM choke inductance
is optimally selected to shift the motor antiresonance frequency to an optimized lower
value relative to the switching frequency. By maintaining an optimized ratio between
these frequencies, the motor bearing voltage can be mitigated, resulting in a complete
elimination of the EDM bearing current spikes. Since the proposed CM choke connection
shifts the motor antiresonance frequency below the switching frequency, most of the source
CM voltage is absorbed by the choke core, thereby minimizing its propagation to the
load and bearings. As a result, the CM choke core is specifically designed to withstand
the source CM voltage without saturation. The calculations indicate that the CM choke’s
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overall size remains practical, enabling the use of commercially available off-the-shelf cores.
To validate the effectiveness of this design, extensive experimental testing is conducted
under various operating conditions. The experimental results confirm that the bearing
voltage is not only significantly reduced but also maintained below the threshold required
for EDM current generation. This ensures that EDM current spikes are eliminated across
various operating conditions. The robustness of the proposed approach is experimentally
validated, demonstrating the elimination of EDM bearing current spikes under various
operating conditions using a single CM choke, without requiring reselection. Furthermore,
a comparison of the proposed CM choke with an existing CM voltage reduction technique,
which reduces the CM voltage to ±Vdc/6, is performed to assess the relative effectiveness
of both methods in addressing EDM bearing currents. This comparison confirms that
the proposed CM choke outperforms conventional CM voltage reduction techniques in
eliminating EDM bearing currents.
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Abbreviations

The following terms and symbols are used in this manuscript.

Ae Core cross-sectional area Cw f
Motor parasitic capacitance between winding and
frame

As Core surface area Cwr
Motor parasitic capacitance between winding and
rotor

α Steinmetz exponent (frequency dependent) ΔBpp Peak-to-peak flux density
β Steinmetz exponent (flux dependent) ΔT Temperature rise
AZPWM Active Zero State Pulse Width Modulation EDM Electrostatic Discharge Machining
Bmax Maximum flux density EMI Electromagnetic Interference
BVR Motor Bearing Voltage Ratio EV Electric Vehicle
Cb Bearing capacitance f Frequency of excitation
Cb_I Bearing capacitance from ball to inner race far Motor antiresonance frequency
Cb_O Bearing capacitance from ball to outer race farshi f ted Shifted antiresonance frequency

Cg
Motor parasitic capacitance between neutral point
and frame

fsw Switching frequency

GaN Gallium Nitride VL Inductive voltage drop
h Convection heat transfer coefficient Vng Neutral point voltage
Ib Capacitive bearing current Vs Supply voltage
ICIR High frequency circulating current XL Inductive reactance
Icm Common-mode current XCg Motor neutral-point parasitic capacitive reactance

IEDM Electrostatic discharge machining current XLeq

Motor winding and choke equivalent inductive
reactance

Irg Rotor grounding current ZCM Motor common-mode impedance
iGSE Improved Generalized Steinmetz Equation
k Steinmetz coefficient
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ki Equivalent iGSE constant
lm Magnetic path length
Lchoke Choke inductance
Le Motor winding inductance
λ Volt-seconds
m Core mass
N Number of turns per phase
n Number of turns (generic)
NSPWM Near State Pulse Width Modulation
Pcore Total core loss (W)
Pmeas Measured power loss
Pv Core loss density (W/kg)
Rth Thermal resistance
SiC Silicon Carbide
Ta Ambient temperature
Tcore Core temperature
Tsw Switching period
VLeq Motor winding and choke equivalent voltage drop
Vb Bearing voltage
Vc Capacitive voltage drop
Vchoke Voltage drop across CM choke
Vcm Common-mode voltage
Vdc dc-link voltage
VSI Voltage Source Inverter
WBG Wide-Bandgap
XC Capacitive reactance

Appendix A

This appendix provides the detailed calculations used to estimate the core losses and
thermal performance of the Magnetec NANOPERM M-011 nanocrystalline core.

Core Geometry and Excitation Parameters:

Ae = 7.3 × 10−5m2, le = 0.1403 m, Vc = 1.02 × 10−5m3

Material Density = 7250 kg/m3 → Core Mass = 0.074 kg.
For the applied excitation conditions (±300 V CM voltage, fsw = 40 kHz, n = 44 turns

per phase):
ΔBpp = 2.4 T ⇒ Bmax = 1.2 T

The rate of flux change is given by

dB
dt

= 2 f ΔBpp

iGSE Parameters (from datasheet at 100 ◦C):

k = 2.0 × 10−3, α = 1.45, β = 1.95

The equivalent iGSE constant is computed as

ki =
k

πα−1 =
(

2.0 × 10−3
)

/π0·45 = 8.6 × 10−4
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Loss Density Calculation:

Pv = ki

(
dB
dt

)α(
ΔBpp

)β−α

At 40 kHz:

dB
dt

= 2 f ΔBpp = 2 × 40, 000 × 2.4 = 1.92 × 105 T
s

Pv = 8.6 × 10−4 ×
(

1.92 × 105
)1.45 × (2.4)0.5 = 33.8

W
kg

Total Core Loss:

Pcore = Pv × m = 33.8 × 0.074 = 2.50 W

Similarly, predicted losses are 3.7 W and 4.9 W at 50 kHz and 60 kHz, respectively.
Thermal Model:

The surface area of the toroidal core is approximated as

As = 0.00524 m2

For natural convection (h = 10–20 W/m2K):

Rth =
1

h As
= 9.5 − 19

K
W

The steady-state temperature rise is given by

ΔT = Pcore × Rth

At 40 kHz:
ΔT = 2.5 × (9.5 − 19) = 24 − 48K

Hence, for ambient temperature Ta = 20 ◦C:

Tcore = Ta + ΔT = 44 − 68 ◦C

Validation:

Measured core temperature from infrared thermography = 43 ◦C → ΔT = 23 K.
Back-calculated loss:

Pmeas =
ΔT
Rth

= 1.2 − 2.3 W
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Abstract

Demand for brushless alternatives to the series universal motors and induction motors
in domestic applications and automotive applications is increasing. Among the available
candidates, single-phase flux-switching permanent magnet (SP-FSPM) machines have
gained attention due to a simpler magnetic structure and control system. However, their
torque density remains limited. Therefore, a SP doubly-fed FSPM (SP-DF-FSPM) ma-
chine is developed in this paper which features an additional set of armature windings on
the rotor. By effectively utilizing the rotor slot area, the proposed SP-DF-FSPM machine
enhances electrical loading and torque density while providing inherent fault-tolerant
capability, a critical addition compared with conventional SP-FSPM machines. A com-
prehensive parameter-sensitivity analysis is conducted for a 10-stator-pole/10-rotor-tooth
configuration to optimize key geometric parameters for the maximum torque and reliable
self-starting operation. The electromagnetic performance of an optimized design is evalu-
ated and compared against a conventional SP-FSPM machine. The results show that the
SP-DF-FSPM machine can achieve a 24.75% higher torque output, improved efficiency, and
enhanced power factors under the healthy condition. Moreover, the machine can deliver
63.5% and 36.0% torque when operating with only stator and rotor windings, respectively,
demonstrating the fault-tolerant capability. Experimental validation via an SP-DF-FSPM
prototype shows close agreement with simulation results.

Keywords: dual-armature; doubly-fed; fault-tolerant; flux switching permanent magnet
machine; single-phase

1. Introduction

Series universal motors are a common, cost-effective choice for home appliances and
power tools; they, along with other existing options like induction or switched-reluctance
machines, are limited by torque density, lower efficiency, and durability issues [1–3]. This
has created a pressing need for high torque density, high efficiency, and reliable machine
alternatives for these applications. Therefore, research has since progressed into permanent
magnet (PM) machines, among which the stator-PM machines, such as doubly salient
PM machines, flux-reversal PM machines, and flux-switching PM (FSPM) machines, have
emerged as a compelling alternative [4–6].
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In recent years, FSPM machines have been extensively investigated as one of the
most promising stator-PM topologies, owing to its high torque capability and compact
structure [7]. Their key advantage is that PMs are embedded in the stator, which houses the
windings as well, allowing for a simple, robust salient-pole rotor. Thus, this configuration
merges the mechanical durability of SRMs with the high efficiency and power factor of
PM machines. Nevertheless, a fundamental design constraint remains: the placement of
magnets within the stator core significantly reduces the available slot area for windings,
which limits torque density [8,9]. To increase the slot area, partitioned stator topologies are
proposed in [10–12] which separates the PMs. These partitioned stator machines have a
double air gap, and the rotor is sandwiched between the stator components. This structure
better utilizes the inner space of the machine, hence improving the torque density. However,
this approach results in complicated machine structure and increase in manufacturing
costs. Furthermore, enhancing the fault tolerance of FSPM machines for high-reliability
applications often necessitates complex strategies such as increasing the number of phases,
single-layer windings, or adding redundant windings [13–17]. These solutions increase
costs, control complexity, and inverter requirements. A double-armature configuration was
later proposed for poly-phase FSPM machines to simultaneously enhance torque density
and fault-tolerant capability [18]. By augmenting the conventional design by integrating an
additional armature winding within the rotor slots, this configuration directly leverages the
previously unused rotor slot area, thereby increasing the electrical loading, and hence the
torque density. Furthermore, the dual-armature winding structure inherently provides fault
tolerance, as the stator and rotor windings can operate independently, introducing a layer
of operational redundancy. The dual-armature technique has also been successfully applied
to other poly-phase stator-PM machines like flux-reversal machines [19] and doubly salient
machines [20].

Given that poly-phase dual-armature FSPM machines generally require different
numbers of stator poles and rotor teeth and hence two different phase numbers, their
control systems become inherently complex and costly. In contrast, SP FSPM machines
feature a simpler structure and control scheme, making them more suitable for cost- and
reliability-sensitive consumer applications [21,22]. Despite these, SP FSPM machines
suffer from relatively low torque density, poor starting capability, and phase redundancy.
The self-starting capability can be improved by introducing the chamfered rotor tooth
and segmented rotor tooth [23], but the absence of an SP FSPM configuration capable of
simultaneously achieving high torque density and fault tolerance remains evident.

To address this gap, this paper develops an SP doubly-fed (DF) FSPM (SP-DF-FSPM)
configuration by employing dual-armature configurations. The effects and potential bene-
fits of dual-armature configurations on the torque density and fault tolerance in SP FSPM
machines are systematically investigated or quantified for the first time. In addition, analy-
sis is conducted to investigate the influence of design parameters, including the unique
rotor tooth chamfer size, on torque density. It should be noted that the requirement to
maintain self-starting capability introduces additional design trade-offs during the con-
ducted optimization, which distinguishes SP machines from their poly-phase counterparts.
Torque outputs under healthy and faulty conditions, along with other electromagnetic
performance, of the optimized SP-DF-FSPM machine are compared with the optimized
conventional SP-FSPM machine to demonstrate the superiority.

In this article, initial topology and working principle of the SP-DF-FSPM machine are
presented, followed by the sensitivity analysis of key parameters to maximize the torque
while maintaining the starting torque capabilities. Afterwards, a detailed electromagnetic
analysis is performed for the optimized machines, and their performance is compared.
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Finally, a 10-stator-pole/10-rotor-teeth SP-DF-FSPM machine was fabricated and tested
for validation.

2. SP-DF-FSPM Machine Topology and Operating Principle

Common topologies of the conventional SP-FSPM and the proposed SP-DF-FSPM
machines are presented in Figure 1. The proposed SP-DF-FSPM machine is derived from
the conventional SP-FSPM configuration by introducing an additional set of armature
windings. The two sets of armature windings in the SP-DF-FSPM machine are powered
by separate inverters, allowing them to function both collaboratively and independently.
Hereby, this feature adds fault-tolerant capability to the machine, as the remaining set of
armature windings can continue to function even if one set fails. It is worth noting that
the SP-FSPM machines in Figure 1a,b must comprise the same number of stator poles
and rotor teeth, as opposed to poly-phase DF-FSPM machines in Figure 1c, which require
different numbers of stator poles and rotor teeth [18]. Moreover, the rotor tooth chamfer is
introduced to enhance self-starting capability, while poly-phase DF-FSPM machines can
have symmetry tooth tips.

  
(a) (b) (c) 

Figure 1. FSPM machine topologies. (a) SP FSPM. (b) SP-DF-FSPM. (c) Poly-phase DF-FSPM.

The total torque of the SP-DF-FSPM machine mainly originates from two components:
the interaction between the PM and stator armature (PM-stator armature) fields, and the
interaction between the PM and rotor armature (PM-rotor armature) fields.

The PM-stator armature torque component is equivalent to that of the conventional
SP-FSPM machine based on the flux-switching principle. The working principle and the cor-
responding flux linkage of the stator armature component are presented in Figures 2 and 3.
Flux linkage in the stator coil is zero when the rotor tooth is aligned with the PM (Figure 2a)
or the stator slot (Figure 2c). When the rotor tooth aligns with either of the stator teeth
(Figure 2b,d), positive or negative flux linkage is achieved. The stator coil flux varies with
the rotation of the rotor, inducing back-EMFs.

The PM-stator armature interaction exhibits a similar manner to that of the interior
PM machine. Rotor flux linkage is zero when the rotor tooth is aligned with the stator PM
(Figure 4a,c). Positive and negative maximum flux linkage (Figure 4b,d) is obtained when
the rotor tooth is aligned with the stator slot. Rotor rotation varies flux linkage (Figure 5),
inducing back-EMFs in rotor armature windings.

According to the explained working principle, the stator flux linkage waveform is
periodic over one rotor tooth pitch, whereas the rotor flux linkage waveform repeats over
two stator pole pitches. Therefore, the fundamental electrical frequencies of stator fs and
rotor fr can be determined as:
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fs =
Prnr

60
(1)

and

fr =

(
Ps
2

)
nr

60
(2)

where Ps and Pr are the number of stator poles and rotor teeth, respectively, and nr is the
rotational speed of the rotor. For the SP-DF-FSPM machine having the same number of
stator poles and rotor teeth, the rotor fundamental frequency is half of that of the stator
fundamental frequency:

fr =
fs

2
(3)

  
(a) (b) 

(c) (d) 

Figure 2. Flux linkage states of the stator armature windings. (a) Zero. (b) Positive maximum.
(c) Zero. (d) Negative maximum.

Figure 3. Flux linkage of the stator armature winding.

  
(a) (b) 

 
(c) (d) 

Figure 4. Flux linkage states of the rotor armature windings. (a) Zero. (b) Positive maximum. (c) Zero.
(d) Negative maximum.
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Figure 5. Flux linkage of the rotor armature winding.

3. Parameter Sensitivity Analysis

In this section, parameter sensitivity analysis is carried out to maximize average
torque, as well as the minimum starting torque for the proposed SP-DF-FSPM machine.
For comparison, a conventional SP-FSPM machine is analyzed as well.

It should be noted that, different from three-phase FSPM machines, conventional SP
machines also face a well-documented limitation in their self-starting capability. This is
due to the presence of a “dead zone” at certain rotor positions where the starting torque is
zero. Consequently, significant research has been devoted to mitigating this problem via
geometric optimization of the machine’s rotor and stator to introduce magnetic asymmetry
in the air gap, including the use of segmented or auxiliary rotors, the application of stator
tooth chamfering, and the design of sub-rotors with non-uniform tooth widths.

To enhance the self-starting capability for the investigated design, the rotor tooth
chamfer is employed. Figure 6 depicts the major geometric parameters of the SP-FSPM
machine, and the initial parameters of the selected 10-stator-slot/10-rotor-slot SP-FSPM
and SP-DF-FSPM machines are given in Table 1, where the total armature copper loss is set
at 40 W. End effect is not considered during finite element analysis.

 
Figure 6. Geometric parameter illustration.

3.1. Copper Loss Ratio

The electromagnetic performance of the SP-DF-FSPM machine is influenced by the
distribution of copper losses between its stator and rotor windings. Analysis reveals that
the average electromagnetic torque is maximized when the stator-to-rotor copper loss ratio
is approximately 1.667, as Figure 7 shows.
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Figure 7. Influence of stator to rotor copper loss ratio on average torque and minimum torque.

Table 1. Initial design specifications of SP-DF-FSPM and SP-FSPM machines.

Parameters SP-DF-FSPM SP-FSPM

Number of stator poles 10

Number of rotor teeth 10

Number of stator phase 1

Number of rotor phase 1 -

Active axial length (mm) 50

Outer radius of stator, Rso (mm) 45

Inner radius of stator, Rsi (mm) 25.5

Stator tooth arc to pole pitch ratio, κst/κspp 0.27

Magnet arc to stator pole pitch ratio, κm/κpp 0.19

Stator yoke thickness to tooth arc ratio, κsy/κst 0.7

Air-gap length, lg (mm) 0.5

Rotor inner radius, Rri (mm) 7

Rotor tooth arc to tooth pitch ratio, κrt/κrtp 0.49

Rotor tooth chamfer length, lc (mm) 4

Rotor yoke thickness to tooth arc ratio, κry/κrt 1.08

Rotor tooth chamfer angle, ac (degree) 8.5

Number of stator winding turns 100

Number of rotor winding turns 90 -

Stator slot opening to pole pitch ratio, κsso/κspp 0.33

Rotor slot opening to tooth pitch ratio, κrso/κrtp 0.51

Magnet remanence (T) 1.2

Magnet relative permeability 1.05

Rated copper loss (W) 40

Rated speed (rpm) 1500

Since the SP-DF-FSPM machine can retain torque-producing capability even if one
set of armature windings fails, the two aforementioned torque components are analyzed
individually for fault-tolerant consideration. In an ideal scenario where the stator and rotor
contribute equally to torque, approximately half of the rated torque could be maintained.
However, a key constraint is the presence of dead zones in SP machines, rotor positions
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that yield negative torque. For instance, a copper loss ratio of 0.33 results in equal torque
contribution from both windings and a total torque output of 90% of the maximum, but
this configuration exhibits a negative minimum torque, rendering it susceptible to a dead
zone. For self-starting capability and fault-tolerant operation, the stator and rotor windings
contribute 62% and 36% of the torque, respectively, when keeping current in the healthy
winding unchanged. It should be noted that the remaining small torque arises from the
interaction of stator and rotor armature reaction fields, accounting for the slight deviation
from 100% total torque contribution.

3.2. Split Ratio

The average torque in both SP-DF-FSPM and SP-FSPM machines exhibits a strong
dependence on the split ratio, as Figure 8 demonstrates. A higher split ratio increases
the flux linkage but simultaneously reduces the stator slot area in both machine types.
This reduction in slot area results in a decrease in the stator armature current under a
fixed copper loss. In the SP-DF-FSPM machine, however, the rotor armature current
demonstrates a contrasting trend, increasing with the split ratio due to the expansion of
the rotor slot area. This increase in rotor current enhances the electromagnetic torque
produced by the PM-rotor-armature interaction. Consequently, the SP-DF-FSPM machine
has a higher optimal split ratio compared to the SP-FSPM machine.

Figure 8. Influence of split ratio on torque.

Furthermore, while wider PMs introduced by larger split ratio can boost the average
torque, it also amplifies cogging torque and torque ripple, which can produce a negative
minimum torque. Hence, although torque is similar when the split ratio is larger than 0.64
for the SP-DF-FSPM machine, the minimum starting torque drops dramatically and thereby
impair the self-starting capability.

3.3. Magnet Arc

Figure 9 depicts the relationship between the magnet arc and the average torque.
Increasing the magnet arc enhances the PM flux but simultaneously reduces the stator slot
area, thus limiting the stator armature current. It is noteworthy that, in the SP-DF-FSPM
machine, the rotor slot area and consequent rotor armature current remain unaffected
by this geometric variation. The wider PMs increase flux linkages in the rotor coils and
hence increases their electromagnetic torque contribution. Consequently, the SP-DF-FSPM
machine is designed with a larger optimal magnet arc than the SP-FSPM machine. This
design choice, however, can increase cogging torque and torque ripple. Similarly to the
influence of the split ratio, the increased magnet arc negatively affects the minimum torque.
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Figure 9. Influence of magnet arc on torque.

3.4. Stator Tooth Arc

Figure 10 illustrates the influence of stator tooth arc on the average torque for both
SP-DF-FSPM and SP-FSPM machine topologies. Enlarging the stator tooth arc reduces
magnetic reluctance and alleviates saturation in the stator tooth, thereby enhancing the PM
flux linkage. However, this geometric variation simultaneously reduces the stator slot area,
which limits the armature current. In the SP-DF-FSPM machine, the resultant increase in
the PM flux linking the rotor coils increases the torque produced by the PM-rotor-armature
part. This additional torque contribution enables the SP-DF-FSPM machine to operate
effectively with a slightly larger optimal stator tooth arc than its SP-FSPM counterpart. In
terms of the minimum torque, it maintains a positive value when the stator tooth arc is
larger than the 0.29, the optimal value for the maximum average torque.

Figure 10. Influence of stator tooth arc on torque.

3.5. Rotor Tooth Arc

As shown in Figure 11, the average torque exhibits a non-monotonic relationship with
the rotor tooth arc, increasing to a maximum before declining. The optimal rotor tooth
arcs are 0.47 and 0.49 of the rotor tooth pitch for the SP-DF-FSPM and SP-FSPM machines,
respectively. Initially, a larger rotor tooth arc increases the overlapping area with the stator
teeth, thereby reducing the air-gap reluctance. This reduction enhances the PM flux and
consequently the average torque. Beyond a critical point, however, a further increase in the
rotor tooth arc causes significant flux leakage at the inner magnet surfaces and slot opening,
which reduces the effective PM flux and results in a decline in torque. Additionally, in the
SP-DF-FSPM machine, the rotor armature current is also affected by the rotor tooth arc due
to the resultant changes in rotor slot area.

297



Energies 2025, 18, 6035

 
Figure 11. Influence of rotor tooth arc on torque.

3.6. Stator Yoke Thickness

A reduced magnetic flux passes through the yoke in comparison to the stator tooth,
which is reflected in the lower flux density. Therefore, the design necessitates a stator yoke
thickness that is less than the stator tooth width. As the stator yoke thickness increases,
the reduction in reluctance results in a slight increase in the PM flux. Nevertheless, it also
leads to smaller stator slots and hence reduced stator currents. As illustrated in Figure 12,
the torques of both the SP-FSPM and DF-SP-FSPM machines only increase a bit but then
decline markedly. Therefore, the respective optimal yoke thicknesses for the SP-DF-FSPM
and SP-FSPM machines are determined to be approximately 0.6 and 0.7 times the stator
tooth width. This design optimizes flux densities and maximizes the stator slot area.

Figure 12. Influence of stator yoke thickness on average torque.

3.7. Rotor Yoke Thickness

As illustrated in Figure 13, the average torque of the SP-FSPM machine remains
largely unaffected by rotor yoke thickness, except under extreme geometric conditions.
An excessively narrow yoke increases the saturation and reluctance, while an overly thick
yoke reduces stator flux linkage and increases flux leakage. In contrast, the average torque
of the SP-DF-FSPM machine exhibits a pronounced sensitivity to rotor yoke thickness
due to its direct influence on the rotor armature current. Consequently, the optimal rotor
yoke thickness for the SP-DF-FSPM machine is approximately 0.6 times the rotor tooth
dimension, a value significantly less than that required for the SP-FSPM machine.
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Figure 13. Influence of rotor yoke thickness on average torque.

3.8. Rotor Tooth Chamfer

The rotor tooth chamfer is essential for the self-starting capability of SP FSPM ma-
chines, which creates an asymmetrical air gap, resulting in varying air-gap reluctance
from one side of the rotor teeth to the other. This variation ensures the unidirectional
rotation of the machine. The variations in average torque and minimum torque with the
chamfer length lc and chamfer angle ac for both the SP-DF-FSPM and SP-FSPM machines is
demonstrated in Figure 14. Tave_a and Tmin_a represent the average and minimum torque
at chamfer angle ac, while Tave_l and Tmin_l represent the average and minimum torque at
chamfer length lc. From Figure 14, it can be seen that the average torques decrease as the
chamfer area gets larger, but the variation is not significant. However, for the minimum
torque, almost all combinations of the chamfer dimensions achieve a positive minimum
torque for the SP-FSPM machine, while some of them result in a negative minimum torque
in the DF-SP-FSPM machine. Therefore, the chamfer dimensions are more critical for
DF-SP-FSPM machines and should be carefully chosen for the consideration of self-starting
capability.

 
(a) (b) 

Figure 14. Rotor teeth chamfer optimization for optimal torque performance. (a) SP-FSPM. (b) SP-
DF-FSPM.

4. Electromagnetic Performance

This section presents a comparative analysis of the electromagnetic performance
between the proposed SP-DF-FSPM machine and the conventional SP-FSPM machine. Both
machines are optimized by a sequential optimization methodology to maximize the output
torque. The process involved the iterative refinement of key geometric parameters, namely,
the split ratio, magnet arc, stator tooth arc, stator yoke thickness, rotor tooth arc, rotor yoke
thickness, and rotor tooth chamfer, where each subsequent parameter was optimized while
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holding previously adjusted parameters at their optimal values. The resulting optimal
parameters are detailed in Table 2 and Figure 15. Discrepancies between the outcomes of
this sequential approach and isolated optimizations arise from the strong interdependencies
among these parameters. Notably, the optimal split ratio, stator tooth arc to stator pole
pitch ratio, and rotor yoke thickness to rotor tooth arc ratio differ substantially between
the SP-DF-FSPM and SP-FSPM topologies. However, the optimal ratios for stator yoke
thickness to stator pole pitch, magnet arc to stator pole pitch, and rotor tooth arc to rotor
tooth pitch are rather consistent across both machine types.

Table 2. Optimized parameters of the SP-FSPM and SP-DF-FSPM machines.

Parameters SP-FSPM SP-DF-FSPM

Split ratio 0.59 0.63

κst/κspp 0.26 0.29

κm/κspp 0.19 0.2

κsy/κst 0.7 0.6

κrt/κrtp 0.49 0.47

κry/κrt 1 0.6

ac (◦) 4.96 5.95

lc (mm) 3.79 3.61

Copper loss ratio - 1.667

Stator peak phase current (A) 14 13

Rotor peak phase current (A) - 11.5

 
(a) (b) 

Figure 15. Optimized machine geometries. (a) SP-FSPM. (b) SP-DF-FSPM.

4.1. Field Distribution and Back-EMF

Figure 16 depicts the no-load magnetic field distribution and flux densities for both
configurations. A key geometrical distinction is evident, i.e., the SP-DF-FSPM machine
employs a larger split ratio alongside a reduced rotor yoke thickness compared to the
SP-FSPM machine. This configuration arises from the spatial requirement to accommodate
both the stator winding and the additional rotor winding within the SP-DF-FSPM topology.

Figure 17 illustrates the back EMF of the SP-DF-FSPM and SP-FSPM machines. The
back EMF of the SP-FSPM and SP-DF-FSPM stators exhibits a comparable pattern. The
stator back EMF resembles sinusoidal waves and exhibits high harmonic content, consisting
of both even and odd harmonic components. Notably, there is a significant fifth harmonic
that contributes to the torque ripple. Additionally, the rotor back EMF of the SP-DF-FSPM
features prominent third, fifth, and ninth harmonic components.
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 (a) (b) 

Figure 16. No-load field distribution and flux density. (a) SP-FSPM. (b) SP-DF-FSPM.

(a) (b) 

Figure 17. Back EMFs of the SP-FSPM and SP-DF-FSPM machines. (a) Waveforms. (b) Spectra.

4.2. Inductance

A comparative analysis of self-inductances, presented in Figure 18, reveals that the
stator self-inductance (Ls) is nearly identical for both the SP-DF-FSPM and SP-FSPM
machines. Notably, within the SP-DF-FSPM topology, the stator self-inductance is observed
to be greater than the rotor self-inductance (Lr). Furthermore, a distinct characteristic of the
SP-DF-FSPM machine is the presence of magnetic coupling between its stator and rotor
windings. However, the coupling is weak, so the average mutual inductance (Lsr) is nearly
zero in Figure 18.

Figure 18. Inductances of the SP-FSPM and SP-DF-FSPM machines.

4.3. Cogging Torque

Figure 19 presents a comparison of the cogging torque for the SP-DF-FSPM and SP-
FSPM machines. When identical geometrical parameters are used, both machines exhibit
equivalent cogging torque profiles, as their magnetic structures are inherently the same
under open-circuit conditions. However, the optimized SP-DF-FSPM machine, with its
final parameters detailed in Table 2, incorporates a larger rotor tooth arc and magnet arc
than the SP-FSPM machine, resulting in a higher value of the cogging torque peak.
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Figure 19. Cogging torque of the SP-FSPM and SP-DF-FSPM machines.

4.4. On-Load and Fault-Tolerant Performance

Figure 20 illustrates the on-load magnetic field distribution and flux densities for
both machine topologies operating under a fixed copper loss constraint of 40 W. The flux
densities observed throughout the core structures remain below the material’s saturation
threshold, approximately 1.85 T. Notably, the SP-DF-FSPM machine exhibits no discernible
saturation despite its comparatively slimmer rotor yoke.

  
 (a) (b) 

Figure 20. On-load field distribution and flux density. (a) SP-FSPM. (b) SP-DF-FSPM.

Both stator and rotor armature components employ step load current. The SP-DF-
FSPM machine achieves a 53% larger effective slot area, a result of the incorporation
of rotor slots. This enhanced area allows higher electrical loading, thereby increasing
the electromagnetic torque output for a given copper loss. Consequently, under load
conditions, the SP-DF-FSPM machine produces an average torque approximately 24.75%
greater than that of the conventional SP-FSPM machine. Moreover, the torque production
per unit volume of PMs has increased by approximately 24.57%, showing cost-effectiveness.
However, this increased torque is accompanied by a higher torque ripple, as detailed in
Figure 21a and Table 3. Torque ripple is defined by

Trp =
Tmax − Tmin

Tave
(4)

where Tmax, Tmin, and Tave are the maximum torque, minimum torque, and average
torque, respectively.

Table 3. Full-load torque comparison.

Parameters SP-DF-FSPM SP-FSPM

Average torque (Nm) 4.36 3.51

Average torque per magnet volume (kNm/m3) 144.37 116.22

Torque ripple 2.5 2.23
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(a) (b) 

Figure 21. Instantaneous torque waveforms of SP-FSPM and SP-DF-FSPM. (a) Normal condition.
(b) Fault-tolerant.

Under a single-armature winding fault condition, the SP-DF-FSPM machine maintains
torque production through its healthy winding. When the healthy winding current is held
constant, corresponding to 25 W stator and 15 W rotor copper loss, the resulting torque
constitutes 63.5% (stator) and 36% (rotor) of the machine’s pre-fault output, equivalent
to 78.91% and 45%, respectively, of the healthy SP-FSPM machine’s torque. Alternatively,
when total copper loss is maintained at 40 W, and the current in the healthy winding
is increased, the SP-DF-FSPM achieves 79.12% and 59.4% of the healthy output, which
equates to 98.4% (stator-supplied) and 73.73% (rotor-supplied) of the healthy SP-FSPM
torque, as summarized in Figure 21b and Table 4.

Table 4. Average torques under different operating conditions.

Condition with Different Copper Loss
Average Output Torque (Nm)

SP-DF-FSPM SP-FSPM

Healthy operation (Stator 25 W; Rotor 15 W) 4.36 3.51

Fault-tolerant operation

Stator (25 W) 2.77 -

Rotor (15 W) 1.57 -

Stator (40 W) 3.45 -

Rotor (40 W) 2.59 -

Figure 22 shows the starting torques under healthy and faulty conditions. Under
healthy conditions and stator excitation, the machine exhibits self-starting capability. The
starting torque can be adversely affected if the rotor stops within this dead zone for rotor
excitation only. Nevertheless, the starting toque generated under fault-tolerant conditions
is subject to significant torque ripples and may remain in the dead zone at specific rotor
positions. Consequently, an alternative control strategy should be implemented to initiate
the rotor’s movement.

The variation in the average torque with the ratio of copper loss to the rated copper
loss is illustrated in Figure 23, where the stator-to-rotor copper loss ratio is maintained at
1.667 in the SP-DF-FSPM machine, and Table 2 contains the corresponding rated currents for
the SP-DF-FSPM and SP-FSPM machines. The torque density of the SP-DF-FSPM machine
is constantly much higher than that of the SP-FSPM machine throughout the analyzed
range. Additionally, the SP-DF-FSPM has a higher overload capability and is less likely to
become saturated, as evidenced by the fact that the ratio of average torque generated by
the SP-DF-FSPM and SP-FSPM machines increases with phase current.
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(a) (b) 

Figure 22. Starting torque. (a) Healthy condition. (b) Faulty condition.

Figure 23. Variation in average torque with copper loss of the SP-FSPM and SP-DF-FSPM machines.

4.5. Efficiency and Power Factor

As illustrated in Table 5, the loss distribution of the SP-DF-FSPM machine shifts
compared to the SP-FSPM configuration, characterized by reduced stator core losses but
increased rotor core losses. This redistribution stems from the SP-DF-FSPM’s rotor armature
reaction, which increases magnetic saturation in the rotor core, while its reduced stator
armature reaction slightly reduces stator iron saturation. Consequently, the SP-DF-FSPM
machine exhibits higher total core losses; however, these remain secondary to copper losses,
with stator losses constituting the dominant share at 59% of the total.

Table 5. Efficiency and power factor comparison.

Parameters
SP-DF-FSPM SP-FSPM

Stator Rotor Total Stator Rotor Total

Core loss (W) 11.1 10.7 21.8 12.65 8.5 21.1

Copper loss (W) 25 15 40 40 0 40

Efficiency (%) - - 90.59 - - 88.16

Power factor 0.82 0.75 - - - 0.78

Despite this, the SP-DF-FSPM machine demonstrates superior overall efficiency, a
benefit derived from its enhanced torque density. Furthermore, the stator component
achieves higher power factors than that of the SP-FSPM machine, as calculated from the
phase difference between the finite-element-predicted voltage and the phase current. The
JMAG 23.0 software is employed to conduct 2D time-stepping transient finite element
analysis coupled with an external circuit to evaluate the power factor. The machine is
excited with rated current, and steady-state phase voltage and current waveforms are
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extracted. The power factor is then calculated based on the phase angle between the
fundamental components of phase current and phase voltage, which are obtained through
FFT processing.

5. Experimental Validation

Experimental validation of the preceding FEA results was conducted on an SP-DF-
FSPM prototype, constructed in accordance with the optimized parameter set in Table 2.
As illustrated in Figure 24, the machine features armature windings on both the stator and
rotor elements. To enable external access to the rotor circuit, a slip ring is mounted directly
onto the rotating shaft.

(a) (b) (c) 

Figure 24. Prototype of SP-DF-FSPM. (a) Rotor with slip rings. (b) Stator. (c) Assembled machine.

Static torque characteristics are evaluated by adopting the cogging torque measure-
ment technique elaborated in [24]. Figure 25 presents a cogging torque comparison between
the measured waveform and the corresponding FEA predictions. The experimental results
confirm the simulated results. However, the measured peak torque values are marginally
lower than those predicted. This divergence is primarily a consequence of mechanical and
assembly tolerances inherent in the prototype.

Figure 25. Comparison of cogging torque.

The static torque waveforms under DC excitation of either the stator or rotor armature
windings are presented in Figure 26a,b, respectively. The phase current values are set
as rated current at time zero. While the measured torque waveforms exhibit some non-
sinusoidal characteristics, primarily due to cogging torque, a favorable correlation between
the predicted and experimental results is evident. Figure 27 displays the static torque
characteristics when both stator and rotor windings are DC-excited. The total torque
includes a component produced by the interaction between the stator and rotor magnetic
fields. To account for the periodic nature of this interaction, additional experimental data
were collected with the rotor position shifted by 72 mechanical degrees. The measured
results show general consistency with the finite-element predictions, thereby validating the
modeling approach and the design.
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(a) (b) 

Figure 26. Comparison of measured and FEA-predicted static torque. (a) Only stator current
excitation. (b) Only rotor current excitation.

Figure 27. Dual-excitation static torque.

6. Conclusions

This paper presents the development and investigation of an SP-DF-FSPM featuring
armature windings on both the stator and rotor teeth to boost torque and enable fault-
tolerant operation. A parameter sensitivity analysis is carried out on the SP-DF-FSPM
and SP-FSPM machines, and they are optimized to achieve the maximum torque while
maintaining self-start capability. While the optimal split ratio, stator tooth arc ratio, and
rotor yoke thickness ratio vary significantly between the two topologies, parameters such as
stator yoke thickness, magnet arc ratio, and rotor tooth arc ratio remain largely consistent.

A detailed comparative analysis of the electromagnetic performance indicates that the
optimized SP-DF-FSPM achieves a 24.75% higher torque than its conventional counterpart
when maintaining self-starting capability, while the dual-armature configuration enables
46.5% higher torque in the poly-phase FSPM machine. In addition, the SP-DF-FSPM
machine achieves 24.57% higher torque per PM volume than the SP-FSPM, compared to a
39.6% increase for the poly-phase dual-armature FSPM over its counterpart.

Furthermore, under 40 W copper loss condition in healthy winding, the SP-DF-FSPM
achieves 79.13% and 59.4% of the healthy torque when only stator and rotor winding is
supplied, respectively, demonstrating superior fault-tolerance capability. These values
correspond to 98.3% and 73.8% of the healthy torque of the conventional SP-FSPM machines,
compared to 93.0% and 120.6% in poly-phase DF-FSPM machines. Under rotor-only
fault-tolerant conditions, the self-starting capability is impaired and requires additional
control strategies.

A prototype of the SP-DF-FSPM machine was manufactured and tested, effectively
validating the analysis.
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