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The Micro–Nano Science and Technology Division of JSME (Japan Society of Mechanical
Engineers) promotes academic activities to pioneer novel research topics on microscopic
mechanics. The division encourages interdisciplinary studies to more deeply understand
physical/chemical/biological phenomena on the micro/nano scale and to develop applied
technologies. Since 2009, seven symposiums on Micro–Nano Science and Technology have taken
place in a more interdisciplinary manner, incorporating the related societies of electronics and applied
physics. We have promoted in-depth studies and interactions between researchers/engineers in
various fields with more than 140 papers presented at each symposium over the past years. Thanks to
these previous activities and the great effort of the committee members, the Micro–Nano Science and
Technology Division has been recognized as a formal division of JSME.

This Special Issue collects 13 papers from the 8th Symposium on Micro–Nano Science and
Technology, which was held from 31 October to 2 November, 2017 in Hiroshima, Japan. All of the
papers highlight new findings and technologies at the micro/nano scales relating to a wide variety of
fields of mechanical engineering, from fundamentals to applications.

Micro/nano fluidics have been studied using both fundamental and application-driven
approaches. The visualization of the pH distribution around an ion depletion zone in a microchannel
was successfully presented [1]. This technique and the knowledge that can be obtained by it will be
indispensable for designing effective nano-channels for bio/chemical applications. Microfibers
that can encapsulate cells and microbes will be a useful tool for fundamental biology, such as
cell characterization and biomedical and environmental applications. The formation of branched
and chained alginate microfibers was presented [2]. Considering the practical applications of
bioremediation, a triple-coaxial flow device for the mass-production of hydrogel micro tubes containing
microbes was designed and fabricated [3].

Materials and manufacturing technologies have always formed the core of micro/nano science and
technologies. The crack-configuration of metal conductive tracks embedded in stretchable elastomers
was analyzed thoroughly in [4], contributing to flexible electronics. The 3D shape reconstruction of
3D-printed transparent microscopic objects was demonstrated to further expand the design spaces
for micro/nano structures [5]. The reductive sintering of mixed CuO/NiO nanoparticles using a
femtosecond laser was intensively characterized, particularly with respect to heat accumulation [6].
The formation of arbitrary 3D shapes is a great challenge for micro/nano objects. Origami-like folding
deformation [7] and self-organization using cellular automata [8] were successfully demonstrated.

Micromachines 2018, 9, 627; doi:10.3390/mi9120627 www.mdpi.com/journal/micromachines1
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Physical sensors are a major application of micro/nano technologies. A biomimetic, artificial,
sensory epithelium was designed and demonstrated [9]. Micro cantilever arrays work as the tactile
sensor for gripping control in [10]. Simple methods for the reduction of the parasitic capacitance of a
flexible polymer-based capacitive senor was proposed in [11].

The applications enabled by micro/nano technology-based sensors include human fatigue
assessment [12] and adenosine triphosphate measurement in deep seas [13]. Such research requires
the integration of the technologies of sensors, systems, and experiments. Micro/nano research mainly
focuses on the phenomena and technologies at micro/nano scales. However, in order to make
micro/nano research applicable, macroscopic viewing and technologies must be incorporated.

We would like to thank all the contributing authors for their excellent research work.
We appreciate all the reviewers who provided valuable comments to improve the quality of the
papers and the tremendous support from the editorial staff of Micromachines.
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A Visualization Technique of a Unique pH
Distribution around an Ion Depletion Zone in a
Microchannel by Using a Dual-Excitation
Ratiometric Method
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Abstract: The ion depletion zone of ion concentration polarization has a strong potential to act as
an immaterial barrier, separating delicate submicron substances, including biomolecules, without
causing physical damage. However, the detailed mechanisms of the barrier effect remain incompletely
understood because it is difficult to visualize the linked behavior of protons, cations, anions, and
charged molecules in the thin ion depletion zone. In this study, pH distribution in an ion depletion
zone was measured to estimate the role of proton behavior. This was done in order to use it as a
tool with good controllability for biomolecule handling in the future. As a result, a unique pH peak
was observed at several micrometers distance from the microchannel wall. The position of the peak
appeared to be in agreement with the boundary of the ion depletion zone. From this agreement, it is
expected that the pH peak has a causal connection to the barrier effect of the ion depletion zone.

Keywords: ion concentration polarization; ion depletion zone; Nafion; microfluidic device;
pH indicator; fluorescein isothiocyanate (FITC)

1. Introduction

Understanding the ionic characteristics of molecules in solution is a useful tool for their handling,
such as in concentration and separation. This is important in the fields of molecular chemistry and
molecular biology, among others [1–4].

Ion concentration polarization (ICP), which can be easily used by applying voltage to a solution
across an ion-exchange membrane, is a well-known and convenient concentration technique for
dialysis [5–7]. Recently, not only this concentration technique, but another technique based on an
almost negligible phenomenon called ion depletion, which occurs near a membrane under steady-state
ICP, have attracted attention [8,9]. The microscale ion depletion zone has a peculiar ability to repel
charged particles, including biomolecules. The strong potential of using this effect to provide an
immaterial barrier for the separation of delicate submicron substances, without causing physical
damage, has been reported [10–12]. The microscale barrier can be effectively employed by building an
ICP system into a microfluidic device, in which a microchannel provides sufficient space for using the
valid range of the barrier [13].

It is generally believed that the microscale barrier effect of the ion depletion zone is caused
by nanoscale ionic behavior. This is due to the fluidic and electrochemical forces around the
ion-exchange membrane [9]. Hence, it is important to investigate pH distribution in nanochannels
and porous materials [14–17]. However, the detailed mechanism of the barrier effect remains
incompletely understood because it is difficult to visualize the linked behavior of protons, cations,
anions, and charged molecules in the thin ion depletion zone.

Micromachines 2018, 9, 167; doi:10.3390/mi9040167 www.mdpi.com/journal/micromachines3
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In this study, to make better use of the barrier effect by controlling the volume of ion transfer,
including protons, the proton concentration distribution in the ion depletion zone was verified to clarify
the role of proton behavior in the barrier effect. For verification, the pH was measured by the dual
excitation ratio method using fluorescein isothiocyanate (FITC), one of the most common negatively
charged fluorophores used as a pH indicator [18,19]. Furthermore, the boundary of the barrier of the
ion depletion zone was estimated from the concentration distribution of the FITC molecule, which was
subjected to a repulsive force.

2. Materials and Methods

2.1. Ion Concentration Polarization (ICP) in Microchannels

To make effective use of the almost negligible phenomena in an ion depletion zone, an ICP
system was scaled down using a microfluidic device [20,21]. Figure 1 shows an illustration of
two microchannels in the microfluidic device. These two microchannels were connected by a
cation-exchange membrane. The cross-sectional view of A-A’ shows the movement of cations and
anions in the channels. When voltage was applied to generate a difference in potential between the
two channels, with the right channel at a higher potential than the left, cations moved through the
membrane from right to left and anions remained in their original channels. This formed an ion
depletion zone around the right side of the membrane under steady-state ICP, and this ion depletion
zone repelled all charged particles. While the ion depletion zone expanded due to the potential
difference, the dimension of the zone was maintained by ions which were continuously supplied by
constant flow.

Figure 1. Schematic of microchannels for ion concentration polarization (ICP). The left schematic is
a top view of a region composed of two microchannels and a cation-exchange membrane. The right
schematic is a cross-sectional view of A-A’ in the left schematic. Generating a difference in potential
causes the movement of cations through the membrane, whereas anions remain in their original
channels. Under steady-state ICP, an ion depletion zone is formed around the high-potential side of
the membrane.
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2.2. Measurement Principles

To visualize proton behavior as an indicator of ion balance, the pH was measured around the
ion depletion zone. The pH in the microchannel was non-invasively measured by a dual-excitation
ratiometric technique using FITC [22]. In a microchannel with a short light path for observation,
the fluorescent intensity of FITC, I f , excited by excitation beam of intensity Ie is given by Equation (1):

I f (pH, C) = IeCφeεe (pH) − Iback,e(pH, C) (1)

In Equation (1), e (nm) is the wavelength of the beam, C (kg/m2) is the FITC concentration, φe is
the quantum efficiency, εe (m2/kg) is the molar absorption coefficient, and Iback,e is the background
intensity. Hence, the normalized fluorescent intensity depends only on the pH, as given by Equation (2):

I f (pH) =
I488φ488ε488 (pH)− Iback,488(pH)

I458]φ458ε458(pH)− Iback,458(pH)
(2)

2.3. Standard Solutions for pH Calibration

Standard solutions for pH calibration containing 9 × 10−6 M FITC were adjusted to pH
2.05 and 2.68 with sodium dihydrogenphosphate dihydrate and phosphoric acid, to pH 4.61 with
potassium dihydrogenphosphate, to pH 5.74, 6.52, and 7.28 with potassium dihydrogenphosphate and
disodium hydrogen phosphate 12-water, to pH 6.76 with sodium dihydrogenphosphate dehydrate
and disodium hydrogen phosphate 12-water, and to pH 8.18 with potassium dihydrogenphosphate
and potassium hydrate.

3. Experimental Section

3.1. Experimental Setup

The microfluidic ICP device was composed of a glass substrate with a cation-exchange membrane
pattern and a polydimethylsiloxane (PDMS) substrate with two microchannels, as shown in Figure 2a.
One of the channels, which was 1 mm wide and 100 μm high, was used for the injection of FITC
solutions and was called the “main channel”. The other channel, used for the injection of distilled
water, was named the “Ground (GND) channel” and was 2 mm wide and 100 μm high. The central
areas of the microchannels were connected with a Nafion (DuPont) membrane, which is a band-shaped
pattern with a width of 100 μm across the channels. The FITC solution in the main channel and the
distilled water in the GND channel were drawn in at 5 μL/min by a syringe pump (KDS 200 syringe
pump, KD Scientific Inc., Holliston, MA, USA). Then, ion transfer for ICP around the Nafion pattern in
the main channel was generated by applying a voltage of 30 V. A voltage supply (P4K-80M, Matsusada
Precision Inc., Bohemia, NY, USA) was connected to the electrode on the inlet and outlet ports of
the microchannels.

The fluorescent intensity of FITC in a microchannel was measured with a confocal laser scanning
microscope system (TCS STED-CW; Leica Microsystems, Leica Microsystems Inc., Buffalo Grove, IL,
USA), as shown in Figure 2b [23]. Excitation beams at 458 nm and 488 nm were selected from an Ar-ion
laser source using an acousto-optic tunable filter (AOTF). A 1.55 mm2 field of the main channel around
the Nafion was scanned with the excitation beam, which was controlled by galvanometer mirrors.
The FITC fluorescence was obtained by avalanche photodiode as a 16-bit intensity image.

3.2. Device Fabrication

The microchannels were fabricated on PDMS using a commonly-employed soft lithography
technique [24–26]. A band-shaped cation-exchange membrane was patterned on a glass substrate
using a Nafion solution (Nafion®20 wt % dispersion, DuPont). The shape of the Nafion solution
was formed using a PDMS mold with a microchannel 100 μm wide and 25 μm high. Uncured
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Nafion solution was injected into the channel of the PDMS mold on the glass substrate, as shown
in Figure 3. Then, the substrate with the PDMS mold containing the Nafion solution was cured at
100 ◦C for 10 min. After peeling off the mold, the Nafion pattern was formed on the glass substrate.
The Nafion-patterned glass substrate was aligned with the microchannel substrate made of PDMS to
complete the microfluidic ICP device.

Figure 2. Schematic of the experimental system. (a) Microfluidic device for ICP made of glass and
substrates; (b) A schematic of the microscopic system used for pH measurement. Excitation beams at
458 nm and 488 nm were used in a dual-excitation ratiometric method. The microfluidic device on the
microscopic system was connected to a syringe pump and a voltage supply.

Figure 3. Schematic of the fabrication process for Nafion patterning. (a) Cross-sectional view of Nafion
patterned on a glass substrate using a polydimethylsiloxane (PDMS) mold; (b) Nafion pattern cured
at 100 ◦C for 10 min after peeling off the mold; (c) Assembly of the PDMS substrate onto the glass
substrate; (d) Completed microfluidic ICP device.

4. Results and Discussion

To generate a calibration curve of pH vs. the experimental value, fluorescent intensities obtained
from pH standard solutions with pH values of 2.05, 2.68, 4.61, 5.74, 6.52, 6.76, 7.28, and 8.18 were
measured by dual excitation at 458 nm and 488 nm, as shown in Figure 4a. Each intensity value
in the figure is the mean value over the scanned area (28 × 28 μm2 square) at the center of the
microchannel, and the error bar shows the standard deviation of the pixel data. From the intensity
values in Figure 4a, the quotient of the intensities represented by Equation (2), normalized by the
maximum value, was obtained as shown in Figure 4b. The calibration curve in Figure 4b was generated
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by a polynomial approximation, and the R-squared value was 1.0 in the range from pH = 2.68 to
pH = 7.28. Hence, it was decided that the calibration curve is useful to estimate the pH distribution in
ranges other than pH = 2.05 and pH = 8.18. Therefore, it was decided that this calibration curve would
be applied to the estimation of the pH distribution in that range.

Figure 4. Calibration curve between pH value and fluorescein isothiocyanate (FITC) intensity. (a) FITC
intensities of pH standard solutions obtained by dual excitation at 458 nm and 488 nm. Each intensity
shown is the mean value over a 28 × 28 μm2 square, and the error bar shows the standard deviation;
(b) A calibration curve between pH value and the quotient of the intensities, normalized by the
maximum value. The calibration curve is a polynomial approximation: y = 58.2x5 − 151.3x4 +

148.7x3 − 72.3x2 + 23.1x + 0.8. The R-squared value was 1.0 from a pH of 2.68 to a pH of 7.28, excluding
the endpoints of 2.05 and 8.18.

To estimate the pH distribution in the ion depletion zone based on the calibration curve, an image
of the fluorescent intensity of FITC around the Nafion pattern was captured, as shown in Figure 5a.
The zero position of the x-axis was defined as the wall surface of the main channel, and the zero position
of the y-axis was defined as the center of the Nafion pattern. Figure 5b shows an intensity distribution
in the steady stage at lines a, b and c in Figure 5a. The lines are parallel with the x-axis, and the positions
on the y-axis are y = 139 μm, 0 μm and −139 μm. The effect of the autofluorescence of the Nafion was
removed by normalization using the background intensity of the channel without Nafion.

Figure 5. Measurement area and the FITC intensity distribution. (a) Photo of fluorescent intensity of
FITC in steady state at the ion depletion zone in the microchannel. The zero position of the x-axis is
the wall surface of the main channel, and the zero position of the y-axis is the center of the Nafion
pattern. Lines a, b and c are parallel to the x-axis, and their positions on the y-axis are y = 139 μm, 0 μm
and −139 μm; (b) Intensity distributions obtained by dual excitation at 458 nm and 488 nm under a
steady-state ion depletion zone at lines a, b and c.

7
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Figure 6a shows the FITC concentration distributions at the lines a, b and c in Figure 5a, as obtained
from the fluorescent intensity excited by the 458 nm laser. As seen in the figure, the rise curve of the
concentration drifted from the microchannel wall to the center of the channel by the repulsive force of
the ion depletion zone, and the top of the concentration curve became 1.5 times higher from the force.
In this study, the rising point (x = 9.0 ± 0.10 μm) of the drifted curve, which was the x-intercept of the
approximate line between x = 11 μm and 19 μm, was defined as the boundary of the ion depletion zone.

On the other hand, Figure 6b shows the value of the pH distribution (“I488/I458”) obtained from
the intensity quotient values for excitation at 458 nm and 488 nm. Scrupulous attention is required
to treat the pH values, because the values lower than pH 2.68 and higher than pH 7.28 were out of
range in application of the calibration curve. As illustrated by the dotted line in Figure 6b, a convex
peak appeared while applying ICP. The position coordinate of the peak is x = 6.3 ± 0.15 μm, which
was obtained by Gaussian fitting. Although measurement error is considered to be included due to the
low concentration of FITC at the right of the convex peak, a slight increase in pH due to a decrease in
proton by passing through the Nafion pattern was observed at the closest side of the microchannel
wall. Interestingly, it can be clearly seen that the bottom of the concave peak (x = 9.1 ± 0.08 μm) to the
right of the convex peak corresponded well with the boundary of the ion depletion zone, as shown
in Figure 6c. It may be suspected that the sharp increase and decrease in pH is a factor in forming
a specific electrochemical equilibrium state that generates the boundary of an ion depletion zone,
which acts as a barrier to keep charged substances away.

Figure 6. FITC concentration distribution and pH distribution at the ion depletion zone generated
by ICP. (a) FITC concentration distributions under steady state at lines a, b and c while applying ICP,
with ICP and without ICP. The dotted line at x = 9.0 ± 0.10 μm is the boundary of the ion depletion
zone; (b) pH distribution obtained from the intensity quotient values after excitation at 458 nm and
488 nm (“I488/I458”), with ICP and without ICP. The pH distribution with ICP has a convex peak at
x = 6.3 ± 0.15 μm and a concave peak at x = 9.1 ± 0.08 μm; (c) FITC concentration and pH distributions
at lines a, b, and c under steady-state ICP.
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5. Conclusions

The pH distribution around an ion depletion zone in a microchannel was measured by a dual
excitation ratio method with FITC to estimate proton behavior. In a microchannel of PDMS without
ICP, pH is slightly decreased near the microchannel wall due to the electric double layer. On the other
hand, a unique pH peak, which has never been previously reported, was observed at x = 6.3 ± 0.15 μm
from the microchannel wall in cases with ICP. Furthermore, the position of the unique peak was in
agreement with the boundary of the ion depletion zone, which was estimated from the rising point
of the FITC concentration. This agreement indicates that the barrier effect of the ion depletion zone
has a profound causal connection with the pH anomaly. Although there has not yet been enough
investigation to clarify the phenomena related to ionic behavior in the ion depletion zone, it can
be expected that this report may play an important role in better utilizing barrier effects with high
controllability for biomolecule handling in the future.
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Abstract: This study proposes a microfluidic spinning method to form alginate microfibers
with branched and chained structures by controlling two streams of a sodium alginate solution
extruded from a theta-glass capillary (a double-compartmented glass capillary). The two streams
have three flow regimes: (i) a combined flow regime (single-threaded stream), (ii) a separated
flow regime (double-threaded stream), and (iii) a chained flow regime (stream of repeating
single- and double-threaded streams). The flow rate of the sodium alginate solution and the
tip diameter of the theta-glass capillary are the two parameters which decide the flow regime.
By controlling the two parameters, we form branched (a Y-shaped structure composed of thick
parent fiber and permanently divided two thin fibers) and chained (a repeating structure of
single- and double-threaded fibers with constant frequency) alginate microfibers with various
dimensions. Furthermore, we demonstrate the applicability of the alginate microfibers as sacrificial
templates for the formation of chain-shaped microchannels with two inlets. Such microchannels
could mimic the structure of blood vessels and are applicable for the research fields of fluidics
including hemodynamics.

Keywords: microfluidics; microfiber spinning; alginate hydrogel

1. Introduction

Alginate microfibers have been attractive materials for biomedical applications such as cell
and drug encapsulation [1–3], scaffolds for cell culture [4–6], and channel formation as sacrificial
templates [7–9] because of their biocompatibility, biodegradability, and mechanical flexibility [1]. There
have been two main methods to form the alginate microfibers: electrospinning and microfluidic
spinning [10–12]. On one hand, electrospinning is suitable for forming high-resolution micro- and
nano-scaled fibers, but the setup needs high voltages and there is a material limitation that alginate
solutions cannot be independently electrospun without mixing them with other polymers such as
chitosan [13,14]. On the other hand, microfluidic spinning, which involves a continuous extrusion
of sodium alginate solution into a calcium chloride solution bath via microfluidic devices, has been
widely used because of its easy setup and the adjustability of dimensions of microfibers by modulating
flow conditions such as flow rates. Though resolutions of microfluidic spinning are lower than
electrospinning, microfluidic spinning can form microfibers with various cross-sectional shapes.
The alginate microfibers formed by microfluidic spinning have been shown to achieve not only
uniform cross-sectional shapes when the extrusion of sodium alginate solution is constant (e.g.,
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fiber [15–17], tube [18,19], and fiber with grooved surface [20,21]), but also cross-sectional shapes have
been shown to change continuously when the extrusion is dynamically varied (e.g., coded fiber [20]
and beads-on-a-string [22]). However, conventional microfluidic spinning methods can only generate
a single-threaded microfiber, thus failing to form more complicated geometries such as in branched or
chained microfibers.

In this study, we present a microfluidic spinning method for the formation of branched/chained
alginate microfibers by controlling the flow regime of a sodium alginate solution extruded from
a theta-glass capillary (Figure 1a). This capillary has double compartments composed of a center
partition and two parallel channels. In our experiment, we found that the two streams extruded
from the capillary show three flow regimes: (i) a combined flow (single-threaded stream), (ii) a
separated flow (double-threaded stream), and (iii) a chained flow (stream of repeating single- and
double-threaded streams) based on the flow rate of the sodium alginate solution and the tip diameter
of the theta-glass capillary (Figure 1b). Here, by controlling the flow regime, we try to fabricate
alginate microfibers with branched/chained structures having various dimensions. We first reveal the
relationship between the flow regimes and flow condition including the flow rate of the sodium alginate
solution and the tip diameter of the theta-glass capillary, and then apply the method to form alginate
microfibers with branched and chained structures. As a demonstration of the microfibers’ applicability,
we form microchannels using the microfibers with branched structures as a sacrificial template.

 

Figure 1. Schematic of the formation of alginate microfibers: (a) formation of alginate microfibers
with branched structures using a theta-glass capillary; (b) conceptual illustrations of three flow
regimes of two streams extruded from the theta-glass capillary (A: combined flow, B: chained flow, C:
separated flow).

2. Materials and Methods

2.1. Materials

To form alginate microfibers, we prepared a sodium alginate solution and 150-mM calcium
chloride solution by dissolving sodium alginate powder (Junsei Chemical Co., Ltd., Tokyo, Japan) and
calcium chloride powder (Kanto Chemical Co., Inc., Tokyo, Japan) in deionized water, respectively.
To visualize the sodium alginate solution under a bright field or fluorescent microscopy, we added 5%
(v/v) blue ink (PILOT Corporation, Tokyo, Japan) or 0.04% (w/v) fluorescent nanobeads (FluoSpheres™
carboxylate-modified microspheres, 0.2 μm, yellow-green fluorescent (505/515), 2% solids, Life
Technologies Corp., Carlsbad, CA, USA) to the solution. As materials for microchannels, we used a
polydimethylsiloxane (PDMS) elastomer and a curing agent (Silpot 184 W/C, Dow Corning Toray
Co., Ltd., Tokyo, Japan). To form PDMS microchannels, we prepared a 500-mM sodium citrate
solution as a chelating agent to wash out alginate microfibers by dissolving sodium citrate (Nacalai
Tesque, Inc., Kyoto, Japan) in deionized water. To demonstrate a microfluidic operation in the
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PDMS microchannels, we prepared 5% (v/v) red ink (PILOT Corporation, Tokyo, Japan) and green
ink (Pelikan Vertriebsgesellschaft mbH & Co. KG, Hannover, Germany) by diluting them with
deionized water.

2.2. Device Fabrication

The device used to form alginate microfibers was composed of a theta-glass capillary, capillary
holder, and case cover. The tip of the theta-glass capillary (TST150-6, World Precision Instruments,
Sarasota, FL, USA) was sharpened with a puller (PC-10, Narishige Co., Ltd., Tokyo, Japan). To adjust
the tip diameters (tolerance: ±10 μm), we cut the sharpened tip using a microforge (MF-900, Narishige
Co. Ltd., Tokyo, Japan) and grinded it using a microgrinder (EG-400, Narishige Co., Ltd., Tokyo,
Japan) (Figure 2a). A capillary holder and case cover for immobilizing the theta-glass capillary were
fabricated using a 3D printer (AGILISTA-3100, KEYENCE Corporation, Osaka, Japan).

 

Figure 2. Experimental setups for alginate microfiber formation: (a) sharpened theta-glass capillary;
(b) capillary holder assembled with the sharpened theta-glass capillary; (c) experimental setup for
formation of alginate microfibers. Scale bars are: (a) 200 μm and (b,c) 5 mm.

2.3. Formation of Alginate Microfibers

A 5-mL syringe (Terumo Corp., Tokyo, Japan) containing a sodium alginate solution was
connected to the theta-glass capillary with silicone tubes (AS ONE Corporation, Osaka, Japan) and
ethylene tetrafluoroethylene (ETFE) tubes (VICI Precision Sampling, Inc., Baton Rouge, LA, USA).
The theta-glass capillary was vertically set to the capillary holder and case cover and then placed
on a clear case filled with a calcium chloride solution (Figure 2b,c). The theta-glass capillary tip
was submerged under the calcium chloride solution, and the direction of the capillary outlet was
approximately aligned to the direction of gravitational force. When the sodium alginate solution
was extruded into the calcium chloride solution using a syringe pump (KDS 210, KD Scientific Inc.,
Holliston, MA, USA) under precise control of the flow rate, calcium-alginate hydrogel microfibers were
formed by a crosslinking reaction of the sodium alginate solution with calcium ions. The formation
of the microfibers was observed using a high-speed microscope (VW-9000, KEYENCE Corp., Osaka,
Japan) and we classified the flow regimes according to the shapes of the alginate solution streams.

2.4. Fabrication of PDMS Microchannel Using Alginate Microfiber as Sacrificial Template

To fabricate chained PDMS microchannels, we used a modified method of hydrogel molding
techniques [8]. To briefly describe the process, we first prepared an alginate microfiber with a structure
where two long and thin fibers are connected to a chained fiber by controlling the flow rates of the
sodium alginate solution in order to switch the flow regimes (i.e., from separated to chained). A thin
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PDMS substrate was formed in a 60-mm cell culture dish (Corning Inc., Corning, NY, USA) by heating
a PDMS-curing agent mixture at a ratio of 10 to 1 (w/w) on the dish bottom for 90 min at 75 ◦C. Next,
the PDMS-curing agent mixture was poured onto the thin PDMS substrate with the alginate microfiber
on its surface and cured by leaving it in a vacuum desiccator overnight at room temperature (Figure 3a).
The PDMS structure with the alginate microfiber was removed from the dish and was punched with a
biopsy punch (tip diameter 1.5 mm, Kai Industries Co., Ltd., Gifu, Japan) at the ends of the embedded
microfiber to form one-side-open holes used as inlets and an outlet of a microchannel. To form inlets
and an outlet without leakage, we inserted ETFE tubes in the holes and sealed the gap between the
holes and tubes by forming a PDMS cover on the PDMS structure (Figure 3b). To form microchannels,
we washed out the embedded microfiber by introducing 500-mM sodium citrate solution in the PDMS
substrate through the inlets (Figure 3c). One of the fabricated PDMS microchannels (Figure 3d,e) was
sliced into cross-sectional thin layers using disposable microtome knives (S35, FEATHER Safety Razor
Co., Ltd., Osaka, Japan) in order to observe the cross sections. To demonstrate a microfluidic operation
in the microchannel, 5% (v/v) red and green ink, which were loaded in 1-mL gastight syringes (Model
1001, Hamilton Co., Reno, NV, USA), were introduced using a syringe pump.

 

Figure 3. Process flow of the fabrication of chained PDMS microchannels. (a) Embedding of a microfiber
with structure that two thin and long fibers are connected to a chained fiber into the PDMS substrate;
(b) fabrication of inlets and an outlet for the microchannel; (c) removing the embedded microfiber;
(d) side view of the formed microchannel; (e) top view of the formed microchannel.

3. Results and Discussion

3.1. Characterization of Flow Regimes of Sodium Alginate Solution

To investigate the variation of flow regimes of the sodium alginate solution extruded from the
theta-glass capillary into the calcium chloride solution, we changed the flow rates of the sodium
alginate solution to within a range of 0.01–15 mL/min. When we extruded 1.5% (w/w) sodium alginate
solution into 150-mM calcium chloride solution through the theta-glass capillary with a 500-μm tip
diameter, we observed that streams of the sodium alginate solution had various shapes depending
on the flow rate (Figure 4, Movie S1). As we observed in the preliminary experiment, we confirmed
that the streams can be classified into three flow regimes: combined flow regime (Figure 4a(I),e(II)),
separated flow regime (Figure 4c(I),g(II)), and chained flow regime (Figure 4b(I),d(II),f(III)). In the
combined flow regime occurring at 0.01 mL/min and 5.0–8.0 mL/min, a single-threaded stream
was formed by integrating two streams at the capillary tip. In the separated flow regime occurring
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at 0.1–4.0 and 10–15 mL/min, a double-threaded stream was formed by retaining the two streams.
By contrast, in the chained flow regime occurring at the narrow flow condition (0.02–0.05, 4.1, and
9.0 mL/min) between the combined and separated flow regimes, a chained stream was formed by
repeated formations of single- and double-threaded streams. These results indicate that our method
can generate streams of sodium alginate solution with various configurations.

g g

 

Figure 4. Flow regimes of a sodium alginate solution extruded into a calcium chloride solution
at various flow rates through a theta-glass capillary: (a) combined flow regime I (0.01 mL/min);
(b) chained flow regime I (0.03 mL/min); (c) separated flow regime I (3.0 mL/min); (d) chained
flow regime II (4.1 mL/min). The arrowhead shows the combined part of the flow; (e) combined
flow regime II (7.0 mL/min); (f) chained flow regime III (9.0 mL/min); (g) separated flow regime II
(11 mL/min). Scale bars are 1 mm.

Moreover, we investigated the relationships among the flow regimes, the flow rate of the sodium
alginate solution, and the tip diameter of the theta-glass capillary and produced an experimental phase
diagram (Figure 5 and Figure S1). Under the conditions of low flow rates (0.01–4 mL/min) and low tip
diameters (100 and 200 μm), middle flow rates (2.0–8.0 mL/min) and a middle tip diameter (300 μm),
and high flow rates (4.0–15 mL/min) and large tip diameters (400 and 500 μm), results showed that
flow regimes were arranged in an orderly manner and that all three kinds of flow regimes appeared
at every tip diameter. These flow regimes corresponded to combined flow regime II, chained flow
regime III, and separated flow regime II observed in the aforementioned results. By contrast, under
the conditions of low flow rates (0.01–4.0 mL/min) and large tip diameters (300–500 μm), we found
that all three kinds of flow regimes, whose streams had smaller diameters, were also arranged in an
orderly manner when tip diameters were 300 and 500 μm, but not in a perfectly orderly manner when
the tip diameter was 400 μm. These flow regimes corresponded to combined flow regime I, chained
flow regime I, separated flow regime I, and chained flow regime II (Figure S1). In addition, under
the conditions of high flow rates (3–15 mL/min) and small tip diameters (100–400 μm), two streams
aligned in parallel near the tip and deformed chaotically far away from the tip (Movie S2). These
results indicate that the flow regime changed from separated flow regime II to turbulence because of
increased flow speed. The turbulence is supposed to be caused by two factors: elastic turbulence [23]
and inconstant fluidic properties of alginate during cross-linking. We also found that the flow rates
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required for the transition of flow regimes increased as the tip diameters of the theta-glass capillaries
were lengthened. For example, when using theta-glass capillaries with a short tip diameter (100 μm),
the transition of the flow regimes from combined flow regime II to separated flow regime II occurred
at a low flow rate range (1.0–2.0 mL/min). By contrast, with a middle-length tip diameter (300 μm),
the transition occurred at a middle flow rate range (4.0–6.0 mL/min), and with a long tip diameter
(500 μm), the transition occurred at a high flow rate range (8.0–10 mL/min). These results indicate that
the transition of the flow regimes is a robust phenomenon that occurs regardless of the lengths of the
tip diameters of the theta-glass capillaries (i.e., at least within 100–500 μm).

 

Figure 5. Experimental phases showing relationships between the flow regimes, flow rate of the
sodium alginate solution, and tip diameter of the theta-glass capillary. Refer to Figure S1 for detailed
data of the bottom-right regime.

3.2. Formation of Branched and Chained Alginate Microfibers

For the results of sodium alginate solution streams in various flow regimes extruded from
the theta-glass capillary (500-μm diameter), we obtained alginate microfibers with various shapes,
including single-threaded shapes (Figure 6a,b), branched structures (Figure 6c,d), and chained
structures (Figure 6e,f). Formed alginate microfibers had different diameters based on the flow regimes.
The single-threaded fiber formed in combined flow regime I (0.01 mL/min) (Figure 6a) had a shorter
diameter than that of the microfiber formed in combined flow regime II (7.0 mL/min) (Figure 6b).
The branched microfiber formed by switching from combined flow regime I (0.01 mL/min) to separated
flow regime I (0.1 mL/min) (Figure 6c) also had shorter diameters than that of the microfiber formed
by switching from combined flow regime II (7.0 mL/min) to separated flow regime II (11.0 mL/min)
(Figure 6d). Similarly, the chained fiber formed in chained flow regime I (0.03 mL/min) (Figure 6e)
had a shorter diameter than that of the microfiber formed in chained flow regime II (9.0 mL/min)
(Figure 6f). These results indicate that the shapes of the alginate microfibers can be controlled based on
the flow rates of the sodium alginate solution with varying diameters. To the best of our knowledge,
ours is the first microfluidic method that can be used to form chained alginate microfibers.

To evaluate the variability in the shape of chained alginate microfibers, we formed chained
alginate microfibers by extruding 2.0% (w/w) sodium alginate solution containing fluorescent beads
into a calcium chloride solution through the theta-glass capillary with a 400-μm tip diameter at
different flow rates (7.0–8.5 mL/min) in the same flow regime (chained flow regime III) (Figure 7a–d).
In this experiment, the range of flow rates generating chained flow regime III (7.0–8.5 mL/min) was
different from that shown in Figure 5 because we used the sodium alginate solution with a different
concentration (2.0% (w/w)) as well as a coloring agent (fluorescent nanobeads). As the flow rate of the
sodium alginate solution increased, chain-unit lengths in chained microfibers, defined in Figure 7e,
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tended to increase. This result indicates that the lengths were variable according to the flow rate
because the flow regime continuously changed from a combined flow regime (the length: 0) to a
separated flow regime (the length: ∞).

 

Figure 6. Alginate microfibers with various shapes: (a,b) single-threaded fibers formed in a combined
flow regime (a) I and (b) II; (c,d) branched fibers formed in flow regimes changing from (c) combined
flow regime I to separated flow regime I, and (d) combined flow regime II to separated flow regime II;
(e,f) Chained fibers formed in chained flow regime (e) I and (f) II. Scale bars are 500 μm.

 

Figure 7. Fluorescent images of chained alginate microfibers with different chain-unit lengths.
Microfibers were formed at flow rates of (a) 7.0 mL/min; (b) 7.5 mL/min; (c) 8.0 mL/min; and
(d) 8.5 mL/min. The dotted line between two lines represents the chain-unit length; (e) Conceptual
image of chain-unit lengths. Scale bars are 500 μm.

3.3. Microchannel Formation with Chained Alginate Microfibers

To demonstrate the use of chained alginate microfibers as sacrificial templates, we formed a
microfiber with a structure where two long and thin fibers are connected to a chained fiber by
switching from a separated flow regime to chained flow regime (Figure 8a) and prepared a chained
microchannel with two inlets by washing out the microfiber with a sodium citrate solution after
embedding the microfiber in a PDMS structure (Figure 8b). The average diameters of the embedded
alginate microfiber and the PDMS microchannel in each separated and combined region was 290 ± 18
and 295 ± 18 μm in separated regions, 681 ± 49 and 685 ± 26 μm in combined regions, respectively
(Figure S2). The difference between the diameters of the alginate fiber and the PDMS microchannel was
within 4% in both separated regions and combined regions. To check the shape of the microchannel,
we observed the cross-section of the microchannel by slicing the PDMS structure into thin layers
(approximately 200 μm thick). As a result, we confirmed that combined (single-hole channel) and
separated (double-hole channel) parts were formed in the microchannel (Figure 8c). These results
indicate that the alginate microfiber works as a sacrificial template that transfers its chained structure
into the PDMS substrate. Compared to previous hydrogel template methods for forming branched
microchannels which requires manual knotting [9] or arranging [8] of two threads of microfibers, our
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method can form a branched structure utilizing the microfluidic phenomenon, thereby improving the
reproducibility of branched and chained shapes.

Figure 8. Chained PDMS microchannel fabricated with chained alginate microfibers. (a) Alginate
microfiber with the structure that two thin and long fibers are connected to a chained fiber as a sacrificial
template; (b) top view of the chained microchannel; (c) cross-sectional image of the microchannel
shown in (b). Sections AA’ and BB’ are the combined and separated parts, respectively; (d) entire
chained microchannel when infusing red and green solutions via different inlets; (e) flows of red and
green solutions infused at A: 10 and 0, B: 8 and 2, C: 6.7 and 3.3, D: 5 and 5, E: 3.3 and 6.7, F: 2 and 8,
and G: 0 and 10 mL/min, respectively. Scale bars are: (a,d) 1 cm; (b) 500 μm; (c,e) 100 μm.

Finally, to confirm the function as a channel, we introduced two solutions colored with red and
green ink into the microchannel through two inlets, respectively (Figure 8d). In this experiment,
we varied the flow rate ratio of red and green solutions under five conditions: (i) a flow rate ratio
of ∞ (10 mL red and 0 mL/min green solutions) (Figure 8eA), (ii) a flow rate ratio of 3 (7.5 mL red
and 2.5 mL/min green solutions) (Figure 8eB), (iii) flow rate ratio of 1 (5 mL red and 5 mL/min
green solutions) (Figure 8eC), (iv) flow rate ratio of 0.3 (2.5 mL red and 7.5 mL/min green solutions)
(Figure 8eD), and (v) flow rate ratio of 0 (0 mL red and 10 mL/min green solutions) (Figure 8eE). As a
result, laminar-like flows were formed, leading to five types of flows downstream: (i) both flows in the
upper and lower channels were red (Figure 8eA), (ii) one upper flow was red and one lower flow was
mixed (Figure 8eB), (iii) one upper flow was red and one lower flow was green (Figure 8eC), (iv) one
upper flow was mixed and one lower flow was green (Figure 8eD), and (v) both flows in the upper
and lower channels were green (Figure 8eE). The mixture ratio of red and green inks in this chained
channel could be continuously variable as a result of controlling the flow rate ratio. These results
indicate that a chained microchannel formed with our method is capable of liquid feeding and could
be applied to the preparation of mixed solutions with various mixing ratios.
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4. Conclusions

In this study, we developed a simple microfluidic method to form alginate microfibers with
branched and chained structures using a theta-glass capillary. With our method, we could generate
three flow regimes (combined, separated, and chained) by precisely controlling the flow rate of a
sodium alginate solution and the tip diameter of the theta-glass capillary. By adjusting the flow
regimes, we could change the cross-sections of flows to form alginate microfibers with various shapes
such as single-threaded, branched, and chained microfibers. We were also able to change the microfiber
dimensions such as the lengths, diameters, and chain-unit lengths in chained microfibers by regulating
the flow rate and by changing the tip diameter of the theta-glass capillary. The advantages of our
method are as follows: (i) devices can be easily prepared due to the commercial availability of
theta-glass capillaries, (ii) our method offers a variety of complicated geometries and dimensions of
microfibers, and (iii) branched and chained structures can be reproduced. Moreover, by switching
between the different flow regimes, our method could form sacrificial microfibers with controlled
positions of branched and re-combined structure; thus, the method has the potential to fabricate
microchannels which mimic the structure of blood vessels featured with a multiple-branched structure
or a specific chain-like vascular structure (e.g., vascular ring) and are therefore applicable for research
fields of fluidics including hemodynamics.

Supplementary Materials: The following is available online at www.mdpi.com/2072-666X/9/6/303/s1: Figure
S1: Experimental phases showing the relationships among the flow rates of the sodium alginate solution, the
tip diameters of the theta-glass capillaries, and the flow regime in the region with a low flow rate and large tip
diameter; Figure S2: Diameters of the embedded microfiber and the PDMS microchannel; Movie S1: Flow regimes
of the sodium alginate solution; Movie S2: Turbulent stream of the sodium alginate solution.
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Abstract: This paper demonstrates a triple-coaxial flow device to continuously produce a hydrogel
microtube using a microfluidic technique. The hydrogel microtube can encapsulate a microbial
suspension, while allowing the diffusion of oxygen and nutrients into the microtube and preventing
microbes from passing into or out of the microtube. The microtubes also enable the collection of
the microbes after task completion without contaminating the environment. In our previous study,
we used a double-coaxial flow device to produce the microtubes, but continuous production was a
challenge. In the present study, we developed a microfluidic device that fabricates a triple-coaxial flow
to enable continuous production of the microtubes. Here, we characterize the production capacity
of the microtubes along with their properties and demonstrate bioremediation using microtubes
encapsulating a microbial suspension.

Keywords: microtubes; triple-coaxial flow; microbes; microfluidics; bioremediation

1. Introduction

Microbes conduct multistep reactions with biological enzymes as catalysts for metabolization [1].
Many of the resulting substances of the metabolism are difficult to produce in vitro; therefore, microbes
are currently used in various fields such as food production, medicine, environmental science, and
energy [2–7]. For practical applications using microbes, the culture system needs to enable mass
culture at low cost without biological contamination from competitive microbes.

In our previous work, we proposed a microbial culture system with hydrogel microtubes,
as shown in Figure 1 [8]. The hydrogel tubes are made of calcium alginate, and have pores that
are larger than nutrients and oxygen, but smaller than microbes and bacteriophages [9,10]. Therefore,
the hydrogel microtubes prevent microbes from passing through the walls while permitting the
diffusion of oxygen and nutrients. Target microbes encapsulated inside the tubes are, thus, protected
from competing microbes. Moreover, the microbes can be easily collected along with the tubes
without contaminating the surrounding environment. We previously developed a microfluidic
device to produce the microtubes that encapsulate microbes using double-coaxial flow [11–13].
The double-coaxial flow comprises a sodium alginate solution as the outer flow and a microbial
suspension as the inner flow. When sodium alginate bonds with calcium ions, it immediately forms
a stable three-dimensional gel [14,15]. As shown in Figure 2, the double-coaxial flow flows into
the calcium chloride solution and the outer flow, sodium alginate, becomes a hydrogel to form the
hydrogel microtube encapsulation. The flow rates and, thus, the production rate, are limited due to
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Rayleigh–Taylor instability and continuous formation of the tubes is difficult [16,17]. As previously
mentioned, mass production is mandatory for practical applications.

 

Figure 1. Open culture system with microtubes.

 

Figure 2. Our previous device with the double-coaxial flow.

In this study, therefore, we developed a triple-coaxial flow device, where the outermost flow is
calcium chloride, and hydrogel microtubes emerge from the end of the device. The device enables
mass production of the microtubes with negligible Rayleigh–Taylor instability. We first characterize the
formation of the hydrogel tubes with respect to the production rate, efficiency, and the tube properties.
Then, we demonstrate bioremediation, which is one of the promising microbial applications, using
the microtubes with encapsulated microbes. The microtubes were immersed in an aqueous solution
of methylene blue to decompose the methylene blue, and when the bioremediation was completed,
the tubes and the microbes inside were successfully collected.

2. Materials and Methods

2.1. Materials

Sodium alginate (80–120 cP) and calcium chloride were purchased from Wako Pure Chemical
Industries, Ltd. (Osaka, Japan), and saline was obtained from Otsuka Pharmaceutical Factory (Tokyo,
Japan). The concentration of sodium alginate solution was 1.5 w/v% (7.5 g sodium alginate in 492.5 g
deionized (DI) water). The concentration of the calcium chloride solution was 150 mM (16.65 g calcium
chloride in 1000 mL DI water). These conditions were found to be appropriate for producing hydrogel
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microtubes [9,18]. Coryne glutamicum (C. glutamicum), Vibrio alginolyticus (V. alginolyticus), Pseudomonas
aeruginosa (P. aeruginosa), and Bacillus subtilis (B. subtilis) were purchased from the National Institute
of Technology and Evaluation (Tokyo, Japan) and were used as the target microbes. The culture
media of C. glutamicum, P. aeruginosa, and B. subtilis included 5 g hipolypepton, 1 g yeast extract, 0.5 g
MgSO4·7H2O, and 500 mL DI water. The culture medium of V. alginolyticus included 5 g hipolypepton,
1 g yeast extract, 0.25 g MgSO4·7H2O, 13.35 g Daigo’s artificial seawater SP (NOVA Chemicals, Calgary,
Canada), and 500 mL DI water. All the materials for producing the different culture media were
purchased from Wako Pure Chemical Industries. Methylene blue aqueous solution was used to
demonstrate bioremediation [19,20], and was prepared by mixing 0.029 g methylene blue trihydrate
powder (Hayashi Pure Chemical Ind., Ltd., Osaka Japan) and 500 mL DI water. The solution for the
experiments of the removal of methylene blue dye included 15 mL methylene blue solution, 50 mL DI
water, and 20 mL culture medium

2.2. Triple-Coaxial Flow Device

A photo and the cross-sectional view of the triple-coaxial flow device are shown in Figure 3.
The device consists of three aluminum parts made using a lathe and numerically-controlled milling
machine (Figure 3a). As shown in Figure 3b,c, the triple-coaxial flow consists of three fluids: (#1)
the microbial suspension, (#2) the sodium alginate solution, and (#3) the calcium chloride solution.
A hydrogel microtube encapsulating the microbial suspension is produced by the formation of the
triple-coaxial flow from the three fluids, and emerges from the outlet of the device. To observe the
effect of the outlet diameter, we designed separate Part 2 sections of the device with three different
outlet diameters.

Figure 3. Triple-coaxial flow device. (a) Image of the device. Cross-sectional view of (b) the device and
(c) the three parts to produce the triple-coaxial flow.

The experimental setup is shown in Figure 4. The triple-coaxial flow device was fixed to a stand.
The microbial suspension was introduced into the device using a liquid delivery pump (Peri-star pump
Pro, Tacmina Co., Osaka, Japan). The sodium alginate solution was introduced into the device using a
pulseless pump (Smoothflow pump Q, Tacmina Co., Osaka, Japan). The calcium chloride solution was
introduced into the device using a liquid delivery pump (Masterflex L/S, Yamato Scientific Co, Ltd.,
Tokyo, Japan). Each pump and the device were connected using silicone tubing. Pulsatile flow prevents
a stable formation of the triple-coaxial flow, so an air chamber was placed between the pumps and the
device to reduce the pulsations generated by the liquid delivery pumps. When we stop producing the
microtube, #1, #2, and #3 flows are stopped in turn.
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Figure 4. Experimental setup for production of microtubes.

2.3. Fabrication of a Hollow Hydrogel Microtube

Saline dyed with red stain was used as fluid #1 instead of a microbial suspension to characterize
the formation of the microtubes. We investigated the wall thickness of the microtube with respect to
the volumetric flow rates of fluids #1 and #2. The volumetric flow rate of fluid #1 was set from 12.5 to
27.5 mL/min, the volumetric flow rate of fluid #2 was set from 25 to 35 mL/min, and the volumetric
flow rate of fluid #3 was kept constant at 75 mL/min. Fluids #3, #2, and #1 were sequentially introduced
into the device. The microtubes were subsequently collected in the calcium chloride solution. The outer
and inner diameters of the fabricated microtubes were measured at three locations using an optical
microscope (VHX-600, KEYENCE, Osaka, Japan).

2.4. Bioremediation: Removal of Methylene Blue Dye

First, we conducted preliminary experiments to determine the suitable microbes for
bioremediation. We used methylene blue to visualize the ability of the microbes to decompose organic
matter. The tested microbes included C. glutamicum, V. alginolyticus, P. aeruginosa, and B. subtilis [21–23].
To investigate the capability of these microbes to decompose methylene blue, 15 mL of each microbial
suspension was added to a solution consisting of 15 mL methylene blue solution and 70 mL DI water.
To evaluate the degree of methylene blue decomposition, we measured changes in the absorbance of
methylene blue with a spectrophotometer (UV3600, Shimadzu, Kyoto, Japan) after one day, four days,
seven days, and 14 days. The absorbance was measured three times for each solution.

Next, we produced a hydrogel microtubes encapsulating 15 mL of the microbial suspension
of B. subtilis following the results of the preliminary tests. The produced microtube was immersed
into the methylene blue solution. After one day, four days, and seven days, the absorbance and the
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degree of the turbidity of the methylene blue aqueous solution was measured three times using the
spectrophotometer. We also attempted to collect B. subtilis along with the microtubes to confirm that
collection of encapsulated microbes is possible without contaminating the solution with the microbes.

3. Results and Discussion

3.1. Fabrication of a Hollow Hydrogel Microtube

Figure 5 shows the film thickness of the produced microtube with respect to the volumetric flow
rate. As the volumetric flow rate of fluid #1 increased, the inner diameter of the microtube increased,
but the film thickness decreased. It was also found that the film thickness increased as the volumetric
flow rate of fluid #2 increased. Thereupon, it was found that the film thickness was controlled from
100 to 500 μm. We investigated the effect of the outlet diameter of Part 2. Figure 6 shows the outer
diameter of the microtube produced by the triple-coaxial flow device with respect to the volumetric
flow rate of fluid #2. The microtube diameter increased as both the outer diameter of Part 2 and the
volumetric flow rate of fluid #2 increased. Furthermore, it was found that the diameter of the hydrogel
microtube was controlled from 1.4 to 2.0 mm. In our previous study we found that, to ensure diffusion
of nutrients and oxygen through the tube wall, the wall thickness needed to be less than 250 μm.
Moreover, for mass culture of target microbes, the diameter of the microtube should be as large as
possible. Therefore, we chose volumetric flow rates of 27.5, 35, and 75 mL/min for fluids #1, #2, and
#3, respectively. This is because of the produced microtube at the volumetric flow rates. A photo of the
produced hydrogel microtube encapsulating dyed saline is shown in Figure 7.

 

Figure 5. Relationship between film thickness of microtube and volumetric flow rates of fluids #1 and
#2. (a) Outlet diameter of Part 2 is 2.5 mm. (b) Outlet diameter of Part 2 is 2.7 mm. (c) Outlet diameter
of Part 2 is 2.9 mm.
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Figure 6. Relationship between outer diameter of microtube and volumetric flow rate of fluid #2.

 

Figure 7. (a) Photo of the produced hydrogel microtube with the triple-coaxial device. (b) Photomacrogragh
of the hydrogel microtube.

Microtubes were produced at a rate of 281 mm/s. This is approximately 25 times faster than the
11 mm/s achieved in our previous study using a double-coaxial flow device. Next, we measured the
outlets at 10 locations on microtubes produced using double- and triple-coaxial flow devices. Figure 8
shows the average diameter and the standard error of the microtubes produced using the two devices.
As we described in the Introduction, the Rayleigh–Taylor instability generated during fabrication of the
microtubes using the double-coaxial flow device results in the formation of a hydrogel mass. Therefore,
the standard error of the outlet diameter of the microtubes was large because of the formation of this
hydrogel mass. The triple-coaxial flow can produce the hydrogel tubes with sufficient mechanical
strength before they reach the calcium chloride solution, or collecting solution. These differences
resulted in higher production rates and smaller deviations in the tube diameter.
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Figure 8. Comparison of outer diameters of microtubes devices produced using the double- and
triple-coaxial flow.

3.2. Removal of Methylene Blue Dye

Figure 9 shows the degree of decomposition of methylene blue for each of the target microbes.
V. alginolyticus, P. aeruginosa, and B. subtilis decomposed the methylene blue, while C. glutamicum did
not. Among the tested microbes, B. subtilis exhibited the highest performance in decomposition of
methylene blue. Based on the results of this experiment, B. subtilis could have reduced the concentration
of methylene blue in the aqueous solution by 46% in two weeks. Therefore, we decided to use B. subtilis
as the target microbe in further experiments testing the effectiveness of encapsulated microbes. Notably,
the standard error of the absorbance ratio for each microbe increased as the culture time progressed.
This is because the turbidity caused by the increase in the number of microbes interferes with the
absorbance measurements of methylene blue.

 

Figure 9. Relationship between absorbance ratio of methylene blue and culture time of each microbe.
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Next, we produced microtubes encapsulating a microbial suspension of B. subtilis. The produced
microtubes were immersed into the methylene blue aqueous solution. Figure 10 shows the degree
of decomposition of methylene blue using the hydrogel microtubes. The hydrogel microtubes
encapsulating the microbial suspension decomposed methylene blue at a comparable rate to the
microbes that were not encapsulated. It is considered that B. subtilis encapsulated in the hydrogel
microtube can obtain enough oxygen and nutrients.

 

Figure 10. Relationship between the absorbance ratio of methylene blue and culture time with
encapsulated and non-encapsulated B. subtilis.

Figure 11 shows the opacity of the methylene blue aqueous solution during the bioremediation
experiments by measuring the changes in the absorbance ratio of the methylene blue aqueous solution.
When B. subtilis was introduced into the solution, the opacity of the solution increased due to the
presence of the microbes. However, when the microtubes containing the microbes were introduced
into the solution, the value of the absorbance ratio of the concentration of microbes had fallen in the
range 0.95–1.05. The absorbance ratio of the control solution, which did not contain microbes, had
fallen in the same range. Therefore, the opacity did not increase. This indicates that the microbes did
not leak out of the microtubes. Again, the higher standard error of the absorbance ratio was caused by
the turbidity of the solution containing B. subtilis not encapsulated in the microtubes. Furthermore,
the microtubes were successfully collected and removed from the solution along with the microtubes,
which prevented the contamination of the solution by the microbes. This can only be achieved by
encapsulating the microbes in the microtubes. As shown in Figure 10, the encapsulated microbes
could decompose the methylene blue. B. subtilis encapsulated in the hydrogel microtubes reduced the
concentration of the methylene blue solution by 50% in seven days.
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Figure 11. Relationship between the concentration of microbes in the methylene blue solution and
culture time.

4. Conclusions

We developed and characterized a triple-coaxial flow device to produce hydrogel microtubes
continuously at a high rate. The diameter and the film thickness of the hydrogel microtubes
were successfully controlled with the volumetric flow rates of the fluids and the diameter of the
channel. Therefore, by using the triple-coaxial flow device, the diameter of the hydrogel microtube
was controlled from 1.4 mm to 2.0 mm, and the film thickness was controlled from 100 μm to
500 μm. The triple-coaxial flow device was able to produce microtubes 25 times faster than our
previously-proposed double-coaxial flow device. By reducing the effect of Rayleigh–Taylor instability,
the produced hydrogel microtubes had smoother features and less deviation in their diameter. The
effectiveness of the hydrogel microtubes encapsulating microbes was demonstrated in bioremediation
experiments. B. subtilis encapsulated inside the microtubes successfully decomposed methylene blue
and did not leak out of the tubes, thereby preventing contamination of the solution by the microbes.
Moreover, the microbes were easily collected from the solution along with the microtubes.
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Abstract: This paper reports the analysis of the crack configuration of a stretched metal conductive
track that is embedded in a stretchable elastomer. The factor determining the crack configurations
is analyzed by modeling as well as experiments. The modeling analysis indicates that the crack
configuration is determined by the ratio of the elongation stiffness of the track and elastomer, and is
classified into two types: multiple-crack growth and single-crack growth. When the track stiffness is
considerably lower than the elastomer stiffness, multiple-crack growth type occurs; in the opposite
case, single-crack growth type occurs. Hence, to verify the modeling analysis, metal conductive tracks
with different thicknesses are fabricated, and the cracks are studied with respect to the crack width,
number of cracks, and crack propagation speed. In this study, two conventional metal-track shapes
are studied: straight-shaped tracks with track thickness of 0.04–1.17 μm, and wave-shaped tracks with
track thickness of 2–10 μm. For straight-shaped tracks, multiple-crack growth type occurred, when
the track thickness was 0.04 μm, and the crack configuration gradually changed to a single crack,
with the increase in the track thickness. For wave-shaped tracks with track thickness of 2–10 μm,
only single-crack growth type occurred; however, the crack propagation speed decreased and the
maximum stretchability of the track increased, with the increase in the track thickness.

Keywords: crack configuration; metal conductive track; stretchable elastomer; flexible electronic
device; stretchable electronic device

1. Introduction

Of late, many research groups have been developing flexible or stretchable electronic devices [1–3],
such as stretchable displays [4,5], devices fixed to the human skin [6–11], and neural interfaces
devices that are embedded in animals [12]. As metal conductive tracks are one of the critical
components for achieving device flexibility or stretchability, various types of metal tracks, such
as straight-shaped metal tracks with microcracks [13–16], straight-shaped metal tracks on a wavy
surface [17,18], and wave-shaped metal tracks [19–22], have been researched. Straight-shaped
tracks with microcracks are stretchable and conductive with randomly distributed tribranched
microcracks on the tracks; the track thickness is several tens or hundreds of nanometers, and the metal
track layer is directly deposited on a stretchable elastomer substrate by thermal or electron-beam
deposition [12]. Straight-shaped metal tracks on a wavy surface are fabricated by direct metal
deposition on a prestretched elastomer substrate and can be stretched by the deformation of the
wavy surface of the elastomer [17]. Wave-shaped metal tracks can be stretched by the deformation of
the wave-shape. The thickness of the metal layer is serval micrometers, and it is fabricated by plating
or laminating a metal foil and a stretchable elastomer sheet [19,22].

In previous studies, the observed crack configurations of stretched metal tracks differ considerably.
For example, many micro cracks were observed in some studies [12–16]; whereas, few large cracks,
which propagated and crossed the metal track perpendicular to the stretching direction, were observed

Micromachines 2018, 9, 130; doi:10.3390/mi9030130 www.mdpi.com/journal/micromachines31



Micromachines 2018, 9, 130

in the others [19–21]. However, the factors determining the crack configurations are still not clear.
Understanding these factors can contribute to the development and improvement of flexible or
stretchable electronic devices because crack configurations affect both the flexibility and stretchability
of a metal conductive track. In addition, this understanding can contribute to related studies, such as
self-healing methods for a cracked metal track [23,24].

In this study, to analyze the factors that determine the crack configurations, modeling as well
as experiments were utilized. In the experiments, we studied two conventional metal-track shapes:
straight-shaped metal tracks and wave-shaped metal tracks. For straight-shaped tracks, thinner tracks
with thickness of several tens to hundreds of nanometers are generally used to achieve the stretchability
using out-of-plane deformation by tribranched microcracks or a wavy surface. For wave-shaped tracks,
the in-plane deformation of the wave-shape is mainly used for stretchability; hence, thicker tracks with
a thickness of several micrometers are generally used. Therefore, in this study, straight-shaped tracks
with track thickness of 0.04–1.17 μm and wave-shaped tracks with track thickness of 2–10 μm were
fabricated, and the cracks were studied with respect to the crack width, number of cracks, and crack
propagation speed.

2. Material and Methods

2.1. Modeling Analysis

The factors determining the crack configurations were analyzed by modeling. Figure 1a displays
the schematic of a cracked metal track embedded in a stretchable elastomer. A small crack is caused in
the track, and both the track and the elastomer are deformed by a constant balanced force. In the model,
the strain in the cracked region is denoted as εA, and that in the non-cracked region as εB. We assumed
that all of the strains are uniform over each region, and that εA is larger than εB, as shown in Figure 1b,c.
These figures depict the simplified stress-strain curves of a metal track and stretchable elastomer,
respectively. For flexible or stretchable electronic devices, gold or copper are used as conductive tracks,
and polydimethylsiloxane (PDMS) or polyurethane (PU) are used as stretchable elastomer layers.
Therefore, the stress-strain curves are simplified, based on the material. In the model, the balanced
force around the boundary between the cracked and non-cracked regions is represented by

εAEelast Aelast = σbreak Atrack + εBEelast Aelast (1)

where Eelast, Aelast, Atrack, and σbreak are the Young’s modulus of the elastomer, cross-sectional area of
the elastomer, cross-sectional area of the track, and breaking stress of the track, respectively. Focusing
on εA and εB, Equation (1) is represented as

εA − εB =
σbreak Atrack
Eelast Aelast

(2)

The left of Equation (2) is the difference between εA and εB, and the right is the ratio of the
elongation stiffness of the track and elastomer. Therefore, Equation (2) indicates that the difference
between εA and εB is determined by the ratio of the elongation stiffness. In particular, when the ratio
of the elongation stiffness is considerably small, then the stiffness of the track is considerably lower
than that of the elastomer, i.e.,

εA − εB ≈ 0 (3)

In this case, the values of εA and εB are nearly the same; hence, we consider that other cracks are
caused in the non-cracked region, as the track is stretched further, as shown in Figure 1d. In this paper,
we refer to this crack configuration as a multiple-crack growth type. On the other hand, when the ratio
of the elongation is greater than zero, we consider that a crack already caused in the track increasingly
propagates, as the track is stretched further, as shown in Figure 1e. We refer to this crack configuration
as a single-crack growth type.
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Figure 1. Schematic of the crack-configuration modeling analysis. (a) Cracked metal track embedded
in a stretchable elastomer; (b) simplified stress-strain curve of a metal track layer; (c) simplified stress
strain-curve of a stretchable elastomer; (d) schematic of a multiple-crack growth type; and, (e) schematic
of a single-crack growth type.

To examine the relationship between the crack configurations and the ratio of the elongation
stiffness, the value of the ratio was calculated, with reference to previous studies. In the calculation,
we assumed that the widths of the track and elastomer are considerably greater than the thicknesses of
the track and elastomer; hence, Equation (2) is represented as

εA − εB =
σbreakttrack
Eelasttelast

(4)

where ttrack and telast are the thicknesses of the track and elastomer, respectively. Table 1 shows the
calculated values of the ratio of the elongation stiffness, using Equation (4); the values that are used
in Table 1 are as follows: σbreak of gold was 0.3 GPa [25], σbreak of copper was 0.2 GPa [26], and Eelast
of PDMS was 1.3 MPa [27]. Table 1 indicates that the multiple-crack growth type is often observed,
when the value of the ratio of the elongation stiffness is lower than approximately 0.1. On the other
hand, the single-crack growth type is often observed, when the value of the ratio is higher than
approximately unity.

Table 1. Relationship between the calculated values of the ratio of the elongation stiffness and the crack
configurations, in previous studies and this study.

Ref. Structure σbreakttrack
Eelasttelast

Crack Configuration

[13]
(straight-shaped track)

ttrack = 0.05 μm (gold)
telast = 1 mm (PDMS) 0.01

Multiple-crack growth type

[16]
(straight-shaped track)

ttrack = 0.05–0.1 μm (gold)
telast = 1 mm (PDMS) 0.01–0.02

[14]
(straight-shaped track)

ttrack = 0.075 μm (gold)
telast = 0.3 mm (PDMS) 0.06

[12]
(straight-shaped track)

ttrack = 0.035 μm (gold)
telast = 0.12 mm (PDMS) 0.07

[15]
(straight-shaped track)

ttrack = 0.04 μm (gold)
telast = 0.076 mm (PDMS) 0.12
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Table 1. Cont.

Ref. Structure σbreakttrack
Eelasttelast

Crack Configuration

[19]
(straight-shaped/wave-shaped

track)

ttrack = 2.5–5 μm (gold)
telast = 0.4 mm (PDMS) 1.44–2.88

Single-crack growth type[21]
(wave-shaped track)

ttrack = 18 μm (copper)
telast = 1 mm (PDMS) 2.76

[20]
(wave-shaped track)

ttrack = 17 μm (copper)
telast = 0.1 mm (PDMS) 26.15

This study
(straight-shaped track)

ttrack = 0.04–1.17 μm (copper)
telast = 0.1 mm (PU) 0.03–0.78

Multiple-crack
growth/Single-crack growth

type

This study
(wave-shaped track)

ttrack = 2–10 μm (copper)
telast = 0.1 mm (PU) 0.89–4.45 Single-crack growth type

2.2. Fabrication and Experimental Setup

To verify the modeling analysis, metal conductive tracks with different ratios of the elongation
stiffness were fabricated. This ratio was varied by changing the thickness of the metal track. In this
study, two conventional metal-track shapes were studied: straight-shaped tracks with track thicknesses
of 0.04–1.17 μm, and wave-shaped tracks with track thickness of 2–10 μm. In previous studies on
straight-shaped tracks, a metal track layer was deposited on a stretchable elastomer layer by thermal
or electron-beam deposition. However, a stretchable elastomer, such as PDMS and PU, changes its
mechanical property around the boundary between the track and elastomer, due to thermal damage.
In this case, the mechanical property is unclear, and it is difficult to comprehend the factors determining
the crack configurations. In both the thermal deposition and transfer methods, some microcracks
might be pre-formed in the metal layer; however, the transfer methods is much better because of the no
thermal damage. Moreover, if there are the pre-formed microcracks, then the pre-formed microcracks
have little effect on the crack configuration. For the multiple-crack growth type, new microcracks are
caused in addition to the pre-formed microcracks. On the other hand, for the single-crack growth type,
some of the pre-formed microcracks propagate and become the large cracks. Therefore, in this study,
a transfer method, in which the metal layer was transferred onto the elastomer, was used. For the
wave-shaped metal track, commercially available rolled copper foil was used as the metal track layer.
PU was used as the elastomer layer, for both straight-shaped and wave-shaped tracks.

Figure 2a–e depict the fabrication process of a straight-shaped track. Initially, a polytetrafluoroethylene
(PTFE) sheet was cut into 20 mm × 30 mm sheets, and a copper layer was deposited on these PTFE
sheets by a thermal evaporation system (SVC-700TMSG/7PS80, Sanyu Electron Co., Ltd., Tokyo,
Japan), as shown in Figure 2a. The track thickness, ttrack, was 0.04 μm, 0.10 μm, 0.18 μm, 0.53 μm, and
1.17 μm, respectively. Further, the PTFE sheet was cut in the shape of a track with a width of 3 mm
(Figure 2b), and was pasted onto a PU tape (Tegaderm, 3M, Meipplewood, MN, USA). The thickness
of the PU tape was 0.05 mm. The PTFE sheet was then peeled off from the PU tape, and the copper
layer was transferred from the PTFE sheet to the PU tape (Figure 2c). Finally, another PU tape was
pasted on the copper layer, as shown in Figure 2d, and the PU layer was cut into a sample shape with
a width of 10 mm (Figure 2e). The calculated ratios of the elongation stiffness of each sample were
0.03, 0.07, 0.12, 0.35, and 0.78, at ttrack = 0.04 μm, 0.10 μm, 0.18 μm, 0.53 μm, and 1.17 μm, respectively.
In the calculation, an Eelast of 3 MPa was used for the PU tape.

Figure 3a–g show the fabrication process of a wave-shaped copper track. Initially, rolled copper
foils (The Nilaco Co., Tokyo, Japan) of various thicknesses (ttrack = 2 μm, 4 μm, 6 μm, 8 μm, and
10 μm) were thermally laminated onto a PU sheet (Platilon 4201, Covestro AG, Leverkusen, Germany),
as shown in Figure 3a. The thickness of the PU sheet was 0.05 mm. In the lamination process, the copper
foil was surface-modified by a plasma cleaner (PDC-32G, Harrick Plasma, New York, NY, USA); the
copper foil and PU sheet were heated at 100 ◦C for 3 min without pressure, and was then pressed
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at approximately 0.4 MPa, at 170 ◦C for 3 min. Subsequently, the copper foil was structured by the
photolithography process. Photoresist was spin-coated onto the copper foil (Figure 3b), and patterned
into a wave-shaped track and contact pads (Figure 3c). Further, the copper layer was wet-etched
(Figure 3d) and the photoresist was stripped off (Figure 3e). A PU tape was laminated only on the
wave-shaped track, as shown in Figure 3f. Finally, the individual samples were separated. Figure 3e
shows the fabricated wave-shaped copper track. The dimensions of each sample were 25 mm by
5 mm. The width of the copper track was 75 μm, and it was arranged between two large contact pads,
which were 5 mm apart. The radius of the track was 150 μm. The calculated ratio of the elongation
stiffness of each sample was 0.89, 1.78, 2.67, 3.56, and 4.45 at ttrack = 2 μm, 4 μm, 6 μm, 8 μm, and
10 μm, respectively. In the calculation, 3 MPa and 6 MPa were used as the Eelast values of the PU tape
and PU sheet, respectively.

Figure 2. Fabrication of a straight-shaped copper track embedded in PU. (a) Thermal deposition of
a copper layer on a polytetrafluoroethylene (PTFE) sheet; (b) Cutting of the PTFE sheet; (c) Transfer of
the copper track onto a polyurethane (PU) tape; (d) Lamination of another PU tape; and, (e) Optical
images of the fabricated copper track in PU.

Figure 3. Fabrication of a wave-shaped copper track embedded in PU. (a) Lamination of a copper foil
on a PU sheet; (b) Spin-coating of a photoresist on the copper foil; (c) Development and patterning of
the photoresist; (d) Wet-etching of the copper foil; (e) Removal of the photoresist; (f) Lamination of
a PU tape on the structured copper; and, (g) Optical images of a wave-shaped copper track in PU.
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Figure 4 displays images of the experimental setup. A sample were mounted onto movable
stages. For wave-shaped tracks, the sample was clamped at the contact pads, and electronically
connected to a source meter (2614B, Keithley Instruments, Cleveland, OH, USA). The resistance of the
wave-shaped track was measured by four probe methods, for detecting crack propagation. The sample
was stretched gradually by moving the stages. The crack formation was observed with an optical
microscope (VHX-2000, Keyence Corporation, Osaka, Japan).

Figure 4. Images of the experimental setup.

3. Result and Discussion

3.1. Straight-Shaped Track

Figure 5a–i depict a series of optical images of a cracked track. For a stretched track with
ttrack = 0.04 μm (the calculated ratio of the elongation stiffness was 0.03), several smaller cracks were
observed in the track (Figure 5a–c). When the elongation rate was 10%, few cracks were caused
in the track, as shown in Figure 5a. As the elongation rate increased, new cracks were caused,
and the number of cracks increased (Figure 5b,c). This indicates that a crack configuration with
ttrack = 0.04 μm is a multiple-crack, corresponding to the results of Table 1. In this case, the track
might be conductive even if the track was stretched up to several tens percent as shown in a previous
study [15]. For ttrack = 0.53 μm (0.35 is the ratio of the elongation stiffness), several larger cracks were
observed in the track, as shown in Figure 5g–i. The cracks propagated along the track-width direction,
which was nearly perpendicular to the stretching direction. The crack width increased with the
increase in the elongation rate; whereas, the number of cracks was nearly constant. For ttrack = 1.17 μm
(0.78 is the ratio of the elongation stiffness), a similar trend was observed. This indicates that the crack
configuration for ttrack = 0.53 μm and 1.17 μm is single-crack growth type, and also corresponds to the
results of Table 1. In this case, the track might lose its conductivity, even when the elongation rate was
under several percent, because of the larger crack propagation. For a cracked track with ttrack = 0.10 μm
and 0.18 μm, an intermediate type of crack configuration was observed, as shown in Figure 5d–f. Many
microcracks were caused, and each crack propagated, as the elongation rate increased.

For better understanding, numerical analysis on the crack width and number of cracks was
conducted. The crack width and number of cracks were measured from the optical image of a cracked
track (Figure 6a,b), and the transition of the crack width and the number of cracks were analyzed.
The crack width was measured as follows: seven cracks were randomly selected on the optical image
of a cracked track, and the values of each crack area were measured. The crack width was obtained
by dividing each area by the height of each crack. Hence, the crack width is the average value, along
the stretching direction. The number of the cracks was calculated as follows: seven lines was drawn
on an optical image of a cracked track at regular intervals, and the number of cracks, across the line,
were counted. The direction of the line was along the stretching direction, and the line was drawn
end-to-end on the optical image. The counted number was divided by the reference distance, which
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was 100 μm for an elongation of 0%. Therefore, the number of cracks is the average value of the
reference distance. The crack widths for ttrack = 0.04 μm, 0.10 μm, and 0.18 μm ranged from several
micro to several tens of micrometers, as shown in Figure 6c. On the other hand, for ttrack = 0.53 μm
and 1.17 μm, the crack widths ranged from several tens to hundreds of micrometers. Figure 6d shows
the normalized crack width by the value of the crack width at 10% elongation rate. For ttrack = 0.04 μm,
the normalized crack width ranged from 1 to 2. On the other hand, for ttrack = 0.10 μm, 0.18 μm,
0.53 μm, and 1.17 μm, the normalized crack width increased almost linearly, as the elongation rate
increased. This indicates that in the case of the multiple-crack growth type, the crack width is nearly
constant or increases marginally, as the elongation rate increases; whereas, in the case of a single-crack
growth type, the crack width increases almost linearly. The number of cracks per reference distance
was more than one, for ttrack = 0.04 μm, 0.10 μm, and 0.18 μm (Figure 6e). On the other hand,
for ttrack = 0.53 μm and 1.17 μm, the number of cracks were approximately zero. Figure 6f shows
the normalized number of cracks by the value of the number of cracks at a 10% elongation rate. For
ttrack = 0.04 μm, the normalized number of cracks increased from approximately 1–90, as the elongation
rate increased. On the other hand, for ttrack = 0.10 μm, 0.18 μm, 0.53 μm, and 1.17 μm, the normalized
number was nearly constant, at unity. That indicates that, in the case of the multiple crack-growth
type, the number of cracks increases suddenly, as the elongation rate increases; whereas, in the case of
the single-crack growth type, the number is nearly constant.

Figure 5. Cont.
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Figure 5. Series of optical images of a cracked copper track in PU with track thicknesses of (a–c) 0.04 μm;
(d–f) 0.53 μm; and, (g–i) 0.10 μm.

Figure 6. Schematic of the (a) measurement of the crack width and (b) number of cracks. Relationship
between the (c) crack width and elongation rate; (d) normalized crack width and elongation rate;
(e) number of cracks and elongation rate; and, (f) normalized number of cracks and elongation rate.
The reference distance was 100 μm for an elongation of 0%.
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3.2. Wave-Shaped Track

Figure 7a shows the resistance-change rate in terms of the elongation rate, for ttrack = 2 μm and
6 μm (0.89 and 1.78 are the calculated ratios of the elongation stiffness, respectively). In both cases,
the resistance rate increased, as the elongation rate increased, and each track completely broke at
13% and 42% of the elongation rate for ttrack = 2 μm and 6 μm, respectively. Figure 7b–g show the
optical images of the crack propagation of each track. When strain was gradually applied to the track,
some crack initiations were observed (Figure 7b,e), around the apex of the wave shape. Each crack
gradually propagated as the elongation rate increased (Figure 7c,f), along the direction of the track
width. This indicates that the resistance rate was increased by crack propagation. The tracks were
completely broken, when the crack propagated completely (Figure 7d,g). The crack configuration was
the single-crack growth type, in both cases, corresponding to the results of Table 1. When compared
with ttrack = 2 μm and 6 μm, the crack propagation speed was different. Figure 7a–g indicate that the
crack propagation speed at ttrack = 2 μm was faster than that at 6 μm.

Figure 7. (a) Relationship between the resistance-change rate and elongation rate for ttrack = 2 μm and
4 μm; Optical images around the apex of a wave shape for (b–d) ttrack = 2 μm and (e–g) ttrack = 6 μm.

Figure 8a shows the relationship between the maximum stretchability of a wave-shaped track
and the track thickness, ttrack. The number of trials for each thickness was five. The values of
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the maximum stretchability were 12%, 20%, 35%, 40%, and 50% at 2 μm, 4 μm, 6 μm, 8 μm, and
10 μm of ttrack, respectively; therefore, the maximum stretchability increased proportionally, as ttrack
increased. This indicates that the crack propagation speed was reduced, as ttrack increased; hence,
the maximum stretchability increased. In addition to this, we consider that the maximum stretchability
may also be increased by decreasing the width or wavelength of the wave-shape as shown in previous
studies [19,22]. Figure 8b shows the relationship between the crack width and ttrack. The number of
trials for each thickness was five, again. The crack was trapezoid-shaped; therefore, the crack width
was defined as the distance between the mid points of the sides. The values of the crack width were
16 μm, 36 μm, 66 μm, 69 μm, and 94 μm at 2 μm, 4 μm, 6 μm, 8 μm, and 10 μm of ttrack, respectively;
hence, the crack width increased proportionally, as the track thickness increased. This indicates that
a larger strain energy was caused, as the track elongation rate increased, and this energy was released
when the track was broken. This larger energy renders the crack wider.

Figure 8. Relationship between the (a) maximum stretchability and track thickness; ttrack, and the
(b) crack width and track thickness, ttrack.

4. Conclusions

We analyzed the factors determining the crack configurations of a stretched metal conductive
track embedded in stretchable elastomer, by both modeling and experiments. The modeling analysis
indicated that the crack configuration is determined by the ratio of the elongation stiffness of the track
and the elastomer, and it is classified into two types: multiple-crack growth and single-crack growth.
We established that the multiple-crack growth type is often observed, when the ratio of the elongation
stiffness is lesser than approximately 0.1, and a single-crack growth type is often observed, when ratio
is more than approximately unity, with reference to previous studies. In the experiments, to verify
the modeling analysis, two conventional metal-track shapes were examined: straight-shaped tracks
with ttrack = 0.04–1.17 μm (0.03–0.78 is the ratio of the elongation stiffness), and wave-shaped tracks
with ttrack = 2–10 μm (0.89–4.45 is the ratio of the elongation stiffness). For straight-shaped tracks,
the multiple-crack growth type was observed, when ttrack = 0.04 μm, and the crack configuration
gradually changed to a single crack, as ttrack increased. This corresponds to the result of the modeling
analysis. For wave-shaped tracks, only a single-crack growth type was observed; hence, this also
corresponds to the modeling analysis. In addition, for a wave-shaped track, the crack propagation
speed was reduced and the maximum stretchability of the track increased linearly, with the increase in
ttrack.
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Abstract: We propose and demonstrate a simple, low-cost, three-dimensional (3D) shape acquisition
method for transparent 3D printed microscopic objects. Our method uses ultraviolet (UV) illumination
to obtain high-contrast silhouette images of transparent 3D printed polymer objects. Multiple silhouette
images taken from different viewpoints make it possible to reconstruct the 3D shape of this transparent
object. A 3D shape acquisition system consisting of a UV light-emitting diode, charge-coupled device
camera and a rotation stage was constructed and used to successfully reconstruct the 3D shape of a
transparent bunny model produced using micro-stereolithography. In addition, 3D printed pillar array
models, with different diameters on the order of several hundred micrometers, were reconstructed.
This method will be a promising tool for the 3D shape reconstruction of transparent 3D objects on
both the micro- and macro-scale by changing the imaging lens.

Keywords: 3D shape reconstruction; shape from silhouette; 3D printing; additive manufacturing;
micro-stereolithography; transparent object; photopolymer

1. Introduction

In recent years, various kinds of 3D printing technologies, from macro- to micro-scale devices,
have been developed and widely used with a wide variety of materials including polymers, metals and
ceramics [1–3]. To use 3D printed parts for final products, techniques for measuring the 3D shape of a
3D printed part are indispensable. X-ray computed tomography (CT) has been utilized as a powerful
3D shape measurement tool for 3D printed parts to date [4]. Recently, it has also been used to measure
microscopic 3D printed parts [5]. However, because X-ray CT equipment is very expensive, it is not
suitable as a convenient method for evaluating the 3D printed parts produced by the low-cost desktop
3D printers used by educators, hobbyists and professional designers.

On the other hand, several optical measurement methods including photogrammetry, structured
light, shape from shading and shape from silhouette (SFS) have been developed as inexpensive
techniques for acquiring the shape of a 3D object [6–10]. The SFS method, in particular, is a simple
way to reconstruct a 3D shape of the target 3D object using multiple silhouette images captured from
several directions. It has an advantage because it can be realized using only small and inexpensive
pieces of equipment such as a camera, lighting device and rotary stage. Furthermore, the use of a zoom
lens makes it possible to measure small 3D objects as small as 1 mm or less [10]. Therefore, it can be
expected to be used for measuring the 3D printed microscopic objects produced by micro-scale 3D
printing techniques such as single-photon micro- and two-photon stereolithography [11,12]. However,
the conventional SFS method is difficult to use to measure transparent 3D objects such as the products of
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stereolithography and material jetting using ultraviolet (UV) curable polymers, because the silhouette
of the transparent object includes the light that passed through the interior of the object in addition to
its actual contour.

To overcome the above limitation of the conventional SFS method using visible light, we propose
a novel method to acquire the shape of transparent 3D printed parts using UV illumination in this
study. Most of the transparent 3D polymer parts produced by stereolithography absorb little visible
light but absorb UV light strongly. Thus, it is possible to obtain high-contrast silhouette images using
UV illumination. For this reason, even transparent 3D printed parts can be evaluated using the SFS
method with UV light. Although there are some alternative methods for this, including local heating
using infrared light [13] and the polarization of the reflected and emitted light [14], our method
has advantages including the ability to capture silhouette images without a background subtraction
process and a relatively high resolution as a result of the use of UV light.

We constructed a simple, low-cost 3D shape acquisition system using a UV light-emitting
diode (LED), a UV-sensitive charge-coupled device (CCD) camera and a motorized rotation stage to
demonstrate the usefulness of our proposed method. Using the optical system, we acquired the 3D
shape of a bunny model as a case study. In addition, the accuracy of the 3D shape acquisition was
evaluated by measuring an array of pillars with diameters ranging from 100–350 μm.

2. Materials and Methods

2.1. 3D Shape Acquisition Based on the Shape from Silhouette (SFS) Method

The first step in reconstructing the 3D shape of a 3D printed object using the SFS method is to
acquire silhouette images of the target object from various directions. In the standard SFS method,
a silhouette image is obtained by calculating the difference between an input image that includes
the target object and a previously captured background image. In contrast, our SFS method using
transmitted UV light illumination does not require background subtraction processes to capture
silhouette images, because the background surrounding the target object has a uniform brightness and
its contrast is enough high to binarize the silhouette images. Then, as shown in Figure 1, the binarized
silhouette image on the image plane is back projected to the camera center to obtain a visual cone that
includes the target object (a cube in Figure 1). Next, multiple visual cones are obtained from different
viewpoints by positioning the camera around the object or rotating the object using a rotating stage.
Finally, the common part (visual hull) of the visual cones obtained from each viewpoint is calculated.
In principle, because the target object exists inside the visual hull, this visual hull can be used to acquire
the 3D shape of the target object [9].

Figure 1. 3D shape reconstruction based on shape from silhouette (SFS) method. (a) visual cone
obtained by back projection of silhouette image; (b) visual hull obtained by intersection of two visual
cones; and, (c) 3D shape acquired by bounding geometry of resultant visual hull with multiple
visual cones.
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Our method employs the strategy reported by Atsushi et al. [10] for acquiring a 3D shape from
silhouette images. In this method, a voxel-based 3D model is first used to represent the 3D shape of
the target object in the SFS method. Then, the voxel-based 3D model is converted to a triangular mesh
model using the marching cubes algorithm [15]. This triangular mesh model can be easily imported by
commercial CAD software.

2.2. 3D Shape Acquisition System Based on SFS with Ultraviolet Light

To obtain an accurate, high-contrast silhouette image of a transparent 3D microscopic object,
we constructed a 3D shape acquisition system using a UV LED (MBRL-CUV7530-2, Moritex Corp.,
Saitama, Japan, light-emitting area: 30 × 75 mm, emission peak wavelength: 365 nm), an imaging lens
(MML1-ST150, Moritex Corp., numerical aperture: 0.038, magnification: ×1, depth of field: 1.1 mm),
a UV-sensitive CCD camera (XC-EU 50, Sony Corp., Tokyo, Japan) and a motorized rotation stage,
as shown in Figure 2. The CCD camera is sensitive to light with wavelengths ranging from 300 nm to
420 nm. The silhouette images were captured at a resolution of 720 × 480 pixels. The CCD camera
and attached lens were fixed at 60◦ angles from the horizontal plane. The rotation stage consisted of a
stepping motor (AS 46 AAD, Oriental Motor Co., Ltd., Tokyo, Japan) and its controller (MSCTL 102,
Suruga Seki Co., Ltd., Shizuoka, Japan).

Figure 2. Optical setup for SFS using ultraviolet (UV) illumination. A silhouette image of the target
object with UV illumination was captured by the UV sensitive charge-coupled device camera. Multiple
silhouette images with different viewpoints were obtained by rotating the rotation stage at 10◦ intervals.

To reconstruct the 3D shape from the acquired silhouette images, in the SFS method, it was
necessary to calibrate the internal and external parameters of the camera. Our experiments used
a calibration method developed by Lavest et al. [16] to determine parameters such as the distance
between the camera and the object and the relationship between the acquired image and the real-world
coordinates. A 2 mm square cube made by cutting was the target object used to calibrate the camera.

After camera calibration, a transparent 3D printed microscopic part was placed in the center of the
rotation stage and its silhouette images from different viewpoints were captured by rotating the stage
at 10◦ intervals. The 3D shape of the 3D printed part was reconstructed using the captured silhouette
images with a reconstruction program developed by Atsushi et al. [10].

2.3. Micro-Stereolithography Systems and Photocurable Resins

In our experiments, two types of laboratory-made micro-stereolithography systems were used
to make 3D printed micro-parts. One was a bottom-up system (free-surface method) based on
single-photon polymerization using a He-Cd laser (IK5551R-F, Kimmon Koha Co., Ltd., Tokyo, Japan,
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wavelength: 325 nm). The laser spot size of this system is approximately 12 μm. The minimum layer
thickness for 3D printing is 30 μm because of the viscosity of the resin. Therefore, this laser was suitable
for making millimeter-sized 3D objects such as microchannels, scaffolds and energy harvesters [11,17,18].
Therefore, this system was used to make a bunny model (size: 1.2 × 0.8 × 1.1 mm) using a commercial
epoxy-based photocurable resin (TSR-883, CMET Inc., Yokohama, Japan) as an example of a transparent
complex 3D object. The other laboratory-made micro-stereolithography system used was a top-down
system (constrained-surface method) based on single-photon polymerization using a blue laser
diode (Cobolt 06-MLD, Cobolt AB, Solna, Sweden, wavelength: 405 nm). In this system, the
blue laser beam is collimated and introduced into a Galvano scanner (GM-1010, Canon Inc.,
Tokyo, Japan) and focused by an objective lens (numerical aperture: 0.1). Both the focal spot
size and minimum layer thickness of this system are 5 μm. Therefore, this system was used to
create finer structures with higher resolutions compared to those created by the bottom-up system.
The resin used in the bottom-up system is not suitable for the system using a blue laser beam
because of its absorption spectrum. Therefore, we prepared a laboratory-made photocurable resin
containing an acrylate monomer (SR399, Sartomer Inc., Exton, PA, USA, 95.1 wt %), a photoinitiator
(Diphenyl(2,4,6-trimethylbenzoyl)phosphine oxide, Sigma-Aldrich, St. Louis, MO, USA, 1.0 wt %),
an inhibitor (2-tert-Butyl-4-methylphenol, Sigma-Aldrich, St. Louis, MO, USA, 2.9 wt %) and a UV
absorber (2-(5-Chloro-2-benzotriazolyl)-6-tert-butyl-p-cresol, Tokyo Chemical Industry Co. Ltd., Tokyo,
Japan, 1.0 wt %). Using the top-down system with the laboratory-made acrylate-based photocurable
resin, we fabricated a pillar array model that had four pillars with different diameters.

3. Results and Discussion

3.1. Transmission Spectrum of Photopolymer

To measure the transmittance values of the two kinds of cured resins, thin films with a thickness of
approximately 200 μm were prepared by curing both resins with a UV lamp. The transmission spectra
of the thin films were measured using a UV-visible spectrometer (UV-1700, SHIMADZU Corp., Kyoto,
Japan) (Figure 3). The transmittance values of the acrylate-based and epoxy-based resins at the UV LED
emission peak wavelength (365 nm) were 0.1% and 46.3%, respectively. Therefore, the acrylate-based
resin was considered suitable for obtaining high-contrast silhouette images using the UV LED.
Although the UV absorption of the epoxy-based resin was lower than that of the acrylate-based
resin, it could also be used to obtain a sufficient number of high-contrast silhouette images after proper
binarization without a background subtraction process, as shown in the following experiments.

Figure 3. Transmission spectra of two cured resins: a commercial epoxy-based resin (TSR-883) and a
laboratory-made acrylate-based resin containing SR399.
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3.2. 3D Shape Acquisition of Transparent 3D Printed Objects

To demonstrate the usefulness of our proposed method, we acquired the 3D shape of a miniature
bunny model produced using micro-stereolithography based on the bottom-up system. Figure 4
compares silhouette images obtained using UV and visible light. In these experiments, the transparent
bunny model made from the epoxy-based resin was used as the target object (Figure 4a). To obtain a
silhouette image with visible light, we replaced the UV LED with a halogen fiber light source (LG-PS2,
Olympus Corp., Tokyo, Japan) using the optical setup shown in Figure 2. As shown in Figure 4b,
the resulting silhouette image was a blocky, gray photograph caused by transmission and refraction
from the transparent object. It was not suitable for obtaining a correct binarized silhouette image
without artificial voids. On the other hand, the silhouette image obtained using UV transmitted
illumination was a substantially uniform, black photograph because most of the UV light was absorbed.
Therefore, a correct silhouette of the transparent target object could be obtained after proper binarization
of the silhouette image. This shows the advantage of using UV transmitted illumination for capturing
correct, high-contrast silhouette images.

Figure 4. Comparison of silhouette images of a 3D printed bunny model using visible and UV
light. (a) optical microscope image of an epoxy-based resin model of a bunny, produced using
micro-stereolithography; (b) silhouette image obtained with visible transmitted light; and, (c) silhouette
image obtained with UV transmitted light.

The 3D shape of the bunny model was reconstructed using the SFS method with visible and UV
light. Figure 5 shows the reconstructed triangular mesh models. As Figure 5a shows, some portions of
the bunny model could not be reconstructed using visible light. On the other hand, all portions of the
bunny model were completely reconstructed using UV light. This was because the use of high-contrast
silhouette images with slightly uneven brightness levels made it possible to obtain the correct visual
hull of the target object.

Figure 5. 3D shape reconstruction of a bunny model using (a) visible light and (b) UV transmitted
light illumination.
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3.3. Evaluating the Accuracy of 3D Shape Acquisition Using the Pillar Array Model

To evaluate the accuracy of the 3D shape acquisition system, a pillar array model (Figure 6a)
containing pillars of different diameters was fabricated using micro-stereolithography based on the
top-down system. The diameter of each of the actual pillars was measured using an optical microscope;
these results are summarized in Table 1. Figure 6b shows the silhouette image of the pillar array
model captured using UV transmitted illumination. All of the pillars were captured with high contrast.
The 3D shape of the pillar array model was reconstructed using multiple silhouette images taken from
different viewpoints (Figure 6c). Although the smallest pillar was slightly distorted, all the pillars
were reconstructed. The average diameter of each of the reconstructed pillars was calculated using a
cross section at half the height of each pillar. In this calculation, we used the average of an inscribed
circle and a circumscribed circle for each pillar, as shown in Figure 6c. The averaged diameters of these
reconstructed pillars are summarized in Table 1. In these results, the difference between the actual and
averaged diameters of the reconstructed pillars ranged from 1–20 μm.

There are some parameters that could be used to reduce the errors in the reconstructed 3D
shape. In the SFS method, we used a pixel size of 11.7 μm to represent the voxel-based model.
The reconstructed 3D model could be smoother and finer if a smaller voxel size was used. The number
of CCD camera elements also affected the quality of the silhouette images. Using a higher resolution
camera could also reduce the minimum pixel size of the silhouette images and make the visual cone
more precise. Additionally, the magnification and depth of field of the imaging lens are important
parameters. Since there is a trade-off relationship between the magnification and depth of field,
observing 3D microscopic objects using an optical microscope is an intrinsic problem. As shown in
Figure 6b, the silhouette image of the pillars has a high contrast but the focus is blurry because of the
limited depth of field. To overcome these problems, we could use an image fusion technique for a
sequence of images taken by changing the position of the focus along the optical axis. This technique
would provide sharp silhouettes even under a high magnification [19].

Figure 6. 3D shape reconstruction of a 3D printed pillar array model made of acrylate-based resin.
(a) optical microscope image; (b) silhouette obtained using UV illumination; (c) reconstruction of the
pillar array model using a shape from silhouette method; and (d) a cross section at half the height of
each reconstructed pillar.

Table 1. Diameter of each pillar of a 3D printed pillar array model.

Pillar Number
Actual Pillar Diameter Measured

by an Optical Microscope
Averaged Pillar Diameter
Estimated by SFS Method

1 106 μm 94 μm
2 152 μm 151 μm
3 248 μm 268 μm
4 347 μm 333 μm
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4. Conclusions

We demonstrated a simple and low-cost 3D shape acquisition method for transparent 3D printed
microscopic objects. This method employed highly UV-absorbent 3D printed polymer objects to
obtain high-contrast silhouette images of transparent 3D objects using UV transmitted illumination.
Multiple silhouette images taken from different viewpoints made it possible to reconstruct the 3D
shapes of the transparent 3D printed objects using the SFS method, with a 3D shape acquisition
system constructed using a UV LED, a CCD camera and a rotation stage. A bunny model as small as
1 mm was successfully reconstructed with this system using an imaging lens with a 1× magnification.
By changing the imaging lens, this system could be applicable to macro- and micro-scale models.
In addition, transparent 3D printed models made from glass as well as polymer [20,21] could be
observed using this method. Therefore, this method could be an inexpensive and useful tool for
a 3D scanner and a way to inspect the appearance of transparent 3D objects without the need for
time-consuming pre- and post-processing techniques.
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Abstract: Direct laser-writing techniques have attracted attention for their use in two- and
three-dimensional printing technologies. In this article, we report on a micropatterning process
that uses femtosecond laser reductive sintering of mixed CuO/NiO nanoparticles. The writing speed,
laser fluence, and incident total energy were varied to investigate the influence of heat accumulation
on the micropatterns formed by these materials. Heat accumulation and the thermal history of
the laser irradiation process significantly affected the material composition and the thermoelectric
properties of the fabricated micropatterns. Short laser irradiation durations and high laser fluences
decrease the amount of metal oxide in the micropatterns. Selective fabrication of p-type and n-type
thermoelectric micropatterns was demonstrated to be possible with control of the reduction and
reoxidization reactions through the control of writing speed and total irradiation energy.

Keywords: direct writing; femtosecond laser; reductive sintering; thermoelectric film; Cu-Ni alloy;
micropatterns; printing

1. Introduction

Direct laser-writing techniques have attracted attention in printing technologies. For example,
three-dimensional (3D) printing, which is known as additive manufacturing, has been used in the
fabrication of 3D bulk metal structures. In the process, raw metal powders are sintered and melted
with heat from a laser in an inert atmosphere such as a vacuum or an inert gas. To date, structures
made of many metals and alloys, such as Cu, Fe-Ni, and Ti-6Al-4V, have been achieved by selectively
sintering and melting powders of the materials [1–4]. However, it is difficult to scale these processes
for producing metal microstructures because fine metal powders oxidize too easily.

To fabricate 2D and 3D metal microstructures, metals and alloys can be printed from metal
nanoparticle (NP) inks and metal oxide NP solutions. For example, metal NP inks with Au,
Ag, or Cu NPs mixed with dispersants have been selectively sintered using lasers in ambient
atmosphere [5–7]. Neodymium-doped yttrium aluminum garnet (Nd/YAG) lasers operating with the
wavelength of 532 nm are particularly effective for Cu sintering because Cu exhibits higher absorbance
for this wavelength than it does for infrared light. Flexible displays composed of such metal electrodes
have been fabricated using the printing techniques.

Metal oxide NP solutions with NPs of CuO, Cu2O, and NiO, a reducing agent, and a dispersant,
have been used for laser reductive sintering [8–11]. A CuO NP solution composed of CuO NPs, ethylene
glycol (EG) as the reductant, and polyvinylpyrrolidone (PVP) as the dispersant, was reduced and
sintered using continuous-wave and nanosecond lasers at a wavelength of 1070 nm [8]. The advantage
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of the process is that the CuO NP solution considerably absorbs the laser light since the band gap of
CuO is 1.2 eV (wavelength 1033 nm). Two-dimensional Cu micropatterns have been formed on glass
substrates and polyimide films using reductive sintering [8]. In another work, Cu2O NP solutions
were prepared by mixing of Cu2O NPs, 2-propanol, and PVP. When a laser beam is focused onto the
Cu2O NP solutions, formic acid is generated by the thermal reaction of 2-propanol and PVP. Then,
the formic acid reduces the Cu2O to Cu [9]. Ni micropatterns have also been fabricated by laser
reductive sintering of NiO NPs [10,11]. In this process, solutions of NiO NPs and toluene are reduced
by irradiation with a 514.5-nm continuous wave laser to fabricate 2D and Ni patterns.

We have also developed a process for femtosecond laser reductive sintering of metal oxide
NPs [12–14]. Femtosecond laser pulses are effective for controlling the reduction and reoxidization
of the micropatterns. For example, Cu-rich and Cu2O-rich micropatterns can be formed selectively
by controlling laser irradiation conditions such as the writing speed [12]. We have used this process
to fabricate Cu/Cu2O composite micro-thermistors. Furthermore, NP solutions with the mixtures of
NiO/Cr and CuO/NiO have enabled us to form Cu-Ni alloys and Ni/Cr-O composite micropatterns,
respectively [13,14]. Ni/Cr-O microgears were successfully fabricated, and they could be moved by
controlling an external magnetic field. Cu-Ni and Cu2O/NiO micropatterns exhibit n-type and p-type
thermoelectric properties, respectively [14]. In addition, we applied the selective micropatterning
process to demonstrate the performance of thermocouples. The selective fabrication of Cu-Ni and
Cu2O/NiO micropatterns is possible by controlling the laser-writing speed to be as high as 1–20 mm/s,
which can lead to problems in the fabrication process. The effects of heat accumulation on the reduction
and reoxidization reactions are complex because the balance of the reduction and reoxidization
reactions is determined by the chemical potentials and activation energies of the metals (Cu, Ni) and
O. Micropatterns are typically formed by raster scanning of a focused laser beam. Therefore, such high
writing speeds are not ideal since the scale of the micropatterns is limited by the significant effects to
the material around the edges of the laser-irradiated area.

This article reports our investigation of the effects of heat accumulation on micropatterns
formed through femtosecond laser reductive sintering of CuO/NiO mixed NPs. The details of the
patterning properties were evaluated at writing speeds including below 1 mm/s. The crystal structures
and metal oxide composites of the fabricated micropatterns were subsequently examined. Then,
the Seebeck coefficients of the micropatterns were calculated. Finally, we fabricated thermocouples to
demonstrate the process’s effectiveness for precisely fabricating fine micropatterns with controllable
thermoelectric properties.

2. Materials and Methods

CuO/NiO NP solution was prepared by mixing CuO NPs (Sigma Aldrich, St. Louis, MO, USA,
diameter < 50 nm), NiO NPs (Sigma Aldrich, St. Louis, MO, USA, diameter < 50 nm), PVP (Sigma
Aldrich, St. Louis, MO, USA, Mw~10,000), and EG (Sigma Aldrich, St. Louis, MO, USA) using
ultrasonic agitation. The concentrations of CuO NPs, NiO NPs, PVP, and EG were 36.9 wt %, 23.1 wt %,
13 wt %, and 27 wt %, respectively. Then, the CuO/NiO NP solution was spin-coated on 1-mm-thick
glass substrates. The thickness of the coated film was ~10 μm. Direct writing was subsequently
performed in air using a femtosecond laser-writing system (Photonic Professional GT, Nanoscribe
GmbH, Eggenstein-Leopoldshafen, Germany). Femtosecond laser pulses operating at a wavelength
of 780 nm, repetition rate of 80 MHz, and pulse duration of 120 fs were focused onto the surface of
the films using an objective lens with numerical aperture of 0.75. The focused beam diameter was
~1.3 μm. The laser polarization was linear. Micropatterns were formed by scanning the focused laser
pulses using an x-y mechanical stage. The writing speed was varied in the range of 100–5000 μm/s.
The micropatterns were written by raster scanning of the laser focal spot at a pitch of 10 μm, which
was determined by considering the minimum line width of ~10 μm. Finally, residual non-irradiated
NPs were removed by rinsing the substrates in EG and ethanol.
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The morphology of the micropatterns was observed using a scanning electron microscope (SEM,
Hitachi High Technologies, Tokyo, Japan, TM3030Plus). These observations were performed in the
SEM’s low vacuum mode without coating of the electrical thin films to reduce their electrical charge.
The crystal structures of the fabricated micropatterns were examined using an imaging plate X-ray
diffraction (XRD) apparatus (Rigaku, Tokyo, Japan, Rint Rapid-S diffractometer) with a collimated
beam diameter of 0.3 mm. The incident angle was fixed to 20◦. The oxide materials included in
the micropatterns, such as CuO, Cu2O, and NiO, were evaluated via Raman spectrometry using a
532-nm laser.

The Seebeck coefficient S of each micropattern was estimated by measuring both the temperature
difference ΔT between the fabricated micropatterns and the voltage V generated by that temperature
difference. Infrared thermography (Nippon Avionics, Tokyo, Japan, Thermo Shot F30) was used to
assess the temperature difference. The voltage generated was measured with a multimeter (Keysight
Technology, Santa Rosa, CA, USA, Truevolt series 34465A). The Seebeck coefficient S was defined
as V/ΔT.

3. Results

In preliminary tests, the crystal structures of the fabricated micropatterns were clarified with
XRD analysis. The oxide compositions of the micropatterns were also measured using Raman
spectroscopy. Then, we measured the micropattern responses with various writing conditions such as
the writing speed, incident total energy, and laser fluence to evaluate effects of heat accumulation on
the fabricated micropatterns.

3.1. Micropatterns at Various Writing Speed

First, the morphologies of the fabricated micropatterns were observed using SEM images.
Figure 1a–e show the surface morphologies of the micropatterns fabricated at a laser fluence of
0.059 J/cm2 and writing speeds of 100, 500, 1000, 3000, and 5000 μm/s, respectively. Lines from
the laser scanning appeared in the form of grooves at the low writing speeds of 100–1000 μm/s.
The surfaces were partially melted at these low writing. We consider that irradiating laser pulses
with a high repetition rate induced the heat accumulation that ablated the material at low writing
speeds However, micropatterns with somewhat uniform surfaces were formed at the writing speed of
5000 μm/s. In this case, the raw NPs seem to have been sintered instead of melted.

 
(a) (b) (c) 

 
(d) (e)  

Figure 1. SEM images of micropatterns fabricated at writing speeds of (a) 100 μm/s, (b) 500 μm/s,
(c) 1000 μm/s, (d) 3000 μm/s, and (e) 5000 μm/s, respectively.
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Figure 2 shows XRD spectra recorded from the micropatterns. Metal or metal oxide composite
micropatterns were obtained, depending on the writing speed. With the fast writing speed of
5000 μm/s, XRD intensity peaks corresponding to the oxides were weak. On the other hand, intense
XRD peaks corresponding to Cu2O and NiO appeared with low writing speeds of 100–3000 μm/s.
CuO was clearly generated only at the writing speed of 100 μm/s. The broad spectra were observed
between the peaks of Cu and Ni in Figure 2a. In addition, the peak shift was also observed at 43◦–44◦

in the micropatterns written at 5000 μm/s in Figure 2b. These results suggest the possibility of the
generation of Cu-Ni alloy or metal oxides.
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Figure 2. (a) X-ray diffraction (XRD) spectra of micropatterns, (b) enlargement of these spectra from
43–44 degrees.

The separations of the diffraction peaks for NiO and Cu at ~43.3◦ are difficult to distinguish.
To examine the composition ratio of the metal and metal oxide in the micropatterns, Raman spectra of
the fabricated micropatterns were evaluated, and the evaluation results are shown in Figure 3. No peak
appeared with the writing speed of 5000 μm/s, suggesting that metal oxides were not included in the
micropatterns. However, obvious peaks corresponding to NiO appeared at the writing speeds of 500
and 1000 μm/s. By considering the XRD and Raman spectra of the micropatterns together, we found
that the XRD peak shift at 43◦–44◦ in the micropatterns written at 5000 μm/s indicates the generation
of Cu-Ni alloy because the Raman spectra show that the micropatterns did not include metal oxides.
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Figure 3. Raman shifts of the fabricated micropatterns.
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The Seebeck coefficients of the micropatterns are listed in Table 1. p-type micropatterns were
obtained with the low writing speeds of 100–500 μm/s. This result is consistent with XRD and Raman
spectra results that indicate the generation of Cu2O and NiO, which is a p-type material. n-type
micropatterns were obtained at the fast writing speed of 5000 μm/s. XRD and Raman spectra results
indicate the generation of low amounts of metal oxides such as Cu2O, CuO, and NiO, and high
amounts of Cu-Ni alloy in the n-type thermoelectric material. The n-type thermoelectric properties
generated with the writing speed of 5000 μm/s are owing to the presence of Cu-Ni alloys.

Table 1. Seebeck coefficients of micropatterns printed at various writing speeds.

Writing Speed (μm/s) Seebeck Coefficient (μV/K) Thermoelectric Type

100 2.7 × 102 p-type
500 9.7 × 102 p-type

1000 0 -
3000 0 -
5000 −29 n-type

3.2. Micropatterns Formed with Various Laser Fluences

Next, the effects of the laser fluence on the micropatterns were investigated while the total incident
energy kept constant. The writing speed was decided depending on the laser fluence to maintain
constant total incident energy across these trials. Table 2 lists the laser irradiation conditions.

Table 2. Laser irradiation conditions at constant total irradiation energy.

Laser Fluence (J/cm2) Writing Speed (μm/s)

0.012 1000
0.024 2000
0.035 3000
0.047 4000
0.059 5000

Figure 4a–d show SEM images of the surface morphology of the micropatterns fabricated with
laser fluence 0.024–0.059 J/cm2. The laser fluence of 0.012 J/cm2 did not form any micropatterns
because they were washed from the substrate during the rinsing step that removed non-irradiated NPs.
Compared to the different incident total energies in Figure 1, all the micropatterns have similar surfaces.
They seem to have been formed by the sintering of the NPs without any obvious melting. This result
indicates that the total incident energy determined the surface morphology of the micropatterns.

To evaluate the proportions of metals and metal oxides included in the micropatterns, the intensity
ratios of the XRD spectra I(Cu(111)/CuO(111)) for generating Cu, I(Cu2O(111)/CuO(111)) for generating
Cu2O, I(Cu(111)/Cu2O(111)) for evaluating the degree of CuO reduction, and I(Ni(111)/NiO(111))
for generating Ni, were calculated. Figure 5a–d show the intensity ratios for each micropattern.
The generation of both Cu and Cu2O increased with increasing laser fluence, as shown in Figure 4a,b.
In addition, Cu generation increased with increasing laser fluence. These results indicate that high
laser fluence is important to reduce the CuO/NiO NPs entirely. High and low laser fluence levels are
effective for generation of Cu and Cu2O, respectively.

However, Ni generation in the micropatterns at the laser fluence of 0.059 J/cm2 was less than that
achieved with the fluence of 0.047 J/cm2. This difference suggests that the Ni was reoxidized at the
laser fluence of 0.059 J/cm2 because Ni is oxidized more easily than Cu. Therefore, the high generation
of Cu may be induced by the contributing of Ni acting as a reductant.

The Seebeck coefficients of the micropatterns are listed in Table 3. All the micropatterns exhibited
n-type thermoelectric properties. The largest negative value was obtained at the laser fluence of
0.059 J/cm2, that is consistent with the small amount of generation of the p-type oxides such as Cu2O
and NiO.
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(a) (b) 

(c) (d) 

Figure 4. SEM images of the fabricated micropatterns at laser fluences of (a) 0.059 J/cm2, (b) 0.047 J/cm2

μm/s, (c) 0.035 J/cm2, and (d) 0.024 J/cm2.
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Figure 5. Intensity ratios of (a) I(Cu)/I(CuO), (b) I(Cu2O)/I(CuO), (c) I(Cu)/I(Cu2O), and
(d) I(Ni)/I(NiO).

Table 3. Seebeck coefficients of the micropatterns at constant total irradiation energy and various
writing speeds.

Laser Fluence (J/cm2) Writing Speed (μm/s) Seebeck Coefficient (μV/K) Thermoelectric Type

0.012 1000 No pattern No pattern
0.024 2000 −11 n-type
0.035 3000 −18 n-type
0.047 4000 −19 n-type
0.059 5000 −29 n-type
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3.3. Effect of Heat Accumulation on Micropatterning

To evaluate the effect of heat accumulation on the micropatterning, single- and double-exposed
micropatterns were fabricated. The laser fluences were chosen as 0.059 J/cm2 for single exposure and
0.030 J/cm2 for double exposure. The writing speed was fixed at 500 μm/s. In the double exposure,
firstly the micropattern was written by raster scanning. Then, the second scanning was performed on
the first exposed area. The duration between the end of the first exposure and the start of the second
exposure was several few seconds, which was expected to be enough to cool the heated materials at
the first exposure. Figure 6a,b show SEM images of the surface morphology of these micropatterns.
Deep grooves appeared with single writing at high laser fluence. These results indicate that the high
laser fluence caused rapid heating and ablation where the laser was irradiated the material. XRD
spectra of the micropatterns are shown in Figure 6c. The generation of metal oxide was higher with
double exposure at 0.030 J/cm2 than that with single writing at 0.059 J/cm2. Compared to the case
of double exposure with a low laser fluence, the maximum temperature is high in the case of single
writing with a high laser fluence. Therefore, the reduction and sintering of the metal oxide NPs seems
to be caused in short duration, preventing the reoxidation of the reduced metal NPs.

(a) 

 

(c) 

(b) 

Single writing at 0.059 J/cm2 
(shown in Figure 2) 
 
 
Double exposure at 0.030 J/cm2 

Figure 6. SEM images of the surfaces of micropatterns fabricated with (a) single exposure at 0.059 J/cm2

and (b) double exposure at 0.030 J/cm2; (c) XRD spectra of the micropatterns.

The Seebeck coefficient of the micropatterns was also estimated. With double exposure at
0.030 J/cm2, the Seebeck coefficient of the micropatterns was 57.9 μV/K, which was smaller than that
observed with single writing at 0.059 J/cm2. These results are listed in Table 3. This small Seebeck
coefficient was induced by the generation of CuO because the temperature gradient that contributes to
the thermoelectric voltage is decreased by the CuO. Therefore, the open-circuit voltage, through which
we estimate the Seebeck coefficient, also decreased.

3.4. Test Fabrication of a Thermocouple

We tested the above findings by fabricating a thermocouple, which comprised p-type and
n-type thermoelectric elements. These elements were fabricated selectively by controlling the laser
irradiation conditions. The p-type element was formed at a writing speed of 500 μm/s and a laser
fluence of 0.059 J/cm2. The Seebeck coefficient of these p-type the micropatterns was expected to be
9.7 × 102 μV/K, as shown in Table 1. The n-type element was formed at a writing speed of 4000 μm/s
and the laser fluence of 0.047 J/cm2. The Seebeck coefficient of these n-type micropatterns was expected
to be −19 μV/K, as listed in Table 3. All the elements were patterned with raster scanning of the
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laser focal point. The raster pitch was 10 μm, as discussed in the previous section. Figure 7a shows a
photograph of the thermocouple. No damage to the micropatterns was apparent. The open-circuit
voltage of the thermocouple was measured while a temperature difference between the sensing part
and electrical contacts was generated. Figure 7b plots the relationship between the open-circuit voltage
and the temperature difference. The voltage increased nearly linearly as the temperature difference
increase. The difference from perfect linearity is possibly caused by the temperature dependence
of Seebeck coefficient. A voltage of 51.2 mV was generated at the temperature difference of 89 K,
which was smaller than the value of 88 mV estimated using the Seebeck coefficients of each element.
The difference may be caused by the thermal history’s effect on the micropatterns while the connected
region of p- and n-type thermoelectric elements in the sensing tip was being fabricated at the two
different laser-writing conditions.
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Figure 7. (a) Photograph of a sample thermocouple fabricated by selective micropatterning,
(b) relationship between the open-circuit voltage and the temperature difference between sensing hot
and cold.

4. Discussion

We investigated effects of heat accumulation on the fabrication of micropatterns using
femtosecond laser reductive sintering of the CuO/NiO NPs. Even though the total incident energy for
micropatterning was constant, variations in the laser fluence and writing speed affect the content of
Cu, Ni, their alloys, and oxides. In the reductive sintering of CuO/NiO NPs, first, EG is dehydrated at
433–473 K and acetaldehyde is subsequently generated [15]. Then, acetaldehyde reduces NPs mixed
with CuO and NiO into Cu and Ni NPs under sufficient energy from laser irradiation [8]. After that,
Cu and Ni NPs form the Cu-Ni alloy [16]. When an excess of laser energy is applied to the mixed
CuO/NiO NPs, the reduced Cu and Ni become reoxidized. Temperatures above 673 K lead Cu to
form CuO [8,17]. In this case, composite metal oxide micropatterns are formed. If insufficient laser
energy is applied to the mixed CuO/NiO NPs, some of the original CuO and NiO material is included
in the micropatterns.

Even if the incident total energy was constant, the laser fluence affected the generation of the
composite materials in our tests. The maximum temperature achieved decreased with decreasing laser
fluence. The heating duration also increased with slower writing speeds. As a result, the fabricated
micropatterns were easily reoxidized, as shown in Figure 5.

When the laser-writing speed and the incident total energy were constant, the use of single or
double exposure affected the composites in the micropatterns. The proportion of metal oxides was
higher with double exposure than that with single writing as shown in Figure 6. The maximum
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temperature achieved with the single writing at high laser fluence was higher than that with double
exposure at low laser fluence. In addition, the total laser irradiation duration with the single writing
was shorter than that at with the double exposure. These factors limit the diffusion of oxygen in the air
to the micropatterns with the single-writing process.

Finally, the test fabrication of a thermocouple suggests the importance of the micropattern’s
thermal history. When the two micropatterns were selectively formed using two different laser
irradiation conditions, each micropattern was differently thermally affected by the laser irradiation
near the boundary of the two micropatterns. The composition and thermoelectric properties of the
micropatterns may be controlled precisely by considering the thermal effects in the area surrounding
the region of laser irradiation.

In this article, we experimentally and qualitatively investigated the patterning properties.
However, the quantitative discussion is important. In the future, we will consider the phase transition
using computational simulation of the temperatures.

5. Conclusions

We investigated the properties of micropatterns fabricated by the femtosecond laser reductive
sintering of CuO/NiO mixed NPs. We found that heat accumulation during the laser irradiation
process and the thermal history of the material significantly affected the composition and thermoelectric
properties of the micropatterns fabricated by reductive sintering. Our tests show that selective
fabrication of p-type and n-type thermoelectric micropatterns is possible with laser sintering of metal
oxide NPs.
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Abstract: A stretchable thermoelectric (TE) generator was developed by using rigid BiTe-based TE
elements and a non-stretchable substrate with origami-like folding deformation. Our stretchable TE
generator contains flat sections, on which the rigid TE elements are arranged, and folded sections,
which produce and guarantee the stretchability of a device. First, a simple stretchable device with
a single pair of p-type and n-type BiTe-based TE elements was designed and fabricated. The TE
elements were sandwiched between two folded polyimide-copper substrates. The length of the
wiring between the flat sections changed from 1.0 mm in the folded state to 1.8 mm in the deployed
state. It was also confirmed that the single-pair device could generate power in both the folded
and deployed states. After this, a stretchable TE generator with eight pairs of p-type and n-type
BiTe-based TE elements connected in series was created. The stretchable TE generator was capable of
withstanding a stretching deformation of 20% and could also produce an output voltage in both the
folded and deployed states.

Keywords: stretchability; thermoelectric generator; flexible device; origami

1. Introduction

In this paper, a thermoelectric (TE) generator with bendability and stretchability is proposed in
order to allow the TE generator to be attached to a non-flat surface. Conventionally, a TE generator
that is used for recycling waste heat is composed of rigid TE elements and a ceramic plate. As a result,
these conventional TE generators lack flexible properties, such as bendability and stretchability [1,2].
Therefore, its use is limited to a flat heat source. However, a flexible TE generator is required as there
is frequently a need to attach generators to a heat source with a non-flat surface, such as piping or the
human body. Recently, TE generators with bendability [3–12] and/or stretchability [13] were developed
by using a deformable TE element (e.g., a carbon nanotube (CNT)-polystyrene (PS) composite) or
a rubber-based stretchable substrate (e.g., polydimethylsiloxane (PDMS)). However, deformable
TE conversion materials based on polymer composites unfortunately have inferior TE conversion
efficiency compared to the rigid BiTe-based TE conversion materials, while the stretchable substrates
using rubber have a narrow usable temperature range of 213–423 K [14].

Therefore, it is conceivable to realize a stretchable TE generator using a rigid BiTe-based TE conversion
material with high TE conversion efficiency and origami-like folding deformation, which consists of
a bendable but non-stretchable polymer substrate with a wide usable temperature range. Recently,
the kirigami or origami-like structure has been used for stretchable devices [15–19]. Expansion-contraction
deformation of the entire device is possible by connecting the rigid TE elements with foldable metal wiring.
This is a feasible solution because expansion and contraction by folding does not require the substrate
material to have stretchability. Thus, it is possible to select a material by considering its heat resistance
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and thermal characteristics. In addition, since folding occurs via local bending deformation, a flexible TE
generator that is capable of deformation through expansion and contraction as well as bending can be
realized by using a rigid TE element and non-stretchable substrate.

2. Experimental Section

2.1. Fabrication

The shape of the stretchable TE generator, which is proposed in this research, is shown in Figure 1,
which demonstrates that it is capable of folding deformation. A polyimide-copper (Cu) film was used
as a bendable but non-stretchable substrate with a wide usable temperature range. It is well known
that polyimide has a wide usable temperature range of 4–673 K [20]. The stretchability of our TE
generator is realized by connecting the rigid TE elements with the folded wiring parts and by reducing
the distance between the TE elements. In this study, p-type and n-type TE elements were alternately
arranged and were electrically connected in order to create a π structure.

Figure 1. Stretchable substrate using origami-like folding deformation.

The fabrication process is shown in Figure 2. Using a cutting plotter (CE 6000-40, GRAPHTEC,
Kanagawa, Japan), a polyimide-Cu substrate (Panasonic Corporation, Osaka, Japan. R-F 786 W;
polyimide: 12.5 μm; Cu: 9 μm) was cut as shown in Figure 2a. The lower and upper substrates are
shaped as squares of 16 × 16 mm with and without a pad for a lead wire, respectively, with each of
these squares having nine 2-mm-long square holes. The cut polyimide-Cu substrate was fixed to a
glass substrate using polyimide tape. A photoresist was spin-coated on the Cu layer and patterned
to a wire shape. After the Cu layer was wet-etched, the photoresist was removed. Following this,
both of the substrates were folded into a shape consisting of mountains and valleys (Figure 2b),
thereby fabricating a substrate with stretchability. Finally, TE elements (Toshima Seisakusho, Saitama,
Japan; p-type: Bi0.3Sb1.7Te3; n-type: Bi2Te3) were mounted onto flat sections of the folded substrate
using the cream solder (SMX-H05, Sun Hayato Co., Ltd., Tokyo, Japan). The size of each TE element is
2 mm × 2 mm × 1 mm.
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Figure 2. Design and fabrication process of the flexible thermoelectric (TE) generator: (a) Cutting and
folding lines; and (b) fabrication process by photolithography.

2.2. Method

First, we aimed to confirm whether thermoelectricity could be generated using the stretchable
substrate in its folded state. A pair of p-type and n-type TE elements were arranged in order to have
a π-type structure, before a device in which the TE elements were connected by folded wiring was
fabricated. The characteristics of the TE generator using folded wiring were evaluated by using a pair
of TE generators. The electric power of the TE generator with respect to the temperature produced
by the heat source before and after folding the pair of TE elements was measured. The open-circuit
voltage VTEG (V) of the TE generator is a value determined from the temperature difference that the TE
generator is subjected to and the Seebeck coefficient of the device. Therefore, the Seebeck coefficient of
the device can be obtained from the open-circuit voltage VTEG (V) of the TE generator. Furthermore,
the TE generator has an internal resistance RTEG. Connecting the TE generator to the load causes
a voltage drop to occur, whereupon the electric power changes according to the current flowing in
the circuit. Therefore, the relationship between the voltage and the electric current with respect to the
current and the internal resistance can be determined. The electric power that can be taken out of the
TE generator was measured by placing a source meter in the load resistance part. First, a temperature
difference was applied between the top and bottom surfaces of the TE generator. This was achieved
by placing the TE generator on the ceramic heater and warming the bottom surface. A metal block
of 20 mm × 21 mm × 30 mm was placed on the top surface to dissipate heat. The output of the TE
generator was connected to a source meter (2614B, Keithley, Instruments, Cleveland, OH, USA) and
voltage was applied, before the value of the current at that time was measured. The temperature of the
ceramic heater was adjusted from 313 K to 393 K in increments of 20 K. The room temperature at the
time of measurement was 297.8 K.

It is conceivable that the conditions of contact with the heat source might be different between
a single pair and eight pairs of TE generators. Thus, the output voltage of the device with respect to the
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temperature provided by the heat source to the eight-pair TE generator before and after folding was
also measured. A schematic diagram of the measurement setup is shown in Figure 3. A micro-ceramic
heater was used to generate heat by supplying a voltage to the heater (MS-2, Sakaguchi E.H Voc Corp.,
Tokyo, Japan) using an AC/AC converter (Yamabishidenki Co., Ltd., Tokushima, Japan. bolt slider).
The temperature of the micro-ceramic heater was measured by attaching a thermocouple to it. Feedback
control using the temperature controller (E5CC-RW0AUM-000, Omuron, Kyoto, Japan) was performed
to regulate the heat generation temperature of the micro-ceramic heater. Subsequently, the fabricated
TE generator was placed on the micro-ceramic heater, while a cylindrical metal block with a diameter of
65 mm and a height of 28 mm was placed on the device in order to allow the top surface of the device to
cool down. A digital multimeter (model 2000, Keithley Instruments, Cleveland, OH, USA) was used to
measure the output voltage of the device. The temperature of the micro-ceramic heater was increased
from 313 K to 393 K in increments of 20 K, with the output voltage of the device being measured during
this period of time. The room temperature at the time of measurement was 297.7 K.

Figure 3. Experimental setup for measuring the output voltage of the flexible TE generator.

3. Result and Discussion

First, the stretchability of the fabricated devices, which are shown in Figure 4, was evaluated.
In the deployed and folded states, the separation between the pair of TE generators was 1.8 mm and
1.0 mm, respectively (Figure 4a,b). Figure 4c shows the deployed device after mounting eight pairs of
TE elements. The total length of the device, excluding the padding, was 15 mm. On the other hand,
Figure 4d shows the entire device in the folded state with a total length of 12 mm. This result indicates
that a TE generator that is capable of a stretching deformation of 20% with respect to the deployed
devices was realized.

Figure 4. Photographic images of the fabricated devices. A single pair of TE generators in (a) the
deployed state and (b) the folded state. Eight pairs of TE generators in (c) the deployed state and (d)
the folded state.
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Next, the basic characteristics of the TE generator containing a single pair of TE elements were
measured. Figure 5a,b show the relationships between the current value and input voltage of the
deployed and folded states, respectively. The TE generator has good linearity in both the deployed
and folded states. The relationship between the input voltage and current of the TE generator can be
expressed as:

VL = −RTEG I + VTEG (1)

where VTEG (V) is the open-circuit voltage of the TE generator, VL (V) is the input voltage of the source
meter, RTEG (Ω) is the internal resistance of the TE generator and I (A) is the current measured by
the source meter. Therefore, the internal resistance RTEG of the TE generator with a single pair of TE
elements was calculated from the gradients of the fitting lines in Figure 5a,b. The open-circuit voltage
with respect to the temperature can be obtained. Figure 5c shows a plot of the internal resistance of
the single pair of TE elements obtained from the slope of Figure 5a,b. Figure 5d plots the open-circuit
voltage of the TE generator with the single pair of TE elements with respect to the temperature of the
ceramic heater from Figure 5a,b. Since it is an electromotive force, the absolute values were taken
and plotted. The output voltage VTEG is VL when I = 0. The fitting lines of the deployed and folded
states have the regression coefficients R2 = 0.993 and R2 = 0.999, respectively. When the ceramic heater
temperature was 393 K, the deployed device received 10.3-mV and the folded device received 8.90-mV
open circuit voltage. When the temperature of the ceramic heater increased, a temperature difference
was generated between the top and the bottom surfaces of the device, resulting in an increase in
the open-circuit voltage. The Seebeck coefficient of the device, which is the regression coefficient of
the filling lines in Figure 5d, was 0.106 ± 0.005 mV/K and 0.090 ± 0.001 mV/K for the deployed
and folded states, respectively. The Seebeck coefficients measured for both states are close to each
other, but statistically different. The reason for the difference in the Seebeck coefficients might be
that the contact thermal resistance in the folded device is higher. The relationship between the
electric power and the temperature of the ceramic heater is shown in Figure 5e. As the temperature
difference increases, the output also increases. When the temperature of the ceramic heater was 393 K,
this resulted in an output power of 56.8 μW for the deployed device and 40.7 μW for the folded device.
It was possible to generate power with the TE generator using folded wiring. In Figure 5, the device
characteristics were evaluated by using the heating temperature, because the contact thermal resistance
change should be included in the device characteristics in our experiments. In general, the temperature
difference within the TE generator is proportional to the supplied temperature difference [21], which is
the temperature difference between the hotplate and room temperature (Figure 5f). The difference
between the gradients of the fitting lines in Figure 5c,d originating from the change in the contact
thermal resistance was considered. In this experiment, since a metal block was placed on the device,
the pressure, which should be the reduced difference in contact thermal resistance, was applied to the
device. Therefore, it is conceivable that the thermal contact conditions between the deployed state and
folded state differed according to folding deformation.

The open-circuit voltage was also measured for the TE generator with eight pairs of TE elements.
This is because the area, in which the heat source is installed and the contact thermal conductivity is
affected, can be varied by using either a single pair or eight pairs of TE elements. The result of the
output voltage with respect to the temperature of the ceramic heater is shown in Figure 6. The result
confirmed that the fitting line for each device in the deployed and folded states has good linearity.
In both cases, the output voltage also tends to increase in proportion to the temperature input to the
lower substrate. Consequently, the performance of the device as a TE generator is effective. However,
the output voltage of the folded state is lower than that of the deployed device. The Seebeck coefficient
of the device was 0.61 ± 0.03 mV/K and 0.49 ± 0.01 mV/K for the deployed and folded states,
respectively. The changing ratio of the Seebeck coefficient of the device for the eight-pair device in
Figure 6 is larger than that for the single-pair device in Figure 5d. We believe that this is because the
contact thermal resistance can easily increase due to the difficulty of maintaining uniform folding
in a device with a large area. It is difficult to transfer heat due to the creation of a gap between the
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substrate and the heater or the metal block. The above results confirm that it is possible to realize a TE
generator using a substrate with a folded structure.

Figure 5. Measurement results of the characteristics of the devices in the case of a single pair of p-type
and n-type TE conversion elements: Relationship of the output current to the input voltage of the
source meter for the (a) deployed and (b) folded states; (c) Relationship between the internal resistance
and the temperature of each of the deployed and folded states; (d) Relationship between open circuit
voltage and temperature; (e) Relationship between maximum output power and temperature; and (f)
Temperature difference between the top and bottom surfaces of a single pair of p-type and n-type TE
elements in the deployed state.
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Figure 6. Relationship between the temperature of ceramic heater and output voltage.

4. Conclusions

In this study, we realized a stretchable TE generator with a deformation ratio of 20%. The rigid
BiTe-based TE elements are connected with folded wiring. A device consisting of a single pair of TE
elements was fabricated and the TE characteristics of this device were evaluated. For the single pair
of elements, it was confirmed that electric power is generated because of the difference in temperature
between the upper and lower surfaces of the device. After this, a TE generator with a larger area was
demonstrated by electrically connecting a pair of devices in series using folded wiring. The measurements
showed that the output voltage of the TE generator that is capable of expansion and deformation
tends to rise in proportion to the input temperature in the case of both the deployed and folded devices.
The Seebeck coefficient of the devices was different between the deployed and folded state. This is because
the contact thermal resistance becomes high due to folding deformation. In this research, a stretchable TE
generator using a non-stretchable substrate was developed. This means that a stretchable TE generator
with few constraints can be fabricated from substrate materials. Therefore, since materials with good
thermal conductivity could also be used, it is possible to realize a highly efficient flexible TE generator by
using our method.
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Abstract: The basic rules of self-organization using a totalistic cellular automaton (CA) were
investigated, for which the cell state was determined by summing the states of neighboring cells,
like in Conway’s Game of Life. This study used a short-range and long-range summation of
the cell states around the focal cell. These resemble reaction-diffusion (RD) equations, in which
self-organizing behavior emerges from interactions between an activating factor and an inhibiting
factor. In addition, Game-of-Life-type rules, in which a cell cannot survive when adjoined by too
many or too few living cells, were applied. Our model was able to mimic patterns characteristic of
biological cells, including movement, growth, and reproduction. This result suggests the possibility
of controlling self-organized patterns. Our model can also be applied to the control of engineering
systems, such as multirobot swarms and self-assembling microrobots.

Keywords: cellular automata; Game of Life; reaction-diffusion system; self-organization; Turing
pattern model; Young model

1. Introduction

Self-organization phenomena, in which global structures are produced from purely local interactions,
are found in fields ranging from biology to human societies. If these emergent processes were to
be controlled, various applications would be possible in engineering fields. For this purpose, the
conditions under which they emerge must be elucidated. This is one of the goals of the study of
complex systems. Such control methods may allow the automatic construction of machines. They
could also be applied to the control of engineering systems, such as controlling robot swarms or
self-assembling microrobots. In addition, the methods allow for the growth of artificial organs or the
support of ecosystem conservation, as well as clarifying the emergence of the first life on ancient earth.

Mathematical modeling of self-organization phenomena has two main branches: the mathematical
analysis of reaction-diffusion (RD) equations, and discrete modeling using cellular automata (CA).

The Turing pattern model is one type of RD model. This was introduced by Turing in 1952 [1],
where he treated morphogenesis as the interaction between activating and inhibiting factors. Typically,
this model achieves self-organization through the different diffusion coefficients for two morphogens,
equivalent to an activating and an inhibiting factor. The general RD equations can be written as follows:

∂u
∂t

= d1∇2u + f (u, v),

∂v
∂t

= d2∇2v + g(u, v),
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where u and v are the morphogen concentrations, functions f and g are the reaction kinetics, and d1

and d2 are the diffusion coefficients. Previous studies have considered a range of functions f and g,
and models such as the linear model, the Gierer–Meinhardt model [2], and the Gray–Scott model [3]
have been used to produce typical Turing patterns.

By contrast, CA models are discrete in both space and time. The state of the focal cell is determined
by the states of the adjacent cells and the transition rules. The advantage of CA models is that they can
describe systems that cannot be modeled using differential equations. Historically, various interesting
CA patterns have been discovered.

In the 1950s, von Neumann introduced the mathematical study of self-reproduction phenomena,
and proved, theoretically, that a self-replicating machine could be constructed on a two-dimensional
(2D) grid using 29 cell states and transition rules [4]. Von Neumann’s self-reproducing machine was
too large to be implemented until powerful computers became available in the 1990s [5]. Codd [6]
showed that the number of cell states could be reduced to eight, and proved the possibility of a
self-reproducing machine. However, this model was too complex to be applied to biological processes.
In the 1970s, the Game of Life (GoL), invented by Conway [7], became popular. It is a simple CA model
that is defined by only four rules, yet produces complex dynamic patterns. Wolfram [8] investigated
the one-dimensional (1D) CA model and identified four categories of pattern formation. One of these
was the chaotic behavior group. Langton [9] developed a simple self-reproducing machine that did
not require von Neumann’s machine completeness. While having a very simple shape, Langton’s
machine’s transition rules were complex and produced only specific circling shapes. Byl [10] simplified
the Langton model, and Reggia [11] identified the simplest possible reproducing machine. Ishida [12]
demonstrated a self-reproducing CA model that resembled a living cell, with DNA-like information
carriers held inside a cell-like structure.

On the other hand, many studies have applied CA models to biological phenomena, such as
the generation of seashell-like structures by Wolfram [8], the development by Young of an RD
model in a CA setting that reproduced the patterns of animal coloration [13], the application of
the Belousov–Zhabotinskii reaction CA model by Madore and Freeman [14], the catalytic modeling
of proteins by Gerhardt and Schuster [15], the modeling of the immune system by De Boer and
Hogeweg [16] and by Celada and Seiden [17], the tumor growth model of Moreira and Deutsch [18], the
genetic disorder model of Moore and Hahn [19], the modeling of the hippocampus by Pytte et al. [20],
and the dynamic modeling of cardiac conduction by Kaplan et al. [21]. Furthermore, Markus [22]
demonstrated that a CA model could produce the same output as RD equations.

In addition, CA has two types of model. The first one is a totalistic CA, for which each cell
state is determined by summing the states of the neighboring cells. Conway’s GoL is one such CA.
GoL produces the three typical patterns from the particular initial cell state configurations shown in
Figure 1: “still”, “moving”, and “oscillating”. Meanwhile, most of the initial cell state configurations
reach extinction, i.e., all cell states become 0. However, it is impossible to deduce the transition rules to
make specific shapes automatically.

In contrast with the totalistic CA, the second type of CA model counts all the neighbor cells’ state
patterns. Wolfram’s 1D CA is one such CA, in which there are two states (0 and 1) of three inputs
and one output. As there are 23 = 8 inputs, and each input has two outputs (0 or 1), there are 28 = 256
transition rules. Wolfram researched all these transition rules and divided the output patterns into four
classes. Class 1 covers the steady states, Class 2 the periodical patterns, Class 3 the random patterns
(edge of chaos), and Class 4 the chaotic patterns. Figure 2 shows one result of the Class 3 rules, which
produce unique patterns like that of a certain type of seashell.

However, in a Wolfram-type model, increasing the inputs to five produces an explosive increase
in the number of output combinations, to 232. It therefore becomes impossible to investigate all outputs.
A similar situation occurs in the case of a 2D CA model, making it, again, impossible to investigate
all possible patterns. Langton proposed the λ parameter [23] to elucidate the condition to give rise
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to the diversity of patterns—edge of chaos. However, this could not derive the rule to construct
favorite patterns.

Figure 1. Patterns from Conway’s Game of Life under four rules: (1) a cell with one or no living neighbors
dies; (2) a cell with four or more living neighbors dies; (3) a cell with three living neighbors is born;
and (4) a cell with two or three living neighbors survives. The typical patterns that emerge can be
categorized into three groups: still, moving, or oscillation.

Figure 2. One of the patterns produced by Wolfram’s 1D cellular automaton (CA) model. Rule 126:
white cell indicates the 0 state, while the black cell indicates the 1 state. The upper line corresponds to
the initial condition. Applying this rule, the time series pattern produces a range of triangular shapes,
in this case resembling a certain type of seashell.

CA models reduce the computational load by removing the need to solve differential equations
numerically. However, it is necessary to translate the partial differential equations of the RD equations
into the transition rules of the CA model. In a study of up to present, no general method currently exists
for doing this, with the exception of the ultra-discrete systems [24] used in certain soliton equations.
Normally, the transition rules driving the emergent phenomena must be found by trial and error.
Studies that attempted to derive the transition rules using genetic algorithms [11,25] demonstrated the
difficulty of deriving generalized rules. The Ishida cell division model [12] is a hybrid of the Wolfram-
and Conway-type CAs, in which part of the rules are totalistic transition rules, and the others are
head-to-head-type transition rules, and these rules were discovered by trial and error.

The Young model [13] is one of the 2D totalistic models that bridges the RD equations and CA
model; this model is used to produce Turing patterns. Some other examples to produce Turing patterns
are below. Adamatzky [26] studied a binary-cell-state eight-cell neighborhood two-dimensional cellular
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automaton model with semitotalistic transitions rules. Dormann [27] also used a 2D outer-totalistic
model with threes states to produce a Turing-like pattern. Tsai [28] analyzed a self-replicating
mechanism in Turing patterns with a minimal autocatalytic monomer-dimer system.

Young’s CA model uses a real number function to derive the distance effects, with two constant
values within a grid cell: u1 (positive) and u2 (negative). The calculation begins by randomly distributing
black cells on a rectangular grid. Then, for each cell at position R0 in 2D fields, the next cell state of R0,
due to all nearby black cells at position Ri, are added up. Ri is assumed to be a black cell within radius
r2 from R0 cell. The function v(r) is a continuous step function, as shown in Figure 3b. The activation
area, indicated by u1, has a radius of r1 and the inhibition area, indicated by u2, has a radius of r2

(r2 > r1). At position R0, when Ri is assumed to be a grid within r2, function v(|R0 − Ri|) value is
added up. Function |R0 − Ri| indicates the distance between R0 and Ri. If ∑i v (|R0 − Ri|) > 0, the
grid cell at point R0 is marked as a black cell. If ∑i v (|R0 − Ri|) < 0, the grid cell becomes a white cell.
If ∑i v (|R0 − Ri|) = 0, the grid cell does not change state [13]. Using these functions, Young described
that a Turing pattern can be generated. Spot patterns or striped patterns can be created with relative
changes between u1 and u2.

Figure 3. Outline of Young’s model. (a) The activation area has a radius r1 and the inhibition area has
an outer radius r2; (b) Function v(r) is a continuous step function representing the activation area and
inhibition area.

In this Young model, let u1 = 1, u2 = w (here 0 < w < 1), and further, if the state of the cell is set to 0
(white) and 1 (black), this model can be arranged as follows. The state of cell i is expressed as ci(t)
(ci(t) = [0, 1]) at time t. The following state ci(t + 1) at time t + 1 is determined by the states of the
neighboring cells. Here, N1 is the sum of the states of the domain within S meshes of the focal cell.
Similarly, N2 is the sum of the states of the domain within t meshes of the focal cell, assuming that
S < t.

N1 =
S

∑
i=1

ci(t)

N2 =
T

∑
i=1

ci(t)

Here, S (T) is the number of cells within s (t) meshes from focal cell. Figure 4 shows the schematic
of the total sum of states N1 and N2. The next time state of the focal cell is determined by the following
Expression (1):
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Cell state at the next time step=

⎧⎪⎨
⎪⎩

1 : if N1 > N2 × w
Unchange : if N1 = N2 × w

0 : if N1 < N2 × w
(1)

Figure 4. Schematic of the summing of states N1 and N2. Each grid cell has state 0 (white) or 1 (black).
The inner area has a domain within s grids of the focal cell and the outer area a domain within t grids.

The essence of the Turing pattern model is that the short- and long-range spatial scales are
each affected by separate factors [29], and pattern formation emerges from nonlinear interactions
between the two factors. Turing used two chemicals with different diffusion coefficients to create these
short- and long-range spatial effects. However, as long as there exists a difference between long- and
short-range effects, other implementation methods can be applied. This model used two ranges of s
mesh and t mesh to create a difference. It is therefore thought that this model is essentially the same as
an RD model.

Figure 5 shows the results for the Expression (1) model using a square grid. As the initial
conditions, 300 state 1 cells were set randomly in the calculation field 80 × 80. Turing-like patterns
emerged as parameter w changed. When w was greater than 0.4, spot patterns were observed, whereas
at w = 0.3, stripe patterns emerged. When w was 0.20 or lower, all cells in the field had a value of 1
(shown in black). Changing the parameters N1 and N2 merely changed the scale of the patterns.

On the other hand, the GoL is one of the 2D totalistic CAs to emerge patterns of diversity. In this
model, the state of the focal cell is activated when the total number of surrounding states is within a
certain range. Therefore, we considered the extended model of GoL. Whereas the GoL uses the states
of the eight surrounding cells (the Moore neighborhood), an extended neighborhood is possible that
considers two or more meshes from the focal cell like Young model. Such models are expected to
generate a similar variety of patterns to the GoL.

In natural phenomena, short-distance influences play a stronger role than more distant influences.
Under this circumstance (1) The influence decreases as the distance from the focal cell increases, which
is N1 + N2 × w type model (w: weight parameter, 0 < w < 1). However, reaction diffusion phenomena
are created with long-distance influences that play a negative role than more near influences. (2) The
influence reverses as the distance from the focal cell increases, which is N1 − N2 × w type model
(w: weight parameter, 0 < w < 1).
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Figure 5. Results for the model of Expression (1) with s = 5 and t = 9 in a square grid. As the initial
condition, 300 state 1 cells were set randomly in the calculation field. Turing-like patterns emerged as
parameter w changed. When w was greater than 0.4, spot patterns were observed, whereas at w = 0.3,
stripe patterns emerged. When w was 0.20 or lower, all cells in the field had a value of 1 (shown in
black).

The first type of the model is expected to produce results similar to those of other totalistic
CAs. Under specific conditions, GoL-like patterns will be found. The second model is expected to
produce results similar to those of a Young model, which similarly takes account of the nearness of the
activating and inhibiting factors.

This study adopted the second type of the model, and the emergence of a variety of patterns, such
as the Turing pattern, were confirmed. In addition, by applying GoL-type rules to the second model
type, more complex patterns are expected, such as self-reproducing and growth patterns. Our study
model was able to produce not only a Turing-like pattern while using a simple transition expression,
but also the model produces various patterns such as still, moving, and oscillation. Furthermore, this
model can control these patterns with two parameters, which means the possibility of controlling
self-organized patterns with a totalistic CA model.

2. Model

We investigated the results of an N1 − N2 × w type totalistic CA model in a 2D field that was
implemented in Java. The GoL-like rules assumed in this model which limit the range of survival as
state 1. To address this, by extending Expression (1), we introduced Expression (2). This expression was
obtained by adding Rule 4 to Expression (1). When N2 = 0, it is assumed that Rule 4 takes precedence.

Cell state of the next time step=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0 : if N1 > N2 × w2 (Rule 4)
1 : if N1 > N2 × w1 (Rule 3)

Unchange : if N1 = N2 × w1(Rule 2)
0 : if N1 < N2 × w1(Rule 1)

(2)

N1 =
S

∑
i=1

ci(t)
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N2 =
T

∑
i=1

ci(t)

Here, 1 > w2 > w1 > 0, and N1 is the sum of the states of the domain within s meshes of the focal
cell. Similarly, N2 is the sum of the states of the domain within t meshes of the focal cell, assuming that
s < t. S (T) is the number of cells within s (t) meshes from focal cell. As with the Young model, we used
“Unchange” as the equality in Expression (2) to prevent all cells becoming state 1 or 0 in the next time
step when N1 = 0 and N2 = 0.

The model used 2D hexagonal grids (Figure 6), in which the transition rules were simple to apply.
Although square grids are generally used in 2D CA modeling, we also used hexagonal grids for the
reason that a hexagonal grid is isotropic as opposed to a square grid. The models were implemented
under the following conditions:

- Calculation field: 80 × 80 cells in hexagonal grids
- Periodic boundary condition
- Initial conditions were assumed following two types of conditions:

Condition (a): some state 1s were set randomly in the calculation field;
Condition (b): some state 1s were set in the center of the calculation fields (Figure 7).

Figure 6. Hexagonal grid field. Here, N1 is the domain within s meshes of the focal cell. Similarly, N2 is
the sum of the states of the domain within t meshes of the focal cell, assuming that s < t.

 

Figure 7. Initial conditions of hexagonal grids field. The black cell indicates the 1 state and the white
cell indicates the 0 state. These configurations of state 1s were set in the center of the calculation fields.
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3. Results

Figure 8 maps the model results against parameters w1 and w2. Initial condition is based on
300 randomly arranged state 1 cells. Different patterns were observed at different values of w1 and
w2. As in the Young-type model, the parameter w1 determined the pattern type, whether spotted or
striped. As w2 became smaller, pulsing and unsteady white spots were born within the black pattern.
The vibration of these white spots became more intense as the value of w2 was reduced. Figure 9
shows the results when varying the number of states 1 (black cell) to place them randomly in the initial
state. The calculation conditions were s = 5, t = 9, w1 = 0.40, and w2 = 0.80 in a hexagonal grid. Based
on the results of this figure, if there are more than a certain number of states 1, it is evident that a
similar pattern formation develops. Furthermore, Figure 10 shows the transition of the ratio of states 1
and 2, and the ratio of the applied cells of Rule 4 at each time step. This result was calculated when
w2 was changed (s = 5, t = 9, and w1 = 0.35). When w2 was 1, Rule 4 was not applied, and the result
was equivalent to the Young model. As w2 was lowered, the application ratio of Rule 4 increased.
At this time, white regions were generated in the black spots, and the instability increased and became
pulsating. This phenomenon is attributed to Rule 4.

Figure 8. Results for the model with s = 5 and t = 9 in a hexagonal grid. The results image of each
w1 and w2 value is based on 300 randomly arranged state 1 cells. Instability became stronger as w2

decreased to w1.

Figure 11 shows the effect of the initial condition which is centrally arranged on four black cells.
The instability became more pronounced as w2 decreased, and the central spotted pattern grew as an
unstable wave in the calculation field. By contrast, when w2 was relatively large, the central spot did
not spread.
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Figure 9. Results when varying the number of states 1 (black cell) to place them randomly in the initial
states. The calculation conditions were s = 5, t = 9, w1 = 0.40, and w2 = 0.80 in a hexagonal grid. Based
on this result, if there are more than a certain number of states 1, it is evident that a similar pattern
formation develops.

Time step 

Time step 

Figure 10. Transition ratio of states 1 and 2, and the ratio of the applied cells of Rule 4 at each time step.
This result was calculated when w2 was changed in s = 5, t = 9, and w1 = 0.35. When w2 was 1, Rule 4
was not applied, and it was equivalent to the Young model. As w2 was lowered, the application ratio
of Rule 4 increased. In comparison with Figure 8, white regions were generated in the black spots, and
instability increased and began pulsating. This phenomenon is attributed to Rule 4.
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Figure 11. Results for the model with s = 5 and t = 9 in a hexagonal grid. The image of each w1 and w2

value is based on centrally arranged four black cells as shown in Figure 7. Instability became stronger
as w2 decreased. The initial central spotted pattern grew as an unstable wave in the field. When w2

was relatively large, the central spot did not spread.

Figure 12 shows the time series results of the model with s = 4, t = 8, w1 = 0.40, and w2 = 0.75.
In this figure, i shows the iteration number of the calculation. The video of Figure 12 can be viewed in
the Video S1 of Supplementary Materials. As the initial condition, four state-1 cells (black) were set
in the center of the field shown in Figure 7. The central spotted pattern was divided into two spots,
and these divisions spread until the field was filled with spotted patterns. Figure 13 shows the results
when the initial condition of state 1 was subjected to the same conditions as in Figure 12 (s = 4, t = 8,
w1 = 0.40, and w2 = 0.75 in a hexagonal grid). When there was only one state 1 in the initial field, Rule
4 was applied around this state 1, which disappeared at the next step. If there are two or more states 1
as the initial state, it was observed that the state 1 survived, and pattern formation similar to Figure 12
occurred. In the case of several state 1s, due to the balance between Rules 3 and 4, complicated
patterns were observed in two or three steps from the beginning of the calculation, and thereafter,
a self-replicating pattern was observed.

In addition, Figure 14 shows the calculation results when increasing the black region as the initial
condition, under the same conditions as in Figure 12 (s = 4, t = 8, w1 = 0.40, and w2 = 0.75 in a hexagonal
grid). The point symmetrical initial shape tended to be a fixed pattern due to the balance of the rules.
On the other hand, if the black area was larger than a certain size, Rule 1 was mostly applied, and
disappeared at the second step. To produce a self-replicating pattern, an asymmetric shape must
initially occur. Figure 15 shows the transition of the ratios of states 1 and 2, and the ratio of applied
cells of Rule 4 per time step under the same conditions as in Figure 12 (s = 5, t = 9, w1 = 0.40, and
w2 = 0.75). In 90 to 100 steps, the frequency of pattern division became high, and the application ratio
of Rule 4 increased. Rule 4 generated a white area in the black spot patterns, and instability increased;
hence, the symmetrical shape collapsed and became a trigger for division.
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Figure 12. Results for the model with s = 4, t = 8, w1 = 0.40, and w2 = 0.75 in a hexagonal grid. As the
initial condition, four state 1 cells (black) were set in the center of the field as shown in Figure 7.
The central spotted pattern was divided into two spots, which then spread until the field was filled
with spotted patterns.

Figure 13. Results with the initial condition of state 1 under the same conditions as in Figure 12 (s = 4,
t = 8, w1 = 0.40, and w2 = 0.75 in a hexagonal grid). If there is only one state 1 in the initial field, Rule 4
was applied at that location, which disappeared at the next step. If there are two or more state 1s as the
initial state, state 1 was observed to survive, and a pattern formation similar to Figure 12 occurred.

Figures 16 and 17 show the results with an initial pattern of a symmetrical ring with state 1 s.
In the case where the initial shape was symmetrical, the still pattern or the oscillation pattern often
appeared in a wide range of w1 and w2. When w1 = 0.45 and w2 = 0.55, the ring pattern spread while
dividing spots. In an opposite way, as w2 was approached as w1, the instability increased and the
pattern disappeared.
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Figure 14. Calculation results, when increasing the black region as the initial condition, under the
same conditions as in Figure 12 (s = 4, t = 8, w1 = 0.40, and w2 = 0.75 in a hexagonal grid). The point
symmetrical initial shape tended to be a fixed pattern, due to the balance of each of the rules. On the
other hand, if the black area is larger than a certain size, Rule 1 is mostly applied, and disappeared at
the second step. To produce a self-replicating pattern, an asymmetric shape must initially occur.

Figure 15. Transition of the ratios of states 1 and 2, and the ratio of the applied cells of Rule 4 per
time step under the same conditions as in Figure 12 (s = 5, t = 9, w1 = 0.40, and w2 = 0.75). From 90 to
100 steps, the frequency of pattern division became high, and the application ratio of Rule 4 increased.

Figure 16. Results for the model with s = 5 and t = 8 in a hexagonal grid. The initial pattern was a
symmetrical ring. When w1 = 0.45 and w2 = 0.65, the ring pattern became an oscillation pattern with
period 2. When w1 = 0.45 and w2 = 0.72, the ring pattern likewise became an oscillation pattern with
period 2. When w1= 0.45 and w2 = 0.75, a still pattern was formed.
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Figure 17. Results for the model with s = 5 and t = 8 in a hexagonal grid. The initial pattern was a
symmetrical ring. When w1 = 0.45 and w2 = 0.48, the ring pattern disappeared. When w1 = 0.45 and
w2 = 0.55, the ring pattern spread while breaking apart. When w1 = 0.45 and w2 = 0.60, still patterns
were formed.

Figure 18 shows the initial pattern of a deformed ring with a thick upper boundary. When
w1 = 0.45 and w2 = 0.65, the ring pattern was divided while moving. When w1 = 0.45 and w2 = 0.72,
a constantly moving ring-like pattern formed. When w1 = 0.45 and w2 = 0.75, a single fixed symmetrical
ring pattern formed. Thus, when the initial shape is asymmetric, a moving pattern or dividing pattern
tends to be generated from the breaking of symmetry. As w2 approaches 1, it approaches fixed patterns,
and results in a pattern close to the Turing pattern.

Figure 18. Results for the model with s = 5 and t = 8 in a hexagonal grid. The initial pattern was
a deformed ring with a thick upper boundary. When w1 = 0.45 and w2 = 0.65, the ring pattern was
divided while moving. When w1 = 0.45 and w2 = 0.72, a moving ring-like pattern formed. When
w1 = 0.45 and w2 = 0.75, a single fixed symmetrical ring pattern formed.

4. Discussion

In this study, we constructed a model in which the focal state 1 survives only when a moderate rate
of the number of state 1 cells surrounds the focal cell. This model created a central white part (state 0)
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within the black domain by changing parameter w2. The patterns then became increasingly unstable
over the calculation field, and this instability increased the rate of pattern emergence, including
self-reproducing spot patterns and stripe patterns.

The self-reproducing spot pattern of Figure 12 seems to have some association with the Gray–Scott
model, which is a type of RD model. Generally, the Gray–Scott model produces a self-reproducing
spot pattern when the parameters are adjusted. In future work, we will investigate the relationship
between the current model and the Gray–Scott model.

Particularly, in the case of the model with s = 5 and t = 8 shown in Figures 16–18, the result
suggests the possibility of controlling self-organized patterns. When w1 is increased, a spot shape can
be generated, and by decreasing w1, a stripe pattern can be grown from spotted seeds.

In the symmetric shape, when w2 is large, it is stable in many cases. However, by making the
value of w2 small and making it close to w1, the spotted pattern becomes unstable, and asymmetric
shapes are born. Furthermore, these spots are moving or divided by the controlling w2 parameter, as
shown in Figure 19.

Figure 19. Possibility of self-organized ring patterns with one parameter. The results are a part of
the model with s = 5 and s = 8 in a hexagonal grid, as shown in Figure 13. The ring pattern can be
controlled with parameter w2. When w2 = 0.65, the ring pattern was divided while moving. When
w2 = 0.72, a moving ring pattern formed. When w2 = 0.75, a fixed ring pattern formed.

The robustness of the initial conditions was found to have the following tendencies. (1) If state 1
is one, it disappears; (2) When state 1 is randomly arranged, if two or more states 1 are distributed in
the range for counting the number of surrounding states, the development of the pattern is recognized.
Next, depending on the degree of instability due to the w2 parameter, it is decided whether the
pattern develops spatially. Due to random initial placement, an identical pattern does not occur,
but qualitatively similar patterns can be stably generated; (3) When several states 1 are gathered,
complicated pattern changes occur in the first two or three steps due to the balance between Rules 3
and 4, and if a shape that is not point symmetric is subsequently generated, a pattern spreading in the
space is generated. When a point symmetric shape is born, a circular or ring-fixed pattern is generated;
(4) When the black (state 1) area is large, the black area disappears due to Rule 1.
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In a future study, if CA rules can translate to a chemical reaction process, a control technology
for nanomachines becomes feasible. Thus, the simple totalistic CA presented in this paper allows the
emergence of a wide range of self-organization patterns to be observed.

Figure 20. Calculation results in which w1 and w2 are changed over time at each step. The initial
pattern was a hexagonal ring shape of state 1s, with s = 5 and t = 8 in a hexagonal grid. As in this
result, it is possible to create changes by changing w1 and w2; when i = 1–9, w1 = 0.44, and w2 = 0.98,
birth of annulus was observed; when i = 11–19, w1 = 0.44, and w2 = 0.70, an oscillating spot pattern
was observed; when i = 20–29, w1 = 0.32, and w2 = 0.50, a growing ring pattern was observed; when
i = 30–39, w1 = 0.30, and w2 = 0.70, a growing ring pattern was observed; when i = 40–99, w1 = 0.45, and
w2 = 0.70, divide patterns and replication were observed; when i = 100–139, w1 = 0.58, and w2 = 0.70,
pattern disappearance was observed; when i = 140–259, w1 = 0.47, and w2 = 0.71, moving spotted
patterns were observed; when i = 260–279, w1 = 0.44, and w2 = 0.98, still circle patterns were observed;
when i = 280–319, w1 = 0.37, and w2 = 0.70, a growing ring pattern was observed; when i = 320–449,
w1 = 0.47, and w2 = 0.71, divide patterns and replication were observed; when i = 460–, w1 = 0.58, and
w2 = 0.65, disappearance of all patterns was observed.
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Based on these results, if the parameters w1 and w2 are changed at each time step, it is possible to
generate a continuously changing pattern. Figure 20 shows a calculation case in which w1 and w2 are
changed in time over time. The video of Figure 20 can be viewed in the Video S2 of Supplementary
Materials. As in this result, it is possible to create changes by changing w1 and w2; birth of annulus ->
growth -> division -> move -> decline -> growth -> annihilation.

Figure 21 shows the transition of the ratio of states 1 and 2, and the ratio of the applied cells of
Rule 4 in each time step during the calculation of Figure 20. Rule 4 was applied more frequently when
spot patterns replicated, as compared to when the spot moved or vibrated. Furthermore, when the
pattern disappeared, the application frequency of Rule 4 increased. Thus, it is suggested that pattern
stability can be controlled by changing the application ratio of Rule 4.

Since this research is still in its first stage, discussions are limited mainly to qualitative
considerations, but in future work, it will be necessary to investigate further quantitative assessments.
There is a possibility of finding an index like Langton’s λ parameter with the evaluation of many
calculation cases. Furthermore, since it has rules similar to the Game of Life, basically like the Game
of Life, many trials are necessary to find the desired pattern. Slight changes in the initial value may
develop into different patterns. In the future, it is necessary to make a catalog of pattern formation on
the relation between the initial condition and patterns based on many calculation results.

Figure 21. Transition of the ratio of states 1 and 2, and the ratio of the applied cells of Rule 4 in
each time step during the calculation of Figure 20. Rule 4 was applied more frequently when spot
patterns replicated than when the spot moved or vibrated. Furthermore, when the pattern disappeared,
the application frequency of Rule 4 increased. Thus, it is suggested that pattern stability can be
controlled by changing the application ratio of Rule 4.

5. Conclusions

To observe special patterns of emergent behavior that mimic biological systems, we developed
a totalistic CA model with an activating inner area and inhibiting outer area. This is a CA model,
yet it works in a way that is equivalent to that of RD approaches like the Turing pattern model. If a
multiple CA model can be designed that allows the number of states to be increased, we may witness
the emergence of more complex patterns, like those of living things.

Our model also has potential applications in the engineering field. For example, it may be possible
to develop swarming robots that can work as a single unit or divide into groups. As shown in the
result of Figure 13, spot-like regions can be formed in the space by this algorithm. If many robots are
dispersedly arranged in this space, it becomes possible to gather by grouping the robots within this
spot-like rounded area. Furthermore, using this algorithm, it is also possible to divide one spot area
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into two. Therefore, robots can be divided into two groups simply by paying attention so that the
robot that was in the first spot area does not come out of the area.

The model can further be applied to information networks. If the transition rules can be applied
to Internet of Things (IoT) devices through the Web, hierarchical structures of IoT devices may emerge.
For example, if the IoT devices know their own position, this algorithm can be applied by transmitting
tokens to the nearby devices. Then, the spotted structure can be formed in the network space of
devices, and the devices can be divided into plural groups. Furthermore, if our method can be applied
to microsystems, it may become possible to make a production process of self-organizing a microrobot
from nanoparts automatically.

The model also produces Turing-like patterns using a simple algorithm and without the need
to solve complex simultaneous differential equations. However, a weak point is the necessity to
add up the state quantities within a certain area. While these calculations are simple to perform
using electronic devices, it is difficult to see how an individual living cell in an organism would be
able to calculate the states of distant cells. To apply this model to morphogenesis, therefore, further
modification is needed.

Other outstanding questions include the mathematical relationship between this model and the
RD equations, and the relationship with a Turing machine. It would also be interesting to consider the
entropy of the model.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-666X/9/7/339/s1,
Video S1: Video of Figure 12 (Results for the model with s = 4, t = 8, w1 = 0.40, and w2 = 0.75 in a hexagonal grid);
Video S2: Video of Figure 20 (Calculation results in which w1 and w2 are changed over time at each step).
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Abstract: We report a novel vibration control technique of an artificial auditory cochlear epithelium
that mimics the function of outer hair cells in the organ of Corti. The proposed piezoelectric and
trapezoidal membrane not only has the acoustic/electric conversion and frequency selectivity of
the previous device developed mainly by one of the authors and colleagues, but also has a function
to control local vibration according to sound stimuli. Vibration control is achieved by applying local
electrical stimuli to patterned electrodes on an epithelium made using micro-electro-mechanical
system technology. By choosing appropriate phase differences between sound and electrical stimuli,
it is shown that it is possible to both amplify and dampen membrane vibration, realizing better
control of the response of the artificial cochlea. To be more specific, amplification and damping are
achieved when the phase difference between the membrane vibration by sound stimuli and electrical
stimuli is zero and π, respectively. We also demonstrate that the developed control system responds
automatically to a change in sound frequency. The proposed technique can be applied to mimic
the nonlinear response of the outer hair cells in a cochlea, and to realize a high-quality human
auditory system.

Keywords: artificial cochlea; MEMS; piezoelectric material; outer hair cell

1. Introduction

Hearing is important to infants in terms of acquiring language and sentiment education.
However, one in a thousand new-born infants suffers congenital deafness. Meanwhile, the ability of
adults to hear diminishes gradually and never recovers spontaneously. There is thus an increasing
demand for artificial cochleae, which are devices that support patients with sensorineural hearing
loss. The present study deals with the development of a novel technique that allows the design
of a higher-quality artificial cochlea to be combined with previous devices developed by one of
the authors [1–3].

The vibration of sound is collected and amplified by outer and middle ears, and transmitted
to the inner ear. The frequency of sound is then distinguished by cochlear epithelium in the inner
ear [4], and the vibration of sound is converted into electrical signals by inner hair cells to stimulate
nerves, which are sensory cells on the epithelium. Because damaged hair cells do not regenerate
spontaneously [5], cochlear implants [6,7] are used to effectively overcome sensorineural hearing loss
due to cochlear damage . However, commercially available cochlear-implant devices require patients
to wear external equipment such as microphones, sound processors, and batteries. To remove such
burdens on patients and to increase patients’ quality of life, a self-contained artificial cochlea has
been proposed by one of the authors and their colleagues [1–3]. Recent advances in the fabrication
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technologies of micro-electro-mechanical systems have allowed the development of an artificial
cochlear epithelium without an external power supply [1,2,8–19]. Electrical signals in these devices
are generated by the deformation of a trapezoidal piezoelectric membrane induced by sound stimuli.
Such a mechanical generation of electrical signals has been proposed as an energy harvester [20] or flow
sensor [21] in biological systems, and its performance as a micro-electro-mechanical-system-fabricated
acoustic transducer has been quantitatively investigated [22,23]. Moreover, a method of fixing the
device in the cochlea has also been proposed by one of the authors [24] to show the feasibility of the
artificial cochlear epithelium made of piezoelectric materials.

In addition to having frequency selectivity and converting vibration to electrical signals,
the cochlea amplifies signals through active feedback [25–27]. In fact, the cochlear basilar membrane
has a nonlinear response to sound stimuli, and this response is attributed to the functions of the outer
hair cells in the organ of Corti [28–33]; that is, the outer hair cells have the function of controlling
the sound level to be recognized. To be more specific, a weak sound input is amplified and a strong
input is damped. Thanks to these nonlinear responses, human hearing has a wide dynamic range
from 0 to 120 dB in amplitude, although the range of displacement of the cochlear epithelium is
from 0.1 to 10 nm [30]. Since the nonlinear response is partly realized by the mechanical feature of
the basilar membrane [30], it is important to mimic this feature in engineering the artificial cochlea.
In fact, an attempt to mimic the nonlinear response has been made using a cantilever model with
dimensions of 470 × 38 mm [34]. It is shown in Reference [34] that a cubic damping term with
respect to the cantilever velocity in the control signal realizes the nonlinear response of the cantilever
velocity against a disturbance. Moreover, the nonlinear response had similar characteristics with
human hearing.

The present paper reports the development of an artificial cochlear epithelium which controls
the local vibration according to sound stimuli, on the basis of our preceding study [2]. To be more
specific, the preceding study [2] mimicked the function of the basilar membrane and inner hair cells,
while the present study also mimics the function of outer hair cells. The development of such a control
technique is expected to produce a device that realizes the nonlinear response. Moreover, the control
technique can be used to better understand the cochlear mechanism by providing an experimental
method that replicates the cochlear behavior.

The artificial cochlear epithelium in the present study is a trapezoidal piezoelectric membrane
with patterned Al electrodes [2], where each electrode has two small Al plates for the electrical output
and feedback input. The resonance frequency of the device varies locally according to the longitudinal
position, achieving the function of frequency selectivity. The patterned electrodes have two functions.
One is to recognize sound stimuli through the piezoelectric effect induced by the local deformation of
the membrane, while the other is to control local vibration through the inverse piezoelectric effect by
applying external electrical stimuli. It is found that the local membrane vibration can be amplified
or damped by choosing appropriate phase differences between the electrical and sound stimuli.
Using these amplification and damping controls, the nonlinear response that partly realizes the wide
dynamic range of human hearing is obtained. Such techniques for recognition and control can be
applied to the development of the artificial cochlear epithelium, which mimics functions of the basilar
membrane, inner hair cells, and outer hair cells. These functions are needed to achieve the high
performance of the human cochlea, having a wide range frequency selectivity from 20 to 20,000 Hz
and a wide dynamic range from 0 to 120 dB.

2. Experimental Method

2.1. Fabrication of the Artificial Cochlear Epithelium

We first give an overview of the developed device. We use a piezoelectric membrane having
a fixed boundary conditions with a trapezoidal shape as shown in Figure 1a. To control the vibration
of the membrane, we apply electrical stimuli to patterned electrodes fabricated on the piezoelectric
membrane. The patterned electrodes can also be used to recognize the vibration amplitude. Note that
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in previous studies [1,2], the electrodes were used to generate the electrical signals to stimulate nerves,
mimicking the function of the inner hair cells. In the present study, however, the electrodes are used
for feedback control to also mimic the function of the outer hair cells. The vibrations induced by sound
and electrical stimuli are expected to be superposed. The piezoelectric material used in this study
is a polyvinylidene difluoride (PVDF), because PVDF is biologically compatible [8]. We describe
the fabrication method and details of the device in the following.

The device has patterned Al electrodes, as shown in Figure 1a,b. Electrodes have two functions,
and are referred to as recognition and control electrodes accordingly. Six pairs of recognition and
control electrodes are fabricated on the PVDF membrane. The backside of the PVDF membrane is
completely covered by Al deposition and is electrically grounded. The number of electrode pairs
was chosen so that local amplitude control can be demonstrated while minimizing the complexity of
the device.

The Cartesian coordinate system is defined as in Figure 1a, and the x-coordinates of the center
of the i-th control electrode, x(i) (i = 1, 2, · · · , 6), are set as x(1) = 5 mm, x(2) = 9 mm, x(3) = 13 mm,
x(4) = 17 mm, x(5) = 21 mm, and x(6) = 25 mm. The dimensions of the recognition electrodes
(0.5 × 1.0 mm centered at y = 0 mm) are the same as those in our previous study [2], while those of
control electrodes are smaller (0.2 mm) to achieve a better localization of electrical stimuli. The distance
between recognition and control electrodes is 0.2 mm. This value of distance was chosen to be small
in order to apply electrical stimuli near the recognition electrodes, but the distance should be large
enough to achieve a stable electrode-patterning process on the PVDF membrane. The electrode pattern
is designed so that geometrical symmetry is preserved but the main feature of the recognition electrode
is the same as that in our previous study [2]. To be more precise, the pattern is symmetric with respect
to the x-axis, except for the small gap indicated in the magnified figure of Figure 1a. The electrodes
with diagonal lines are prepared to have geometrical symmetry, and were not used in this study.

The device was fabricated by attaching the PVDF membrane to a stainless-steel plate with
a trapezoidal slit using double-sided tape (No. 500, Nitto Denko, Osaka, Japan). The fabrication
process is summarized in the Appendix. The method of assembly was carefully chosen so that
the device will not degrade with time. The slit has length Lx = 30 mm in the x-direction, and
short and long sides in the y-direction are Ly,short = 2 mm and Ly,long = 4 mm in length, as shown
in Figure 1a. The length in the y-direction of the trapezoidal membrane is therefore expressed as
l(x) = Ly,short + (Ly,long − Ly,short)(x/Lx). These values are the same as those in Reference [2].

2.2. Experimental Setup

An overview of the experimental setup is shown in Figure 1c. The data acquisition (DAQ)
system consists of a controller (NI PXIe-1082, NI PIXIe-8840, National Instruments, Austin, TX, USA),
multichannel analog output module (NI PIXIe-6738, National Instruments, Austin, TX, USA) for
sound and electrical stimuli, and a vibration module (NI PIXIe-6738, National Instruments, Austin,
TX, USA) for data analysis. The device was fixed on an x–y auto-stage, which was also controlled
by the DAQ system. A laser Doppler vibrometer (LDV; AT3600, AT0023, Graphtec, Tokyo, Japan)
was used to measure the vibration of the device. The laser was irradiated through a mirror system
(Figure 1d), where a camera (DCC1645C, Thorlabs, Newton, NJ, USA) and light-emitting diode as
a light source (LEDD18/M565L3, Thorlabs, Newton, NJ, USA) were installed to precisely observe
the position of the laser (i.e., the measuring point). The electrical signal Vs from the DAQ system
was magnified by an amplifier (HSA4-14, NF, Yokohama, Japan ) and applied to a speaker (FX102,
Fostex, Tokyo, Japan). Here, Vs was set to Vs = V̄s sin(2π fst), where V̄s, fs, and t are respectively
the voltage amplitude, frequency of sound stimuli, and time variable. A microphone (377C01, 426B03,
480C02, Piezotronics, Depew, NY, USA) was used to evaluate the magnitude of the sound stimuli,
Ps (dB SPL). To measure Ps near the membrane, we fabricated the acyclic part as shown in Figure 1e.
Sound came from A in Figure 1e through a tube connected to a speaker, and passed to B (the device)
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and C (the microphone). The distance between point B and the membrane was set to less than 4 mm.
The electrical signal V(i)

e from the DAQ system was applied to the i-th control electrode, where

V(i)
e = V̄(i)

e sin(2π f (i)e t + φ(i)), (i = 1, 2, · · · , 6). (1)

The parameter φ(i) is the phase difference between the signals for sound and electrical stimuli.
Details are given in Section 3.2. The electrical outputs V(i)

rec from the i-th recognition electrodes and
their amplitudes V̄(i)

rec were stored in the DAQ system.
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Figure 1. (a) Schematic and (b) photograph of the artificial cochlear epithelium fabricated in this
paper. The patterned electrodes were fabricated on a polyvinylidene difluoride (PVDF) piezoelectric
membrane with thickness of 40 μm; (c) Overview of the experimental setup. The multichannel analog
output module in the data acquisition (DAQ) system was used to apply the sound and electrical stimuli
with a desired phase difference. The DAQ system was also used to analyze the electrical output from
the device and the results of laser Doppler vibrometer (LDV) measurement. These analyzed data were
used in feedback control; (d) Details of the mirror system in panel (c) to observe the exact position of
the laser for LDV measurement; (e) Photograph of an acyclic part used to fix the microphone.

3. Results and Discussion

3.1. Frequency Selectivity

First of all, we will briefly present the function of frequency selectivity of the present device.
More detailed investigations of the function of frequency selectivity (e.g., a comparison with
the Wentzel–Kramers–Brillouin (WKB) asymptotic solution and the effect of the surrounding fluid)
were conducted in our previous study [2]. Figure 2 shows the amplitude distribution of membrane
vibration in the x–y plane. Here, the vibration was induced by sound stimuli with fs = 4.6, 5.6, 6.6,
and 8.2 kHz. These frequencies are close to the resonant frequencies of second, third, fourth, and fifth
electrodes, respectively, which will be presented in Section 3.2.1. Contours show the relative amplitude
normalized by the maximum value for each fs. The resonant positions, at which the maximum value
is obtained, are indicated by white dots. For each fs, the resonant positions were different, and
we thus conclude that the present device has frequency selectivity. Owing to the vibration mode
in the x-direction and/or higher frequency modes, a couple of peaks were observed for each fs.
This tendency became prominent as fs increased and was the same as that of the previous device [2],
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but is not observed in the mammalian cochlear epithelium [33]. The duplication of the full details of
the vibration modes observed in the mammalian cochlear epithelium will require the geometry and
boundary condition to be mimicked. This difficulty is inherent to the membrane vibration, and its
solution is our ultimate goal of future research. The development of a device that has simpler vibration
modes and a clear one-to-one relation between the resonant position and frequency will help provide
a solution.
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Figure 2. Amplitude distribution of membrane vibration in the x–y plane induced by sound stimuli
with fs = 4.6, 5.6, 6.6, and 8.2 kHz. Contours show the relative amplitude normalized by the maximum
value for each fs. The resonant positions, at which the maximum value was obtained, are indicated by
white dots. For each fs, the resonant positions were different, and we thus conclude that the present
device had frequency selectivity. Owing to the vibration mode in the x-direction, a couple of peaks were
observed for each fs. This tendency is the same as that observed for a previous device [2] developed by
one of the authors.

3.2. Local Vibration Control Using Electrical Stimuli

This section describes the results of local vibration control using electrical stimuli. Section 3.2.1
determines parameters needed for vibration control, while Sections 3.2.2 and 3.2.3 present examples of
local vibration control.
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3.2.1. Search for Resonant Frequencies and Control Parameters

We first show that electrical stimuli induce vibration of the membrane and can be used to
determine resonant frequencies f (i)res at position x(i) of the control electrodes by changing f (i)e in
Equation (1) continuously. Note that we measured the vibration of the membrane using an LDV and
obtained the amplitude a f for the frequency component f through Fourier analysis.

Figure 3a shows the amplitude of membrane vibration on the fifth electrode (x = 21 mm)
induced by electrical stimuli applied to that electrode with different frequencies 4 kHz ≤ f (5)e ≤
6 kHz and V̄(5)

e = 5 V. The amplitude reached a maximum at f (i)e = 4.66 kHz, and we thus
conclude that the resonant frequency at the position of the fifth electrode was f (5)res = 4.66 kHz.
Before going into further detail, we will compare the experimental results with a theoretical prediction.
Assume that the trapezoidal membrane can be considered as sequential beams of length l(x); that
is, we neglect the vibration mode in the x-direction. Then, according to the linear theory of
transverse vibration of a beam with fixed ends [35], we obtain the first-order resonant frequency

as f (theory)
res = (22.37/2π)(EJ/ρA)1/2/l2(x), where E is the modulus of elasticity, ρ the mass density,

A = hl(x) the cross-sectional area with h the thickness of the membrane, and J = h3l(x)/12 the
moment of inertia of the cross section about the x-axis. In other words, C(x) = f (theory)

res l2(x),
which is introduced for notational convenience, should be independent from x; that is, C(x) =

C0 = (22.37/2π)(Eh2/12ρ)1/2 m2· s−1. The experimental values of C(i) = C(x(i)) for positions x(i)

of the electrodes used in the present study were obtained as C(i) = (5.36 ± 0.16) × 10−2 m2· s−1.
The standard deviation was 3%, and we thus conclude that the linear theory predicts the resonant
frequency of the electrodes well. Although the above discussion using beam theory is simple, the main
feature of the device’s frequency selectivity is retained. Further details such as vibration mode and
phase will be investigated in future work.

In Figure 3a, the amplitude was 3 nm at most, and it will be seen throughout the paper that
the amplitude was on the order of 1 nm. Note that the present LDV equipment ensured a measurement
of amplitude on the order of 1 nm for the frequency range from 1 to 100 kHz, which includes
the frequencies treated in the present paper. According to the linear theory, we assumed that the
sound-stimuli-induced vibration and the electrical-stimuli-induced vibration can be superposed when
both stimuli are applied. The resonant frequencies of the device varied slightly when the device was
unmounted from the experimental system and mounted again later. Therefore, the measurements
of f (i)res were checked and adjusted again before each experiment. For the second, third, fourth, and
fifth electrodes (which are mainly discussed in the present paper), the average resonant frequencies
were, respectively, f (2)res = 8.13 ± 0.04 kHz, f (3)res = 6.45 ± 0.19 kHz, f (4)res = 5.69 ± 0.14 kHz, and
f (5)res = 4.55 ± 0.15 kHz. Note that the most important frequency range in daily life is between 1 kHz
and 3 kHz [36], and is lower than the resonant frequencies f (i)res obtained for the present device.
Because the resonant frequency is proportional to the membrane thickness h as explained above,
a device with a thinner membrane will be suitable for a lower hearing range, and this will be a topic
of our future work. The C values for these four electrodes are given as C(2) = 5.49 × 10−2 m2· s−1,
C(3) = 5.30 × 10−2 m2· s−1, C(4) = 5.59 × 10−2 m2· s−1, and C(5) = 5.26 × 10−2 m2· s−1. Note that
these four electrodes are suitable for the validation of the proposed technique in the present paper
because the first and sixth electrodes are close to the fixed ends in the x-direction and are affected by
boundary conditions.

For vibration control using electrical stimuli, we must choose appropriate parameters V̄(i)
e , f (i)e ,

and φ(i) contained in Equation (1) according to the sound stimuli. Here, as a test case, we determined
these parameters such that the vibration of the membrane at the fifth electrode was amplified twice
when sound stimuli at the resonant frequency, fs = f (5)e , were applied. To be more precise, Vs was
chosen so that a f = 2.5 nm when V̄(5)

e = 0 V, and V̄(5)
e was chosen so that a f = 5.0 nm at most

when both sound and electrical stimuli were applied. The frequency of electrical stimuli f (5)e should
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be the same as fs, otherwise no clear amplification or damping is expected in the present linear
regime. We finally chose φ(5) from the measurement. Figure 3b presents the amplitude a f for
different phases φ(5) when both sound and electrical stimuli were applied. It is clear that the amplitude
was at a maximum and a f ≈ 5 nm for a certain phase φ(5) = φ

(5)
max ≈ 1.8π, while the amplitude

was at a minimum and a f ≈ 0 nm for another phase φ(5) = φ
(5)
min ≈ 0.8π. In this manner, we can

determine the phase difference of electrical stimuli for each control electrode to amplify/dampen
the vibration. Note that the vibration of the membrane induced only by the sound stimuli and that
only by the electrical stimuli had the same phase when there was amplification and had the opposite
phase when there was damping.

Finally, we make some comments on the above experiments. It would be better if we could
have predicted the values of φmax and φmin by measuring all the phase shifts in the experimental
setup (e.g., by measuring the distance from the speaker and the phase shift in the electrical
circuits). However, because the speaker has a typical dimension of 100 mm and it is difficult to
define the distance from the speaker to the device, we measured and determined φmax and φmin

experimentally. We could have attached an oscillator to the stainless-steel plate instead of the sound
stimuli to induce the vibration of the membrane and to measure the piezoelectric output. However, this
would have complicated the LDV analysis because we would have to distinguish the vibration of
the membrane and that of the stainless-steel plate. Moreover, experiments with sound stimuli are
more appropriate because our device is applied to a hearing device.
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Figure 3. (a) Vibration amplitude at the fifth electrode (x = 21 mm) for electrical stimuli applied

to the fifth electrode with frequency f (5)e . The resonant frequency can be determined by sweeping

the frequency f (5)e in Equation (1); (b) Phase dependence on the vibration amplitude at the fifth

electrode under sound stimuli with fs = f (5)res and electrical stimuli with f (5)e = f (5)res . The amplitude

is at a maximum and a f ≈ 5 nm for a certain phase φ(5) = φ
(5)
max ≈ 1.8π, while the amplitude is at a

minimum and a f ≈ 0 nm for an another phase φ(5) = φ
(5)
min ≈ 0.8π. The appropriate choice of φ(i)

leads to amplification or damping control of the membrane vibration.

3.2.2. Improvement of The Response of The Device through Vibration Control

This section presents the ability to control the vibration of the membrane by applying electrical
stimuli. The amplitude was measured by the LDV for the entire range of x (i.e., 0 mm ≤ x ≤ 30 mm).
In the following, V̄(i)

e is determined such that the electrical stimuli amplify the vibration by a factor
of two with φ(i) = φ

(i)
max. To be more precise, V̄(i)

e was chosen so that a f |x=x(i) = 2a′f |x=x(i) with

φ(i) = φ
(i)
max, where a′f |x=x(i) is the amplitude at x = x(i) with all V̄(i)

e set to zero. The goal of this section
is to amplify the vibration at the it-th electrode. We therefore refer to the it-th electrode as a target
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electrode. Resonant frequencies f (i)res and phases φ
(i)
min, φ

(i)
max were measured for all electrodes, prior to

the experiments described below.

(A) Only the sound stimuli with f (it)res is applied.
(B) In addition to protocol (A), electrical stimuli are applied to the it-th electrode with φ(it) = φ

(it)
max.

(C) In addition to protocol (B), electrical stimuli are applied to the (it ± 1)-th electrode with
φ(it±1) = φ

(it±1)
min .

Protocol (A) leads to the usual response of the device to sound stimuli. Protocol (B) tries to
amplify the vibration at the resonant position. However, amplifying the vibration at the resonant
position may lead to amplification of the vibration at off-resonant positions. Protocol (C) is similar to
protocol (B), but the additional electrical stimuli suppress the vibration of off-resonant positions close
to the resonant position, leading to better frequency selectivity. We set it = 3, 4, and 5 and carried out
each experiment five times.

The results for it = 3, 4, and 5 are respectively presented in Figures 4–6. In each figure, panel (a)
shows the amplitude distribution for the entire range of x while panel (b) is the magnified view around
x(it). The plots show averages for five trials with the error bars representing standard deviations.
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Figure 4. Vibration amplitude distribution for protocol (A): only sinusoidal sound stimuli with
fs = 6.25 kHz; protocol (B): sound and electrical stimuli applied to the third electrode; and protocol
(C): sound and electrical stimuli applied to the second to fourth electrodes. (a) Entire view and (b)
magnified version near x(3). Protocol (B) succeeded in amplifying a f at resonant position x(3) = 13 mm.
In addition to the amplification in Protocol (B), Protocol (C) damped a f of neighboring positions x(2)

and x(4), where there were damping controls with opposite phases for the second and fourth electrodes.

We first focus on Figure 4, where the target electrode is the third electrode. The frequency fs of
sound stimuli was set to the resonant frequency at the position of the third electrode, x(3) = 13 mm
(i.e., fs = f (3)res = 6.25 kHz). The result of protocol (A) shows that the amplitude was 4.6 nm at
the electrode position of x(3) = 13 mm, which was slightly smaller than the amplitude a f = 5.0 nm
at x = 14 mm, even though the sound stimuli were set to the resonant frequency at x = 13 mm.
This is attributed to the fact that the width in the y-direction, l(x), was larger for x = 14 mm.
Note that the amplitude tended to be larger if the width l(x) was wider. Moreover, we observed local
maxima at x = 21 mm and x = 27 mm. These local maxima were related to the oscillation mode
in the x direction, which can also be observed in Figure 2 with fs = 6.6 kHz and in Reference [2].
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At this stage, the amplitude at the resonant position was not prominent. We then tried protocol (B),
where the electrical stimuli of f (3)e = f (3)res = 6.25 kHz were applied in addition to the sound stimuli.
We observed an obvious amplification as a result of the electrical stimuli, and the amplitude at x(3)

was 8.9 nm. We finally tried protocol (C), applying the electrical stimuli of f (2)e = f (4)e = 6.25 kHz with
φ(2) = φ

(2)
min and φ(4) = φ

(4)
min. Figure 4b shows that the amplitudes at x(2) and x(4) were successfully

suppressed.
Figure 5 with the target electrode being the fourth electrode shows a situation similar to

that of Figure 4 with the target electrode being the third electrode. The resonant frequency was
f (4)res = 5.10 kHz. For protocol (A), the amplitude at x(4) = 17 mm was at a maximum (4.0 nm),
although we saw smaller peaks at x = 20.5 mm and x = 25 mm. As in the case of Figure 4, these
smaller peaks must be due to the higher vibration mode at larger x, as also seen in Figure 2 with
fs = 5.6 kHz. With the electrical stimuli at the fourth electrode in protocol (B), the amplitude at x(4)

was amplified to 7.9 nm. However, the small peaks at x = 20.5 mm and x = 25 mm were also amplified.
For protocol (C), where the sinusoidal electrical stimuli with opposite phase φ(it±1) = φ

(it±1)
min were

applied to the third and fifth electrodes, the amplitudes at x(3) and x(5) were lower, but the amplitude
at x(4) also decreased from 7.9 to 6.7 nm.
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Figure 5. Vibration amplitude distribution for protocol (A): only sinusoidal sound stimuli with
fs = 5.10 kHz; protocol (B): sound and electrical stimuli applied to the fourth electrode; and protocol
(C): sound and electrical stimuli applied to the third to fifth electrodes. (a) Entire view and (b) magnified
version near x(4). Protocol (B) succeeded in amplifying a f at resonant position x(4) = 17 mm.
In addition to the amplification in Protocol (B), Protocol (C) suppressed a f of neighboring positions x(3)

and x(5), where there were damping controls with opposite phases for the third and fifth electrodes.

The case where the target electrode was the fifth electrode is described in Figure 6, which should
be compared with Figures 4 and 5 for the target electrode being the third and fourth electrodes,
respectively. The resonant frequency was f (5)res = 4.66 kHz. The amplitude at x(5) was 2.3 nm in protocol
(A). As in the cases of it = 3 and it =4, we observed a smaller peak at x = 27 mm. The electrical stimuli
of the fifth electrode in protocol (B) led to the amplification of amplitude at x(5), and a f = 4.8 nm
was obtained. However, the smaller peak at x = 27 mm was also amplified. In protocol (C), where
damping control was carried out for the fourth and sixth electrodes, the amplitudes at x(4) and x(6)

were lower as shown in Figure 6b.
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To quantify the effect of vibration control using electrical stimuli, we define a parameter S(i) as

S(i) =
a(i)max

x(i)L − x(i)R

, (2)

where a(i)max is the maximum amplitude for all x, and x(i)L and x(i)R are positions such that the amplitude

a f becomes half of a(i)max. If S(i) is large, the amplitude at the resonant electrode is high and localized;
that is, the response of the device is improved and S(i) can be considered as a variant of Q factors.
The response factors S(it) (it = 3, 4, and 5) for the above protocols are summarized in Table 1. For it = 3
and 5, a comparison of protocols (A) and (B) shows that S(it) in protocol (B) became 2.2 times that
in protocol (A). This is because we set V(it)

e such that the amplitude doubled in amplifying control.
For it = 4, the increase in S(4) in protocol (B) was prominent, and the ratio between S(4) in protocols
(B) and (A) took the value 1.67/0.35 = 4.77. This is because the peak near the maximum amplitude was
not sharp when only sound was applied (protocol (A)), as shown in Figure 5 . We therefore conclude
that vibration control worked well for better frequency selectivity, especially when the spatial response
of the artificial cochlear epithelium was not sharp. The comparison between the response factor S(it)

for protocols (B) and (C) showed that additional damping control increased S(it) for it = 3 and 5,
but slightly reduced for it = 4. This decrease was due to the suppressed maximum amplitude in
protocol (C) for it = 4. To increase the S(it) value, it is necessary to predict the motion of the trapezoidal
membrane induced by localized electrical stimuli.
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Figure 6. Vibration amplitude distribution for protocol (A): only sinusoidal sound stimuli with
fs = 4.66 kHz; protocol (B): sound and electrical stimuli applied to the fifth electrode; and protocol (C):
sound and electrical stimuli applied to the fourth to sixth electrodes. (a) Entire view and (b) magnified
version near x(5). Protocol (B) succeeded in amplifying a f at resonant position x(5) = 21 mm.
In addition to the amplification in Protocol (B), Protocol (C) damped a f of neighboring positions x(4)

and x(6), where there were damping controls with opposite phases for the fourth and sixth electrodes.
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Table 1. Response factor S(it) for protocols (A), (B), and (C) with it = 3, 4, and 5.

S(it) ×106

Protocol (A) Protocol (B) Protocol (C)

Sound Stimuli On On On

Electrical Stimuli Applied to the it-th Off On OnElectrode for Amplification Control

Electrical Stimuli Applied to the (it ± 1)-th Off Off OnElectrodes for Damping Control

it = 3 0.90 2.00 2.42

it = 4 0.35 1.67 1.53

it = 5 0.42 0.91 0.99

The sound pressure level Ps in the above experiments is now described. We chose the magnitude
of sound stimuli V̄s such that the amplitude a f was on the order of 1 nm, because the amplitude of the
vibration of the basilar membrane typically falls in this range. For it = 3, 4, and 5, Ps were obtained as
92, 69, and 93 dB SPL. These Ps are within the the wide dynamic range of human hearing from 0 to
120 dB SPL.

3.2.3. Nonlinear Response of the Device to Sound

Human hearing has a dynamic range from 0 to 120 dB in amplitude, although the range of
displacement of the cochlear epithelium is from 0.1 to 10 nm. Therefore, the magnitude of the pressure
disturbance over 106 times (from 20 μPa to 20 Pa) is compressed to the amplitude range over 100 times
(0.1 nm to 10 nm). Such a compression is caused by the outer hair cells in the organ of Corti, which
elongate and shorten according to sound stimuli to control the movement of basilar membrane [33].
In Reference [34], using a cantilever device, a nonlinear feedback control which realizes the same
compression rate as the human hearing is achieved by introducing a cubic damping term with respect
to the cantilever velocity in the control signal. Here, we demonstrate that the same compression rate
can be achieved using our MEMS-fabricated artificial cochlea.

Without any electrical stimuli, our device showed a linear response to the sound; that is, a f ∼ p,
where p is the magnitude of the pressure disturbance induced by sound. Figure 7 shows the amplitude
at the position of the fifth electrode when a sound stimuli with resonant frequency at this position,
fs = f (5)res = 4.85 kHz, was applied. It is seen that, without electrical stimuli, the amplitude showed
a linear response to the sound pressure level. Note that the sound pressure level is related to p as
Ps = 20 log10(p/p0), where p0 = 20 μPa is the lowest-level of human hearing. To realize the nonlinear
response, we applied an electrical stimuli to the fifth electrode, where the magnitude of the electrical
signal V̄(5)

e and the phase φ(5) are shown in the inset. As shown in Figure 7, the amplitude with
electrical stimuli was amplified for Ps ≤ 90 dB SPL and was damped for Ps ≥ 90 dB SPL, realizing
the nonlinear response. The lines are the fitting curves to the experimental results shown by symbols.
We used a f ∼ p and a f ∼ p1/3 as fitting curves for the results without electrical stimuli and those with
electrical stimuli, respectively. This simple demonstration shows that the present concept of mimicking
outer hair cells is feasible within the range of sound pressure level investigated. However, as shown
in the inset of Figure 7, electrical signal with a couple of volts are necessary to dampen large vibration.
Therefore, the device performance is limited by the electrical power supply.

3.3. Recognition of Vibration Using Electrical Outputs

Owing to the vibration of the membrane, the i-th recognition electrodes generate an electrical
output with amplitude V̄(i)

rec . We measured V̄(i)
rec and investigated their relation to the vibration

amplitude a(i)f of the membrane and the magnitude of the sound stimuli V̄s shown in Figure 1c.
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Note that V̄(i)
rec is proportional to the magnitude of the strain of the piezoelectric membrane, which is

closely related to the vibration amplitude a(i)f .

We present results for two cases, fs = f (4)res = 5.84 kHz and fs = f (5)res = 4.56 kHz, and analyze
V̄(i)

rec for i = 1, 2, · · · , 6. The results for these two frequencies are respectively shown in Figures 8 and 9.
Figure 8a shows the relationship between amplitude a f at x(i) (i = 1, 2, · · · , 6) measured by the LDV

and sound pressure level Ps for fs = f (4)res = 5.84 kHz. It is seen that the amplitude had a linear
relationship with Ps, as expected. Figure 8b presents the relationship between electrical output
V̄(i)

rec (i = 1, 2, · · · , 6) and amplitude a f at x(i) for fs = f (4)res = 5.84 kHz. V̄(i)
rec is linearly correlated

with a(i)f . However, the coefficients of proportionality depend on the electrode; that is, when we

define a displacement–output conversion factor γ(i) = V̄(i)
rec /a(i)f (V/m), γ(i) changes according to

i. The conversion factor γ(i) tends to be smaller for larger x(i). This is because the same amplitude
results in larger deformation of the membrane when l(x) is smaller. In Section 3.4, we use V(i)

rec

to recognize the electrode with maximum amplitude. The values of γ(i) are necessary for correct
displacement–output conversion and feedback control.

Figure 9a confirms the linear relationship between amplitude a(i)f and Ps for fs = f (5)res = 4.56 kHz;
that is, the magnitude of the membrane vibration is proportional to that of sound stimuli. Figure 9b
clearly shows that V̄(i)

rec = γ(i)a(i)f , but the values of γ(i) are different from those in Figure 8b. For fs =

f (5)res = 4.56 kHz, the conversion factor γ(i) tends to be smaller for larger x(i), as in the case of
fs = f (4)res = 5.84 kHz. This indicates that the amplitude a(i)f and V̄(i)

rec have a non-trivial relationship.
Further studies on the dimensions of the electrode and strain field are needed to clarify this relationship.
This topic is left as future work, because the main goal of the present paper is to show the feasibility
of vibration control using electrical stimuli.
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stimuli showed a nonlinear response with a power 1/3. The electrical signal V̄(5)
e used in the experiment

is plotted in the inset.

3.4. Mimicking the Function of Outer Hair Cells by Electrical Feedback Control

This section describes the results of feedback control of vibration by applying electrical stimuli
to the control electrodes and using the electrical output from the recognition electrodes, which
are presented in Figure 1a. A schematic diagram of the experiment is described in Figure 10a.
The parameters of the electrical stimuli, such as φ(i), were determined before the experiment in
the same manner as in Section 3.2.2. As described in Section 3.3, it was necessary to determine γ(i) to
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relate the output voltage V̄(i)
rec from the recognition electrodes and the amplitude a(i)f . These values of

γ(i) for each electrode and for each frequency were obtained prior to the following experiment.
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to the artificial cochlear epithelium. (b) Relationship between electrical output V̄(i)
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and amplitude a f at x(i) for fs = f (4)res = 5.84 kHz. Amplitude a f and electrical output V̄rec from
the recognition electrodes had a linear relationship.
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Figure 9. (a) Relationship between amplitude a f at x(i) (i = 1, 2, · · · , 6) and sound pressure level Ps

for fs = f (5)res = 4.56 kHz. The membrane vibration increased with the sound pressure level applied

to the artificial cochlear epithelium; (b) Relationship between electrical output V̄(i)
rec (i = 1, 2, · · · , 6)

and amplitude a f at x(i) for fs = f (5)res = 4.56 kHz. Amplitude a f and electrical output V̄rec from
the recognition electrodes had a linear relationship.

The experiment comprised recognition and control stages. We carried out two cycles of these
stages sequentially, as shown in Figure 10a. In the first and second cycles, sound stimuli with
fs = f (5)res and fs = f (4)res were applied, respectively. The frequency of sound was changed between
the first and second cycles to demonstrate that the present system responded to the frequency
change. As a comprehensible demonstration, we chose f (5)res for the first cycle and f (4)res for the second
cycle, but other frequencies can be chosen. In the recognition stage, no electrical stimuli were
applied and electrical measurements of V̄(i)

rec were automatically made to find the resonant position.
In the present demonstration, these resonant positions for first and second cycles were respectively
x(5) and x(4). Note that the LDV measurements were also made to confirm that the amplitude was
magnified/damped as expected, but were not used for feedback control. Each stage took tens of
seconds because the x–y auto-stage moved at a speed of 7 mm·s−1 to the measurement position
(i.e., x(i), i = 1, 2, · · · , 6) and waited five seconds before the measurement of vibration. The purpose
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of the present study was to develop and confirm a prototype principle of mimicking the outer hair
cell as a first step. This waiting time was necessary for precise measurement because any tiny
oscillation may affect the result. In the control stage, electrical stimuli were applied to amplify
the vibration of the resonant position found in the recognition stage. As in protocol (C) described in
Section 3.2.2, damping control was also carried out for neighboring electrodes. The results of the first
and second cycles are respectively shown in Figure 10b,c. In the recognition stage of the first cycle,
the position of the fifth electrode was detected as the resonant position as seen from the values of
the modified electrical output V̄(i)

rec /γ(i)(= a(i)f ). The electrical stimuli were then applied in the control
stage of the first cycle to yield a prominent peak at the fifth position. Between the first and second
cycles (t ≈ 50 s), the frequency of sound changed to f (4)res . The measurement of electrical outputs in
the recognition stage of the second cycle yielded that V̄(4)

rec /γ(4) was the maximum and the position
of the fourth electrode was thus detected as a resonant position. In the control stage of the second
cycle, we successfully amplified the vibration at the fourth electrode while suppressing amplification
at the neighboring electrodes (third and fifth), although the fifth electrode was slightly amplified.
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Figure 10. (a) Schematic diagram of the feedback control experiment. The experiments comprised
recognition and control stages. We carried out two cycles of these stages sequentially as shown in

Figure 10a. In the first and second cycles, sound stimuli with fs = f (5)res and fs = f (4)res were applied,
respectively. The frequency of sound was changed between the first and second cycles to demonstrate
that the present system responds to the frequency change. In the recognition stage, the electrical

output V̄(i)
rec was automatically measured to find the resonant position. In the control stage, the electrical

stimuli were applied to amplify the vibration of the resonant position found in the recognition stage.
Amplitude distribution in (b) the first cycle and (c) the second cycle. In the first cycle shown in panel
(b), the fifth electrode was detected as the resonant position in the recognition stage, and the amplitude
of vibration was amplified only near the fifth electrode in the control stage. In the second cycle shown
in panel (c), the fourth electrode was detected as the resonant position in the recognition stage, and
the amplitude of vibration was amplified only near the fourth electrode in the control stage.
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We define another response factor Q(i) as

Q(i) =
a(i)f

(a(i+1)
f + a(i−1)

f )/2
. (3)

In the above four experiments, for the first/second cycles and recognition/control states, Q(i)

values were obtained as given in Table 2. The table shows that the Q(i) value was higher in the control
stage and the magnification ratios were 4.03 and 3.64 for the first and second cycles, respectively.
These results indicate that the present experimental system was capable of increasing the performance
of frequency selectivity of the artificial cochlear epithelium by mimicking the function of outer hair cells.

Table 2. Response factor Q(i) for recognition/control stages of the first/second cycles presented
in Figure 10.

Q(i)
Q(i) of Recognition Stage

Q(i) of Control Stage
Recognition Stage Control Stage

First Cycle (it = 5) 2.35 ± 0.06 9.48 ± 0.49 4.03

Second Cycle (it = 4) 1.64 ± 0.03 5.96 ± 0.15 3.64

4. Conclusions

We propose an artificial cochlear epithelium which mimics the function of an outer hair cell using
feedback electrical stimuli. The main outcomes of the present paper are summarized as follows.

1. On the basis of a previous device [2], we developed a new design of an artificial cochlear
epithelium with recognition and control electrodes. These electrodes are used to mimic
the functions of the basilar membrane, inner hair cells, and outer hair cells.

2. Recognition of the resonant position and control of the vibration amplitude at the resonant
position are realized using the electrode pattern of the present device. The method uses the local
electrical stimuli through patterned electrodes fabricated on a PVDF membrane with a trapezoidal
support. Parameters of the electrical stimuli were experimentally determined for each electrode
to improve the response of the artificial cochlear epithelium.

3. A demonstration of the feedback control of membrane vibration was carried out by alternating
the frequency of sound stimuli during a single run of the experiment. The present device
automatically responds to a change in the sound frequency and amplifies the vibration amplitude
at the resonant position.

There are ways to improve the present control method. Firstly, it is important to design
the recognition electrodes to evaluate the amplitude of membrane vibration quantitatively. That is
to say, one needs to control values of the displacement–output conversion factor of the i-th electrode
(i.e., γ(i) in Section 3.3) by changing the dimensions of the recognition electrodes. As an alternative
solution, one may use a machine-learning technique to search for appropriate control parameters
of electrical stimuli (e.g., φ(i)) and to construct a database of γ(i). Another important direction of
improvement is minimization of the experimental setup. We constructed an automation system for
the present study, but the system obviously cannot be integrated with an actual artificial cochlea. It is
necessary to develop an equivalent circuit system using micro-fabrication technologies for further
investigation, such as animal tests. To sustain electrical power to activate devices, one may consider
using an endocochlear potential maintained in the cochlea [37,38], which has also been proposed as
a biological battery [39]. The cochlear shape is important in low-frequency hearing [40,41], and thus
evaluation of the device in an environment similar to that of the cochlea is also necessary for the optimal
design of wide-range frequency selectivity.
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Appendix A. Fabrication of the PVDF Membrane with Patterned Electrodes

The fabrication method of the patterned electrode on the PVDF membrane is described as follows
and summarized in Figure A1. An Al thin film with thickness of 50–60 nm was deposited on both
sides of a PVDF membrane with thickness of 40 μm (KF piezo film, Kureha, Tokyo, Japan). The PVDF
membrane was attached to a glass substrate for the following photolithography process. A positive
photoresist (AZ5214E, Merck, Darmstadt, Germany) was spin-coated on the PVDF membrane at
3000 rpm. After a prebake for 10 min at 80 degrees, the membrane was exposed to ultraviolet light
at 6 mJ/cm2 through a photomask. To expose the membrane uniformly, three glass diffuser plates
were placed between the light source and membrane. The exposed photoresist was developed by
immersing the membrane in developer solution (AZ300MIF, Merck, Darmstadt, Germany) for 8 min.
During the development process, the Al film except for the area covered by the cured photoresist was
etched, and the PVDF membrane with a patterned electrode was thus obtained as shown in Figure 1b.
Finally, the membrane was immersed in ethanol for 2 min to remove the photoresist. The Al thin film
on the backside of the PVDF membrane is protected and maintained by the glass substrate.

UV light

Al

Piezoelectric membrane

Resist (AZ5214-E)

Mask (Cr)

Resist (After UV light exposure)

(a) (b) (c)

(d) (e) (f)

(g)

A A’

A A’

Figure A1. Fabrication process of the PVDF membrane with patterned electrodes. (a) Al-deposited
piezoelectric membrane; (b) Spincoating of photoresist AZ5214-E; (c) Covering the photomask;
(d) Exposure to ultraviolet light; (e) Removing the photomask; (f) Development and etching;
(g) Lifting off.
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Abstract: In this paper, in order to perform delicate and advanced grip control like human, a proximity
and tactile combination sensor using miniaturized microcantilevers one-fifth the size of previous
one as the detection part was newly developed. Microcantilevers were arranged with higher spatial
density than in previous works and an interdigitated array electrode to enhance light sensitivity
was added. It is found that the interdigitated array electrode can detect light with 1.6 times higher
sensitivity than that in previous works and the newly fabricated microcantilevers have enough
sensitivity to applied normal and shear loads. Therefore, more accurate detection of proximity
distance and spatial distribution of contact force become available for dexterous gripping control to
prevent ‘overshooting’, ‘force control error’, and ‘slipping’.

Keywords: tactile sensor; proximity sensor; slipping detection; microcantilever

1. Introduction

In recent years, as the declining birthrate and aging population increase, the labor force
declines, and the burden on nursing care increases in developed countries, including Japan [1,2].
On the other hand, by advances in automation technologies, robots are being introduced not only
in the manufacturing industries but also in various fields such as agriculture and medical welfare,
and it has received increasing attention [3–7]. By introducing robots to human tasks, it is expected
to contribute reduction of personnel expenses, efficiency of work, and reduction of human burdens
and risks [2,8]. However, there are a lot of problems in robotization. One of them is manipulation
control such as gripping. Objects handled in the field of manufacturing industries are typically rigid
and have stated shape with constant mass, thus there is hardly any obstacle to manipulation. However,
in the case of considering objects with fragile body and indefinite and complex shape such as fruits
and human body, precise manipulation control is necessary to no damage or no destruction during
handling them [9]. Humans have dexterity enable to competently grip or handle objects with smart
sensation, distinguishing the shape and hardness of objects. This is because human fingers are the most
prominent part of discrimination ability as a tactile sensor by tactile receptors located high density,
in addition owing to feedback and feedforward based on this information and proximity information
by visual sense [10,11]. Therefore, even in robots, if prevention of ‘overshooting’, ‘force control error’,
and ‘slipping’ is realized by acquisition of proximity information and contact information between
a hand and target object using a sensor corresponding to proximity and tactile sense, dexterous
gripping control similar to human capability is expected [12]. Although there are many studies on
tactile sensors for accurate gripping control including the miniature sensor with microcantilevers
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embedded in polydimethylsiloxane (PDMS) [4,13], gripping control similar to a human needs not
only tactile sensing but also sensing of contact information by the proximity sensor. Some studies of
sensors that integrated proximity information with tactile information have been conducted in recent
years. Mizoguchi et al. integrated on robot hand a tactile sensor using pressure-sensitive conductive
rubber and a proximity sensor using optical elements [14]. On the other hand, Tsuji and Kohama
reported a study on a proximity/tactile sensor based on change of static capacitance [15]. However,
these sensors are relatively large and have complicated designs because they need assembly processes.
Considering that the sensors are installed on a robot hand, space saving and high accuracy are valued
traits. Furthermore, it is important that distributional contact information is detectable by arraying
multiple sensors.

In our previous works, single element proximity and tactile combined sensor fabricated by
micromachining process for manipulation control not only in the manufacturing industries but also
in various fields has been developed [16]. In this sensor, normal and shear loads can be obtained
distinctively using this sensor with three cantilevers embedded in PDMS elastomer by measurement
of sensitivities to each axis load in advance. As compared to other devices which can detect both
proximity and tactile information mentioned above, our sensor features a smaller and simpler design,
and can be installed on manipulators of various shapes, thus promising high versatility and low
cost due to mass production. In addition, combined proximity and tactile detection is implemented
using a single small sensitive element without assembling; hence, no need for multiple systems,
which makes space saving and easier arraying possible. We have also developed manipulation system
using a miniature electromotive manipulator with this sensor has been constructed [17]. It has been
shown that this manipulator system can grip objects without damage or destruction occurred by
‘overshoot just after gripping’, and ‘force control error after gripping’. Furthermore, flexible objects
with different hardnesses have been gripped by this system successfully. However, the detection part
of this sensor is comparatively large at 290 × 200 μm in length and width, respectively, thus it is
difficult to place the detection part with high density for detection similar to spatial acuity of tactile
receptors (0.5 mm for Merkel cells [4]) of humans, and detection of normal and shear force distribution
at micro scale have limitations. In addition, for proximity sensing, a LED separate from the sensor
serving as a probe light source is needed [16], however, it brings increase of mounting area and the
shadowing effect in detection just before contact. To decrease mounting area and prevent shadowing,
a smaller LED chip with lower light intensity will be mounted on surface of the sensor, thus, light
sensitivity of the sensor should be improved. In this work, in order to perform delicate and advanced
grip control similar to human, cantilevers are miniaturized to locate at high density from previous one.
Furthermore, interdigitated array electrodes which enhance light sensitivity to detect farther proximity
distance have been integrated on the chip.

2. Design and Fabrication of Tactile Sensor

2.1. Design of the Sensor

Figure 1 shows a schematic diagram of cross-sectional view of the sensor. In our tactile sensor,
a strain gauge is formed on the microcantilever embedded in PDMS as tactile detection part (right part
of Figure 1). In previous works, the size of one cantilever is comparatively large as 290 × 200 μm,
and it was difficult to locate the cantilevers with high density similar to tactile receptors of human.
Therefore, in this work, we aim to (1) reduce the size of the cantilever; and (2) place the cantilevers more
densely. Furthermore; (3) an interdigitated array electrode (left part of Figure 1) is newly designed to
improve the sensitivity as proximity sensor [18]. The pattern of the new sensor was designed using
IC layout CAD (LayoutEditor, juspertor GmbH, Unterhaching, Germany). Figure 2a,b shows design
drawings of a conventional cantilever and a newly fabricated cantilever, respectively. Cr pattern
and NiCr meander wiring are formed on the cantilever. Etching windows for sacrificial etching of
SiO2 under the cantilever are also formed around and in the pattern of the cantilever. The cantilever
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will be warped upward by residual stress in a Cr layer after sacrificial etching, as shown in Figure 1.
Comparing Figure 2a,b, the area of the cantilever part is reduced to one-fifth from the conventional
one, and it is possible to locate more densely. Figure 3 shows the interdigitated array electrode for light
detection. When the sensor surface is irradiated with light, resistance, and depletion layer capacitance
in the Si layer decrease because of generation of electron–hole pairs (photocarriers). Because the
interdigitated array electrode is electrically connected to the Si layer via capacitance of Si3N4 insulation
layer as AC circuit shown in Figure 1, the impedance of the electrode decreases with increase of
the light intensity. Thus, the light intensity can be detected as decrease of the impedance of the
electrode [16]. In previous works, the light is detected as impedance between wiring electrodes [16,17].
It is found that contribution of depletion layer capacitance to light sensitivity is larger than that of
resistance in the Si layer [18], however, effect of resistance in the Si layer is comparably large because
of gap between wiring electrodes (>100 μm). Therefore, to decrease the gaps between electrodes and
effect of resistance, we employ interdigitated array electrodes with narrow gaps in this work. The size
of the interdigitated electrode array is 500 × 500 μm, and it is located so as not to interfere with the
cantilevers and wire. In addition, the interdigitated electrode array has mesh holes to increase the
amount of incident light on Si. This is because it has been demonstrated that light sensitivity can be
enhanced by forming a lot of mesh holes [18].

 

Figure 1. A schematic diagram of cross-sectional view of the sensor.

Figure 2. Design drawings of microcantilever in (a) previous works, and (b) this work.

Figure 3. Design drawing of interdigitated array electrodes.
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2.2. Fabrication of the Sensor

Figure 4a shows a cross-sectional view of fabrication process of the sensor, and Figure 4b
shows a schematic illustration of cantilever. Si3N4 thin film was deposited as an insulating layer
on a Si-on-insulator (SOI) wafer, then NiCr as thin film strain gauge layer, Au as a surface electrode and
wiring layer, and Cr as a stress layer were deposited and patterned, respectively. Where, Si3N4, NiCr,
and Au were deposited by sputtering method, and Cr was deposited by electron beam evaporation
method. Thereafter, the Si active layer was anisotropically removed by reactive ion etching (RIE)
and a pattern was formed for sacrificial layer etching. SiO2 layer was etched in buffered hydrofluoric
acid (BHF, 20%, 30 ◦C) for 150 min to release the upper structure as a cantilever. The released cantilever
was warped by residual stress due to the difference in coefficient of thermal expansion between the
Cr layer and the Si layer [19]. Although poly Si can be used as the layer for the cantilever structure,
in this work, we employed single-crystal Si because of its uniformity of mechanical and optical
characteristics. Furthermore, poly-dimethyl-siloxane (PDMS) elastomeric layer was coated on the chip
in order to protect the chip surface, and a PDMS bump (1.6 mm diameter, 2 mm height) as a contact
part was attached to center of the chip.

Figure 4. (a) Cross-sectional view of sensor fabrication method, and (b) schematic illustration
of cantilever.

In this work, two types of sensors were newly fabricated. Figure 5a shows the sensor fabricated
in previous works. On the other hand, Figure 5b,c shows a newly fabricated sensor named Type A
and Type B, respectively. The size of the each sensor chip is 5 × 5 mm. In previous works, only three
cantilevers could be located in the 1 mm diameter circle. However, in this work, owing to reduction
in the size of the cantilever, it has become possible to locate 3 cantilevers in the 0.4 mm diameter
circle (Type A) and 12 cantilevers at a higher density in the circle of 1 mm (Type B). In addition,
by reducing the area occupied by the cantilever, it has also become possible to locate an interdigitated
array electrode in the newly fabricated sensor. In the newly fabricated cantilever, the length and width
are different from the previous one, thus the height of tip of warped cantilever is also different [20].
The sensitivities of the sensor to normal load and shear load depends on tip height of the cantilever.
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Therefore, tip height of fabricated cantilever was measured with a laser displacement meter (LT-9000,
Keyence, Osaka, Japan). Measurements were performed for a total of nine cantilevers in three sensors
of Type A. As a result, it is confirmed that their average is 9.60 μm with the standard deviation of
0.70 μm which results in similar bending angle. This standard deviation value is smaller than that in
previous works.

Figure 5. Optical microscopic images of (a) conventional sensor, (b) newly fabricated sensor of Type A,
and (c) newly fabricated sensor of Type B, and (d) the sensor chip with PDMS.

3. Proximity and Tactile Measurement Principle

3.1. Optical Responsivity of Interdigitated Array Electrode

The tactile sensor fabricated in this work is employed single crystal silicon which is a typical
semiconductor material as the main substrate material. Hence, when the sensor is irradiated with
light, electron–hole pairs as photocarriers are generated by excitation of valence electrons due to
the photoconductive effect, and electric resistivity and depletion layer capacitance in Si layer are
modulated. By detecting these changes as an impedance change in the Si layer by reflected light from
the object, proximity distance can be measured. To confirm the optical responsivity, the dependence of
impedance change of the interdigitated array electrode on light illuminance was measured, as shown
in Figure 6. This measurement was performed in a darkroom, and the impedance was measured using
an LCR meter (Hioki 3532-50, Hioki E.E. Corporation, Nagano, Japan) at the measuring frequency
of 5 MHz. The impedance decreases with increasing light illuminance in both cases of the sensor
with and without interdigitated array electrode. It is found that the optical responsivity of the sensor
with interdigitated array electrode is 1.6 times higher than that without interdigitated array electrode.
This is because the change of depletion layer capacity when light is irradiated is increased by electrode
of mesh structure. Therefore, proximity detection with higher sensitivity than previous works is
expected using the sensor designed in this work.

Figure 6. Optical responsivity of the sensor with and without interdigitated array
electrodes, respectively.
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3.2. Optical and Load Responsivity of Fabricated Cantilever

In order to detect the force and proximity separately, it is required that the strain gauge resistance
on the cantilever is sensitive only to strain and has no sensitivity to light. Therefore, the illuminance
dependency of the strain gauge resistance of the newly manufactured cantilever was measured.
This measurement was performed in a darkroom, and the strain gauge resistance was measured
by a digital multimeter (Advantest R6581, Advantest Corporation, Tokyo, Japan). Figure 7 shows
resistance of the strain gauge as a function of light illuminance. It is found that the resistance is
nearly independent of light illuminance. Thus, it is possible that the sensor can detect separately force
and proximity.

−

−

Figure 7. Optical responsivity of the strain gauge resistance.

Next, in order to measure the load response characteristics of the newly fabricated cantilever,
resistance change of the strain gauge was measured when normal and shear loads were applied to the
sensor. Figures 8 and 9 show the comparison of resistance changes for normal and shear loads between
the sensors fabricated in previous and this works, respectively. From Figure 8, the newly fabricated
cantilever has sensitivity to normal load, however, it is two-thirds lower than that of previous one.
On the other hand, from Figure 9, it is found that sensitivity to shear load of the newly fabricated
cantilever is approximately 2.1 times higher than that of the previous one. It is considered that this
sensitivity difference is due to the size and tip height of the cantilever. The cantilever in previous
cantilever has tip height of 30 μm and length of 290 μm, hence, its angle is approximately calculated as
5.9◦ using arc tangent. On the other hand, that of the new cantilever with tip height of 9.6 μm and
length of 155 μm is calculated as 3.5◦, which is smaller than previous one. Conversely, it is suggested
that we can calibrate the sensitivities to normal and shear loads by controlling the tip height of the
cantilever. In addition, it has been confirmed that the warp of the newly fabricated cantilever is
not uniform and only its tip is locally lifted up. As a result, it is considered that the sensitivity is
enhanced by the large deformation of the cantilever when applied shear load. From the above results,
it is demonstrated that the sensor with miniaturized cantilever in this work has sensitivities to both
normal and shear loads similar to that in previous works.
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(a) (b) 

Figure 8. Response characteristic for normal load of (a) conventional cantilever, and (b) newly
fabricated cantilever.

(a) (b) 

Figure 9. Response characteristic for shear load of (a) conventional cantilever, and (b) newly
fabricated cantilever.

3.3. Demonstration of Tactile Sensing with High Density Cantilever Array

To demonstrate tactile sensing with cantilevers located at higher density, responses from
12 cantilevers (Type B shown in Figure 5c) to an applied shear load have been characterized. Shear load
was applied uniformly on the sensor surface to direction shown in Figure 10a. Figure 10b shows
responses of 12 cantilevers in the sensor Type B. The value in ppm shows resistance change rate
when applied shear load is 0.24 N. Cantilevers numbered 10, 11, and 12 as shown in Figure 10a
show similar response (positive resistance change) to shear load because their direction is similar
to the direction of shear load. On the other hand, cantilevers 4, 5, and 6—which are located at the
opposite side—show negative resistance change because their direction is opposite to the direction
of shear load. Furthermore, the other cantilevers located at orthogonal direction to shear load has
less response. From these results, it is found that response of the cantilever depends on relationship
between directions of it and shear load. Therefore, it is demonstrated that condition of contact load
distribution during gripping control can be detected using the sensor with high density cantilever
array fabricated in this work.
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Figure 10. (a) A relationship between directions of shear load and cantilevers in Type B sensor,
and (b) response of the cantilevers to shear load.

4. Conclusions

In this paper, a sensor with a smaller cantilever than the previous one and an interdigitated
array electrode for optical detection was newly designed, fabricated, and evaluated. In the design
of the sensor, the size of the cantilever was miniaturized to one-fifth size from previous one. Table 1
shows a comparison between the sensor fabricated in previous and this works. It is found that the
optical responsivity of interdigitated array electrode with mesh holes is 1.6 times higher than that in
previous works and it is demonstrated that proximity detection can be possible with high sensitivity.
Furthermore, although the sensitivity to normal load of the newly fabricated cantilever is slightly
smaller, the sensitivity to shear load is 2.1 times higher than previous one, and it is confirmed that
the cantilever fabricated in this work has enough sensitivity to both normal and shear loads without
hysteresis and detailed applied load distribution can be measured using developed sensor with high
density array of 12 cantilevers. Therefore, it is expected that feedback gripping control of flexible objects
is performed by detecting complicated deformation of the elastomer with higher spatial resolution.
However, response sensitivities of each cantilever to applied force vector or distribution become
drastically more complicated than the previous sensor with three cantilevers. In future work, a more
efficient method such as application of deep-learning will be employed.
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Table 1. Comparison of the structures of the previous sensor and newly fabricated sensor.

Work Cantilever Size
Strain Gauge

Resistance
Tip Height

of Cantilever
Interdigitated

Array Electrode
SEM Image

Previous work Width: 200 μm,
Length: 290 μm 7 kΩ 20–30 μm

(±5.0 μm) N/A

This work Width: 70 μm,
Length: 155 μm 2 kΩ 9.60 μm

(±0.7 μm)
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Abstract: Polymer-based flexible micro electro mechanical systems (MEMS) tactile sensors have been
widely studied for a variety of applications, such as medical and robot fields. The small size and
flexibility are of great advantage in terms of accurate measurement and safety. Polydimethylsiloxane
(PDMS) is often used as the flexible structural material. However, the sensors are likely subject
to large parasitic capacitance noise. The smaller dielectric constant leads to smaller influences of
parasitic capacitance and a larger signal-to-noise ratio. In this study, the sensor underwent ultraviolet
(UV) exposure, which changes Si–CH3 bonds in PDMS to Si–O, makes PDMS nanoporous, and leads
to a low dielectric constant. In addition, we achieved further reduction of the dielectric constant of
PDMS by washing it with an ethanol–toluene buffer solution after UV exposure. This simple but
effective method can be readily applicable to improve the signal-to-noise ratio of PDMS-based flexible
capacitive sensors. In this study, we propose reduction techniques for the dielectric constant of PDMS
and applications for flexible capacitive force sensors.

Keywords: polydimethylsiloxane; parasitic capacitance; ultraviolet treatment; capacitive force sensor

1. Introduction

Polymer-based flexible micro electro mechanical systems (MEMS) tactile sensors have been
widely studied for a variety of applications, such as medical and robotics fields [1–11]. The small
size and flexibility are of great advantage in terms of accurate measurement and safety. This trend
is further accelerated by the electrodes that are robust against deformation. For example, graphene
is a promising candidate and the sensors with graphene electrodes were reported along with their
fabrication technologies [7,8]. Liquid metal is another candidate, which can form the electrodes by
being filled up inside microchannels [9–11]. We reported flexible MEMS sensors made of polydimethyl
siloxane (PDMS) structural layers and three-dimensional liquid metal electrodes to detect both normal
and shear force [10,11].

PDMS is in many cases used as the structural material due to its good mechanical properties and
ease of microfabrication. As is often the case with PDMS-based MEMS sensors, the parasitic capacitance
originating from a short distance between wirings deteriorates the signal-to-noise ratio. In previous
work, parasitic capacitance was compensated for by the electrical circuit [12,13] and low-dielectric
constant materials were inserted between the wirings [14]. However, this technique drastically
increases the complexity of the fabrication processes and the inserted material may deteriorate
the flexibility.

In this work, to reduce parasitic capacitance, we attempted to reduce the dielectric constant
of PDMS layers. PDMS is a low-k material and is known to decrease the dielectric constant after
being exposed to ultraviolet (UV), which breaks up Si–CH3 to increase Si–O. This topographic change
makes the surface of low-k materials nanoporous, which culminates in a reduction of their dielectric

Micromachines 2018, 9, 570; doi:10.3390/mi9110570 www.mdpi.com/journal/micromachines115
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constant [15,16]. In addition, we attempted to remove the unbridged materials by chemical washing in
PDMS in order to make it further nanoporous. Washing PDMS with the ethanol-hexane buffer solution
is known to make PDMS nanoporous [17]. We characterized the combination of these two techniques,
i.e., UV-treatment and chemical washing (we used ethanol-toluene), for the first time and demonstrated
reduction of the parasitic capacitance of PDMS-based sensors to enhance the signal-to-noise ratio
(SNR) using the flexible sensors we developed in our prior work [11]. The techniques are simple and
easily applicable to the PDMS layers, which will be stacked to form three-dimensional flexible MEMS
sensors with low parasitic capacitance.

2. Theory and Method

2.1. Theory

2.1.1. Parasitic Capacitance

Parasitic capacitances are the unexpected capacitance generated between the electrical parts in a
circuit. Especially in MEMS devices, the electrical parts are close together because of the small size,
and therefore parasitic capacitances are difficult to ignore. Inserting low dielectric constant materials
between the electrical parts was reported to be effective to reduce the parasitic capacitance [14].

2.1.2. Ultraviolet (UV) Treatment on Polydimethylsiloxane (PDMS) Porous Dielectrics

Martinez confirmed the behavior of low-k film under ultraviolet cure and measured its dielectric
constant [16]. UV cure treatment breaks Si–CH3 bonds and relinks Si–O bonds on the surface of low-k
film, leaving nanopores. The electric constant of low-k materials has permittivity under 2.5; however,
it is still higher than that of air. Therefore, nanoporous low-k films have a lower dielectric constant
than nontreated low-k films. PDMS has the same Si–CH3 bonds as low-k materials. PDMS is widely
used as a substrate for flexible MEMS devices. We considered that UV cure treatment would lower the
dielectric constant of PDMS, as shown in Figure 1, resulting in smaller parasitic capacitance.

Figure 1. High parasitic capacitance caused by the wiring. The wiring will be formed inside the holes
seen in the figure, which will be filled with a conductive liquid metal. Ultraviolet (UV) treatment of
polydimethylsiloxane (PDMS) reduces the dielectric constant and parasitic capacitance.
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2.2. Method

2.2.1. UV Treatment on PDMS Membranes

First, we fabricated PDMS membranes (Silpot 184 W/C, Dow Corning Toray Co., Ltd., Tokyo,
Japan) which were spin-coated on a glass substrate with a spin coater (1H-D7, Mikasa Corporation,
Hiroshima, Japan). The ratio of main agent to curing agent was 10:1. The tested film thicknesses were
250, 500, 750, and 1000 μm. Figure 2 shows the relationship between spin time and film thickness.
This relationship was empirically obtained based on a power law [18–20]. After peeling off the PDMS
membrane, we measured the capacitance of two parallel copper plates sandwiching each PDMS
membrane by using an LCR meter (ZM2376, NF Corporation, Yokohama, Japan). The applied voltage
and frequency were 1.0 V and 1.0 kHz, respectively. The dielectric constant was deduced from the
measured capacitance.

Second, we exposed each PDMS membrane to UV (wavelength λ = 405 nm) for 0 to 60 s, which
corresponded to 15,600 μW/m2. After UV treatment, the dielectric constant of each membrane was
deduced using the above-mentioned method.

Figure 2. The relationship between spinning speed and film thickness was obtained based on a
power law.

2.2.2. Washing of PDMS Membranes

Removing unbridged materials from PDMS further reduced the dielectric constant. We washed
PDMS with a buffer solution. We formed a 250-μm thick PDMS membrane and exposed it to UV
for 300 s, which corresponded to 78,000 μW/m2. Subsequently, we washed the PDMS membrane
for 10 s in the buffer solution, which was a mixture of ethanol (ethanol 99.5%, Fujifilm Wako Pure
Chemical Corporation, Osaka, Japan) and toluene (toluene 99.5%, Fujifilm Wako Pure Chemical
Corporation, Osaka, Japan) at a ratio of 10:1. The dielectric constant of the treated PDMS membrane
was measured. We tested 250-μm thick membranes since it showed good results in reduction of the
parasitic capacitance by UV-treatment as will be described in Section 3.1.1.

2.2.3. Periods While the Low Dielectric Constant of PDMS Membrane was Maintained

We experimentally investigated how long the low dielectric constant of PDMS membrane was
maintained after treatment. We tested the UV-treated membranes and the washed UV-treated
membranes. We measured the dielectric constant for 1 week with an LCR meter. The applied voltage
and frequency were 1.0 V and 1.0 kHz, respectively.
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2.2.4. Fabrication Process of Capacitive Force Sensor

Figure 3 shows a schematic image of the capacitive force sensor, which consisted of two
parallel-plate electrodes and eight layers of liquid metal and PDMS. When a force was applied
to the top of the sensor, the air pocket was deformed and the distance between the electrodes changes,
thus the capacitance changes. The applied force can be deduced from the variation of capacitance.

The fabrication process is succinctly illustrated in Figure 4a. First, PDMS was poured into a
poly methyl methacrylate (PMMA) mold, which was fabricated by a numerical control (NC) cutting
machine (MM-100, Modia Systems Co., Saitama, Japan), and cured at 65 ◦C for 6 h. PDMS layers were
peeled off from the molds and bonded to each other via liquid PDMS [21]; the liquid PDMS (PDMS
and toluene in a 2:3 mixture) was spin-coated on a glass substrate and the bonding interface of the
PDMS layers were contacted to have the liquid PDMS on the surface prior to bonding. This was cured
at 65 ◦C for 2 h. Galinstan, a liquid metal composed of 68.5% gallium, 21.5% indium, and 10% tin, was
injected into these channels. The fabricated sensor is shown in Figure 5.

Layers 6 and 7 had electrical parts that were close together. Therefore, the parasitic capacitance
needed to be considered. These layers were exposed to UV light and then washed. After we fabricated
PDMS layers, layers 6 and 7 were exposed to UV for 300 s (15,600–15,596 μW/m2). We washed these
layers in the buffer solution. Whole PDMS layers were bonded to each other via liquid PDMS. This was
cured at 65 ◦C for 2 h, and finally, liquid metal was injected into these channels.

Figure 3. Structure of capacitive force sensor.

 

Figure 4. Fabrication process of (a) nontreated sensor and (b) UV-exposed sensor.
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Figure 5. Photograph of the fabricated sensor.

2.2.5. Comparison with UV-Washed, UV-Treated, and Noncoated Sensors

We applied a force to the manufactured sensor of up to 1 N at a speed of 0.1 N/s using a
compression machine (Micro Autograph MST-I, Shimadzu Corporation, Kyoto, Japan). The capacitance
change was measured, and the influence of the parasitic capacitance was calculated using the SN ratio.
In this study, we obtained the SN ratio based on 0-N–type characteristics of the Taguchi method [22].
The measurement conditions were a voltage of 1.0 V and a frequency of 1.0 kHz. This experimental
setup is illustrated in Figure 6.

Figure 6. Experimental setup for measurement of parasitic capacitance.

3. Results and Discussion

3.1. Change of the Dielectric Constant

3.1.1. Effect of UV Treatment

Figure 7 shows the change of the dielectric constant with respect to UV exposure time. For the
PDMS membrane that was 250 μm thick, a decrease of the dielectric constant was observed up to
the UV exposure time of 30 s, after which the dielectric constant did not show further reduction.
The PDMS membranes thicker than 500 μm showed the lowest dielectric constant after treatment for
5 s, after which the dielectric constant recovered and plateaued. These results indicate that the thin
250-μm PDMS membrane could be effectively treated using UV, while the effects became small for
the thicker membranes. In low-k materials, structural changes using UV treatment were observed at
the surface [15]. Therefore, the thinner PDMS membrane is more effectively modified with a larger
surface/volume ratio.
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Figure 7. Dielectric constant of PDMS layers with respect to UV treatment time (n = 20).

3.1.2. Effect of Washing

We investigated the effect of washing the UV-treated PDMS membrane, as shown in Figure 8.
The dielectric constant of nontreated PDMS, UV-treated PDMS, and UV-treated and washed PDMS is
2.85, 1.98, and 1.53, respectively. This result verifies the effectiveness of the washing process. It removed
the unbridged materials in PDMS and promoted the formation of nanopores.

Figure 8. Dielectric constant of nontreated PDMS, UV-treated PDMS, and washed PDMS membranes
(n = 20).

3.1.3. Stability of the Reduced Dielectric Constant of PDMS Membranes

We investigated the long-term stability of the effects of UV treatment and the combination of
UV treatment and washing. The PDMS membrane that was 250 μm thick was exposed to UV light
for 300 s. Half the samples were washed with a buffer solution for 10 s. The resulting change of the
dielectric constant with respect to time is shown in Figure 9. Both samples maintained the reduced
dielectric constant for 168 h, which indicates that the chemical reaction caused by UV treatment had
good long-term stability. In washed PDMS, we considered that it may not return to a higher dielectric
constant because the unbridged materials were removed [17]. It is assumed that Si–O groups made
by UV treatment may change to Si–CH3 groups included in unbridged material because of stability.
However, in the case of washed PDMS, unbridged materials were already removed. Therefore, it can
be said that Si–O groups cannot change to Si–CH3 groups and washed PDMS may not return to a
higher dielectric constant. In practical use, the sensor would be mounted onto the endoscope as a
disposable part, which would require a relatively short lifetime of the sensor.
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Figure 9. Dielectric constant of a 250-μm thick PDMS layer after UV treatment with or without washing
(n = 20).

In this experiment, we found that the fluctuation of the dielectric constant depended on humidity.
The fluctuation of the washed samples appeared to be smaller than that of the non-washed samples.
We considered that this originated from the surface property of the samples. It is known that a
polymer with many hydrophilic functional groups is easily affected by humidity [23–25]. After the UV
treatment, the PDMS surface became hydrophilic. Washing with the buffer turned the surface back to
hydrophobic, culminating in robustness against humidity and thus small fluctuations.

3.2. Sensor Characteristics

The capacitive force sensor was manufactured using PDMS membranes treated with UV for 300 s
and washed with a buffer for 10 s. The manufacturing process took 6 h, therefore the low dielectric
constant was considered to be maintained. Figure 10 shows the SN ratio of the sensor using PDMS
membranes that underwent no treatment, UV-treatment, and a combination of UV treatment and
washing. The UV treatment increased the SN ratio from 5.4 to 5.6 in dB, the washing treatments
increased the SN ratio from 5.6 to 6.2 in dB, i.e., approximately 1.2 times. The wiring part had parasitic
capacitance because parasitic capacitance is caused by close wiring. Therefore, we replaced layers 6
and 7 with low-dielectric PDMS layers in order to reduce parasitic capacitance. It can be said that we
can successfully reduce parasitic capacitance by stacking multiple thin low-dielectric PDMS layers.
This result indicates that treatment of PDMS with UV and washing reduces the dielectric constant of
the PDMS membrane structures and thus improves the performance of the capacitive sensor.

Figure 10. SN ratio obtained from nine devices, the nontreated devices, UV-treated devices, and the
UV-exposed and washed devices (n = 3).
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4. Conclusions

We experimentally confirmed that the furthest reduction of dielectric constant of PDMS achieved
by the combination of treatment and washing with the ethanol-toluene buffer solution for the first
time. We applied the proposed combination to the 3-D flexible sensor that we reported in our prior
work and successfully enhanced the SN ratio from 5.4 to 6.2 dB. The proposed technique is simple but
effective and can be readily applicable to PDMS-based flexible sensors.
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Abstract: This paper demonstrates fatigue assessment based on eye blinks that are detected by
dye-sensitized photovoltaic cells. In particular, the sensors were attached to the temple of eyeglasses
and positioned at the lateral side of the eye. They are wearable, did not majorly disturb the user’s
eyesight, and detected the position of the eyelid or the eye state. The optimal location of the sensor
was experimentally investigated by evaluating the detection accuracy of blinks. We conducted fatigue
assessment experiments using the developed wearable system, or smart glasses. Several parameters,
including the frequency, duration, and velocity of eye blinks, were extracted as fatigue indices.
Successful fatigue assessment by the proposed system will be of great benefit for maximizing
performance and maintenance of physical/mental health.

Keywords: fatigue; dye-sensitized photovoltaic cells; wearable; blink; sensors; micro/nano
technology; microfabrication

1. Introduction

Fatigue assessment is crucial to secure safety and efficiency in operation. For such applications,
the assessment system itself should provide the users’ minimum physical and mental stress; the whole
system should be light enough to be wearable, and should not disturb the users’ activities and eyesight.
Real-time process is also an important requirement, which encourages us to discover fatigue indices
that can be easily measured as well as processed.

Heart rate variance (HRV) uses an R-R interval, or RRI, of an electrocardiogram (ECG). The RRI is
deduced from the measured ECG and Fourier transformed to calculate the autonomic nerve index
as the power ratio of the low-frequency (0.05–0.15 Hz) and high-frequency (0.15–0.40 Hz) bands.
Heart rate variance increases with fatigue and decreases during recovery [1,2].

Electroencephalograms (EEGs), or brain waves, are reported to represent fatigue [3–6].
The relationship between EEG and mental fatigue has been explored by many reports, where they
attempted to find effective indexes of fatigue from EEGs. Four-frequency bands were often used,
including alpha (8–13 Hz), beta (17–34 Hz), theta (4–8 Hz), and delta (0.5–4 Hz). The peak frequency of
the alpha power decreases with loaded mental work and increases with resting [3]. The ratio of the low
alpha (8–10.5 Hz) to the high alpha (10.5–13 Hz) was experimentally verified to better represent the
mental work load [4]. The other bands, beta, theta, and a combination of all the bands, were correlated
to fatigue [5–10].

Information acquired from eyes, including movement of the eye and eye blinks, provides the
state of the subjects [11–13]. In order to obtain the information with minimal physical and mental
stress, we used a wearable, see-through eyeglass-type eye-tracking system [14,15]. The system had
an array of transparent optical sensors, which were dye-sensitized photovoltaic devices [16–18].
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While dye-sensitized photovoltaic devices have been studied as next generation solar cells, we utilized
them as optical sensors. In this context, the sensor property we were most interested in was
the detection accuracy of eye movement and eye blinks. The properties of the dye-sensitized
photovoltaic devices, such as photo conversion efficiency, wavelength dependence, etc., are not
discussed. The sensor system was wearable and light, and did not have cameras pointing at the user,
and therefore, provided little physical and mental stress. In our prior work, the indices related to eye
blinks were found to reflect the fatigue of the subjects [15]. In this work, in order to further reduce
stress to the users, we designed and fabricated a system to detect eye blinks, which can be attached to
the temple of the eyeglasses and positioned at the lateral side of the face, as shown in Figure 1. It does
not hinder the eyesight of the users, and is not affected by the movement of the eye. It can be attached
to various types of eyeglasses and eyeglass-type devices. We firstly deduced the optimal position of
the blink detection system experimentally and then attempted to correlate the users’ fatigue with the
eye blinks that were detected by the system.

   
(a) (b) (c) 

Figure 1. Smart glass system to detect blinks. (a) Schematic view of the sensor cells. Two dye-sensitized
photovoltaic cells were patterned on a glass substrate as the optical sensors, which detect the reflection
light from the eye. The reflection light from the eyelid when the subject blinks is larger than that from
the eyeball when he/she opens the eye. (b) Detection of the blink. When the derivative of the average
output of the two sensor cells exceeds the threshold, we consider the subject to be blinking. (c) Position
of the system. The positions in the x- and y-axes can be varied by the location to set the fixture onto the
temple and by the holder design, respectively.

2. Materials and Methods

2.1. Blink Detection System

The blink detection system is composed of two dye-sensitized photoelectric cells, as shown in
Figure 1. The cell is patterned on a glass substrate 2 mm in width and 8 mm in length. The detailed
fabrication processes were described in prior work [17] and in Figure S1 in the Supplemental Material.
Indium-Tin~Oxide (ITO) thin film on the glass substrate was fine-patterned to form an electrical circuit.
A titanium dioxide nanoparticles film was patterned to form the cathode, on which ruthenium dyes
adsorb. Fabrication processes of the cells were completed with encapsulation of the electrolyte between
the cathode and the anode on the glass substrates. The fabricated cell was attached to the temple of
the eyeglasses. The sensors detect the reflection light from the eyelid and the eyeball. The reflection
light from the eyeball is weaker than that from the eyelid. Thus, the sensors can detect the eye-state
including blinks.

In the blink detection, the derivative of the average of the output voltages of the two cells (VU and
VD) is used, as shown in Figure 1a. Blink is detected when the derivative with respect to time, or voltage
change rate, is greater than the threshold. In our prior work, we investigated the successful detection
of the eye blinks with respect to the threshold. Based on the experimental results, we set the threshold
to be 70% of the maximum voltage change rate [14,15], as illustrated in Figure 1b. The optimal position
of the cells to have the most reliable detection was experimentally deduced. The position of the system
in x- and y-axes were varied, with the position of the fixture at the temple and the fixture design,
as shown in Figure 1c. Four subjects (21~24 years old, 3 males and 1 female) were requested to wear the
smart glass system and blink every 2 s. The number of blinks detected by the system was compared to
that obtained by an external camera. The average of the voltage change rate at the blinks was defined
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as the detection sensitivity (mV/s) and used to find the optimal position of the system. Each subject
conducted the experiments four times.

2.2. Fatigue Assessment Experiments

The experiments described in this work were approved by the research ethics committee of
the Faculty of Science and Technology, Keio University. Sixteen subjects (aged 21~24, 13 males and
3 females) participated in the experiments.

The subjects were directed to perform the Uchida–Kraepelin (U–K) psychodiagnostic test,
which was originally developed by Uchida [19]. The U–K test is based on a series of simple addition
tasks and measures a subject’s ability to perform tasks quickly and accurately. It is also used as a
simple but efficient mental stressor.

We attempted to assess the fatigue by three methods: subjective fatigue symptoms or “jikaku-sho
shirabe” in Japanese, HRV, and the blinks. Subjective fatigue symptoms were deduced by a
questionnaire for 25 symptoms [20–22]. The subjects were requested to score 1–5 for each symptom,
where 1 is totally disagree and 5 is totally agree. This protocol was proposed by the Industrial Fatigue
Research Committee of Japanese Occupational Health in 2002. The symptoms are categorized into
five factors, which are (i) drowsiness, (ii) instability, (iii) uneasiness, (iv) local pain or dullness, and (v)
eyestrain. These factors were correlated with the number of U–K tests.

Heart rate variability was measured with flat electrodes from the arm and leg of the subject and
then acquired by a polygraph. The signals were processed by Labchart (ADInstruments, Nagoya,
Japan), where power supply noise at 50 Hz was cut and signals from 0.5 to 10 Hz were passed. In the
power spectrum analysis of HRV, the ratio of the low-frequency power to the high-frequency power
was deduced to objectively and quantitatively assess the fatigue induced by the U–K tests.

Blinks by the subjects were measured using the smart glass system. We investigated (i) the number
of blinks, (ii) the number of blink bursts, (iii) the blink burst rate, (iv) the blink duration, and (v) blink
velocity as the candidates for the fatigue indices. The blink bursts were series of blinks between
0.5~2.0 s. The blink duration represents the period while the eyes are closed. The blink velocity is
the velocity of the eyelids. All the candidates can be deduced from the output signals of the smart
glass system.

In analyses of subjective fatigue symptoms, HRV, and the blinks, the obtained data were
normalized as follows.

zi =
xi − x̃

σ2 (1)

where xi is the acquired datum, x̃ is the average, and σ2 is the variance. The data group has an average
of 0 and a standard deviation of 1.

The protocol of the fatigue assessment experiments is illustrated in Figure 2. The fatigue symptom
questionnaire and HRV measurement were conducted for 3 min, which was followed by U–K tests
and blink detection for 8 min. This set was iterated five times, and the series of experiments ended
with another fatigue symptom questionnaire and HRV measurement.

The obtained data are not likely to be normally distributed. We conducted Steel–Dwass multiple
comparison tests to investigate the indices with respect to the number of U–K tests or fatigue.

 

Figure 2. Protocol of the fatigue assessment experiments.
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3. Results

3.1. Optimal Position of the Blink Detection System

Figure 3a shows the photo of the fabricated smart glass system. Two dye-sensitized photovoltaic
cells are formed on a glass substrate as the optical sensors, which is attached to the temple of the
eyeglasses, which is suitable for wearable applications. The position of the glass substrate can be
varied in x- and y-axes as shown in Figures 1c and 3b. The position lateral to the pupil is set to be x = 0.

The detection sensitivity, which is the derivative of the voltage at the blinks, with respect to x-axis
position and y-axis position is shown for four subjects in Figure 4a,b, respectively. At the x-axis, for all
the subjects, the sensitivity showed its maximum at x = 0. This is reasonable since the motion of the
eyelid is the largest at x = 0. We were concerned about the effect of eyelashes, however, it did not
appear in the experiments. Differences among the subjects in absolute values of the sensitivity were
observed, which were calibrated in the following blink detection experiments.

At the y-axis, the sensitivity increased as the sensor was closer to the eye. Since the sensor detects
the scattered light from the eyelid, the sensor output becomes larger as the gap between the sensor and
eyelid decreases. In the following experiments, we set the smart glass system such that the distance
from the eye was as small as possible while the sensor did not touch the lateral side of the head.

The blink detection accuracy was deduced by the ratio of the blinks detected by the smart glass
system to those detected by an external video camera image. The experiments were conducted for
four subjects, and the average and standard deviation is shown in Figure 5. It was found to be as high
as 94% and showed no significant difference (p-value > 0.05) from our previous device [15].

  
(a) (b) 

Figure 3. (a) Photo of the fabricated smart glass system. (b) Photo of the experiments highlighting the
position of the system at the x-axis.

 
(a) (b) 

Figure 4. Detection sensitivities with respect to the sensor position at the (a) x-axis and (b) y-axis.
Four subjects conducted experiments four times for each condition. The optimal position on the x-axis
was found to be x = 0 (i.e., the lateral to the eye). On the y-axis, the sensitivity increased as the sensor
was located closer to the eye. The error bars represent the standard deviation.
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Figure 5. Blink detection accuracy. The results obtained by the smart glass system were compared to
the eyeglass system in our prior work and showed no significant difference. Four subjects participated
in the experiments for each device.

3.2. Fatigue Assessment Experiments

3.2.1. Subjective Fatigue Symptoms

Figure 6 shows the normalized results of (a) drowsiness, (b) instability, (c) uneasiness, (d) local
pain or dullness, and (e) eyestrain, with respect to the number of U–K tests. For all the symptoms,
significant differences between before (experiment number 0) and after all the U–K tests (number 5)
were obtained. The figures also show significant differences in the results at each experiment from
before the U–K tests, if any. The results indicate that the applied U–K tests induced fatigue to the
subjects, which increased with the number of tests.

 

Figure 6. Normalized (a) drowsiness, (b) instability, (c) uneasiness, (d) local pain or dullness, and (e)
eyestrain with respect to the number of U–K tests (n = 16). “p” represents the p-value in statistics
hypothesis testing.

Of the five symptoms, eye strain appears to correlate with the number of experiments most.
Eye strain increases with the number of tests from the first to the final test. Drowsiness, instability,
and uneasiness increased from the third test. Since fatigue is the summary of these symptoms,
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we cannot say that fatigue increases with the number of tests almost linearly, as shown in the eye strain,
or fatigue does not appear in the first two tests and starts increasing from the third test. However,
at least we can conclude that fatigue increased as the U–K tests were iterated, and this trend was in
common among all 16 subjects with relatively small deviation. It is reasonable to presume fatigue
accumulates from the beginning of the tests, although it may be little. If we would like to detect
such small amounts of fatigue, eye strain is the most suitable symptom to investigate, which can be
represented by the blinks.

3.2.2. HRV

Figure 7 shows the normalized HRV with respect to the number of U–K tests. Large variations
among the subjects in HRV before the U–K tests was found. As an overall trend, HRV increased with
the number of tests. Significant differences were found between after the first test and the final test.
However, the trend appears to be less definitive than the subjective evaluation, as shown in Figure 6.
In our other work [5], HRV did not match well with the subjective evaluation, either. Heart rate variance
may provide qualitative information on fatigue, but it is not suitable to quantitatively assess fatigue.

 

Figure 7. Normalized heart rate variance (HRV) with respect to the number of U–K tests (n = 16).
“p” represents the p-value in statistics hypothesis testing.

3.2.3. Blinks

We investigated (i) the number of blinks, (ii) the number of blink bursts, (iii) the blink burst rate,
(iv) the blink duration, and (v) blink velocity as candidates for the fatigue indices. The results are
shown in Figure 8.

The number of blinks increased monotonously with the number of tests, as shown in Figure 8a.
Significant difference (p < 0.01) was found even between the 1st and 2nd tests. The trend is similar
with the eye strain (Figure 6e). Given this agreement and rather easy measurement, the number of
blinks is a strong candidate for the fatigue index.

As shown in Figure 8b,c, blink bursts showed good correlation with the number of blinks.
A significant difference was found from the 2nd tests, which represents the high sensitivity with
fatigue similarly with the number of blinks.

Blink duration, on the contrary, did not show good correlation with the number of the U–K tests or
fatigue, as shown in Figure 8d. The duration was reported as a fatigue index in prior work [23]. It was
also reported that the duration did not extend when the level of awakeness was too low. We considered
that some subjects might have a low level of awakeness during the tests. The level of awakeness can
be evaluated by the activity of the parasympathica divisionis, which is reflected in the high frequency
component of the heart rate. We investigated the blink duration of the subjects whose high frequency
component of the heart rate did not increase. The results are shown in Figure 9. The blink duration
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increased as a trend. However, we consider that the blink duration cannot be a good fatigue index
because of the low correlation with the fatigue and limitation of the subjects.

Figure 8e shows the normalized blink velocity with respect to the number of tests. The velocity
decreased with the tests. A significant difference was found between the 1st and 3rd test. However,
the variation among the subjects was found to be larger and the correlation with the number of tests
was smaller than the number of blinks and blink bursts.

 
(a) 

 
(b) 

 
(c) 

Figure 8. Cont.

130



Micromachines 2018, 9, 310

 
(d) 

 
(e) 

Figure 8. Obtained (a) the number of blinks, (b) the number of blink bursts, (c) the blink burst rate,
(d) the blink duration, and (e) blink velocity with respect to the number of U–K tests. “p” represents
the p-value in statistics hypothesis testing.

 

Figure 9. Blink duration for the subjects who did not have a low level of awakeness. “p” represents the
p-value in statistics hypothesis testing.
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4. Discussion

The number of blinks was found to be the most suitable index to assess fatigue. However, note
that it is reasonable to presume the number of blinks will hit its maximum value while fatigue can
keep increasing. In our experiments, the tests were conducted for approximately one hour. For this
fatigue level, the number of blinks is a good index. In our future work, we will investigate the range of
fatigue level, where the number of blinks maintains good correlation with fatigue.

Table 1 summarizes the results obtained in our prior work with an eyeglass-type system [15]
and this work with the smart glass. The indices obtained by the smart glass system were found to
be better than those obtained by the eyeglass system. As we showed in Figure 5, the blink detection
accuracy was found to be comparable. However, during the U–K tests, the subjects move their eyes,
which affects the detection accuracy more dominantly for the eyeglass type than the smart glasses.
Figure 10 shows the sensor output data when the subject moves his/her eye with an angle of 10◦

and blinks with the eye movement. Obviously, detection of blinks with the eyeglasses-type device is
disturbed by the eye movement. We conclude that the smart glass system proposed herein is more
suitable to assess fatigue than our previous device.

Table 1. Summary of the candidates for fatigue index.

Blink Detection
Sensor

Number of
Blinks

Number of Blink
Bursts

Blink Bursts
Rate

Blink
Duration

Velocity of
Blinks

Eyeglasses Type [15] † † † n.s. –
Smart Glass Type **** **** **** † ****

Notes: ****: p < 0.001; †: 0.05 < p < 0.1; n.s.: not significant.

 
(a) 

 
(b) 

Figure 10. The sensor outputs when the subject moves the eye and blinks while moving the eye in case
of (a) eyeglasses type device and (b) smart glass device.

132



Micromachines 2018, 9, 310

5. Conclusions

Fatigue assessment using the proposed sensor system was successfully demonstrated. The number
of blinks and blink bursts showed good correlation with the number of U–K tests, which also
showed good agreement with the fatigue symptoms that were deduced from subjective questionnaires.
The measurement of the number of blinks can be achieved via simple processes, which can contribute
to real-time fatigue assessment. Heart rate variability, or HRV, showed less correlation with the tests.
It was experimentally found that the sensor system attached to the temple of the eyeglasses, or smart
glass system, was more suitable than the eyeglasses-type system due to the little disturbance from eye
movement. Fatigue assessment by the proposed smart glass system is of great benefit for maximizing
performance and maintenance of physical/mental health.
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Abstract: Total ATP (adenosine triphosphate) concentration is a useful biochemical parameter for
detecting microbial biomass or biogeochemical activity anomalies in the natural environment. In this
study, we describe the development and evaluation of a new version of in situ ATP analyzer improved
for the continuous and quantitative determination of ATP in submarine environments. We integrated
a transparent microfluidic device containing a microchannel for cell lysis and a channel for the
bioluminescence L–L (luciferin–luciferase) assay with a miniature pumping unit and a photometry
module for the measurement of the bioluminescence intensity. A heater and a temperature sensor
were also included in the system to maintain an optimal temperature for the L–L reaction. In this
study, the analyzer was evaluated in deep sea environments, reaching a depth of 200 m using a
remotely operated underwater vehicle. We show that the ATP analyzer successfully operated in
the deep-sea environment and accurately quantified total ATP within the concentration lower than
5 × 10−11 M.

Keywords: ATP; microfluidic device; luciferin–luciferase assay

1. Introduction

The importance of organic and inorganic matter circulating globally and locally in ocean
environments has prompted research in the field of marine environmental microbiology on the
abundance, distribution and roles of oceanic microbes represented by Eubacteria and Archaea.
Microbes have relevant roles especially in submarine hydrothermal sites or hydrocarbon seepage
areas, because they support unique ecosystems as primary producers [1]. Even with the rapid
progress of sophisticated DNA and RNA analysis methodologies, the determination of the number
of microbial cells in seawater samples is still indispensable for estimating microbial biomass and for
studying their spatiotemporal distribution. Generally, microscopic or flow-cytometric counting of
fluorescently stained or genetically labeled cells are conducted by well-trained researchers in onboard
or onshore laboratories, using samples collected during scientific cruises [2]. However, the quantitative
determination of microbial ATP (adenosine triphosphate), which is a ubiquitous biomolecule utilized
for energy conversion and storage in living cells, in seawater has been regarded as one of the most
useful alternatives to labor-intensive microscopic cell enumerations [3,4]. In particular, the quantity
of particulate ATP (pATP) in seawater is a representative proxy of the microbial biomass in a
sample [5]. Since dissolved ATP (dATP)—an important carbon and phosphorus source for marine
microbes—is also related to microbial activity [6], the sum of pATP and dATP (total ATP (tATP)) is a
useful parameter indicative of the presence of biogeochemical events, such as submarine volcanisms [1],
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hydrocarbon seepages [7] and occasional supply of organic resources (e.g., whale falls) [8]. By realizing
a compact and portable apparatus for in situ ATP quantification, it becomes possible to analyze
the distribution of microbial biomass anomalies with an unprecedented spatiotemporal resolution,
which enables an efficient exploration of the underwater resources as well as deep sea environmental
and microbiological studies [9].

ATP concentration can be determined by the L–L (luciferin–luciferase) bioluminescence
assay [10] (see Figure 1) that is a simple method for ATP quantification generally used for hygiene
monitoring [11,12]. The microfluidic technology has been applied to automate flow analyses in
various fields, including biochemistry and it has been used in marine environments for microbial gene
analysis [13], nutrient analysis [14] and trace metal analysis [15,16]. Previously, we developed and
evaluated microfluidic devices and in situ analyzers for intermittent (non-continuous) quantitative
determination of ATP based on the L–L assay [17–19]. For the further improvement of the
spatiotemporal resolution of the in-situ measurement, a new system with continuous measurement
capability was developed and evaluated for practical oceanography applications [20–22]. In these
studies, two microfluidic devices with single function for microbial cell lysis and bioluminescence
detection were used in combination. In this study, we improve the new system by merging the single
function microfluidic devices into one device and its performance in the deep-sea environments is
examined by comparing the in-situ ATP quantification results with manually processed values.

 

Figure 1. Schematic of luciferin–luciferase reaction for ATP quantification.

2. Materials and Methods

2.1. In situ ATP Analyzer

The in-situ ATP analyzer that we have produced can quantify the ATP contained in seawater
continuously at a depth of 3000 m. Since the seawater samples are not filtered before the analysis,
tATP concentrations are measured. The analyzer consists of an analysis module, which is the core
component and of a photometry module for the bioluminescence intensity measurements based on
the L–L reaction (see Figure 2).

A flow diagram of the ATP analyzer is shown in Figure 3. The analysis module (see Figure 4)
is connected to the microfluidic device for the L–L assay (Figures 2 and 5) and contains three miniature
peristaltic pumps (RP-0.15S-P15A-DC5VS, Aquatech Co., Ltd., Daito, Japan), three solenoid-actuated
three-way valves (STV-3-1, Takasago Electric, Inc., Nagoya, Japan) and the control electronics.
The fluidic components are connected using black-colored TeflonTM FEP (fluorinated ethylene
propylene) tubes (1519, IDEX Health & Science, Oak Harbor, WA, USA) to shield the analysis module
from the ambient light. A cascaded connection of the three-way valves enables the selection of four
kinds of fluids (the sample and three standard solutions) through the three valves. The control
electronics is based on a miniature microprocessor board (ML100 series, Microtec Co., Ltd., Funabashi,
Japan) and is used to control the valves, pumps and heater. Sequential scenarios for pump and valve
operation and temperature setting can be stored on a micro SD card in the control electronics. All the
components of the analysis module are enclosed in a cylindrical plastic container filled with fluorinated
oil (Fluorinert FC-43, 3M, Maplewood, MN, USA) for electrical insulation and pressure equalization
during underwater operations. Since it employs a pressure-balanced configuration, the system does not
require a complicated and large pumping mechanism to manage the elevated underwater hydrostatic
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pressure and overcome the differences between the internal and external pressures. The seawater
sample is led from the outside of the system through a short tube to the container. The chemicals
for the L–L assay and standard solutions are stored in plastic bags, connected to the system via the
TeflonTM FEP tube. One end of the oil-filled analysis module has a transparent window facing the
photometry module. The total power consumption of the in-situ ATP analyzer is approximately 24 W
in maximum (when all the valves and the heater are activated) including the photometry module
described later.

 

Figure 2. The in-situ adenosine triphosphate (ATP) analyzer and the microfluidic device developed
and evaluated in this study with a laptop PC for real-time control and data acquisition.

Figure 3. Flow diagram of the in-situ ATP analyzer. ST1–3: ATP standard solutions 1–3, SP: sample,
CL: cell lysis reagent, LL: L–L reagent, CLC: cell lysis channel, BLC: bioluminescence channel,
WS: waste outlet, PP: peristaltic pump, SV: solenoid three-way valve, TS: temperature sensor,
HT: heater, MR: mirror, PMT: photomultiplier tube.
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Figure 4. The analysis module for the in-situ ATP analyzer. Three peristaltic pumps and three
solenoid-actuated three-way valves were employed as the pumping device.

 

Figure 5. Microfluidic device for the in-situ ATP analyzer.

2.2. Microfluidic Device

The microfluidic device for the in-situ ATP analyzer is made of transparent PMMA (Poly (methyl
methacrylate)) to detect the bioluminescence produced by the L–L reaction taking place in the
device (Figure 5). Channels for cell lysis and the L–L reaction are engraved by means of precision
milling on a PMMA disk (47 mm in diameter and 2 mm in thickness) and bonded with the top
plate (11 mm in thickness) with 1/4-28 UNF threaded tubing interfaces by a diffusion bonding
method (Takasago Electric., Inc., Nagoya, Japan). Each channel is 0.5 mm wide and 1.5 mm deep.
First, the sample (SP) is mixed with a cell lysis (CL) reagent that releases ATP from the microbial cells
as the mixture passes through a serpentine cell lysis channel (CLC), which is approximately 133 mm in
length (this takes approximately 23 s). The extracted ATP is mixed with the L–L reagent immediately
at the end of the CLC to initiate the L–L bioluminescence reaction that takes place in the serpentine
bioluminescence channel (BLC) folded in a circular shape. Along the approximately 482 mm of the
BLC, bioluminescence is emitted and its intensity corresponds to the ATP concentration in the sample.
Even though the microfluidic device does not include a mixer structure, the asynchronous pulsated
flow generated by the three peristaltic pumps enables the mixing of the reagents. The mixing ratio
of the sample and reagents is 1:1:1 (SP/CL/LL). At the flow rate of 133 μL/min for each component,
it takes approximately 54 s for the final mixture to pass through the L–L reaction channel. The waste
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is discharged from a waste port (WS) and collected in a plastic bag outside of the analysis module.
A miniature flat mirror (MR) reflects the bioluminescence to a PMT (photomultiplier tube) in the
photometry module. A film heater (HT) and a temperature sensor (TS) are fixed behind the mirror
in order to maintain the optimal temperature for the L–L reaction. The TS was placed just behind
the HT and the activation of the HT was regulated by the control electronics in the analysis module.
The temperature is typically kept to 35 ◦C (higher than room-temperature) considering the situation
of operation under the room-temperature condition with the waste heat generation from pumps and
valves in the analysis module.

2.3. Photometry Module

The photometry module consists of a photon-counting PMT and a data logging electronics
located in a cylindrical pressure-tight housing. In contrast to the analysis module that has a
pressure-balanced configuration, all the key components of the photometry module are protected from
ambient hydrostatic pressure. The PMT faces a pressure-resistant glass window (18 mm in thickness)
fixed at the end of the pressure-tight housing for the bioluminescence measurement. The measured
bioluminescence intensity data are stored on a micro SD card in the data logging electronics based on
ML100 series (Microtec Co., Ltd., Funabashi, Japan) and transferred in real-time to a PC connected to
the in-situ ATP analyzer via RS-232 format.

2.4. Reagents

For the L–L assay, a commercially available kit for bacterial biomass determination
(CheckLite HS Set, Kikkoman Biochemifa Co., Tokyo, Japan) containing the ATP releasing
(cell lysis) reagent and the L–L reagent was modified for seawater sample measurement [18,19].
EDTA (ethylenediaminetetraacetic acid, Wako Pure Chemical Industries, Ltd., Osaka, Japan) was added
to the ATP releasing reagent at a final concentration of 10 mM to avoid precipitation in the presence
of the seawater samples or the seawater-based ATP standard solutions. To avoid the adsorption of
the reagents and the adhesion of natural particles or debris to the micro-channels, 2% (v/v) Tween 20
(MP Biomedicals LLC, Santa Ana, CA, USA) was added to the L–L reagent. Both EDTA and Tween 20
were sterilized by autoclaving prior to use to eliminate potentially contaminating ATP. Seawater-based
ATP standard solutions (5 × 10−12, 5 × 10−11, 5 × 10−10 M ATP and blank) were prepared from an
original ATP standard solution (2 × 10−6 M ATP, Kikkoman Biochemifa Co., Tokyo, Japan) by diluting
it with autoclaved artificial seawater (Daigo’s artificial seawater SP for marine microalgae medium,
Nihon Pharmaceutical Co., Ltd., Tokyo, Japan). All reagents and standards were aseptically introduced
into sterilized plastic bags (DSF-300, Tsukada Medical Research Co. Ltd., Ueda, Japan) for use in the
in-situ analyzer.

2.5. Evaluations

The in-situ ATP analyzer was evaluated in the laboratory environment using three ATP standard
solutions and blank to acquire the relationship between ATP concentration and bioluminescence
intensity. For the evaluation, ATP standard solutions and blank were filled in an aseptic plastic test
tube and introduced into the analyzer from the sample inlet. After the saturation of the bioluminescence
intensity at each ATP concentration, consecutive 10 s values were used for calibration.

2.6. In Situ Evaluations

The evaluation of the in-situ ATP analyzer developed in this study was carried out in the real
field during the scientific cruise KS-17-J07C using R/V SHINSEI MARU and ROV (remotely operated
vehicle) HYPER-DOLPHIN (Japan Agency for Marine-Earth Science and Technology, JAMSTEC)
in May 2017. The in-situ ATP analyzer was mounted on the ROV (see Figure 6), which provided
electricity and RS-232 communication. Real-time monitoring of the bioluminescence data and control
of the in-situ ATP analyzer were carried out on board using a PC, which was connected to the ROV
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via an underwater cable. During the 2021st dive of HYPER-DOLPHIN, the ROV and the analyzer
were dived to the Oomuro Hole located in the northern Izu-Ogasawara arc, where the existence of
hydrothermal activity has been reported [23]. Continuous tATP measurements were performed from
the sea surface to the seafloor at a depth of approximately 200 m. The system calibration was also
carried out in situ using the ATP standard solutions to compensate the changes on the reagent flow-rate
or temperature on the microfluidic device caused by unexpected effect of elevated hydrostatic pressure
on the pumps, temperature sensor and heater controller. Furthermore, effect of the temperature
and pressure on the L–L reaction [24] must be considered for accurate in situ quantification of tATP.
Water samplers (see Figure 6c) equipped with aseptic plastic syringes were installed on the ROV for
sample collection for data comparison. The collected water samples were transferred to clean test tubes
immediately after the dive and tATP concentration was measured by a conventional method using test
tubes on board using a desktop luminometer (NU-2600, Microtec Co., Ltd., Funabashi, Japan) and a
CheckLite HS Set (Kikkoman Biochemifa Co., Tokyo, Japan) without modification. Bioluminescence
intensity was integrated for 10 s and all the measurements were triplicated.

 

Figure 6. Remotely operated vehicle (ROV) HYPER-DOLPHIN with the in-situ ATP analyzer (a);
Close-up view of the in-situ ATP analyzer mounted on the payload space of the ROV (b); The syringe
water sampler (c).

3. Results

As a result of the calibration in the laboratory environment, highly linear relationship
(R2 > 0.99) between the ATP concentration and the bioluminescence intensity was obtained (Figure 7).
Therefore, extrapolation of the result of in situ calibrations obtained using the 5 × 10−12, 5 × 10−11 M
of ATP standards and the blank is reasonable up to 5 × 10−10 M of ATP concentration.

A continuous tATP measurement from the sea surface to the bottom of the Oomuro Hole area
was carried out successfully using the in-situ ATP analyzer developed in this study. After calibrating
the system using ATP standard solutions, a linear correlation between the ATP concentration and
the bioluminescence intensity (R2 > 0.99) was obtained (see Figure 8) and was later applied to the
measured raw data to calculate tATP concentration in the samples (see Figure 9). For data exceeding
the bioluminescence intensity corresponding to the ATP concentration of 5.0 × 10−11 M, such as data
from the surface, the calibration formula was extrapolated.

At the beginning of the measurement at the surface, the measured tATP concentration was
extraordinarily low and increased rapidly within five minutes. This was due to a time lag at the
beginning of the measurement required to reach and fill the reagents and the sample to the microfluidic
device. A high concentration of tATP, corresponding to 1.0 × 10−10 M or more, was measured at
the surface after the reagents and sample were filled in the microfluidic device. This is consistent
with the formation of a larger microbial biomass layer at the surface supported by photosynthetic
primary productions. As the ROV dived more deeply, the tATP concentration decreased rapidly. In situ

140



Micromachines 2018, 9, 370

calibration was successfully performed at the bottom of the sea, as shown in Figure 9. The measurement
precision rates of the analyzer, estimated from the 3σ value calculated from three consecutive 10 s
measurements of bioluminescence intensity of the 5.0 × 10−12 and 5.0 × 10−11 M ATP standard
solutions, were 43% and 4.5% (2.2 × 10−12 and 2.3 × 10−12 M) of the measured values, respectively.
Conversely, the measurement precision rate calculated for manually measured triplicate data were
14% and 9.9% of the measured values. The in-situ ATP analyzer showed better performance for the
determination of ATP concentration close to 5 × 10−11 M. In contrast, the measurement precision rate
for lower ATP concentrations was better for the desktop apparatus. This was due to fluctuations of the
bioluminescence intensity data during the measurement of the 5 × 10−12 M standard.

 

Figure 7. Relationship between ATP concentration and bioluminescence intensity measured by the
in-situ ATP analyzer in the laboratory environment. Continuous data for 10 s at each ATP concentration
were integrated, the blank value was subtracted and plotted with the ATP concentration.

Figure 8. Relationship between ATP concentration and bioluminescence intensity measured by the
in-situ ATP analyzer during the 2021st dive of HYPER-DOLPHIN. Consecutive 10 s measurements at
each ATP concentration were integrated and plotted with the ATP concentration.
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Figure 9. Result of in situ ATP measurement at the Oomuro Hole during the 2021st dive of
HYPER-DOLPHIN. Raw bioluminescence data were converted to ATP concentration and plotted
as the green line with time. The time was shifted 3 min ahead considering the time-lag between sample
intake and bioluminescence emission in the analyzer. The depth profile measured by a depth sensor on
the ROV is shown in the blue line. ATP concentrations measured onboard using the collected water
samples were shown as red squares.

In the Oomuro Hole, tATP concentration was in the range of 2.0 to 3.0 × 10−11 M with occasional
increases to values higher than 1.0 × 10−10 M. The ATP concentrations measured on board of two
seawater samples collected by the ROV were consistent with the data provided by the in-situ ATP
analyzer, as shown in Figure 9. The occasional ATP concentration peaks were likely due to the
introduction of inorganic-organic aggregated particles including microbes [25] or marine snow particles
originated from the surface water. After more than 2 h of the operation of the in-situ ATP analyzer was
halted because of an electric trouble alert on the ROV system.

4. Discussion

In this study, an in-situ ATP analyzer was developed by employing a PMMA microfluidic device
as a core element of the system. The performance of the in-situ ATP analyzer was evaluated in a real
deep-sea environment. The ATP analyzer successfully measured the tATP concentrations at different
depths, providing data that were consistent with those measured manually. These results demonstrate
that a portable, simple and reliable flow analysis system such as our microfluidic device can be used
in extreme environments for real-time biochemical analyses. The calculated measurement precision
rates showed successful value (4.5%) at 5 × 10−11 M range of ATP concentration and decreased
performance for the determination of ATP concentrations as low as 5 × 10−12 M (43%). Because the
lower measurement precision has been led by fluctuation of light intensity value and it is caused by
electric noise from control electronics, improvement in the precision may be achieved by the reducing
the noise by enhancing the control electronics in the near future.

The pATP concentration required for the quantitative estimation of the microbial biomass can
be determined using the current system by subtracting dATP concentration, measured by the L–L
assay without using the cell lysis reagent, from the tATP concentration [26]. However, to measure
the dATP, it is necessary to perform additional calibrations of the in-situ ATP analyzer, specific for
dATP measurements. In the current system, the ATP measurement must be interrupted during the
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system calibration with ATP standard solutions. The calibration process required approximately
30 min during the in-situ evaluation at the Oomuro Hole. To overcome this limitation, we have been
developing and evaluating a novel calibration method using an optically activated caged ATP as an
internal standard [21,22,26]. By applying the new calibration technology, it will be possible to utilize
the in-situ ATP analyzer for practical underwater resources surveys and environmental assessment
missions in the near future.

Instruments for in situ flow-analysis based on the technologies developed in this study and
consisting of a simple microfluidic device and a pumping apparatus can be employed for various in
situ biological and biochemical analyses in human-inaccessible extreme environments.
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