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Preface to ”Regulatory microRNA”

MicroRNA is one of the oldest functional non-coding RNAs. In spite of a long history

of investigation, there are many remaining questions. Generally, microRNAs are believed to

downregulate target mRNAs. There are numerous target mRNAs for individual microRNAs which

can regulate a wide range of biological processes, for example, in disease, development and

differentiation. Thus, they are often used as biomarkers and therapeutic targets. New functions

and target mRNAs are continuously being characterized for miRNAs. Thus, reviewing updated

information on how miRNAs regulate target mRNAs, diseases and various other biological processes

is important. We hope to bring readers up to date with the latest developments in the understanding

of microRNA regulation as they read the excellent research covered by papers that are included in

this book.

Y-h. Taguchi, Hsiuying Wang
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Circular RNA circHIPK3 Promotes the Proliferation
and Differentiation of Chicken Myoblast Cells by
Sponging miR-30a-3p
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Abstract: Circular RNAs and microRNAs widely exist in various species and play crucial roles in
multiple biological processes. It is essential to study their roles in myogenesis. In our previous
sequencing data, both miR-30a-3p and circular HIPK3 (circHIPK3) RNA, which are produced by
the third exon of the HIPK3 gene, were differentially expressed among chicken skeletal muscles
at 11 embryo age (E11), 16 embryo age (E16), and 1-day post-hatch (P1). Here, we investigated
their potential roles in myogenesis. Proliferation experiment showed that miR-30a-3p could inhibit
the proliferation of myoblast. Through dual-luciferase assay and Myosin heavy chain (MYHC)
immunofluorescence, we found that miR-30a-3p could inhibit the differentiation of myoblast by
binding to Myocyte Enhancer Factor 2 C (MEF2C), which could promote the differentiation of
myoblast. Then, we found that circHIPK3 could act as a sponge of miR-30a-3p and exerted a
counteractive effect of miR-30a-3p by promoting the proliferation and differentiation of myoblasts.
Taking together, our data suggested that circHIPK3 could promote the chicken embryonic skeletal
muscle development by sponging miR-30a-3p.

Keywords: circular RNA; circHIPK3; microRNA; miR-30a-3p; skeletal muscle; proliferation; differentiation

1. Introduction

Skeletal muscles are important components in animals. Chicken skeletal muscle, which can
provide high quality protein, is one of the most important meat source for humans. The development
of skeletal muscle is regulated by multiple factors, including genetics, nutrition, disease, environment
and so on [1,2]. Heritability estimates showed that chicken growth could be enhanced by genetic
improvement [3]. The genetic factors which control skeletal muscle development include genes and
non-coding RNAs.

MicroRNAs (miRNAs) have been shown to be involved in many biological processes, including
muscle development [4]. Some myogenic miRNAs, including the miR-1 family, miR-206 and miR-133
family, regulate muscle development by targeting and inhibiting the expression of muscle-related
gene [5,6]. Previous studies in our group showed that miR-203, miR-16, miR-29, and miR-1611 all
played crucial roles in myoblast proliferation and differentiation [7–10]. Two other studies found

Cells 2019, 8, 177; doi:10.3390/cells8020177 www.mdpi.com/journal/cells1
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that miR-30a-3p could suppress tumor growth [11,12]. However, the molecular function of chicken
miR-30a-3p has not yet been reported.

Circular RNAs, which widely exist in the transcriptomes of different species and tissues, were
previously considered as a kind of non-coding RNA, but they have now been demonstrated to have
both coding and regulating functions [13–15]. Circular RNA, formed by the covalently joined 5′ and 3′

ends of linear RNA, possess a more stable structure than linear RNA. The functions of circular RNA
include, acting as a miRNA sponge, participating in regulating the expression of its own linear RNA in
different ways, coding protein, and deriving pseudogenes [16,17]. Previous studies found that circular
RNAs were abundantly expressed in skeletal muscle tissue in many species [14,18,19]. Circular RNAs in
chicken skeletal muscle could act as an miRNA sponge and regulate chicken muscle development [19].
A circular RNA, produced by SVIL could promote the proliferation and differentiation of myoblast
cells by sponging miR-203 [20]. Circular RNA circFGFR2, generated by the FGFR2 gene, could interact
with miR-133a-5p and miR-29b-1-5p to regulate myoblast cells development [7].

A circular RNA produced by the third exon of the chicken HIPK3 gene (circHIPK3—01, we named
it as circHIPK3, hereinafter) has the highest expression level compare to other circular RNAs generated
from HIPK3 gene. It was also differentially expressed in different stages of skeletal development.
We predicted it has three potential binding sites for miR-30a-3p. In this study, we aimed to
examine the interaction of circHIPK3 and miR-30a-3p and their functions on myoblast proliferation
and differentiation.

2. Materials and Methods

2.1. Ethics Statement

All animal experiments performed in this study met the requirements of the Institutional Animal
Care and Use Committee at the South China Agricultural University (approval ID: SCAU#0014).
All efforts were made to minimize the suffering of animals.

2.2. Primers

All primers that were used in this study were synthesized by Sangon (Sangon Biotech, Shanghai,
China). The primers listed in Table 1 were designed by Premier Primer 5.0 software (Premier Bio-soft
International, Palo Alto, CA, USA). Information of the qRT-PCR primers for MYOD, MYOG, MYHC
and GAPDH were shown in our previous study [21].

2.3. Cell Culture and Transfection

Chicken primary myoblasts (CPMs) were isolated from the leg muscle of 10-day Yuhe chicken
embryos (E10; Zhuhai Yuhe Company Ltd., Zhuhai, China), as described in our previous study [7].
Briefly, the legs of E10 chickens were collected, and the skin and bones were removed. Then, leg
muscles were minced with scissors and trypsinized (Gibco, Grand Island, NY, USA) at 37 ◦C for
20 min). Digestion was done with complete 1640 medium-(RPMI), containing 20% fetal bovine serum
(FBS), 1% nonessential amino acids, and 0.2% penicillin/streptomycin (Invitrogen, Carlsbad, CA,
USA). The mixture was filtered and centrifuged at 500 g for 5 min. Following the serial plating, the
cells were cultured in complete medium and incubated at 37 ◦C, in a 5% CO2 humidified atmosphere.
Chicken fibroblast DF-1 cells were cultured in Dulbecco’s modified Eagle medium (DMEM) (Gibco,
Grand Island, NY, USA) supplemented with 10% FBS and 0.2% penicillin/streptomycin (Invitrogen,
Carlsbad, CA, USA), then incubated with 5% CO2 at 37 ◦C humidity. DNA plasmids, miRNA mimic,
mimic negative control (mimic NC), miRNA inhibitors, inhibitor negative control (inhibitor NC), small
interfering RNA (siRNA), and siRNA negative control (siRNA NC) were transiently transfected into
cells using Lipofectamine 3000 reagent (Invitrogen, Carlsbad, CA, USA).
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2.4. RNA Exaction, cDNA Synthesis and Quantitative Real-Time PCR (qRT-PCR)

All RNAs were exacted using Trizol reagent (TaKaRa, Otsu, Japan) according to the manufacturer’s
instructions. The quality and concentrations of the RNA samples were detected by 1.5% agarose gel
electrophoresis. Total RNA was employed to synthesize cDNA, using a Primescript RT Reagent Kit
with gDNA Eraser (Perfect Real Time) (TaKaRa, Otsu, Japan). Synthesized cDNA libraries were diluted
with RNase-free water at a ratio of 1:3 before real-time PCR. Relative mRNA expression levels were
detected by qRT-PCR using SsoFast Eva Green Supermix (Bio-Rad, Hercules, CA, USA). GAPDH was
used as an internal control. Reverse transcription for miRNA was conducted using ReverTra Ace qPCR
RT Kit (Toyobo, Osaka, Japan). The specific bulge-loop miRNA qRT-PCR primer for miR-30a-3p and
U6 were designed by RiboBio (RiboBio, Guangzhou, China). All qRT-PCR reactions were conducted
with a CFX96 system (Bio-Rad, Hercules, CA, USA). All reactions were run in triplicates and fold
expression changes were calculated using the comparative 2–ΔΔCt method.

2.5. Validation of circHIPK3

Based on the NCBI reference sequences of HIPK3 (NCBI accession number: NM_001199411.1),
convergent and divergent primers were designed to validate the existence of circHIPK3. To confirm the
cirHIPK3 junction, genomic DNA, and cDNA from CPMs were used for PCR reaction. All PCR
products were sequenced by Sangon Biotech Co Ltd. Sequence analysis was conducted using
DNASTAR software (DNASTAR 7.1, http://www.dnastar.com). For RNase R treatment, 2 mg of
total RNA was incubated 20 min at 37 ◦C with RNase R (Epicentre Technologies, Madison, WI, USA),
and employed to synthesize cDNA for qPCR. For the control group, the same amount of RNA was
incubated 20 min at 37 ◦C and subsequently used to synthesize cDNA.

2.6. Plasmids Construction and RNA Oligonucleotides

For the construction of the circHIPK3 over-expression vector, exon 3 of HIPK3 was amplified
using cDNA, produced from CPMs and cloned into a pCD5ciR vector (Geneseed Biotech, Guangzhou,
China) between EcoRI and BamHI restriction sites. The siRNAs to circHIPK3, which especially
target the circHIPK3 rather than the linear HIPK3, were designed and synthesized by Geneseed
using the sequence shown in Table 1. The gga-miR-30a-3p mimic, mimic NC, the gga-miR-30a-3p
inhibitor and inhibitor NC were synthesized by RiboBio (Guangzhou, China). For the construction of
pmirGLO Dual-Luciferase reporter vector, wild-type and mutated sequences in the 3′UTR region of
MEF2C and the partial region of circHIPK3, which include the predicted binding sites of miR-30a-3p,
were synthesized and inserted into pmirGLO vectors (Promega, Madison, WI, USA), according to
instructions, using NheI and XhoI restriction sites. The gga-miR-30a sequence was also synthesized
and inserted into pmirGLO vectors.

2.7. 5-Ethynyl-2′-Deoxyuridine (EdU) Assay

After 48 h of transfection, the treated CPMs and negative control groups in 24-well plates
were incubated with 50 μM 5-ethynyl-20-deoxyuridine (RiboBio, Guangzhou, China) for 2 h at
37 ◦C. After washing twice, the cells were stained with C10310 EdU Apollo. EdU-stained cells were
counted using a Leica DMi8 fluorescent microscope (400× magnification) (Leica, Wetzlar, Germany).
The ratio of EDU-stained cells to Hoechst 33342-stained cells was calculated and represented the CPM
proliferation rate. Detailed protocols were described in the manufacturer′s instruction.

2.8. Flow Cytometry of the Cell Cycle

After 48 h of transient transfection with the over-expression plasmid (blank vector) and siRNA
(siRNA NC), CPMs were collected from the 12-well plates and kept overnight in 70% ethanol at
−20 ◦C. The cells were then incubated with 50 μg/mL PI (propidium iodide) (Sigma, Louis, MO, USA),
10 μg/mL RNase A (Takara, Otsu, Japan) and 0.2% (v/v) Triton X-100 (Sigma, Louis, MO, USA) at 4 ◦C
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for 30 min. Lastly, cells were detected with a BD AccuriC6 flow cytometer (BD Biosciences, San Jose,
CA, USA), and the results were analyzed by FlowJo7.6 software.

2.9. Cell Counting Kit 8 (CCK-8) Assay

CPMs were seeded in a 48-well plate and cultured in complete medium. After transfection, cell
proliferation was detected at 12, 24, 36, and 48 h using the TransDetect CCK Kit (TransGen Biotech,
Beijing, China), following the manufacturer’s protocol. Cells were added in 25 uL CCK solution to each
well and incubated for 2 h at 37 ◦C in a 5% CO2 cell incubator. Then absorbance of treated and control
groups were measured with a Fluorescence/Multi-Detection Microplate Reader (BioTek, Winooski,
VT, USA) by optical density at a wavelength of 450 nm.

2.10. Immunofluorescence

For immunofluorescence, after transfection, cells in 12-well plates were fixed for 30 min with 4%
formaldehyde. Cells were then permeabilized by adding 0.1% Triton X-100 for 5 min and blocked for
30 min with goat serum. Following overnight incubation at 4 ◦C with anti-MYHC (B103; DHSB, Iowa
City, IA, USA; 0.5 μg/mL), Fluorescein (FITC)-conjugated AffiniPure Goat Anti-Mouse IgG (H + L)
(Bioworld, Minneapolis, MN, USA; 1:200) was added to the plate and incubated at room temperature
for 1 h. Cell nuclei were stained with DAPI (1:50, Beyotime, Shanghai, China) for 5 min. The images
were captured with fluorescence microscopy (Leica, Wetzlar, Germany). The area of cells labeled with
anti-MYHC was measured using Photoshop software (Adobe Photoshop CC 2018, Adobe, San Jose,
CA, USA), and the total myotube area was calculated as a percentage of the total image area covered
by myotubes.

2.11. Binding Relationship Prediction and Dual-Luciferase Reporter Assay

To predict the relationship between target genes and miR-30a-3p, miRDB (http://mirdb.org/
miRDB/) and RNAhybrid (http://bibiserv2.cebitec.uni-bielefeld.de/rnahybrid) were employed.
After seeding DF-1 cells in the 96-well plate and culturing for 24 h, four groups (wild type pmirGLO
plasmids and mimic as the treatment, mutated pmirGLO plasmids and mimic, wild type pmirGLO
plasmids and mimic NC, mutated type pmirGLO plasmids and mimic NC) were set and co-transfected.
For the confirmation of the target relationship between circHIPK3 and miR-30a-3p, another method
of Dual-Luciferase reporter assay was employed. Three groups (circHIPK3 over-expression plasmid
and miR-30a-3p mimic, pCD5ciR and miR-30a-3p mimic, pCD5ciR and mimic NC) were set and
co-transfected with a pmirGLO vector containing the miR-30a sequence. After 48 h, Dual-GLO
Luciferase Assay System kit (Promega, Madison, WI, USA) was employed to detect luminescent
signals of firefly and Renilla Luciferase with a Fluorescence/Multi-Detection Microplate Reader
(BioTek, Winooski, VT, USA). Firefly luciferase activities were normalized to Renilla luminescence in
each well. Detailed protocols were described in the manufacturer’s instruction.

2.12. Western Blotting

Briefly, cells were lysed in the radio immune precipitation assay (RIPA) buffer (Beyotime, Shanghai,
China) containing phenylmethane sulfonyl fluoride (PMSF) protease inhibitor (Beyotime, Shanghai,
China). After incubation on ice for 30 min, the samples were centrifuged at 10,000 g for 10 min at
4 ◦C, and the supernatant was collected. Proteins were separated by SDS-PAGE and blotted onto
nitrocellulose membranes (Whatman, Maidstone, UK), then membranes were probed with primary and
secondary antibodies. The primary antibodies used were anti-MYHC (1:1000, B103; DHSB, Iowa City,
IA, USA), anti-GAPDH (1:1500, AB-P-R 001, Hangzhou Goodhere Biotech, Hangzhou, China), and
anti-Tubulin (1:1000, Beyotime, Shanghai, China). The secondary antibodies used were goat anti-rabbit
IgG-HRP (1:5000, BA1054, Boster, Wuhan, China) and peroxidase-goat anti-mouse IgG (1:2500, BA1051,
Boster, Wuhan, China). Image J software (d1.47, National Institutes of Health, Bethesda, MD, USA)
was used to quantify the band intensity.
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2.13. Statistical Analysis

All results were presented as a mean ± SEM and were subjected to statistical analysis by two-tailed
t-test. The level of significance was presented as * (p < 0.05), ** (p < 0.01) and *** (p < 0.001).

Table 1. Primers and RNA oligos used in this study.

Name Nucleotide Sequences (5′→3′) Tm. (◦C) Product Size (bp) Application

QcircHIPK3
F: GTTTAATCCACGCTGACCTCA

61.3 130 qPCR for circHIPK3
R: GACTTGTGAGGCCATACCTATA

QHIPK3
F: GGGGTATGTCCCGGAG

61.3 261 qPCR for HIPK3
R: CTTCGCTAATGGAACAACAC

QMEF2C
F: AGGGTGTATGTGCAGGAACG

60 288 qPCR for MEF2C
R: AGCAATCTCGCAGTCACACA

Convergent
primers

F: TGGTACAAGCGGAGATGG
R: TTGAGGTCAGCGTGGATTA 55 450 Amplification of partial

sequence of exon 3 of HIPK3

Divergent primers F: GCACGCCAAGGACAAATA
58 782

R: TACGCTTCAATCCACATCG
Amplification of partial
sequence of circHIPK3

which contain the joint site

β-actin
F: CTCCCCCATGCCATCCTCCGTCTG

52–65 179 qPCR forβ-actin
R: GCTGTGGCCATCTCCTGCTC

si-circHIPK3-001 CCCGGTATTATAGGTATGG - - -
si-circHIPK3-002 GGTATTATAGGTATGGCCT - - -
si-circHIPK3-003 ATTATAGGTATGGCCTCAC - - -

Note: The nucleotide sequences of si-circHIPK3 represent the target sequences of each siRNA.

3. Results

3.1. circHIPK3 Differentially Expressed during Embryonic Leg Muscle Development

Previous circular RNA sequencing data from our lab revealed 11 circular RNAs were generated
by the HIPK3 gene (available in the Gene Expression Omnibus with accession number GSE89355).
The genomic structure of chicken HIPK3 and the regions, in which all the circular HIPK3 (circHIPK3)
RNA were derived, are shown in Figure 1A. Interestingly, circHIPK3 (referred as circHIPK3—01 in
Figure 1A), which was derived from exon3 of HIPK3, was the only exonic circular RNA. Compared with
other circular RNAs derived from HIPK3, circHIPK3 had the highest expression level. Its expression
level in E16 was significantly higher than in E11 and P1 (Figure 1B). The expression levels of circHIPK3
and HIPK3 mRNA in E11, E12, E16, and E18 were detected by qRT-PCR (Figure 1C). The trend of the
expression level of circHIPK3 was consistent with the result from the sequencing data. However, the
expression patterns of circHIPK3 and HIPK3 mRNA were not identical, which indicated that they
might have different functions during leg muscle development. To confirm the sequence and the
junction of circHIPK3, genomic DNA and cDNA were used for the PCR reaction, with convergent and
divergent primers. The result of the PCR product electrophoresis showed the expectants of convergent
primers were amplified with both templates. However, there was no PCR product of divergent primers
with the genomic DNA template (Figure 1D). PCR products of divergent primers were analyzed by
Sanger sequencing (Figure 1E). Sequencing results showed that circHIPK3 was generated from the
third exon of HIPK3. The circHIPK3 was also validated by RNase R digestion. The result of qRT-PCR
showed that RNase R had no impact on circHIPK3, whereas the levels of linear RNA, HIPK3 and
β-actin, were significantly decreased (Figure 1F). These results validated the existence and differential
expression of circHIPK3 during skeletal muscle development of chicken.

5



Cells 2019, 8, 177

 

Figure 1. The differential expression and validation of circular HIPK3 (circHIPK3). (A) The schema
of all circular RNA derived from HIPK3. The green rectangles represent the exons of HIPK3. (B) The
RNA-Seq result showed that circHIPK3 was differentially expressed in E11, E16, and P1 of leg muscle.
The expressed abundances were normalized as the number of back-spliced reads per million mapped
reads (BSRP). (C) The expression profiles of circHIPK3 and HIPK3 mRNA in E11, E12, E16 and E18.
(D) Divergent primers amplified circHIPK3 in cDNA but not genomic DNA (gDNA). White triangles
represent convergent primers and black triangles represent divergent primers. (E) Sanger sequencing
confirmed the junction sequence of circHIPK3. (F) Quantitative real-time PCR (qRT-PCR) showed the
resistance of circHIPK3 to RNase R digestion. In all panels, values represent mean ± SEM from three
independent experiments. * p < 0.05; ** p < 0.01; *** p < 0.001.
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3.2. circHIPK3 Interacts with miR-30a-3p

Many studies showed that circular RNAs exerted their functions by acting as the miRNA sponge.
CircHIPK3 was predicted by miRDB and RNAhybrid to be a target of multiple miRNAs. Among these
miRNAs, ggs-miR-30a-3p was chosen as a candidate because there were three potential binding sites
in circHIPK3 (Figure 2A). The seed sequence of miR-30a-3p matched with three sites in circHIPK3
(Figure 2B). Besides, the prediction results from RNAhybrid indicated that the binding site 2 was the
most stable format (Figure 2C). To identify the interactions between circHIPK3 and miR-30a-3p, the
over-expression vector of circHIPK3 was constructed and transfected into DF-1 cells. The expression
efficiency of the over-expression vector was detected by qPCR. Compared with the group transfected
with pCD5ciR, the circHIPK3 over-expression vector expressed a higher level of circHIPK3 (Figure 2D).
Then, circHIPK3 over-expression vector and miR-30a-3p mimic were co-transfected into DF-1 cells with
a pmirGLO vector, containing the miR-30a sequence. Meanwhile, as the control group, the pCD5ciR
and miR-30a-3p mimic (or mimic NC) were co-transfected with the pmirGLO vector, containing the
miR-30a sequence. The results showed that the relative luminescence activity of the group with
circHIPK3 over-expression vector and miR-30a-3p mimic was significantly higher than the group
with pCD5ciR and miR-30a-3p mimic, but had no difference compared with the group pCD5ciR
and mimic NC (Figure 2E). These results suggest that circHIPK3 could bind with miR-30a-3p mimic.
In addition, sequences which contained binding site 2 or the mutated sequence were inserted into
pmirGLO vector. Recombinant vectors with the wild type sequence was then co-transfected into DF-1
cells with miR-30a-3p mimic, meantime, three control groups were set (pmirGLO vector with mutated
sequence and miR-30a-3p mimic, pmirGLO vector with wild type sequence and mimic NC, pmirGLO
vector with mutated sequence and mimic NC). The results showed that the relative luminescence
activity of the group with a wild-type plasmid and mimic was significantly decreased compared to
the group transfected with mutated plasmid and mimic, and the group with wild type plasmids and
mimic NC (Figure 2F). Moreover, the RNA level of circHIPK3 was significantly down-regulated after
over-expression of miR-30a-3p mimic, compared to the group transfected with mimic NC (Figure 2G).
Subsequently, the result of flow cytometry analysis showed that miR-30a-3p could reverse the effect
of circHIPK3 on a cell cycle (Figure 2H). Altogether, these results indicated that miR-30a-3p could
interact with circHIPK3.

3.3. miR-30a-3p Inhibits Myoblast Proliferation

To explore the function of miR-30a-3p on the proliferation of CPMs, miR-30a-3p mimic and
inhibitor were transfected into CPMs with 100 nM to detect an over-expression effect and an inhibitory
effect. The results showed that the two oligos of miR-30a-3p had the effect as expected compared
with the mimic NC group, and inhibitor NC group, respectively, and could be used in the subsequent
experiments (Figure 3A,B). After being transfected with miR-30a-3p mimic/mimic NC and miR-30a-3p
inhibitor/inhibitor NC, flow cytometry analysis was performed in CPMs and the results showed that
ectopic expression of miR-30a-3p suppressed the cell cycle markedly, while knock-down of miR-30a-3p
significantly promoted the cell cycle (Figure 3C,D). Besides, CCK-8 assay was conducted to detect of
proliferation vitality in CPMs. The results showed that the group which transfected with miR-30a-3p
mimic had a lower proliferation vitality than mimic NC. In contrast, the group which transfected
with miR-30a-3p inhibitor had a higher proliferation vitality than inhibitor NC group (Figure 3E,F).
Furthermore, the EdU assay demonstrated that the rate of the cells, which were in the cell division
in the ectopic expression group, was significantly less than in the mimic NC group, and the statistics
of the cell proliferation rate of the miR-30a-3p over-expression group, were markedly lower than the
control group (Figure 3G). Conversely, knock-down of miR-30a-3p dramatically increased the numbers
of EdU strained cells compare with the inhibitor NC group (Figure 3H). Altogether, these results
indicated that miR-30a-3p could suppress myoblast proliferation.
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Figure 2. CircHIPK3 interacts with miR-30a-3p. (A) A schematic illustration showing the putative
binding sites of miR-30a-3p on circHIPK3. (B) The potential binding site sequence of miR-30a-3p on
circHIPK3. The seed sequences and mutant sequences were highlighted in red. (C) The potential
interaction model between miR-30a-3p and circHIPK3 from RNAhybrid. (D) The expression efficiency
of circHIPK3 over-expression vector in DF-1 cells. (E) Luminescence was measured after co-transfected
with the luciferase reporter and miR-30a-3p mimic (or mimic NC) and circHIPK3 over-expression
vector (or pCD5ciR). The relative levels of firefly luminescence normalized to Renilla luminescence
are plotted. (n = 6). (F) Luminescence was measured after co-transfecting wild type or mutant linear
sequence of circHIPK3 with miR-30a-3p mimic (or mimic NC) in DF-1 cells. (n = 6). (G) The RNA
levels of miR-30a-3p and circHIPK3 from miR-30a-3p mimic transfected DF-1 cells. (H) The effect
of co-transfected with miR-30a-3p mimic (or mimic NC) and circHIPK3 over-expression vector (or
pCD5ciR) on cell-cycle progression of DF-1 cells. The plot of cell-cycle analysis in different cell-cycle
phases was compared. In all panels, values represent mean ± SEM from three independent experiments.
* p < 0.05; ** p < 0.01; *** p < 0.001.
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Figure 3. miR-30a-3p inhibits myoblast proliferation. (A,B) The over-expression and inhibitory effects
of miR-30a-3p mimic and inhibitor in CPMs. (C,D) Effect of miR-30a-3p mimic and inhibitor on
cell-cycle progression of chicken primary myoblasts (CPMs). The plot of cell-cycle analysis in different
cell-cycle phases was compared. (E,F) The growth curves of CPMs were measured after the transfection
of miR-30a-3p mimic and inhibitor. (G,H) 5-Ethynyl-2′-Deoxyuridine (EdU) assays for CPMs with
over-expression and inhibition of miR-30a-3p. In all panels, values represent mean ± SEM from three
independent experiments. * p < 0.05; ** p < 0.01; *** p < 0.001.
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3.4. MEF2C Is a Target Gene of miR-30a-3p

To investigate the potential function of miR-30a-3p on CPM differentiation, we try to find
the differentiation-related genes among the targets of miR-30a-3p. Interestingly, there are three
potential binding sites in the 3′UTR region of MEF2C (Figure 4A). The potential interaction model
from RNAhybrid showed that the binding site 3 was the most stable format (Figure 4B). To validate the
target relationship between MEF2C and miR-30a-3p, wild-type and mutated-type sequences containing
three binding sites, separately, were inserted into the pmirGLO vector for construction of pmirGLO
dual-luciferase miRNA target expression vector. After co-transfection of vectors and mimics (or mimic
NC), relative luminescence activities were detected by a Fluorescence/Multi-Detection Microplate
Reader. For the Binding site 1, the relative luminescence activity of the group, with wild type reporter
and mimic, was significantly lower compared with the control groups, which transfected with mutated
reporters and mimic, wild type reporter and mimic NC, separately (Figure 4C). For the Binding site
2 and Binding site 3, the luminescence activity of the groups with wild type plasmids and mimic
were all dramatically lower than the three control groups (mutated reporters and mimic, wild type
reporter and mimic NC, mutated reporters and mimic NC) (Figure 4D,E). Particularly, the binding site
3 exerted the most significant interaction with miR-30a-3p compare with the control groups. The RNA
expression level of MEF2C was significantly decreased after ectopic expression of miR-30a-3p mimic
compared with the group transfected with mimic NC (Figure 4F).

3.5. miR-30a-3p Represses CPM Differentiation

After the confirmation of the target relationship between miR-30a-3p and MEF2C, we try to
investigate the potential role of miR-30a-3p on CPM differentiation. First, the expression profile of
miR-30a-3p was detected in the process of differentiation in CPMs. Interestingly, the expression
level of miR-30a-3p was decreased in the first two days of differentiation medium (DM) compare
to GM (growth medium), then increased in DM3 and DM4 (Figure 5A). Then, the expression of
the myoblast differentiation marker genes, including MYOD, MYOG, and MYHC were evaluated
by qPCR in myoblast transfected with miR-30a-3p mimic (or mimic NC) and inhibitor (or inhibitor
NC). Over-expression of miR-30a-3p notably inhibited the expression of MYOD, MYOG, and MYHC
compared with the groups transfected with mimic NC. Conversely, knock-down of miR-30a-3p
promoted the expression of MYOD, MYOG and MYHC relative to the inhibitor NC group (Figure 5B,C).
The protein level of MYHC was also detected by western blotting. Ectopic expression of miR-30a-3p
inhibited the expression MYHC, conversely, knock-down of miR-30a-3p promoted the protein
expression of MYHC (Figure 5D). MYHC immunofluorescence staining was employed on those
transfected differentiated myoblasts at DM5. The results showed that the total area of myotubes of
miR-30a-3p mimic transfected group was markedly less than that of the group transfected with mimic
NC (Figure 5E). On the contrary, the areas of myotubes in miR-30a-3p inhibitor transfected group was
more than that of control group (Figure 5F). To sum up, these results revealed that miR-30a-3p could
repress CPM differentiation.
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Figure 4. MEF2C is a target gene of miR-30a-3p. (A) The potential binding site sequence of miR-30a-3p
on MEF2C. The seed sequences and mutant sequences were highlighted in red. (B) The potential
interaction model between miR-30a-3p and MEF2C from RNAhybrid. (C–E) Luminescence was
measured after co-transfecting wild type or mutant sequence of MEF2C with miR-30a-3p mimic (or
mimic NC) in DF-1 cells. (n = 6). (F) The RNA level of MEF2C from miR-30a-3p mimic transfected
CPMs. In all panels, values represent mean ± SEM from three independent experiments. * p < 0.05;
** p < 0.01; *** p < 0.001.
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Figure 5. miR-30a-3p represses CPM differentiation. (A) The expression profile of miR-30a-3p in
the process of CPMs induced differentiation. (B) The expression of MYOD, MYOG and MYHC in
CPMs after over-expression of miR-30a-3p. (C) The expression of MYOD, MYOG and MYHC in CPMs
after knock-down of miR-30a-3p. (D) The protein level of MYHC in CPMs after over-expression
and knock-down of miR-30a-3p. (E) Immunofluorescence analysis of MYHC-staining cells after
over-expression miR-30a-3p in CPMs. (F) Immunofluorescence analysis of MYHC-staining cells after
knock-down of miR-30a-3p in CPMs. * p < 0.05; ** p < 0.01; *** p < 0.001.
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3.6. circHIPK3 Promotes the Proliferation of CPMs

Given that circHIPK3 could act as a sponge of miR-30a-3p, and miR-30a-3p could repress the
proliferation of CPMs, we hypothesized that circHIPK3 played an opposite role on the proliferation of
CPMs. To investigate the role of circHIPK3 on skeletal muscle cell proliferation, the over-expression
vector and siRNAs were transfected into CPMs. The over-expression vectors expressed high levels of
circHIPK3 compared with the group transfected with pCD5ciR (Figure 6A), and all three siRNAs could
significantly knock down the level of circHIPK3 relative to siRNA NC group (Figure 6B). Among the
three siRNAs, si-circHIPK3-003 had the highest efficiency of interference effect and was chosen for
the following experiments. After being transfected with circHIPK3 over-expression vector/pCD5ciR
and si-circHIPK3-003/siRNA NC, flow cytometry analysis in CPMs was performed and the results
showed that ectopic expression of circHIPK3 notably promoted the cell cycle, conversely, knock-down
of circHIPK3 significantly retarded the cell cycle (Figure 6C,D). Moreover, CCK-8 assay was used
to detect the proliferation vitality in CPMs. The results showed that the groups which transfected
with circHIPK3 over-expression vectors, had higher proliferation vitality than the negative control
group. In contrast, the groups which transfected with si-circHIPK3-003, had lower proliferation vitality
than siRNA NC group (Figure 6E,F). The EdU assay indicated that the rate of the cells which were
in the cell division in circHIPK3 over-expression group was significantly more than pCD5ciR group,
the statistics of the cell proliferation rate of the circHIPK3 over-expression group were markedly
higher (Figure 6G). Conversely, knock-down of circHIPK3 decreased the numbers of EdU strained
cells dramatically (Figure 6H). In summary, these results demonstrated that circHIPK3 promoted the
proliferation of CPMs.

3.7. circHIPK3 Promotes the Differentiation of CPMs

As the miR-30a-3p had the effect on CPM differentiation, and miR-30a-3p could interact with
circHIPK3, we speculated that circHIPK3 might have the opposite effect on CPM differentiation.
To confirm our hypothesis, the expression profile of circHIPK3 was detected in the process of
differentiation in CPMs. Interestingly, the expression trend of circHIPK3 coincided with miR-30a-3p,
and it dramatically decreased in the DM phase compare to GM but raised gradually in DM4 (Figure 7A),
indicating that circHIPK3 may be related to the differentiation of CPMs. Then, the expression level
of the myoblast differentiation marker genes including MYOD, MYOG and MYHC were evaluated
by qPCR in CPMs transfected with circHIPK3 over-expression vector/pCD5ciR and siRNA/siRNA
NC. The expression levels of MYOG and MYHC but not MYOD were significantly increased in
CPMs transfected with the over-expression vector compare with the group transfected with pCD5ciR
(Figure 7B). On the contrary, knock-down of circHIPK3 significantly inhibited the expression of MYOD,
MYOG and MYHC compare with the siRNA NC group (Figure 7C). The relative protein level of MYHC
was also decreased after knock-down of circHIPK3 (Figure 7D). Moreover, MYHC immunofluorescence
staining was conducted on transfected differentiated CPMs at DM5. The results showed that the total
area of myotubes of si-circHIPK3-003 transfected group was notably less than that of siRNA NC group,
and the statistics of the myotube area rate of the si-circHIPK3-003 group were markedly lower than
that of siRNA NC group (Figure 7E). These results suggested that circHIPK3 had counteractive effect
of miR-30a-3p on CPM differentiation and knock-down of circHIPK3 suppressed the differentiation
of CPMs.
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Figure 6. circHIPK3 promotes the proliferation of CPMs. (A) The over-expression effect of circHIPK3
over-expression vector in CPMs. (B) The interference effects of three siRNAs of circHIPK3 in CPMs.
(C,D) Effect of circHIPK3 on cell-cycle progression of CPMs. The plot of cell-cycle analysis in different
cell-cycle phases was compared. (E,F) The growth curves of CPMs were measured after the transfection
of over-expression vector and siRNA of circHIPK3. (G,H) EdU assays for CPMs with over-expression
and inhibition of circHIPK3. In all panels, the values represent mean ± SEM from three independent
experiments. * p < 0.05; ** p < 0.01; *** p < 0.001.
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Figure 7. CircHIPK3 promotes the differentiation of CPMs. (A) The expression profile of circHIPK3 in
the process of CPMs induced differentiation. (B) The expression level of MYOD, MYOG and MYHC
in CPMs after over-expression of circHIPK3. (C) The expression of MYOD, MYOG and MYHC in
CPMs after knock-down of circHIPK3. (D) The protein level of MYHC in CPMs after knock-down of
circHIPK3. (E) Immunofluorescence analysis of MYHC-staining cells after knock-down of circHIPK3
in CPMs, * p < 0.05; ** p < 0.01; *** p < 0.001.

4. Discussion

Recently, circular RNAs have been identified as a new regulatory factor in multiple biological
processes in different kinds of species [18,22–24]. Generally, the expression pattern of circular RNAs
were corresponding to their linear parental transcript, the expression levels of circular RNAs were
lower and had less functions compare to the corresponding mRNA [25,26]. However, some circular
RNAs expressed independently high levels and exerted crucial roles in some special cell lines or
tissues [14,27]. Many studies proved that circular RNAs were differentially expressed in different
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muscle developmental stages and played crucial roles in muscle development [28]. Circular RNA
sequencing analysis, in different kinds of muscle cells or tissues, among many species, showed that
most of the circular RNAs were exonic circular RNAs and differentially expressed during aging [29,30].
Functional circular RNAs in myoblast differentiation play a role by acting as an miRNA sponge or
translating micropeptide [15,29,31,32]. Previous circular RNA sequencing data (GSE89355) showed that
circHIPK3 was differentially expressed in three stages of chicken muscle development and expressed
the highest level, while compared with the other ten circular RNAs, which was produced by chicken
HIPK3. In this study, we found that circHIPK3 maintained a high expression level in myoblast and
decreased sharply from DM1 to DM4, then the expression trend of circHIPK3 increased. This unique
expression pattern suggested that circHIPK3 may have an important impact on CPM proliferation
and differentiation.

MicroRNAs have been found to be widespread in various cell types or tissues and exerted
a regulatory role in biological development [33–35]. It exerted important functions in muscle
development and was associated with phenotypic changes in skeletal muscle [36,37]. miR-30a-3p
is an inhibitor of proliferation in cancer cells [11,12]. In chicken skeletal muscle development,
miR-30a-3p differentially expressed in three stages [38]. In this study, we demonstrated that miR-30a-3p
inhibited the proliferation of CPMs and suppressed the differentiation by inhibiting the expression
of MEF2C. According to the resources of microRNA viewer (http://people.csail.mit.edu/akiezun/
microRNAviewer/index.html) (Supplementary Figure), miR-30a-3p was conserved in multiple species.
The current study provided information to similar studies in other species.

Circular RNA that possesses miRNA response elements (MREs) is known to be a sponge for
miRNAs [39]. Previous studies confirmed that the miR-30a family could bind to circHIPK3 in mice [40].
Given the homology of circHIPK3 and miR-30a family, we found that circHIPK3 possessed three
potential binding sites for miR-30a-3p, through bioinformatic analyses by miRDB and RNAhybrid.
Then two methods were conducted and we confirmed there are interactions between circHIPK3 and
miR-30a-3p. Therefore, we hypothesized that circHIPK3 might play an opposite role of miR-30a-3p on
skeletal muscle development.

CircHIPK3 was found to be involved in cell proliferation by acting as a sponge of multiple
miRNAs, and HIPK3 gene could produce several circular RNAs with different types in previous
study [40,41]. miR-30a inhibited the proliferation by involving in different pathways in different kinds
of cells [11,42,43]. In this study, we found that circHIPK3 promoted the proliferation and differentiation
of CPMs by combing with miR-30a-3p. However, the underlying mechanism of miR-30a-3p retarding
the myoblast proliferation needs further investigation.

In conclusion, our results suggested that miR-30a-3p could inhibit the proliferation of CPMs and
repress the differentiation of CPMs by decreasing the expression of MEF2C, while circHIPK3 could
promote the proliferation and differentiation of CPMs by sponging miR-30a-3p.
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Abstract: It is well known that fibroblast growth factor receptor 2 (FGFR2) interacts with its ligand
of fibroblast growth factor (FGF) therefore exerting biological functions on cell proliferation and
differentiation. In this study, we first reported that the FGFR2 gene could generate a circular RNA
of circFGFR2, which regulates skeletal muscle development by sponging miRNA. In our previous
study of circular RNA sequencing, we found that circFGFR2, generated by exon 3–6 of FGFR2 gene,
differentially expressed during chicken embryo skeletal muscle development. The purpose of this
study was to reveal the real mechanism of how circFGFR2 affects skeletal muscle development
in chicken. In this study, cell proliferation was analyzed by both flow cytometry analysis of the
cell cycle and 5-ethynyl-2′-deoxyuridine (EdU) assays. Cell differentiation was determined by
analysis of the expression of the differentiation marker gene and Myosin heavy chain (MyHC)
immunofluorescence. The results of flow cytometry analysis of the cell cycle and EdU assays
showed that, overexpression of circFGFR2 accelerated the proliferation of myoblast and QM-7 cells,
whereas knockdown of circFGFR2 with siRNA reduced the proliferation of both cells. Meanwhile,
overexpression of circFGFR2 accelerated the expression of myogenic differentiation 1 (MYOD),
myogenin (MYOG) and the formation of myotubes, and knockdown of circFGFR2 showed contrary
effects in myoblasts. Results of luciferase reporter assay and biotin-coupled miRNA pull down
assay further showed that circFGFR2 could directly target two binding sites of miR-133a-5p and
one binding site of miR-29b-1-5p, and further inhibited the expression and activity of these two
miRNAs. In addition, we demonstrated that both miR-133a-5p and miR-29b-1-5p inhibited myoblast
proliferation and differentiation, while circFGFR2 could eliminate the inhibition effects of the two
miRNAs as indicated by rescue experiments. Altogether, our data revealed that a novel circular
RNA of circFGFR2 could promote skeletal muscle proliferation and differentiation by sponging
miR-133a-5p and miR-29b-1-5p.

Keywords: circular RNA; circFGFR2; FGFR2; miR-133a-5p; miR-29b-1-5p; skeletal muscle;
proliferation; differentiation

1. Introduction

Circular RNA is a large class of endogenous RNA with a covalently closed loop. It was actually
discovered in plants, mouse, and yeast twenty years ago [1–3]. However, it has been regarded as
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unvalued mis-splicing product of mRNA in the last decades as a few kinds and a small quantity of
circular RNAs have been found [4]. In addition, circular RNA has no 5′ caps and 3′ tails, and it could be
easily abandoned by traditional sequencing technology [5]. Fortunately, with the rapid development
of high throughput sequencing technology, the mysterious veil of circular RNA was revealed step
by step [6]. Large amounts of circular RNAs were discovered in many species, including human [7],
monkey [8], and pig [9].

Nowadays, circular RNA is considered as an up-rising star in the small RNAs interaction
network with regulatory potency [10]. The diverse functions of circular RNA act as miRNA sponge,
participating in regulating the expression of its own linear RNA in different ways [10,11], sequestering
proteins [12,13], coding protein in vitro [14–16], and deriving pseudogenes [17]. Acting as miRNA
sponge is a well-studied function of circular RNA, also known as a competing endogenous RNA
mechanism (ceRNA). The CeRNA mechanism is that messenger RNAs, transcribed pseudogenes,
and long noncoding RNAs competitively combine with the same miRNA response elements (MREs),
and then eliminate the inhibition of miRNA on their target genes. Circular RNA interacted with
miRNA are ubiquitous in a variety of tissues. A well-known example is that ciRS-7 has more than 70
highly conserved target sites of miR-7 and can extremely repress the activity of miR-7 [18]. This is the
strongest evidence for a circRNA function as the miRNA sponge has thrust circRNAs into the spotlight
and spurred a multitude of studies searching for functional circRNA sponges [19–21].

In previous work [22], we used leg muscle tissues of two female XingHua chickens from each at
days E11, E16, and P1 for circRNA sequencing to comprehensively identify stably expressed circRNAs
during skeletal muscle development at the embryonic stage. As a result, 13,377 potential circRNAs
were identified and abundantly expressed among different development stages. Furthermore,
the differentially expressed genes (DEGs) analysis showed 462 of them were differentially expressed at
different development stages. CircFGFR2 was one of the DEcircRNAs with high expression during
skeletal muscle development. Through divergent reverse-transcription PCR and RNase R treatment,
in previous work [22], we confirmed that circFGFR2 was a stable exonic circular RNA formed by
3–6 exons of fibroblast growth factor receptor 2 (FGFR2), with a length of 636 bp. As a member of
FGFRs family, FGFR2 interacts with fibroblast growth factor (FGF) to exert biological effects on cell
proliferation and differentiation as well as skeletal development [23]. The different expression level of
circRNAs implied that they could potentially regulate skeletal muscle development. We previously
revealed that circRBFOX2 could interact with miR-206 to regulate skeletal muscle cell proliferation
and differentiation [22]. Considering all of that, we assumed that circFGFR2 was another candidate
circRNA that probably affects skeletal muscle development.

In comparison to circular RNA, miRNAs are extremely well studied non-coding RNAs that
suppress protein expression by targeting the 3′-UTR (Untranslated Region) of their mRNA with
Argonaute effector protein [24,25]. The MiR-133 family has two members of miR-133a and miR-133b,
which are found to specifically express in skeletal muscle and cardiac [26]. MiR-133a-5p belongs to
the miR-133a cluster. Many studies have shown that miR-133 families are involved in regulating the
proliferation and differentiation of various kinds of skeletal muscle cells [27,28]. However, the role
of miR-133a-5p on skeletal muscle development has not been reported in poultry. MiR-29b-1-5p is
a mature miRNA and belongs to the miR-29b cluster of the miR-29 family. This family has other
clusters of miR-29a and miR-29c [29]. In chicken, the gga-miR-29b cluster contains gga-miR-29b-1-5p,
gga-miR-29b-2-5p, and gga-miR-1701. MiR-29s are efficient regulators in the process of cell
proliferation [30], differentiation [31], apoptosis [32–34] as well as DNA methylation [35,36] in different
cell types. In skeletal muscle, miR-29s could participate in regulating skeletal myogenesis through
different pathways. In mouse C2C12 cells, they could down-regulate Rybp (Ring1 and YY1-binding
Protein) [37], AKT serine/threonine kinase 3 (AKT3) [38], and histone deacetylase 4 (HDAC4) [39]
to regulate the differentiation of skeletal muscle cell. In addition, miR-29s were also related to some
muscle diseases, including muscle atrophy [40], dystrophic muscle pathogenesis [41], and Duchenne
muscular dystrophy [42]. Obviously, miR-29s play important roles in muscle development.
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In this study, we aim to investigate the effects of circFGFR2 on skeletal muscle cell development,
and to reveal its regulatory mechanism by interacting miR-133a-5p and miR-29b-1-5p.

2. Materials and Methods

2.1. Ethics Statement

This study was carried out in accordance with the principles of the Basel Declaration and
recommendations of the Statute on the Administration of Laboratory Animals, the South China
Agriculture University Institutional Animal Care and Use Committee. The protocol was approved
by the South China Agriculture University Institutional Animal Care and Use Committee (approval,
19 November 2017, ID: 2017046).

2.2. Primers

All primers used in this study were designed by Premier Primer 5.0 software (Premier Bio-soft
International, Palo Alto, CA, USA) and synthesized by Sangon (Sangon Biotech, Shanghai, China).
The detailed information of all primers is listed in Table 1.

Table 1. Primers used in this study.

Name Nucleotide Sequences (5′→3′) Annealing
Temperature (◦C)

Size Application

circFGFR2
F: ACATCGTATTGGCGGCTAT

60
267 qRT-PCR for

circFGFR2
R: ACCCCATCCTTAGTCCAAC

FGFR2-1
F: GTCCGCTGTATGTGATTGTAG

56
129 qRT-PCR for FGFR2

gene
R: TGAATGTCATCTGCTCCTCT

FGFR2-2 F: AGCCGCCAACCAAATACCAAATR:
CGACAACATCGAGATGGTAAGT 56 636

Amplification of the
whole linear sequence

of circFGFR2

MYOD
F: GCTACTACACGGAATCACCAAAT

58
200 qRT-PCR

R: CTGGGCTCCACTGTCACTCA

MYOG
F: CGGAGGCTGAAGAAGGTGAA

60
320 qRT-PCR

R: CGGTCCTCTGCCTGGTCAT

β-actin
F: ACCACAGGACTCCATACCCAAGAAAG

52–60
146 qRT-PCR

R: GCCGAGAGAGAAATTGTGCGTGAC

2.3. RNA Extraction, cDNA Synthesis and Quantitative Real-Time PCR

The total RNA was extracted from cells by using RNAiso reagent (TaKaRa, Otsu, Japan).
The quality and concentration of all obtained RNA samples were determined by 1.5% agarose gel
electrophoresis and evaluated for optical density 260/280 ratio by Nanodrop 2000 spectrophotometer
(Thermo, Waltham, MA, USA). For mRNA and circFGFR2 expression analysis, cDNA synthesis for
mRNA was performed using a PrimeScript RT Reagent Kit (Perfect Real Time) (TaKaRa, Otsu, Japan).
The β-actin gene was used as an internal control for quantitative real-time PCR (qRT-PCR) analysis.
The reverse transcription reaction for miRNA was performed using ReverTra Ace qPCR RT Kit (Toyobo,
Osaka, Japan). The specific Bulge-loop miRNA qRT-PCR Primer for miR-133a-5p, miR-29b-1-5p and
U6 were designed by RiboBio (RiboBio, Guangzhou, China). qRT-PCR was performed on a Bio-Rad
CFX96 Real-Time Detection System (Bio-Rad, Hercules, CA, USA) using iTaq™ Universal SYBR®

Green Supermix Kit (Bio-Rad, Hercules, CA, USA). Each sample was assayed in triplicate, following
the manufacturer’s instructions. The specificity of the product was evaluated by the melting curve,
and the quantitative values were obtained from the threshold PCR cycle number (Ct) at which the
increase in signal is associated with an exponential growth at which the PCR product starts to be
detected. The relative mRNA level in each sample was indicated by 2−ΔΔCt.
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2.4. RNA Oligonucleotides and Plasmids Construction

The gga-miR-133a-5p mimic, gga-miR-29b-1-5p mimic and mimic control duplexes, the 3′ end
biotinylated gga-miR-133a-5p, gga-miR-29b-1-5p and mimic control duplexes, siRNA target against
circFGFR2 (si-circFGFR2, 5′-CGATGTTGTCGAGCCGCCA-3′) and non-specific siRNA negative
control were synthesized by RiboBio (Guangzhou, China). For circFGFR2 overexpression plasmids
construction, the linear sequences of circFGFR2 was amplified by PCR with primer FGFR2-2, and the
cDNA template was synthesized from the RNA of chicken primary myoblast by RT-PCR. Then,
the obtained linear sequences were cloned into KpnI and BamHI restriction sites of a circular expression
vector-the pCD2.1-ciR vector (Geneseed Biotech, Guangzhou, China) according to the manufacturer’s
protocol, so as to generate the pCD2.1-circFGFR2 overexpression vector. For pmirGLO dual-luciferase
reporter construction: the whole linear sequences of circFGFR2 were cloned into XhoI and SalI
restriction sites of pmirGLO vector to generate the wild reporter vector (PGLO-WT reporter vector),
which includes the predicted binding sites of miR-133a-5p and miR-29b-1-5p. PGLO-MT1 and
PGLO-MT2 were two mutational reporter vectors of miR-133a-5p which were cloned into XhoI and SalI
restriction sites of pmirGLO vector by PCR mutagenesis. We changed one of miR-133a-5p binding
seed sequences from “CCAG” to “TTGA” in PGLO-MT1, while in PGLO-MT2 we changed another
miR-133a-5p binding seed sequence (which included the binding site of miR-29b-1-5p) from “CCAG”
to “GTTG”. All luciferase reporters were constructed by Hongxun Biotech (Suzhou, China).

2.5. Cell Culture

Chicken embryo fibroblast cell line (DF-1) cells were cultured in high-glucose Dulbecco’s
modified Eagle’s medium (Gibico, Grand Island, NY, USA) with 10% (v/v) fetal bovine serum
(FBS) (Gibco, Grand Island, NY, USA) and 0.2% penicillin/streptomycin (Invitrogen, Carlsbad, CA,
USA). Quail muscle cell line (QM-7) cells were cultured in high-glucose M199 medium (Gibco, USA)
with 10% (v/v) FBS, 10% tryptose phosphate broth solution (Sigma, Louis, MO, USA) and 0.2%
penicillin/streptomycin (Invitrogen, Carlsbad, CA, USA). Chicken primary myoblasts were isolated
from the leg muscles of 11-day embryo age (E11) chickens. Leg tissues were collected from E11 chickens
by completely removing skin and bones. Leg muscle was minced into sections of approximately 1 mm
with scissors and then digested with 0.25% trypsin (Gibco, Grand Island, NY, USA) at 37 ◦C in a
shaking water bath (90 oscillations/min) for 20 min. Digestions were terminated by adding equal
values of complete medium-(RPMI)1640 medium with 20% FBS, 1% nonessential amino acids and
0.2% penicillin/streptomycin (Invitrogen, Carlsbad, CA, USA). The mixture was filtered through a
nylon mesh with 70 mm pores (BD Falcon, Greiner, Germany). The filtered cells were centrifuged at
500× g for 5 min, and maintained in complete medium at 37 ◦C in a 5% CO2, humidified atmosphere.
Serial plating was performed to enrich myoblasts and to remove fibroblasts.

2.6. Transfections

Transfections were performed with Lipofectamine 3000 reagent (Invitrogen, Carlsbad, CA, USA)
according to the manufacturer’s instruction. Nucleic acids were diluted in OPTI-MEM Medium (Gibco,
Grand Island, NY, USA).

2.7. 5-Ethynyl-2′-Deoxyuridine (EdU) Assays

After cells were transfected for 48 h, myoblasts were exposed to 50 μM 5-ethynyl-2′-deoxyuridine
(EdU) (RiboBio, Guangzhou, China) for 2 h at 37 ◦C. Next, the cells were fixed in 4% paraformaldehyde
(PFA) for 30 min and 2 mg/mL glycine solution was used to neutralize the 4% PFA. Cells were, then,
permeabilized with 0.5% Triton X-100. Subsequently, 1× Apollo reaction cocktail (RiboBio, Guangzhou,
China) was added to the cells and incubated for 30 min. The cells were stained with Hoechst 33342 for
30 min for DNA content analysis. Finally, the EdU-stained cells were visualized under a fluorescence
microscope (Nikon, Tokyo, Japan or Leica, Wetzlar, Germany). The analysis of myoblast proliferation
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(ratio of EdU+ to all myoblasts) was performed using images of randomly selected fields obtained on
the fluorescence microscope.

2.8. Flow Cytometry Analysis of the Cell Cycle

Myoblast cultures in growth medium (GM) were collected after a 48 h or 36 h-transfection and
then fixed in 70% ethanol overnight at −20 ◦C. After incubation in 50 μg/mL propidium iodide (PI)
(Sigma, Louis, MO, USA) containing 10 μg/mL RNase A (TaKaRa, Otsu, Japan) and 0.2% (v/v) Triton
X-100 (Sigma, Louis, MO, USA) for 30 min at 4 ◦C, the cells were analyzed by using a BD AccuriC6
flow cytometer (BD Biosciences, San Jose, CA, USA) and FlowJo7.6 software (Treestar Incorporated,
Ashland, OR, USA).

2.9. Immunofluorescence

For immunofluorescence, cells were seeded in 24-well plates. After transfection for 48 h, cells were
fixed in 4% formaldehyde for 20 min then washed three times with PBS for 5 min. Subsequently,
the cells were permeabilized by adding 0.1% Triton X-100 for 5 min and blocked with goat serum for
30 min. After incubation with MyHC (B103; DSHB, Iowa City, IA, USA; 0.5 μg/mL) at 37 ◦C for 2 h,
the Fluorescein (FITC)-conjugated AffiniPure Goat Anti-Mouse IgG (H + L) (Bioworld, Minneapolis,
MN, USA; 1:200) or FITC (Bioworld, Minneapolis, MN, USA; 1:50) was added and the cells were
incubated at room temperature for 1 h. The cell nuclei were stained with 4′,6-diamidino-2-phenylindole
(DAPI, Beyotime, Shanghai, China; 1:50) for 5 min. Images were obtained with a fluorescence
microscope (Leica, Wetzlar, Germany). The area of cells labeled with anti-MyHC was measured
by using ImageJ software (National Institutes of Health, Bethesda, MD, USA), and the total myotube
area was calculated as a percentage of the total image area covered by myotubes.

2.10. Luciferase Reporter Assay

To investigate the binding sites of circFGFR2 with miR-133a-5p/miR-29b-1-5p, DF-1 cells were
seeded in 96-well plates and then co-transfected with 100 ng of PGLO-WT reporter vector or mutant
vectors PGLO-MT1 or PGLO-MT2, and 50 nM of miR-133a-5p/miR-29b-1-5p mimics or mimic control
duplexes by using Lipofectamine 3000 reagent (Invitrogen, Carlsbad, CA, USA). To investigate
whether circFGFR2 could inhibit the activity of miR-133a-5p/miR-29b-1-5p, DF-1 cells were seeded
in 96-well plates and then co-transfected with 100 ng of PGLO-WT reporter vector or circFGFR2
overexpression vector, and 50 nM of miR-133a-5p/miR-29b-1-5p mimics or mimic control duplexes
by using Lipofectamine 3000 reagent (Invitrogen, Carlsbad, CA, USA). After 48 h post transfection,
luciferase activity analysis was performed using a Fluorescence/Multi-Detection Microplate Reader
(BioTek, Winooski, VT, USA) and a Dual-GLO® Luciferase Assay System Kit (Promega, Madison, WI,
USA). Firefly luciferase activities were normalized to Renilla luminescence in each well.

2.11. Biotin-Coupled miRNA Pull Down Assay

Transfection procedure: the 100 nM of 3′ end biotinylated miR-133a-5p, miR-29b-1-5p or mimic
NC (RiboBio, Guangzhou, China) were transfected into QM-7 cells along with 30 μg circFGFR2
expression vector in T75 cell culture bottle. At 24 h after transfection, the cells were harvested and
washed in PBS, then lysed in lysis buffer. A total of 100 μL washed streptavidin magnetic beads were
blocked for 2 h and then added to each reaction tube to pull down the biotin-coupled RNA complex.
All the tubes were incubated for 4 h on a rotator at a low speed (10 r/min). The beads were washed
with lysis buffer five times and RNAiso reagent (TaKaRa, Otsu, Japan) was used to recover RNAs
specifically interacting with miRNA. The abundance of circFGFR2 in bound fractions was evaluated
by qRT-PCR analysis.
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2.12. Statistical Analysis

In all panels, results are expressed as the mean ± S.E.M. of three independent experiments. For two
group comparison analysis, statistical significance of differences between means was analyzed by
unpaired Student’s t-test. For multiple comparison analysis, data were analyzed by one-way ANOVA
followed by both least significant difference (LSD) and Duncan test through Statistical Package for
the Social Sciences software (SPSS 17.0, Chicago, IL, USA). We considered p < 0.05 to be statistically
significant. * p < 0.05; ** p < 0.01. NC, negative control.

3. Results

3.1. CircFGFR2 Promotes Myoblast Proliferation

To investigate the role of circFGFR2 in skeletal muscle cell proliferation, we conducted
overexpression and knocked down experiments by transfecting circFGFR2 overexpression vector
and siRNAs (pCD2.1-circFGFR2 and si-circFGFR2) into chicken primary myoblast and QM-7
cell. The relative expression of circFGFR2 was detected after 48 h post transfection by qRT-PCR.
Result showed that both the effect of overexpression and knockdown had reached a significant
level in both myoblast and QM-7 cell (Figure 1A–D), and si-circFGFR2 specifically downregulated
the expression of circFGFR2 but not linear mRNA of FGFR2 (Figure 2B). Furthermore, we detected
the proliferation process of both chicken primary myoblast and QM-7 cell by flow cytometry for
cell cycle analysis and 5-ethynyl-2′-deoxyuridine (EdU) incorporation assays after transfecting
with pCD2.1-circFGFR2/pCD2.1-ciR, or si-circFGFR2/control. Cell cycle analysis showed that
overexpression of circFGFR2 increased the cell population in S phase and decreased the cell
population in G1/0 and G2/M phases (Figure 1E) while knockdown of circFGFR2 decreased
the cell population in S phase and increased the cell population in G1/0 phase, as observed in
chicken primary myoblast (Figure 1F). Meanwhile, the result of EdU strain assay showed that there
were significantly more cells in the pCD2.1-circFGFR2 transfected group than in the control group
(Figure 1G,H), whereas knockdown of circFGFR2 significantly decreased the numbers of EdU strained
cells (Figure 1G,I). These results indicated that circFGFR2 could promote the proliferation rate of
chicken primary myoblast. As expected, we obtained similar results in QM-7 cell (Figure 1J–N).
These results suggested that circFGFR2 could significantly promote the proliferation of myoblast and
QM-7 cell.

3.2. CircFGFR2 Promotes Myoblast Differentiation

Myogenesis is a complex process including myoblast proliferation, differentiation and myotube
formation and is controlled by myogenic regulatory factors (MRFs), MYOD, MYOG, myogenic
factor 5 (Myf5), and myogenic factor 6 (Myf6, also known as myogenic regulatory factor 4, MRF4).
These factors activate muscle-specific genes to coordinate myoblasts to terminally withdraw from
the cell cycle and subsequently fuse into multinucleated myotubes [43]. Following proliferation,
the initiation of terminal differentiation and fusion begins with the expression of myogenin,
which together with MYOD, activates the muscle specific structural and contractile genes to stimulate
myoblast differentiation [44]. To address the potential role of circFGFR2 in primary myoblast
differentiation, the expression of differentiation marker genes, including MYOG and MYOD were
analyzed by qRT-PCR after transfecting with pCD2.1-circFGFR2/pCD2.1-ciR, or si-circFGFR2/control.
Result showed that overexpression of circFGFR2 significantly promoted the expression of MYOD and
MYOG while knockdown of circFGFR2 significantly inhibited the expression of MYOD and MYOG
(Figure 2A,B). It indicated that circFGFR2 may promote chicken primary myoblast differentiation.
Subsequently, we induced chicken primary myoblast differentiation in vitro, as soon as the muscle
cells started to differentiate into myotubes (the first day of differentiation, DM1), we transfected them
with pCD2.1-circFGFR2/pCD2.1-ciR. MyHC immunofluorescence staining was carried out on the
differentiated myoblasts after 36 h post transfection (DM3). According to the immunofluorescence
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staining, we found that the areas of myotubes of pCD2.1-circFGFR2 transfected group were
prominently greater than that of the control group (Figure 2C,D). Conversely, the areas of myotubes in
the si-circFGFR2 transfected group were lower than that of the control group (Figure 2E,F). The result
showed that circFGFR2 could promote the formation of myotubes and promote the early differentiation
of chicken primary myoblast.

Figure 1. CircFGFR2 promotes myoblast proliferation. (A,B) The relative expression of circFGFR2 after
transfected chicken primary myoblasts with 1 μg pCD2.1-circFGFR2 or 50 nM si-circFGFR2 for 48 h.
(C,D) The relative expression of circFGFR2 after transfected QM-7 cells with 1 μg pCD2.1-circFGFR2 or
50nM si-circFGFR2 for 48 h. (E,F) Cell cycle analysis of chicken primary myoblasts transfected with
1 μg circFGFR2 pCD2.1-circFGFR2 or 50 nM si-circFGFR2 for 36 h. (G) 5-ethynyl-2′-deoxyuridine
(EdU) assays for chicken primary myoblasts transfected with 1 μg circFGFR2 pCD2.1-circFGFR2 or
50 nM si-circFGFR2 for 36 h. (H,I) The percentage of EdU-stained chicken primary myoblasts after
overexpression or knockdown of circFGFR2 for 36 h. (J,K) Cell cycle analysis of QM-7 cells transfected
with 1 μg circFGFR2 pCD2.1-circFGFR2 or 50 nM si-circFGFR2 for 48 h. (L) EdU assays for QM-7
cells transfected with 1 μg circFGFR2 pCD2.1-circFGFR2 or 50 nM si-circFGFR2 for 48 h. (M,N) The
percentage of EdU-stained chicken primary myoblasts after overexpression or knockdown of circFGFR2
for 48 h. In all panels, the results are shown as mean ± S.E.M., and the data are represented by three
independent assays. Statistical significance of differences between means was assessed using an
unpaired Student’s t-test (* p < 0.05; ** p < 0.01).
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Figure 2. CircFGFR2 promotes myoblast differentiation. (A) Overexpression of circFGFR2 promotes
mRNA expression of MYOD and MYOG. (B) Knockdown of circFGFR2 inhibits the mRNA expression
of MYOD and MYOG. (C,D) Overexpression of circFGFR2 facilitates the formation of myotubes.
(E,F) Down-regulation of circFGFR2 suppresses the formation of myotubes. In all panels, data are
presented as mean ± S.E.M. of three biological replicates. Statistical significance of differences between
means was assessed using an unpaired Student’s t-test (* p < 0.05; ** p < 0.01).

3.3. CircFGFR2 Interacts with miR-133a-5p and miR-29b-1-5p, and Inhibits the Expression of miR-133a-5p
and miR-29b-1-5p in Myoblast

Circular RNA has been shown to act as miRNA sponge and circFGFR2 could promote myoblast
proliferation and differentiation. We hypothesized that circFGFR2 exerts function by acting as
miRNA sponge as well as regulating the expression of miRNA. To screen potential miRNAs
that bind to circFGFR2, we used RNAhybrid to conduct the putative combination site between
circFGFR2 and miR-133a-5p/miR-29b-1-5p. Interestingly, we found that circFGFR2 has two potential
miR-133a-5p binding sites (binding site 1and binding site 2) and one potential miR-29b-1-5p binding
site. The potential miR-29b-1-5p binding site shares six of seven nucleotides with the binding site 2 of
miR-133a-5p. The mature sequence of miR-133a-5p/miR-29b-1-5p and the predicted binding sites of
these two miRNAs are shown in Figure 3A–D.
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Figure 3. CircFGFR2 sponges with miR-133a-5p and miR-29b-1-5p, and inhibits the expression
of miR-133a-5p and miR-29b-1-5p in myoblast. (A–C) The potential binding sites of miR-133a-5p
and miR-29b-1-5p in circFGFR2. The mutant sequences in binding sites are highlighted in red.
(D) A schematic drawing showing the putative binding sites of miR-133a-5p/miR-29b-1-5p associated
with circFGFR2. (E,F) Luciferase assay was conducted by co-transfecting wild type or mutant
linear sequence of circFGFR2 with miR-133a-5p/miR-29b-1-5p mimic or mimic-NC in DF-1 cells.
(G,H) Luciferase assay was conducted by co-transfecting wild type circFGFR2 linear sequence
and miR-133a-5p/miR-29b-1-5p mimic or mimic-NC and with circFGFR2 overexpression vector
(pCD2.1-circFGFR2) or empty vector (pCD2.1-ciR). (I) Biotin-coupled miRNA pull down assay from the
myoblast lysates after transfection with 3′ end biotinylated miR-133a-5p, miR-29b-1-5p or mimic NC.
The expression level of circFGFR2 was quantified by qRT–PCR, and fold enrichment in the streptavidin
captured fractions are plotted. (J,K) qRT–PCR analysis of the relative expression of miR-133a-5p and
miR-29b-1-5p after overexpression or inhibition of circFGFR2. In all panels, results are expressed as
the mean ± S.E.M. of three independent experiments. For two group comparison analysis, statistical
significance of differences between means was analyzed by unpaired Student’s t-test. For multiple
comparison analysis, data were analyzed by one-way ANOVA followed by both least significant
difference (LSD) and Duncan test through SPSS software. We considered p < 0.05 to be statistically
significant. * p < 0.05; ** p < 0.01. NC, negative control.

To investigate the binding site of circFGFR2 with miR-133a-5p/miR-29b-1-5p, we constructed
a dual-luciferase reporter by inserting the wild type (WT) or mutant (MT) linear sequence of
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circFGFR2 into the 3′ end of firefly luciferase of pmirGLO (PGLO) luciferase vector to generate a
wild type reporter (PGLO-WT) and two mutant reporters (PGLO-MT1 and PGLO-MT2). PGLO-MT1
vector contains the mutated seed sequences for the binding site 1 of mir-133a-5p, and PGLO-MT2
contains the mutated seed sequence for miR-133a-5p binding site 2 and miR-29b-1-5p binding site.
The mutant sequences are shown in Figure 3A–C. Then DF-1 cells were co-transfected with PGLO-WT,
PGLO-MT1/PGLO-MT2/PGLO luciferase vector and co-transfected with miR-133a-5p/miR-29b-1-5p
mimic/control duplexes, respectively. The relative luciferase activity in DF-1 cell line was significantly
decreased when miR-133a-5p/miR-29b-1-5p mimic were co-transfected with PGLO-WT reporter
(Figure 3E,F) compared with the miR-133a-5p/miR-29b-1-5p mimic and their correspondent mutant
reporter co-transfected group. This result demonstrated that miR-133a-5p and miR-29b-1-5p could
really combine with the predicted binding sites and miR-133a-5p could combine with both binding
site 1 and site 2.

To study the effect of circFGFR2 on the activity of miR-133a-5p/miR-29b-1-5p, we conducted
another luciferase reporter assay by co-transfected pCD2.1-circFGFR2 (circFGFR2 overexpression
vector)/pCD2.1-ciR (the empty overexpression vector), miR-133a-5p/miR-29b-1-5p/mimic NC with
PGLO-WT reporter vector. Luciferase reporter assay showed that the relative luciferase activity
was significantly decreased when cells were co-transfected miR-133a-5p/miR-29b-1-5p mimic with
PGLO-WT reporter, while the relative luciferase activity was significantly increased when cells
were co-transfected the miR-133a-5p/miR-29b-1-5p mimic with pCD2.1-circFGFR2 (Figure 3G,H).
It suggested that circFGFR2 could combine with exogenetic miR-133a-5p and miR-29b-1-5p and
eliminate the activity of both miRNAs.

Subsequently, we also conducted biotin-coupled miRNA pull down assay to further confirm the
interaction between circFGFR2 and miR-133a-5p/miR-29b-1-5p by using biotin-coupled miR-133a-5p
and miR-29b-1-5p mimics. Compared with the negative control, we observed more than 8-fold
enrichment of circFGFR2 in miR-133a-5p-captured fraction and more than 5-fold enrichment of
circFGFR2 in miR-29b-1-5p-captured fraction (Figure 3I), which demonstrated that circFGFR2
could directly sponge miR-133a-5p and miR-29b-1-5p. The greater enrichment observed in
miR-133a-5p-captured fraction is probably due to the fact that circFGFR2 contained two binding
sites for miR-133a-5p but only one for miR-29b-1-5p.

In addition, the qRT-PCR result showed that overexpression of circFGFR2 could significantly
decrease the expression of miR-133a-5p and miR-29b-1-5p (Figure 3J), while knockdown of circFGFR2
could up-regulate the expression of miR-133a-5p and miR-29b-1-5p in chicken primary myoblast
(Figure 3K).

3.4. MiR-133a-5p and miR-29b-1-5p Inhibit Myoblast Proliferation

As circFGFR2 had an effect on myoblast proliferation, we also confirmed that circFGFR2
could inhibit the expression and activity of miR-133a-5p and miR-29b-1-5p. We speculated that
miR-133a-5p and miR-29b-1-5p had a potential effect on myoblast proliferation. To confirm our
hypothesis, we synthesized miR-133a-5p and miR-29b-1-5p mimic. In chicken primary myoblast,
we detected the expression of miR-133a-5p and miR-29b-1-5p after transfected chicken primary
myoblast with 50 nM miR-133a-5p or miR-29b-1-5p mimic for 48 h. The expression of miR-133a-5p or
miR-29b-1-5p was significantly increased by mimic (Figure 4A,B). Subsequently, in chicken primary
myoblast, flow cytometry analysis showed that overexpression of miR-133a-5p or miR-29b-1-5p could
prominently increase the numbers of cells that progressed to G0/G1 and reduced the numbers of S
phase cells (Figure 4C,D). Meanwhile, we found similar results in QM-7 cells as indicated by cycle
analysis. MiR-133a-5p or miR-29b-1-5p overexpression significantly increased the number of QM-7
cells that progressed to G0/G1 and reduced the number of S phase cells (Figure 4E,F). Furthermore,
the EdU assay demonstrated that overexpression of miR-133a-5p and miR-29b-1-5p dramatically
decreased the numbers of EdU strained cells (Figure 4G–J) in both chicken primary myoblast and
QM-7 cell, which indicated that miR-133a-5p and miR-29b-1-5p could inhibit the proliferation rate
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of skeletal muscle cells. These results revealed that miR-133a-5p and miR-29b-1-5p could suppress
myoblast proliferation.

 

Figure 4. miR-133a-5p and miR-29b-1-5p inhibit myoblast proliferation. (A,B) The relative expression
of miR-133a-5p and miR-29b-1-5p after transfected chicken primary myoblast with 50 nM miR-133a-5p
and miR-29b-1-5p mimic for 48 h. (C,D) Cell cycle analysis of chicken primary myoblasts transfected
with 50 nM miR-133a-5p and miR-29b-1-5p mimic for 36 h. (E,F) Cell cycle analysis of QM-7 cell
transfected with 50 nM miR-133a-5p and miR-29b-1-5p mimic for 48 h. (G,H) EdU assay of chicken
primary myoblasts transfected with 50 nM miR-133a-5p or miR-29b-1-5p mimic for 36 h. (I,J) EdU
assay of QM-7 cell transfected with 50 nM miR-133a-5p or miR-29b-1-5p mimic for 48 h. In all panels,
results are expressed as the mean ± S.E.M. of three independent experiments, and statistical significance
of differences between means was assessed using an unpaired Student’s t-test (* p < 0.05; ** p < 0.01).
NC, negative control.

3.5. CircFGFR2 Eliminates the Inhibition Effect of miR-133a-5p and miR-29b-1-5p on Myoblast Proliferation

Considering the interaction between circFGFR2 and miR-133a-5p/miR-29b-1-5p,
rescue experiments were conducted by co-transfecting circFGFR2 with miR-133a-5p/miR-29b-1-5p
mimics to assess whether the inhibition on proliferation of two miRNAs could be blocked by circFGFR2
overexpression. As expected, flow cytometry analysis and EdU assay confirmed that circFGFR2
could eliminate the inhibition from overexpressed miR-133a-5p (Figure 5A–F) or miR-29b-1-5p on the
proliferation of both chicken primary myoblast and QM-7 cell (Figure 5G–L).
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Figure 5. CircFGFR2 eliminates the inhibition effect of miR-133a-5p and miR-29b-1-5p on myoblast
proliferation. (A) Cell cycle analysis of chicken primary myoblasts after co-transfection with the listed
nucleic acids (miR-133a-5p, circFGFR2 overexpression vector and miR-133a-5p, empty overexpression
vector and mimic NC, respectively) for 36 h. (B,C) EdU assays of chicken primary myoblasts after
co-transfection with the listed nucleic acids (miR-133a-5p, circFGFR2 overexpression vector and
miR-133a-5p, empty overexpression vector and mimic NC, respectively) for 36 h. (D) Cell cycle analysis
of QM-7 cells after co-transfection with the listed nucleic acids (miR-133a-5p, circFGFR2 overexpression
vector and miR-133a-5p, empty overexpression vector and mimic NC, respectively) for 48 h. (E,F)
EdU assays of QM-7 cells after co-transfection with the listed nucleic acids (miR-133a-5p, circFGFR2
overexpression vector and miR-133a-5p, empty overexpression vector and mimic NC, respectively)
for 48 h. (G) Cell cycle analysis of chicken primary myoblasts after co-transfection with the listed
nucleic acids (miR-29b-1-5p, circFGFR2 overexpression vector and miR-29b-1-5p, empty overexpression
vector and mimic NC, respectively) for 36 h. (H,I) EdU assays of chicken primary myoblasts after
co-transfection with the listed nucleic acids (miR-29b-1-5p, circFGFR2 overexpression vector and
miR-29b-1-5p, empty overexpression vector and mimic NC, respectively) for 36 h. (J) Cell cycle analysis
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of QM-7 cells after co-transfection with the listed nucleic acids (miR-29b-1-5p, circFGFR2 overexpression
vector and miR-29b-1-5p, empty overexpression vector and mimic NC, respectively) for 48 h. (K,L)
EdU assays of QM-7 cells after co-transfection with the listed nucleic acids (miR-29b-1-5p, circFGFR2
overexpression vector and miR-29b-1-5p, empty overexpression vector and mimic NC, respectively)
for 48 h. In all panels, results are expressed as the mean ± S.E.M. of three independent experiments.
For two group comparison analysis, statistical significance of differences between means was analyzed
by unpaired Student’s t-test. For multiple comparison analysis, data were analyzed by one-way
ANOVA followed by both least significant difference (LSD) and Duncan test through SPSS software.
We considered p < 0.05 to be statistically significant. * p < 0.05; ** p < 0.01. NC, negative control.

3.6. miR-133a-5p and miR-29b-1-5p Repress Myoblast Differentiation

To unveil the potential roles of miR-133a-5p and miR-29b-1-5p in chicken primary
myoblast differentiation, the expression of the myoblast differentiation marker genes including
MYOG and MYOD were evaluated by qRT-PCR in myoblast transfected with miR-133a-5p or
miR-29b-1-5p. Overexpression of miR-133a-5p notably inhibited the expression of MYOD and
MYOG, and overexpression of miR-29b-1-5p could also inhibit the expression of MYOD and
MYOG (Figure 6A,B). Furthermore, we synthesized miR-133a-5p and miR-29b-1-5p inhibitor to
down-regulate the expression of miR-133a-5p or miR-29b-1-5p, and we found that down-regulation
of miR-133a-5p or miR-29b-1-5p accelerated the expression of MYOD and MYOG (Figure 6C,D).
Subsequently, we induced chicken primary myoblast differentiation in vitro, and we transfected them
with miR-133a-5p or miR-29b-1-5p mimic/inhibitor at DM1. MyHC immunofluorescence staining was
carried out on the transfected differentiated myoblasts at DM3. According to immunofluorescence
staining, we found that the total areas of myotubes of miR-133a-5p or miR-29b-1-5p mimic transfected
group were prominently less than that of the control group (Figure 6E,F). On the contrary, the areas of
myotubes in miR-133a-5p or miR-29b-1-5p (Figure 6G,H) inhibitor transfected group were more than
that of the control group. The results demonstrated that miR-133a-5p and miR-29b-1-5p could repress
chicken primary myoblast differentiation.

3.7. CircFGFR2 Eliminates the Inhibition Effect of miR-133a-5p and miR-29b-1-5p on Myoblast Differentiation

We further performed a rescue experiment to investigate whether the suppressing effects
of miR-133a-5p and miR-29b-1-5p on myoblast differentiation could be eliminated by circFGFR2
overexpression. As shown in Figure 7A, the expressions of MYOD and MYOG in miR-133a-5p
and circFGFR2 co-transfected group were dramatically elevated compared with the miR-133a-5p
transfected group. For miR-29b-1-5p, circFGFR2 also eliminated its repression effect on MYOD and
MYOG (Figure 7B). Further MyHC immunofluorescence showed that overexpression of circFGFR2
eliminated the inhibition on myotube formation at DM3 caused by either miR-133a-5p or miR-29b-1-5p
(Figure 7C–F). Taken together, these results demonstrated that circFGFR2 could eliminate the inhibition
effect of miR-133a-5p and miR-29b-1-5p on myoblast differentiation.
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Figure 6. miR-133a-5p and miR-29b-1-5p repress myoblast differentiation. (A,B) Overexpression
of miR-133a-5p and miR-29b-1-5p reduced the expression of MYOD and MYOG. (C,D) Inhibition
of miR-133a-5p and miR-29b-1-5p accelerated the expression of MYOD and MYOG.
(E,F) Immunofluorescence analysis of MyHC-staining cells after overexpression miR-133a-5p
or miR-29b-1-5p. (G,H) Immunofluorescence analysis of MyHC-staining cells after down-regulation
of miR-133a-5p or miR-29b-1-5p. In all panels, results are expressed as the mean ± S.E.M. of three
independent experiments, and statistical significance of differences between means was assessed using
an unpaired Student’s t-test (* p < 0.05; ** p < 0.01). NC, negative control.
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Figure 7. CircFGFR2 eliminates the inhibition effect of miR-133a-5p and miR-29b-1-5p on myoblast
differentiation. (A) The mRNA expression of MYOD and MYOG of chicken primary myoblasts
after co-transfection with the listed nucleic acids (miR-133a-5p, circFGFR2 overexpression vector and
miR-133a-5p, empty overexpression vector and mimic NC, respectively). (B) The mRNA expression
of MYOD and MYOG of chicken primary myoblasts after co-transfection with the listed nucleic
acids (miR-29b-1-5p, circFGFR2 overexpression vector and miR-29b-1-5p, empty overexpression
vector and mimic NC, respectively). (C,D) The myotube area of chicken primary myoblasts after
co-transfection with the listed nucleic acids (miR-133a-5p, circFGFR2 overexpression vector and
miR-133a-5p, empty overexpression vector and mimic NC, respectively). (E,F) The myotubes area
of chicken primary myoblasts after co-transfection with the listed nucleic acids (miR-29b-1-5p,
circFGFR2 overexpression vector, and miR-29b-1-5p, empty overexpression vector and mimic NC,
respectively). In all panels, results are expressed as the mean ± S.E.M. of three independent experiments,
and statistical significance of differences between means were analyzed by one-way ANOVA followed
by both least significant difference (LSD) and Duncan test through SPSS software. We considered
p < 0.05 to be statistically significant. * p < 0.05; * p < 0.01. NC, negative control.
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4. Discussion

In recent years, circular RNAs have been successfully identified in various cell types across
different species [7,9]. They have shown features of dynamic and tissue-specific expression,
which indicate a distinct function in diverse tissues [45,46]. CircFGFR2 is a highly expressed
DGcircRNA among millions of circRNAs during embryonic muscle development according to our
previous circRNA sequencing results [22], which indicates that it has a potential effect in regulating
skeletal muscle development. Here we primarily confirmed that circFGFR2 has a crucial function on
skeletal muscle development. In both chicken primary myoblast and QM-7 cell, cell cycle analysis
demonstrated that overexpression of circFGFR2 could significantly increase the cell numbers in S
phase and reduce the cell numbers in G0/G1 phase, while downregulation of circFGFR2 showed the
opposite effects. In addition, EdU incorporation assay confirmed that circFGFR2 elevated the cell
proliferation rate as shown by overexpression and knockdown of circFGFR2. The results strongly
supported that circFGFR2 could promote skeletal muscle cell proliferation. Skeletal myogenesis
comes after cell cycle termination, which is coordinated by various regulatory transcription factors,
including MYOD, MYOG, myogenic factor 5 (Mrf5), the muscle regulatory factor 4 (Mrf4), and myocyte
enhancer factor-2 (Mef2) families [47,48]. MYOD and MYOG can regulate most myogenesis-related
genes thus facilitating myoblast differentiation into myotubes [49,50]. MyHC is a differentiation
marker gene of muscle and forms the backbone of the sarcomere thick filaments [51]. The circFGFR2
exerts a function in skeletal muscle cell proliferation, we detected whether circFGFR2 was also
involved in skeletal muscle cell differentiation by monitoring the impact of circFGFR2 on the
expression of MYOD and MYOG. As expected, circFGFR2 could promote the expression of MYOD and
MYOG. MyHC immunofluorescence suggested that circFGFR2 accelerated the formation of myotubes,
which confirmed another important role of circFGFR2 in skeletal muscle cell, i.e., it can facilitate
myoblast differentiation.

Circular RNA is known to be a functional molecule transcribed from protein-encoding genes
which contain MREs like other mRNAs or lncRNAs [52]. However, circular RNA was capable of
escaping from degradation as it has no poly A tail could not be recognized by exonuclease compared
with mRNAs or lncRNAs [5]. In addition, the expression level of some circular RNAs were not lower
than their linear mRNAs [53]. Based on that advantage, they are efficient to act as ceRNA, which are
enriched for stable miRNA binding sites and regulate the activity of miRNA. Bioinformatics technology
is universally applicable for the analysis of the binding relationship of ceRNA and miRNA [54].
In this study, using the bioinformatics program RNAhybrid, we found that circFGFR2 had two
possible binding sites for miR-133a-5p and one site for miR-29b-1-5p. Subsequently, we confirmed
that miR-133a-5p and miR-29b-1-5p were actually combined with the predicated sites of circFGFR2
but not with FGFR2 mRNA as indicated by two dual-luciferase reporter assays. Biotin-coupled
miRNA pull down is an efficient method to verify the combined relationship between circular RNA
and miRNA [18,19,55]. In this study, biotin-miR-133a-5p and biotin-miR-29b-1-5p were efficient
in enriching circFGFR2, and overexpression of circFGFR2 significantly inhibits the expression of
miR-133a-5p and miR-29b-1-5p which confirm the interacted relationship between circFGFR2 and
miR-133a-5p/miR-29b-1-5p.

miR-133a-5p and miR-29b-1-5p belong to two miRNA families, miR-133 and miR-29, respectively.
These two families have been well-studied miRNAs, and found to be involved in skeletal muscle cell
proliferation and differentiation [27,38,56]. In mouse C2C12 cell line, miR-133 which contain a seed
sequence of “UUGGUCC” could promote myoblast differentiation and inhibit cell proliferation,
and miR-29 which contains a seed sequence of “AGCACCA” could reduce proliferation and
facilitate differentiation [28,56]. The roles of miR-133a-5p and miR-29b-1-5p in avian skeletal muscle
development still remain unclear. Here we first reported that miR-133a-5p and miR-29b-1-5p could
repress the proliferation and differentiation of skeletal muscle cell. The roles of these two miRNAs were
different from the studied miR-133 and miR-29 in mouse. We compared the sequence of miR-133a-5p
and miR-29b-1-5p with other miR-133s and miR-29s in both chicken and mouse, and found that the
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mature sequences of gga-miR-133a-5p and gga-miR-29b-1-5p were different from the studied miR-133
and miR-29. Since the seed sequence was different, and miRNA exerts function by targeting the 3′-UTR
of their target genes, it is possibly that the function of gga-miR-133a-5p and gga-miR-29b-1-5p was
different from the miR-133 and miR-29 which have been studied in mouse. On the other hand, the roles
of gga-miR-133a-5p or gga-miR-29b-1-5p were opposite to the effect of circFGFR2 in myoblast. It is
therefore reasonable that circFGFR2 could act as a molecular sponge for miR-133a-5p and miR-29b-1-5p.
To confirm this, we further performed rescue experiments and found that circFGFR2 eliminated the
inhibition effect of miR-133a-5p and miR-29b-1-5p on myoblast proliferation and differentiation.
Considering all of this, we declared that circFGFR2 regulates skeletal muscle cell proliferation and
differentiation by inhibiting the expression and activity of miR-133a-5p and miR-29b-1-5p in poultry.

5. Conclusions

In conclusion, we found that a novel circular RNA of circFGFR2, generated by the FGFR2 gene,
could regulate myoblast proliferation and differentiation by acting as a sponge of miR-133a-5p and
miR-29b-1-5p in poultry.
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Abstract: The DLK1–DIO3 region contains a large miRNA cluster, the overexpression of which
has previously been associated with myelodysplastic syndromes (MDS). To reveal whether this
overexpression is epigenetically regulated, we performed an integrative analysis of miRNA/mRNA
expression and DNA methylation of the regulatory sequences in the region (promoter of the MEG3
gene) in CD34+ bone marrow cells from the patients with higher-risk MDS and acute myeloid
leukemia with myelodysplasia-related changes (AML-MRC), before and during hypomethylating
therapy with azacytidine (AZA). Before treatment, 50% of patients showed significant miRNA/mRNA
overexpression in conjunction with a diagnosis of AML-MRC. Importantly, increased level of MEG3
was associated with poor outcome. After AZA treatment, the expression levels were reduced and
were closer to those seen in the healthy controls. In half of the patients, we observed significant
hypermethylation in a region preceding the MEG3 gene that negatively correlated with expression.
Interestingly, this hypermethylation (when found before treatment) was associated with longer
progression-free survival after therapy initiation. However, neither expression nor methylation
status were associated with future responsiveness to AZA treatment. In conclusion, we correlated
expression and methylation changes in the DLK1–DIO3 region, and we propose a complex model for
regulation of this region in myelodysplasia.

Keywords: microRNA; myelodysplastic syndromes; acute myeloid leukemia; azacitidine; 14q32; MEG3

1. Introduction

Myelodysplastic syndromes (MDS) represent a heterogeneous spectrum of hematopoietic stem
cell (HSC) disorders characterized by inefficient hematopoiesis, peripheral blood cytopenia, and
dysplasia in one or more myeloid cell lineages; they also have a tendency to evolve into acute myeloid
leukemia with myelodysplasia-related changes (AML-MRC), which develops in approximately 30–40%
of patients [1,2]. In recent years, the hypomethylating agent azacitidine (AZA) has become the
standard therapy for higher-risk MDS and AML-MRC. AZA prolongs patient survival, improves
clinical outcomes and life quality, and delays progression to AML. However, response to AZA therapy
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occurs in only approximately 40–50% of MDS patients [3–5]. AZA is a cytidine analog, which at
low doses functions as a DNA methyltransferase inhibitor, causing DNA hypomethylation; at high
doses, AZA shows direct cytotoxicity to abnormal bone marrow (BM) hematopoietic cells through its
incorporation into DNA and RNA, resulting in cell death [6].

The DLK1–DIO3 genomic region is located on chromosome 14q32 and contains three paternally
expressed protein-coding genes (DLK1, RTL1, and DIO3), three maternally expressed noncoding
genes (MEG3, MEG8, and antisense RTL1), many small nucleolar RNAs (snoRNAs), and one of the
largest miRNA clusters (54 miRNAs) in the human genome [7] (Figure 1). Expression within the
DLK1–DIO3 region is under the control of three differentially methylated regions (DMRs): Intergenic
DMR (IG-DMR), DLK1-DMR, and MEG3-DMR [8]. The MEG3-DMR overlaps with the promoter and
the 5′-end of the MEG3 gene and includes several binding sites for CCCTC-binding factor (CTCF).
CTCF blocks the interaction between enhancers and promoters, causing transcriptional repression.
It exerts its regulatory function by binding to unmethylated DNA, thus preventing the expression of
target genes [9].

Figure 1. Genomic organization of the DLK1–DIO3 domain. (A) The region is located on chromosome
14q32.2. (B) It contains three paternally expressed protein-coding genes (DLK1, RTL1, and DIO3),
three maternally expressed noncoding genes (MEG3, MEG8, and antisense RTL1), many snoRNAs,
and a large cluster of 54 miRNAs (striped bar). (C) The expression within the region is under the
control of MEG3-DMR that overlaps with the promoter and the 5′-end of the MEG3 gene. MEG3-DMR
contains several CTFC binding sites (gray bars) and CpG islands (black bars). (D) The schema shows
localization of amplicons (A1–A3) in the region that were used for methylation analyses.

The miRNAs in the DLK1–DIO3 region possess oncogenic and tumor suppressor properties
and are frequently deregulated in various cancers [7]. Their deregulation has been linked to
abnormal induction of apoptosis and suppression of proliferation [10–12]. They are also involved in
hematopoietic stem/progenitor cell (HSPC) differentiation [13–15]. The upregulation of miRNAs in
the DLK1–DIO3 region has been reported in acute promyelocytic leukemia (APL, a subtype of AML
with t(15;17)) [16–19] and MDS [20–23]. In APL, a comparison of diagnostic and remission patient
samples showed that strong upregulation of these miRNAs was correlated with hypermethylation
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at MEG3-DMR, including the CTCF binding site motifs [24]. Only one publication has studied the
methylation of this region in MDS patients; Benetatos et al. (2010) showed that hypermethylation of
the MEG3 promoter occurred in 35% of MDS patients [25].

Using SNP array-based karyotyping in cytogenetically normal MDS patients, we previously
demonstrated that upregulation of the miRNAs located in the DLK1–DIO3 domain seen in MDS
is probably not caused by any chromosomal aberration or uniparental disomy [22,26]. Due to the
similarity between MDS and AML, it may be expected that overexpression of these miRNAs is
associated with aberrant hypermethylation of the locus. In this study, we performed a thorough,
integrative analysis investigating the expression of miRNAs and mRNAs encoded in the DLK1–DIO3
region and compared these data with the methylation status of MEG3-DMR in CD34+ BM cells
(i.e., undifferentiated hematopoietic stem/progenitor cells (HSPCs), including blasts) from higher-risk
MDS/AML-MRC patients, particularly focusing on the effects of hypomethylating AZA therapy.

2. Materials and Methods

2.1. Patients

BM samples from 12 patients with higher-risk MDS (N = 7) or AML-MRC (N = 5) without previous
malignancy, chemotherapy, or transplantation were obtained between the years 2010–2013 from the
First Department of Medicine, Department of Hematology, General University Hospital, and from
the Institute of Hematology and Blood Transfusion in Prague, Czech Rep. Paired samples (N = 24)
before and during AZA therapy (collected at the time of the best response, between cycles 4 and
11) were collected from each patient. Patient age ranged from 63–82 years (average 69), and the
female/male distribution was 6/6. AZA was administered at 75 mg/m2/day for 7 consecutive days
every 28 days. The hematological evaluation of the response to treatment was performed according
to the International Working Group (IWG) criteria for MDS and AML [27,28]. Seven patients were
considered as responders, and five patients were nonresponders. The detailed clinical characteristics
of all patients are summarized in Table S1. All samples from this cohort were used for parallel
investigation of miRNA/mRNA expression and DNA methylation. BM samples obtained from
age-matched healthy donors with no adverse medical histories were used as controls. Due to limited
amounts of sample, we had to use different controls for each type of analysis. Written informed consent
was obtained from all test subjects in accordance with the approval of the Institutional Review Board
(No. NS9634-4/2008).

2.2. Cell Separation and Nucleic Acid Extraction

Mononuclear cells (MNCs) were separated from BM aspirates by Ficoll-Paque density gradient
centrifugation (GE Healthcare, Munich, Germany). CD34+ cells were isolated from MNCs by the Direct
CD34 Progenitor Cell Isolation MACS Kit (Miltenyi Biotec, Bergisch Gladbach, Germany). Total RNA
was extracted from separated CD34+ cells using the acid guanidinium-thiocyanate-phenol-chloroform
method, and the RNA samples were incubated with DNase I (Qiagen, Hilden, Germany) to prevent
genomic DNA contamination. The salting-out method was used to isolate DNA from CD34+ cells.
The concentrations of DNA and RNA were assessed using a NanoDrop and a Qubit 2.0 Fluorometer
(both from Thermo Fisher Scientific, Waltham, MA, USA). The integrity of total RNA was evaluated by
an Agilent Bioanalyzer 2100 (Agilent Technologies, Santa Clara, CA, USA).

2.3. miRNA Expression

The miRNA expression data were retrieved from our previous project, which studied miRNA
expression changes on a genome-wide level before and during AZA therapy using Agilent Human
miRNA Microarrays, Release 19.0, 8 × 60K (Agilent Technologies, Santa Clara, CA, USA) [29].
That study included data on miRNA expression from a complete cohort of 12 patients and four
controls. For this publication, we have focused on only miRNAs located in the DLK1–DIO3 region.
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2.4. Gene Expression

Data (NCBI GEO accession number GSE77750) from our previous genome-wide analysis
performed using Illumina microarrays (HumanHT-12 v4 Expression, Illumina, San Diego, CA, USA)
were used [30]. For this project, the expression of only five genes in the DLK1–DIO3 region (DLK1,
RTL1, DIO3, MEG3, and MEG8) and of the CTCF was further considered within our patient cohort
(the same 12 patients with MDS/AML-MRC) and 10 controls.

For validation, the expression of MEG3 was measured in an independent cohort of samples using
RT-qPCR. The cohort included 79 patients with primary MDS (12 MDS with del(5q), 8 MDS with single
lineage dysplasia (SLD), 8 MDS with ring sideroblasts and SLD (RS-SLD), 12 MDS with multilineage
dysplasia (MLD), 8 MDS-RS-MLD, 10 MDS with excess blasts 1 (EB1), 21 MDS-EB2), 12 AML-MRC, and
13 age-matched healthy controls. SuperScript IV VILO Master Mix and the TaqMan Gene Expression
Assay with TaqMan Universal Master Mix (all from Thermo Fisher Scientific, Waltham, MA, USA) were
used. The data were normalized to HTFR as the reference gene and processed with the ddCt method.

2.5. Bisulfite Sequencing

Genomic DNA isolated from CD34+ BM cells from the 24 samples (the same set of paired samples
from 12 patients as in the expression analyses) and three healthy controls was used for analysis of
the methylation status of MEG3-DMR. Bisulfite conversion was performed using EpiTect Bisulfite
Kit (Qiagen, Hilden, Germany). Based on the publication by Manodoro et al. [24], three regions with
significant methylation changes in APL were chosen, and previously published primers for these
amplicons (A1, A2, and A3) were used (Table S2). Amplicons were generated using FastStart High
Fidelity PCR System (Roche Applied Science, Mannheim, Germany) and purified with Agencourt
AMPure beads (Beckman Coulter, Krefeld, Germany). The purified PCR products were sequenced
using the Roche 454 GS Junior System. Image processing was performed the GS RunBrowser software
(Roche Applied Science). Methylation status of CpG sites was quantified using QUMA web-based
tool [31].

2.6. Statistical Analyses

Statistical analyses were performed using the GraphPad Prism v7.03 (GraphPad Prism Software,
La Jolla, CA, USA). Unpaired and paired t-tests were used to compare miRNA/mRNA expression
levels and clinical parameters between different groups of samples. The chi-square test was applied for
comparison of categorical clinical variables. Hierarchical clustering analysis was done using average
linkage and Euclidean distance. Correlation analyses were done by computing Pearson correlation
coefficients (r). Overall survival (OS) and progression-free survival (PFS) curves were generated by
the Kaplan-Meier method, and the differences between groups were assessed by the log-rank test.
OS and PFS were defined as the time from the beginning of treatment until death from any cause (OS)
or disease progression (PFS). Differences were considered statistically significant at p < 0.05.

3. Results

3.1. Expression of miRNAs Encoded within the DLK1–DIO3 Region

Within the microarray miRNA expression data, signals of 25 miRNAs located in the DLK1–DIO3
region were detected. Their levels varied by three orders of magnitude in microarray signal intensity.
Before treatment, increased expression of these 25 miRNAs was detected in 6 of 12 samples (50%
of patients), and in the remaining 6 samples, the miRNA expression was similar to that detected in
controls (Figure 2A).
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Figure 2. Expression of miRNAs encoded in the DLK1–DIO3 region. (A) miRNA expression in
untreated patients (PT) and healthy controls (CTR). The expression level is calculated as the binary
logarithm of fold change (logFC) compared to the mean expression of controls. The miRNAs are
aligned in the heatmap according to their location on chr14. (B) Reduction of miRNA expression
following AZA treatment. The changes in miRNA levels are calculated as the logFC between paired
samples (AZA treatment vs. pretreatment). Only those patients with miRNA overexpression before
treatment are shown. Both heatmaps use a color gradient intensity scale to express visually the logFC
values in a range of colors (blue—downregulation, red—upregulation, white—unchanged expression).

Furthermore, we compared miRNA expression as paired samples from pretreatment and during
AZA therapy. miRNA expression was reduced following therapy specifically in the patients with
overexpressed miRNAs before treatment, and their levels decreased to approximately half the
pretreatment expression levels. In contrast, the levels of these miRNAs remained unchanged in
the patients with baseline miRNA levels before AZA treatment (Figure 2B).

3.2. Expression of Genes Related to the DLK1–DIO3 Region

Expression of five genes encoded in the DLK1–DIO3 region (DLK1, RTL1, DIO3, MEG3, and MEG8)
and of the CTCF gene were measured using microarrays in the same cohort of patients as for the miRNA
analysis. Signals of probes for the RTL1 and DIO3 genes were below the detection limit. Expression
of DLK1, MEG3, and MEG8 followed the same trend as that of the clustered miRNAs; their levels
were increased in the untreated patients with elevated miRNA expression and subsequently reduced
during AZA therapy. In the patients with baseline miRNA expression, the transcript levels remained
unchanged compared with the levels seen in controls. Interestingly, expression of the CTCF gene was
also moderately higher (p = 0.185) in the patients with increased miRNA expression in the DLK1–DIO3
region and then reversed to baseline after therapy (p = 0.026) (Figure S1). Quantification of MEG3
expression in a larger, independent cohort of patients showed significant upregulation (p = 0.0049)
of MEG3 in MDS/AML-MRC patients compared to healthy donors (Figure 3A). Interestingly, this
upregulation occurred more frequently in patients with higher-risk diagnoses than in those with early
subtypes of MDS (Figure 3B) and was associated with poor OS (hazard ratio [HR] = 2.6013, 95%
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confidence interval [CI] = 1.209 to 5.648, p = 0.0008) and PFS (HR = 3.127, 95% CI = 1.411 to 6.933,
p < 0.0001) in untreated patients (Figure 3C,D).

Figure 3. Relative MEG3 expression in the validation cohort of MDS/AML-MRC patients. (A) The
expression of MEG3 was significantly different between healthy controls (CTR) and all patients (PTS)
(** p < 0.01). (B) Further distribution of the patients according to their diagnosis revealed increased
expression of MEG3 particularly in the patients with advanced disease. (C) Overall survival and (D)
progression-free survival of patients with low vs. high MEG3 expression (the cut-off was set up to
mean level of MEG3).

3.3. DNA Methylation in the MEG3-DMR

For DNA methylation analysis, amplicon libraries from three distinct regions overlapping the
MEG3-DMR were prepared, and a total of 53,849 read sequences were generated using amplicon
bisulfite sequencing. After a quality control check, 471 sequence reads on average were analyzed per
amplicon per sample. To validate the reproducibility of the sequencing, we compared the methylation
level of two overlapping CpGs independently sequenced in amplicons A1 and A2, which proved to
have a high level of correlation (r = 0.901, p < 0.001).

Average methylation profiles examined throughout all three amplicons revealed several
differentially methylated CpGs among various groups of samples (Figure 4A). The comparison
between patients and controls showed significant hypermethylation of almost all CpGs in the A3
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region in patients (overall hypermethylation >30% compared with the mean of the controls, which
was observed in 50% of untreated patients) (Figure 4A,B). Following AZA therapy, a majority of CpGs
from the A2 region (Figure 4C) and one CpG (#236) from the A1 region (Figure 4B) were significantly
hypomethylated compared with the pretreatment status, particularly in the patients with increased
miRNA levels. Finally, we examined methylation of CpGs in two CTCF binding sites located in our
amplicons (CTCF_B: Amplicon A1 CpGs #311-319, and CTCF_D: Amplicon A3 CpGs #308-314) and
detected significant hypermethylation of A3 CpG #314 in patient samples (Figure 4B).

Figure 4. DNA methylation of the MEG3-DMR. (A) Average methylation profiles examined in
the A1–A3 amplicons. Samples were separated into one control group (CTR) and four patient
groups that were then divided according to the miRNA expression (HIGH or LOW groups) and
AZA therapy (PRE—pretreatment, AZA—AZA-treatment). The horizontal line spanning the plots
indicates 50% of methylation. (B) Methylation of individual CpGs that are marked in the first
section by stars below the graphs. * p < 0.05, ** p < 0.01, *** p < 0.001. (C) Methylation change
in the A2 amplicon after AZA treatment. Methylation change is expressed as the logFC in
AZA-treated samples compared with paired pretreatment samples using a color gradient intensity scale
(blue—hypomethylation, red—hypermethylation, white—unchanged methylation). RS—responders
to AZA, nRS—nonresponders to AZA.
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3.4. Correlation of Expression and Methylation Data

We performed a series of pairwise correlation analyses of the expression of selected
miRNAs/mRNAs across all patient data (Table S3). Based on this analysis, we identified strong
correlation of expression levels of majority of clustered miRNAs. Moreover, the level of MEG3
positively correlated with the levels of MEG8, DLK1, and the miRNAs. However, CTCF expression
was not significantly correlated with the levels of any of the tested genes/miRNAs.

Pairwise correlation analyses were performed also for DNA methylation data (Table S3).
A significant positive correlation of the methylation levels of individual CpGs located nearby was
detected. Four separate clusters regulated in common were identified: CpGs from the A1 amplicon,
those from the A2 amplicon, and two separate CpG clusters within the A3 amplicon (A3_1—CpGs
#54-171 and A3_2—CpGs #227-388).

Importantly, the correlation of methylation status of individual CpGs with miRNA/mRNA
expression levels identified that methylation in a part of the A3 region (CpGs #54–231) is negatively
correlated with the expression of the majority of the studied miRNAs/mRNAs, with the exception
of miR-136-3p.

3.5. Clinical Characteristics with Relation to the Expression and Methylation Data

Because only a half of the patients showed overexpression of miRNAs/mRNAs from DLK1–DIO3
region, we divided the cohort according to the expression activity in the locus and analyzed the two
resulting groups of patients according to clinical features (age, sex, karyotype, BM blasts, diagnosis,
risk category using criteria of the International Prognostic Scoring System (IPSS), and response
to hypomethylating therapy) (Table 1). Of these characteristics, only the percentage of BM blasts
(patients with low expression: 10.4 ± 2.8%, patients with high expression: 31.6 ± 9.0%; p = 0.048) and
diagnosis (patients with low expression: 6 MDS patients, patients with high expression: 1 MDS and
5 AML-MRC patients; p = 0.015) were significantly associated with expression activity. Concerning
cytogenetics, neither particular aberrations nor their classification based on IPSS showed a correlation
with expression levels. The rest of the variables, including overall response rate (ORR) to AZA
(p = 0.558), were not statistically significant.

Table 1. Clinical characteristics of patients and their stratification according to expression activity in
the DLK1–DIO3 locus.

Variable
Patients with Baseline

miRNA Expression
Patients with Increased

miRNA Expression
p-Value

Age (years) Mean (range) 73 (65–88) 69 (63–81) 0.294

Sex, n
Male 4 2

0.248Female 2 4

Karyotype, n Normal 2 1
0.505Abnormal 4 5

Marrow blasts Mean (range) 10.4 (5.1–20.0) 31.6 (18.0–75.0) 0.048

Diagnosis, n MDS 6 1
0.015AML-MRC 0 5

IPSS, n
Intermediate-1/2 3 0

0.182High 3 6

Response to AZA therapy ORR, n (%) 3 (50%) 4 (67%) 0.558

IPSS—International Prognostic Scoring System, ORR—overall response rate.

Further, we investigated the survival of patients after the initiation of AZA therapy in relation
to miRNA expression and DNA methylation in pretreatment samples. Concerning miRNA levels,
we observed no differences in either OS (p = 0.901) or PFS (p = 0.611) between the patient with baseline
vs. increased expression activity (Figure S2). For analysis of DNA methylation, we compared survival

47



Cells 2018, 7, 138

of the patients divided according to their overall methylation status in the three examined amplicons.
Importantly, we found that PFS (but not OS) significantly correlated with methylation status of the A3
locus. Log-rank test showed that patients with higher methylation of this locus had a significantly
longer PFS than those with lower methylation (HR = 0.220, 95% CI = 0.056 – 0.865, p = 0.030) (Figure 5).

Figure 5. Patient survival after the initiation of AZA therapy according to DNA methylation of the A3
amplicon before treatment. DNA methylation in each sample was considered low or high according to
the median value of overall methylation in the locus.

Finally, we investigated the potential application of the altered DNA methylation of the
MEG3-DMR for prognostic purposes regarding the responsiveness to AZA treatment. However,
we did not find any association between AZA response and methylation level in the analyzed
amplicons. Although we observed a substantial decrease in DNA methylation in the A2 region
following AZA therapy (Figure 4C), this change occurred in the majority of the patients regardless of
their response status.

4. Discussion

In several recent publications, apparent overexpression of miRNAs located within the DLK1–DIO3
region has been observed in MDS patients [20–23]. Following lenalidomide treatment, higher
expression levels of these miRNAs diminished in the patients with low and intermediate-1 risk with a
del(5q) aberration [22]. Overexpression of these miRNAs has been linked to hypermethylation of the
MEG3-DMR in APL [24]. Therefore, we investigated the expression activity within the DLK1–DIO3
region in the context of the methylation status of the MEG3-DMR in myelodysplasia. We focused
on patients with higher-risk MDS/AML-MRC diagnoses treated with the hypomethylating agent
AZA and examined gene expression levels and DNA methylation status in this chromosomal region
following treatment. Although performed on a limited number of patients, our study provides a
unique dataset focused particularly on the DLK1–DIO3 region and includes information on miRNA
and mRNA expression and methylation data. Furthermore, all the data were obtained from the same
cohort of patients before and during hypomethylation therapy.

Initially, we studied expression within the DLK1–DIO3 region. Our data confirmed that expression
activity throughout the region was regulated uniformly because levels of the miRNAs and mRNAs
significantly correlated within our patient cohort. In the untreated MDS/AML-MRC patients, 50%
of samples showed significant overexpression of miRNAs and mRNAs encoded within the region.
Other publications described increased expression of DLK1–DIO3-related miRNAs, even in somewhat
higher proportions (approximately 90%) of MDS/AML-MRC patients [20–23].

Evaluation of expression data with clinical features showed that expression in the pretreatment
samples was related to BM blast count, patient diagnosis, and outcome (OS and PFS). High expression
was significantly associated with the diagnosis of AML-MRC and poor outcome, whereas low
expression was related to MDS and favorable outcome. Because overexpression of these miRNAs has
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been linked to a specific cytogenetic aberration [t(15;17)] in primary AML (i.e., APL) [19], we inspected
the chromosomes of our patients. However, no chromosomal abnormality or cytogenetic risk category
was linked to the expression changes. Therefore, we conclude that the increased expression activity
could be related to the process of leukemic transformation. Interestingly, MEG3 overexpression has
also been detected in CD34+ cells from patients with primary myelofibrosis (found in 65% of patients),
and this upregulation was related to increased blast counts and higher percentages of circulating
CD34+ cells [32].

As half of the patients in our cohort had increased expression activity in the DLK1–DIO3 region,
we examined whether this increase was affected by hypomethylating therapy. Indeed, we observed a
reduction in expression to near normal levels after treatment with AZA. To distinguish whether this
effect was directly caused by hypomethylation of DNA in the regulatory sequences of the region or if
it was an indirect consequence of other changes caused by AZA exposure, we thoroughly examined
the methylation pattern in the MEG3-DMR.

We investigated DNA methylation in the same regions (located in the MEG3-DMR) that were
hypermethylated in APL so that we could compare methylation status in APL and myelodysplasia.
In APL, the hypermethylation spread over all the three tested amplicons and diminished in remission,
whereas we identified a distinct methylation pattern in our cohort of MDS/AML-MRC patients.
In untreated patients, we revealed significant hypermethylation solely in the A3 amplicon (that closely
precedes the MEG3 start), whereas the remaining two amplicons had similar levels of methylation as the
healthy controls. The hypermethylation in the A3 amplicon was seen in 50% of the MDS/AML-MRC
untreated patients. For comparison, Benetatos et al. identified hypermethylation of the MEG3 promoter
in 35% of MDS and 48% of AML patients using conventional methylation-specific PCR [25]. In our
patients, methylation of CpGs from the 5′ upstream part of the A3 locus negatively correlated with
the expression of genes encoded in the DLK1–DIO3 region. Interestingly, hypermethylation of the A3
locus before treatment had a positive impact on PFS after AZA therapy initiation.

Various methylation patterns were observed in the remaining amplicons. Of them, the hypomethylation
seen in the whole A2 region following AZA therapy was remarkable. Although significant in only the
patients with increased miRNA levels, this methylation change was apparent in a majority of patients
regardless of expression activity in the DLK1–DIO3 region. Because of its widespread detection,
this hypomethylation might be attributed to the hypomethylating effect of AZA and could therefore
influence the deregulated expression of the miRNA cluster seen in a portion of our patients.

In APL, Manodoro et al. documented an atypical pattern of hypermethylation in the DLK1–DIO3
locus associated with higher expression of the clustered miRNAs that they attributed to the presence
of CTCF binding sites [24]. A CTCF insulator binds to several target sites (to their unmethylated forms)
in the MEG3-DMR, inhibiting transcriptional activity in the region [9]. Here, we detected significant
hypermethylation at one of the CTCF binding sites in the A3 amplicon. This hypermethylation
occurred in a majority of patients and was not affected by AZA treatment. Interestingly, expression
of the CTCF gene was higher in the untreated patients with increased miRNA expression, which
might interfere with the potential impact of hypermethylation of its binding site in the MEG3-DMR.
Unfortunately, expression of the CTCF insulator was not considered in the publication studying
APL [24]. In summary, aberrant hypermethylation at one of the CTCF binding sites in the region might
affect the activity of CTCF during transcriptional regulation of the DLK1–DIO3 region, but this effect is
probably not as large as in the APL study.

Finally, we investigated the potential application of the deregulation observed in the DLK1–DIO3
locus for prognostic purposes regarding AZA treatment. Although we identified changes in
expression and methylation levels before AZA therapy, these changes were not associated with
future responsiveness to treatment. Concerning survival analyses, only methylation status of the A3
amplicon could be useful for the prediction of PFS during treatment. Kaplan-Meier curves suggested
that A3 hypermethylation before treatment might serve as a potential positive prognostic marker
for PFS after AZA initiation. However, since we evaluated only a small number of patients and no
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mutation experiments in animal models were done, strict interpretation of these data must be done
with caution.

Epigenetic changes have frequently been demonstrated in MDS, especially in the subtypes with
higher blast counts. Aberrant methylation has been found to correlate with poor prognosis and
survival even in early stage patients [7,33]. Expression in the DLK1–DIO3 region is known to be
epigenetically regulated, and both expression and methylation of this locus have been recognized as
altered in myelodysplasia. Here, we correlated changes in expression activity with specific methylation
changes in its regulatory sequences in higher-risk MDS and AML-MRC patients treated with AZA
and thoroughly investigated a complex regulatory mechanism within this region. Based on our data,
we assumed that epigenetic alterations affect expression activity in the locus. Some of these changes
have also been documented in APL [24]; however, other observations have had distinct features.
Although further investigation in larger datasets and mutation experiments in animal models are
required, we conclude that expression of miRNAs located in the DLK1–DIO3 region is regulated,
at least in part, in a different manner than in APL. It seems unlikely that the increased expression in
this region in myelodysplasia can be simply attributed to an individual alteration in DNA methylation
because we observed several changes that may affect the resulting state. Other mechanisms besides
hypermethylation of the MEG3-DMR, such as the influence of transcription factors, may also play yet
unrecognized roles in the regulation of the DLK1–DIO3 region in myelodysplasia.
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bisulfite sequencing, Table S3: Matrix showing pairwise correlations between expression of mRNAs/miRNAs
and methylation of CpG sites.
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Abstract: This study aimed to investigate the potential regulatory roles of miRNAs in calf ileum
developmental transition from the pre- to the post-weaning period. For this purpose, ileum
tissues were collected from eight calves at the pre-weaning period and another eight calves at
the post-weaning period and miRNA expression characterized by miRNA sequencing, followed by
functional analyses. A total of 388 miRNAs, including 81 novel miRNAs, were identified. A total of
220 miRNAs were differentially expressed (DE) between the two periods. The potential functions
of DE miRNAs in ileum development were supported by significant enrichment of their target
genes in gene ontology terms related to metabolic processes and transcription factor activities or
pathways related to metabolism (peroxisomes), vitamin digestion and absorption, lipid and protein
metabolism, as well as intracellular signaling. Integration of DE miRNAs and DE mRNAs revealed
several DE miRNA-mRNA pairs with crucial roles in ileum development (bta-miR-374a—FBXO18,
bta-miR-374a—GTPBP3, bta-miR-374a—GNB2) and immune function (bta-miR-15b—IKBKB). This is
the first integrated miRNA-mRNA analysis exploring the potential roles of miRNAs in calf ileum
growth and development during early life.

Keywords: calf; Ileum; miRNA-mRNA integration; miRNA sequencing; growth; development

1. Introduction

MicroRNAs (miRNAs) are small (~22 nucleotides) endogenous RNA molecules that regulate
gene expression post-transcriptionally by targeting principally the 3′ untranslated region (3′UTR) of
genes and to some extend the 5′UTR, introns and coding region of mRNAs [1]. They play key roles
in a wide range of biological processes [2]. In bovine, miRNAs have been shown to play important
roles in embryonic development [3–5], mammary gland [6,7] and adipose tissue [8] functions and also
in the regulation of production traits such as milk yield [6,9,10], milk quality [11] and diseases like
mastitis [12,13] and Johne’s disease [14]. The importance of miRNAs in gut development and disease
(mostly inflammatory bowel disease) has been extensively studied in humans [15–18]. For instance,
several miRNAs have been reported to be relevant for different aspects of inflammatory bowel disease
(IBD), including miRNAs important for intestinal fibrosis (miR-29, miR-200b, miR-21, miR-192),
epithelial barrier and immune function in IBD pathogenesis (miR-192, miR-21, miR-126, miR-155,
miR-106a) [19].
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Data from a few studies suggest important roles for miRNAs in calf’s early life [20,21]. For instance,
Liang et al. (2016a) [21] identified several dominantly expressed miRNAs (miR-143 (30% of read
counts), miR-192 (15%), miR-10a (12%) and miR-10b (8%)) in ileum tissues of dairy calves collected
at 30 min after birth and at 7, 21 and 42 days old. Furthermore, several temporally expressed
miRNAs (miR-146, miR-191, miR-33, miR-7, miR-99/100, miR-486, miR-145, miR-196 and miR-211),
regional specific miRNAs (miR-192/215, miR-194, miR-196, miR-205 and miR-31) and miRNAs
(miR-15/16, miR-29 and miR-196) linked to bacterial abundance in the jejunum and ileum were also
reported [21]. Moreover, several ileum miRNAs are reported to play important roles in host responses
to Mycobacterium avium subspecies paratuberculosis infection, such as the role of bta-miR-196b in
the proliferation of endothelial cells and bta-miR-146b in bacteria recognition and regulation of the
inflammatory response [22].

During early life, calves undergo major physiological and digestive changes, including
adaptation to diet changes from pre- to post-weaning. The interactions between transcriptional
and post-transcriptional mechanisms are known to coordinate these developmental transitions via
regulation of gene expression. Recently, we characterized the long non-coding RNA (lncRNA)
expression in ileum tissues of calves and functional inference of identified lncRNA (623 known
and 1505 novel) cis target genes revealed potential roles in growth and development as well as in
posttranscriptional gene silencing by RNA or miRNA processing processes and in disease resistance
mechanisms [23]. Moreover, we also observed that 122 miRNAs were significantly differentially
expressed between the pre- and post-weaning periods in the rumen, suggesting important roles
of miRNAs in calf gut during early life [24]. Therefore, we hypothesize that miRNAs might play
important roles in ileum development during the pre- and post-weaning periods. Thus, in the current
study, we performed integrated miRNA-mRNA co-expression analyses to uncover the potential roles
of miRNAs in ileum development at the pre- and post-weaning periods.

2. Materials and Methods

2.1. Animals and Management

Procedures for animal management were conducted according to the Canadian national codes
of practice for the care and handling of farm animals (http://www.nfacc.ca/codes-of-practice) and
approved by the animal care and ethics committee of Agriculture and Agri-Food Canada (CIPA #442).

Experimental details have been described in our previous studies [23,24]. Briefly, sixteen
2–7 days-old Holstein calves were raised for a period of 96 days in individual pens. In the first
week of the experiment, calves were fed milk replacer (6 L/day for the first four days and 9 L/day
thereafter, Goliath XLR 27-16, La Coop, Montreal, QC, Canada), and then starter feed (Munerie
Sawyerville Inc., Cookshire-Eaton, QC, Canada) was introduced (ad libitum) from the second week.
After weaning, calves were fed with starter feed and hay ad libitum. The calves were weighed weekly
until euthanization. At experiment D33 (pre-weaning), eight calves were humanely euthanized and
another eight calves on D96 (post-weaning), for the collection of ileum tissue samples. Tissues were
aseptically collected, snap frozen in liquid nitrogen, and stored at −80 ◦C until used.

2.2. Total RNA Purification

Ileum tissue (30 mg/sample) was used for total RNA isolation using miRNeasy Kit (Qiagen Inc.,
Toronto, ON, Canada). Potentially contaminating genomic DNA was removed by treating 10 μg
of purified RNA (10 μg) with DNase (Turbo DNA-free™ Kit, Ambion Inc., Foster City, CA, USA).
The RNA concentration (before and after digestion) and its quality (integrity) after DNase treatment
were assessed with Nanodrop ND-1000 (NanoDrop Technologies, Wilmington, DE, USA) and Agilent
2100 Bioanalyzer (Agilent Technologies, Santa Clara, CA, USA), respectively. The RNA integrity
number (RIN) of all samples was greater than 8 and a small RNA peak area was visible on the
electropherogram [25].
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2.3. miRNA Library Preparation and Sequencing

Libraries (n = 16) were prepared and barcoded for sequencing according to Do et al. [10].
Briefly, polyacrylamide gel electrophoresis was used to size separate miRNA libraries from other
RNA species. An elution buffer (10 mM Tris-HCl pH 7.5; 50 mM NaCl, 1 mM EDTA) was used to elute
the libraries from the gel. Eluted library was concentrated using DNA clean and concentrator-5 (Zymo
Research, Irvine, CA, USA). The concentration of purified libraries was evaluated using Picogreen
assay (Life Technologies, Waltham, MA, USA) and a Nanodrop 3300 fluorescent spectrophotometer
(NanoDrop Technologies), and further confirmed by qPCR using the Kapa Library Quantification Kit
for Illumina platforms (KAPA Biosystems, Wilmington, MA, USA). Libraries were multiplexed in
equimolar concentrations and sequenced in one lane on an Illumina HiSeq 2500 platform following
Illumina’s recommended protocol to generate single end data of 50-bases by The Centre for Applied
Genomics, The Hospital for Sick Children, Toronto, Canada (http://www.tcag.ca/).

2.4. Small RNA Sequence Data Analysis

Bioinformatics processing of generated small RNA sequences was done as previously
described [10,24]. Briefly, the raw sequence data (16 fastq files) was checked for sequencing
quality with FastQC program v0.11.3 (http://www.bioinformatics.babraham.ac.uk/projects/fastqc/).
Trimming of 3′ and 5′ adaptor sequences, contaminants and repeats was accomplished with Cutadapt
v1.2.2 (https://cutadapt.readthedocs.org/). Then, FASTQ Quality Filter tool of FASTX-toolkit
(http://hannonlab.cshl.edu/fastx_toolkit/) was used to remove reads having a Phred score <20
for at least 50% of the bases and reads shorter than 18 nucleotides or longer than 30 nucleotides.
Clean reads that passed all filtering criteria from the 16 files were parsed into one file and mapped to
the bovine genome (UMD3.1) using bowtie 1.0.0 (http://bowtie-bio.sourceforge.net/index.shtml) [26].
Reads that mapped to other RNA species (rRNA, tRNA, snRNA and snoRNA) in the Rfam RNA
family database (http://rfam.xfam.org/) or to more than five positions of the genome were removed.

2.5. Identification of Known miRNA and Novel miRNA Discovery

The identification of known miRNAs was performed with miRBase v21 http://www.mirbase.
org/) (Kozomara and Griffiths-Jones, 2014), while novel miRNA discovery was achieved with
miRDeep2 v2.0.0.8 (https://github.com/rajewsky-lab/mirdeep2) [27]. MiRDeep2 was designed
to detect miRNAs from deep sequence reads using a probabilistic algorithm based on the miRNA
biogenesis model. The core and quantifier modules of miRDeep2 were applied to discover novel
miRNAs in the pooled dataset of all the libraries while the quantifier module was used to profile the
detected miRNAs in each library. MiRDeep2 score higher than five was used as cuff point for the
identification of novel miRNAs. Subsequently, a threshold of 10 counts per million and present in
≥2 libraries was applied to remove lowly expressed miRNAs. MiRNAs meeting these criteria were
further used in downstream analyses including differential expression (DE) analysis.

2.6. Differential miRNA Expression

DeSeq2 (v1.14.1) (https://bioconductor.org/packages/release/bioc/html/DESeq2.html) [28],
which implements a negative binomial model, was used to perform differential miRNA expression
analysis. Following normalization, normalized counts of miRNAs at D96 were compared with
corresponding values on D33. Significant differential miRNA expression between D33 (pre-weaning)
and D96 (post-weaning) was defined as having a Benjamini and Hochberg [29] false discovery rate
(FDR) or corrected p-value < 0.05.

2.7. Predicted Target Genes of miRNAs

In order to investigate the functions of the most highly expressed miRNAs and differently
expressed (DE) miRNAs, we firstly predicted their target mRNAs. Perl scripts (targetscan_60.pl and
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targetscan_61_context_scores.pl) (http://targetscan.org) were used to predict target mRNAs and to
calculate their context scores, respectively. Predicted target mRNAs with context + scores above 95th
percentile were further used [9,10,30]. The predicted target mRNAs were then filtered against the
mRNA transcriptome obtained from ileum tissues of the same animals. Only predicted target genes
that were expressed in the mRNA transcriptome of the ileum tissues of the animals [23] were retained
for further analysis.

2.8. miRNA–mRNA Co-Expression Analysis and Target Gene Enrichment

For miRNA–mRNA co-expression, the Pearson correlation coefficient between target mRNAs
(retained above) and DE miRNAs were calculated. A miRNA-mRNA pair was considered co-expressed
if it had a negative and significant correlation value at FDR < 0.05. The mRNAs significantly correlated
with miRNAs were then used for downstream target gene ontology and KEGG pathways enrichment
using ClueGO (http://apps.cytoscape.org/apps/cluego) [31]. For ClueGO analysis, a hypergeometric
test was used for enrichment analyses and Benjamini–Hochberg [29] correction was used for multiple
testing correction (FDR < 0.05). Since KEGG pathways enrichment relied on the human database (due
to lack of information in bovine), we used a less stringent threshold (uncorrected p-value < 0.05) to
declare if a pathway was significantly enriched. Interactions between miRNAs and mRNAs were
visualized with Cytoscape (http://www.cytoscape.org/) [32].

2.9. Real-Time Quantitative PCR

The method of real-time quantitative PCR was used to validate the expression of four DE
(bta-miR-142-5p, miR-146a, miR-24-3p and miR-374b) and two non-DE (bta-miR-486-5p and miR-193b)
miRNAs. The same total RNA used in miRNA-sequencing was used. Total RNA was reverse
transcribed with Universal cDNA Synthesis Kit II from Exiqon (Exiqon Inc., Woburn, MA, USA),
following the manufacturer’s instructions. ExiLENT SYBR® Green Master Mix Kit (Exiqon, Woburn,
MA, USA) and the miRCURY LNA™ Assay (Exiqon, Woburn, MA, USA) specific for each miRNA
listed above were used to perform Quantitative qPCR on a StepOne Plus System (Applied Biosystems,
Foster City, CA, USA) according to the manufacturer’s instructions. Bta-miR-126-3p was used as
endogenous control to assess the expression level of miRNAs using the comparative Ct (ΔΔCt) method.
Bta-miR-126-3p was selected as an endogenous control based on its consistent expression throughout
all the analyzed samples on D33 and D96.

3. Results

3.1. Identification and Characterization of Ileum miRNAs

MiRNA sequencing of 16 libraries generated a total of 185,458,022 reads. After adaptor
trimming, size selection and quality filtering, 150,999,506 (81.4%) reads with length ranging from
18 to 30 nucleotides and having a phred score >20 were retained for analysis (Table S1). Out of this
number, 133,698,161 reads (88.5%) mapped to unique positions on the bovine genome (University
of Maryland assembly of B. taurus, release 3.1; UMD.3.1), 10,661,520 (7.1%) were unmapped, while
1,150,263 (0.8%) mapped to more than five positions and were discarded (Table S1). Mapped reads
belonging to other RNA species, tRNA (3,153,316 (2.1%)), rRNA (480,099 (0.3%)), snRNA (236,118
(0.2%)) and snoRNA (1,620,029 (1.1%)) were discarded. The majority of miRNAs retained for further
analyses were 22 nucleotides long (Table S2).

Novel miRNAs were considered to have a minimum MiRDeep2 score of five, as shown in Table S3.
After removing lowly expressed reads, a total of 307 known and 81 novel miRNAs satisfying the
conditions of having at least 10 read counts per million and present in a minimum of two libraries
were used for DE analysis (Table S4a,b).
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Abundantly expressed miRNAs having >3% of the total read counts on D33 and D96
were bta-miR-143, bta-miR-192, bta-miR-26a and bta-miR-21-5p, while bta-miR-191, bta-miR-10b,
bta-miR-148a and bta-miR-10a were highly expressed with >3% of total read counts on D96
(post-weaning) only (Table 1). The 20 commonly highly expressed miRNAs (>1% of total read counts)
targeted 2609 unique genes (Tables 1 and S5a). The target genes were significantly enriched in
459 biological processes (BP), 53 cellular components (CC) and 43 molecular function (MF) gene
ontology (GO) terms (Table S5b), as well as in 14 KEGG pathways (Table S5c). Single-organism
developmental process (FDR = 1.13 × 10−10), intracellular (FDR = 4.63 × 10−17), and protein binding
(FDR = 1.10 × 10−5) were the most significantly enriched BP, CC and MF GO terms, respectively
(Table 2), while MAPK signaling pathway was the most significantly enriched KEGG pathway (Table 3).
Moreover, a novel miRNA, bta-miR-22-24033, was the most highly expressed among novel miRNAs
(accounted for 0.3% of total read counts) (Table S4b).

Table 1. The 20 most abundantly expressed miRNAs in ileum tissue of calves.

miRNA Pre-Weaning (D33) Post-Weaning (D96) Both Periods

Read
Counts

% of Total
Read

Counts
% of Total

Read
Counts

% of Total

bta-miR-143 16,742,092 24.51 7,468,034 13.65 24,210,126 19.68
bta-miR-192 4,435,941 6.50 5,383,934 9.84 9,819,875 7.98
bta-miR-26a 2,861,953 4.19 4,861,644 8.89 7,723,597 6.28
bta-miR-191 1,691,133 2.48 4,106,915 7.51 5,798,048 4.71
bta-miR-10b 1,693,467 2.48 2,031,077 3.71 3,724,544 3.03
bta-miR-148a 1,702,572 2.49 1,754,282 3.21 3,456,854 2.81
bta-miR-10a 1,413,716 2.07 1,734,580 3.17 3,148,296 2.56
bta-miR-21-5p 4,233,604 6.20 1,673,008 3.06 5,906,612 4.80
bta-miR-99a-5p 1,282,425 1.88 1,452,116 2.65 2,734,541 2.22
bta-miR-215 1,320,560 1.93 1,373,575 2.51 2,694,135 2.19
bta-miR-27b 1,557,472 2.28 1,310,625 2.40 2,868,097 2.33
bta-let-7a-5p 1,729,397 2.53 1,231,252 2.25 2,960,649 2.41

bta-let-7f 1,668,877 2.44 1,226,489 2.24 2,895,366 2.35
bta-miR-125b 923,543 1.35 987,775 1.81 1,911,318 1.55
bta-miR-145 1,152,495 1.69 798,715 1.46 1,951,210 1.59
bta-miR-30e-5p 699,838 1.02 735,220 1.34 1,435,058 1.17

bta-let-7g 1,083,909 1.59 685,389 1.25 1,769,298 1.44
bta-miR-194 1,498,650 2.19 571,343 1.04 2,069,993 1.68
bta-miR-30d 747,419 1.09 560,435 1.02 1,307,854 1.06
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Table 2. Enriched gene ontology (GO) terms for target genes of 20 most abundantly expressed miRNAs.

GO Class GOID GO Term p-Value FDR

Biological process GO:0044767 Single-organism developmental process 4.40 × 10−13 1.13 × 10−10

GO:0044260 Cellular macromolecule metabolic process 7.96 × 10−13 1.79 × 10−10

GO:0044237 Cellular metabolic process 3.29 × 10−12 6.57 × 10−10

GO:0007275 Multicellular organismal development 2.62 × 10−11 4.71 × 10−9

GO:0048731 System development 7.45 × 10−11 1.22 × 10−8

GO:0009888 Tissue development 9.21 × 10−11 1.38 × 10−8

GO:0048856 Anatomical structure development 1.24 × 10−10 1.72 × 10−8

GO:0036211 Protein modification process 8.55 × 10−10 9.61 × 10−8

GO:0030154 Cell differentiation 1.74 × 10−9 1.74 × 10−7

Cellular component GO:0043412 Macromolecule modification 3.53 × 10−9 3.34 × 10−7

GO:0005622 Intracellular 2.57 × 10−20 4.63 × 10−17

GO:0044424 Intracellular part 1.35 × 10−19 1.22 × 10−16

GO:0043227 Membrane-bounded organelle 3.43 × 10−17 2.06 × 10−14

GO:0043231 Intracellular membrane-bounded organelle 1.95 × 10−15 8.79 × 10−13

GO:0043229 Intracellular organelle 3.08 × 10−15 1.11 × 10−12

GO:0005737 Cytoplasm 4.55 × 10−15 1.36 × 10−12

GO:0044422 Organelle part 2.39 × 10−10 3.07 × 10−8

GO:0044446 Intracellular organelle part 3.80 × 10−10 4.56 × 10−8

GO:0044444 Cytoplasmic part 9.28 × 10−10 9.83 × 10−8

GO:0005634 Nucleus 7.71 × 10−8 4.34 × 10−6

Molecular function GO:0005515 Protein binding 3.18 × 10−7 1.10 × 10−5

GO:0019207 Kinase regulator activity 4.91 × 10−6 1.08 × 10−4

GO:0019887 Protein kinase regulator activity 3.01 × 10−5 4.79 × 10−4

GO:0003723 RNA binding 3.24 × 10−5 5.06 × 10−4

GO:0019210 Kinase inhibitor activity 3.78 × 10−5 5.76 × 10−4

GO:0004702 Receptor signaling protein
serine/threonine kinase activity 8.23 × 10−5 1.06 × 10−3

GO:0005057 Receptor signaling protein activity 1.94 × 10−4 2.02 × 10−3

GO:0061650 Ubiquitin-like protein conjugating
enzyme activity 3.20 × 10−4 2.96 × 10−3

GO:0003700 Transcription factor activity,
sequence-specific DNA binding 4.99 × 10−4 4.17 × 10−3

Table 3. Enriched KEGG pathways for target genes of 20 most abundantly expressed miRNAs.

KEGG Pathway p-Value FDR

Cysteine and methionine metabolism 2.56 × 10−3 4.39 × 10−2

Amino sugar and nucleotide sugar metabolism 1.73 × 10−3 3.47 × 10−2

TGF-beta signaling pathway 9.58 × 10−4 2.30 × 10−2

Signaling pathways regulating pluripotency of stem cells 6.67 × 10−4 2.00 × 10−2

Pathways in cancer 3.81 × 10−5 4.57 × 10−3

Transcriptional misregulation in cancer 1.76 × 10−3 3.26 × 10−2

Proteoglycans in cancer 1.39 × 10−4 8.37 × 10−3

MAPK signaling pathway 1.22 × 10−5 2.94 × 10−3

Cell cycle 3.48 × 10−4 1.67 × 10−2

p53 signaling pathway 9.32 × 10−4 2.49 × 10−2

Protein processing in endoplasmic reticulum 1.29 × 10−3 2.81 × 10−2

ErbB signaling pathway 5.55 × 10−4 1.90 × 10−2

FoxO signaling pathway 1.04 × 10−4 8.35 × 10−3

Chronic myeloid leukemia 5.21 × 10−4 2.08 × 10−2

3.2. Differentially Expressed miRNAs and Downstream Target Gene Enrichment Analyses

A total of 220 miRNAs (104 up-regulated and 116 down-regulated) were significantly DE between
D33 (pre-weaning) and D96 (post-weaning) (Figure 1, Table S6a). Bta-miR-374a (FDR = 5.00 × 1029),
bta-miR-15b (FDR = 7.96 × 1024) and bta-miR-26a (FDR = 1.30 × 1020) were the most significantly
down-regulated miRNAs, while bta-miR-455-5p (FDR = 1.01 × 1023), bta-miR-210 (FDR = 4.23 × 1020)
and bta-miR-497 (FDR = 9.95 × 1020) were the most significantly up-regulated miRNAs (Table 4).
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Figure 1. Volcano plot depicting miRNA differential expression results. Each dot represents a
miRNA. Green and red dots represent miRNAs significantly differentially expressed at FDR < 0.05
and FDR < 1 × 1011, respectively. Black dots represent miRNAs that were not differentially expressed.
Differential expression analysis was accomplished with DeSeq2.

Table 4. The ten most up- and down-regulated miRNAs between D33 (pre-weaning) and D96
(post-weaning).

miRNA Base Mean
Log2fold
Change

Fold
Change

p-Value FDR

bta-miR-374a 8851.83 −1.59 −3.01 5.00 × 10−29 1.94 × 10−26

bta-miR-15b 17,755.36 −1.73 −3.32 7.96 × 10−24 1.31 × 10−21

bta-miR-26a 494,446.71 −1.32 −2.50 1.30 × 10−20 1.26 × 10−18

bta-miR-191 367,869.82 −1.81 −3.51 3.59 × 10−18 1.55 × 10−16

bta-miR-142-5p 92,116.08 −1.40 −2.64 6.64 × 10−18 2.58 × 10−16

bta-miR-146a 73,690.12 −1.79 −3.45 2.04 × 10−16 6.08 × 10−15

bta-miR-374b 4629.32 −1.03 −2.04 6.14 × 10−16 1.70 × 10−14

bta-miR-6119-5p 1796.83 −1.68 −3.19 2.08 × 10−15 5.38 × 10−14

bta-miR-340 360.85 −1.58 −2.99 1.40 × 10−14 3.31 × 10−13

bta-miR-361 9880.75 −1.39 −2.62 4.33 × 10−13 8.00 × 10−12

bta-miR-455-5p 282.27 1.89 3.70 1.01 × 10−23 1.31 × 10−21

bta-miR-210 486.48 1.67 3.19 4.23 × 10−20 3.28 × 10−18

bta-miR-497 692.69 1.70 3.24 9.95 × 10−20 6.43 × 10−18

bta-miR-103 39,682.96 1.00 2.00 1.69 × 10−18 9.35 × 10−17

bta-miR-142-3p 1742.08 1.52 2.87 1.96 × 10−18 9.52 × 10−17

bta-miR-3431 614.77 1.58 2.98 1.58 × 10−17 5.57 × 10−16

bta-miR-378c 1268.42 1.67 3.18 3.21 × 10−17 1.04 × 10−15

bta-miR-452 393.30 1.26 2.39 1.45 × 10−14 3.31 × 10−13

bta-miR-424-5p 301.96 1.90 3.73 1.84 × 10−14 3.97 × 10−13

bta-miR-326 378.11 1.49 2.82 6.07 × 10−14 1.24 × 10−12
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The DE miRNAs (220 miRNAs) were predicted to target 11,691 mRNAs (Table S6b). Using mRNA
transcriptome data of the same samples, 1560 mRNAs out of the predicted 11,691 mRNAs, were
significantly and negatively correlated with their targeting miRNAs (Table S6c). Bta-miR-2285f had
the highest number of target genes (172), while AGO2 gene was the most popular target for DE
miRNAs (targeted by 25 DE miRNAs) (Table S6c). Other common target genes for DE miRNAs were
SLC25A46, KCTD13 and PAXIP1, each targeted by 9 DE miRNAs (Table S6c). The GO enrichment
analyses of the 1560 target genes (significantly and negatively correlated with miRNA) indicated
that 158, 26 and 28 of them were significantly enriched in BP-, CC- and MF-GO terms, respectively
(Table S7a–c). The most enriched BP-, CC- and MF-GO terms were cellular macromolecule metabolic
process (FDR = 9.38 × 1010), intracellular (FDR = 3.37 × 1019) and organic cyclic compound binding
(FDR = 1.19 × 104), respectively (Table 5, Figures 2–4). Moreover, 16 KEGG pathways were significantly
enriched for the target genes (1560) of 220 DE miRNAs, and peroxisome (p = 0.004) and Hedgehog
signaling pathways (p = 0.006) were the most significantly enriched (Table S7d, Figure 5). Moreover,
among the 1560 target genes negatively correlated with miRNAs, 278 were also significantly DE
between D33 and D96 in our previous study (Table S8) [23]. The 278 genes were the targets for
64 DE miRNAs. SOX4 was the most common target, since it was targeted by 6 different miRNAs
(bta-miR-191, bta-miR-30e-5p, bta-miR-15-11508, bta-miR-2285f, bta-miR-92b and bta-miR-2285q).
Meanwhile, bta-miR-2285f and bta-miR-874 had the highest number of target genes (37 and 28,
respectively) (Figure 6).

Table 5. Most significantly enriched gene ontology (GO) terms for target genes of differentially
expressed miRNAs.

GO Class GO ID GO Term p-Value FDR

Biological
process

GO:0044260 Cellular macromolecule metabolic process 9.38 × 10−10 5.11 × 10−7

GO:0043170 Macromolecule metabolic process 6.49 × 10−10 7.07 × 10−7

GO:0019222 Regulation of metabolic process 9.86 × 10−9 3.58 × 10−6

GO:0048518 Positive regulation of biological process 1.67 × 10−8 4.55 × 10−6

GO:0071704 Organic substance metabolic process 4.25 × 10−8 7.72 × 10−6

GO:0090304 Nucleic acid metabolic process 3.66 × 10−8 7.97 × 10−6

GO:c0060255 Regulation of macromolecule metabolic process 9.84 × 10−8 1.34 × 10−5

GO:0044237 Cellular metabolic process 8.67 × 10−8 1.35 × 10−5

GO:0009059 Macromolecule biosynthetic process 1.76 × 10−7 1.60 × 10−5

GO:0048522 Positive regulation of cellular process 1.92 × 10−7 1.61 × 10−5

Cellular
component

GO:0005622 Intracellular 2.76 × 10−21 3.37 × 10−19

GO:0043229 Intracellular organelle 2.39 × 10−21 5.85 × 10−19

GO:0044424 Intracellular part 1.21 × 10−20 9.85 × 10−19

GO:0043231 Intracellular membrane-bounded organelle 5.54 × 10−18 3.39 × 10−16

GO:0043227 Membrane-bounded organelle 1.80 × 10−17 8.80 × 10−16

GO:0005634 Nucleus 1.41 × 10−12 5.76 × 10−11

GO:0005737 Cytoplasm 1.69 × 10−10 5.90 × 10−9

GO:0005654 Nucleoplasm 1.80 × 10−9 5.52 × 10−8

GO:0044428 Nuclear part 4.96 × 10−9 1.35 × 10−7

Molecular
function

GO:0044446 Intracellular organelle part 1.06 × 10−8 2.59 × 10−7

GO:0097159 Organic cyclic compound binding 1.19 × 10−6 1.19 × 10−4

GO:1901363 Heterocyclic compound binding 6.87 × 10−7 1.37 × 10−4

GO:0043167 Ion binding 2.32 × 10−5 1.16 × 10−3

GO:0003676 Nucleic acid binding 2.03 × 10−5 1.36 × 10−3

GO:0005515 Protein binding 3.90 × 10−5 1.56 × 10−3

GO:0019207 Kinase regulator activity 5.59 × 10−5 1.60 × 10−3

GO:0019887 Protein kinase regulator activity 5.31 × 10−5 1.77 × 10−3

GO:0043169 Cation binding 1.39 × 10−4 3.47 × 10−3

GO:0003700 Transcription factor activity, sequence-specific DNA binding 1.63 × 10−4 3.63 × 10−3

GO:0019899 Enzyme binding 5.60 × 10−4 8.61 × 10−3
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Figure 5. The ClueGO results for KEGG pathways enrichment for target genes of differentially
expressed miRNAs and relationships between them. The nodes (round shapes) represent KEGG
pathways or genes enriched in the pathways.
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3.3. Real Time Quantitative PCR Validation

The RNA-Seq expression of 6 miRNAs was validated by qPCR. Two of them (bta-miR-486-5p
and bta-miR-193b) were non DE, while four of them (bta-miR-142-5p, miR-146a, miR-24-3p and
miR-374b) were DE between D33 and D96 by RNA-Seq. Observed fold changes for DE miRNAs
between both methods were similar, except for the non-DE miRNAs, where an opposite trend was
observed (Figure 7).

 

Figure 7. Result of qPCR validation of the expression of miRNAs between day 33 (pre-weaning) and
day 96 (post-weaning), and compared with results obtained by miRNA sequencing.

4. Discussion

Physiologically, major metabolic changes that take place in calf gastrointestinal tract following the
transition from liquid to solid food are accompanied by rapid changes in gene expression controlled
by the signal-mediated coordination of transcriptional and post-transcriptional mechanisms [33].
Previously, we reported that ~20% of bovine genes were significantly DE between the pre-weaning
(day 33) and the post-weaning (day 96) period, and enrichment analysis revealed the importance of
DE genes in biological processes necessary for the switch in nutrition and developmental stage from
the pre-weaning to the post-weaning period [23]. While it is well known that miRNAs are important
for the regulation of these processes, little is known about how they participate in the regulation of
ileum functions from the pre-weaning to the post-weaning period.

Highly expressed and DE miRNAs identified in this study suggest potential roles in ileum
developmental processes during the transition from the pre-weaning to the post-weaning period.
However, some highly expressed miRNAs such as bta-miR-21-5p, bta-miR-26a, bta-miR-148a and
bta-let-7a-5p (Table 1) were also highly expressed in other tissues such as milk fat [10], milk
whey/somatic cells [25], and mammary gland epithelial cells [13]. Interestingly, bta-miR-143, the
most highly expressed miRNA, was also among the most abundant miRNAs in bovine testis [34] and
reported as the most highly expressed miRNA in ileum tissue of calves at the pre- and post-weaning
periods [35]. It was suggested that bta-miR-143 might regulate key genes involved in differentiation
of connective tissue cells, the major components of the gut; hence, its high abundance might be
important for the regulation of rapid development and growth of the gastrointestinal tract during
early life. Indeed, enrichment analysis of target genes of the top 20 abundant miRNAs indicated
enrichment in many biological processes and molecular function GO terms (Tables 2 and S5) involved
in developmental processes, therefore supporting important roles for highly abundant miRNAs,
including bta-miR-143, in these processes. Further supporting evidence was derived from enriched
KEGG pathways crucial for cellular development processes such as FoxO signaling pathway, cell cycle,
MAPK signaling pathway, and p53 signaling pathway (Table 3). Moreover, we also detected 81 novel
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miRNAs in this study that were lowly expressed. The most abundant novel miRNA, bta-miR-22_24033,
accounted for only 0.3% of the total read counts. Forty-four novel miRNAs were significantly DE
between D33 and D96, therefore suggesting roles in the regulation of ileum gene expression during the
early period of growth. Nevertheless, novel miRNAs identified in this study will enrich the bovine
miRNome as well as enhance knowledge of the potential roles of miRNAs in calf GIT. However, further
functional validations to clarify the roles of identified miRNAs in the development of calf gut during
the early period of growth are needed.

Bta-miR-374a was the most significantly DE miRNA in this study (Table 4). Bta-miR-374a was
found to be differentially expressed between lactating and non-lactating cows [36]. Bta-miR-374a
potentially targeted 36 different genes (Table S6b) and some of them might be important for
ileum functions such as EIF2AK4, FBXO18, GTPBP3 and GNB2, etc. EIF2AK4 is an important
transcription factor in host response to infection with pathogenic bacteria associated with Crohn’s
disease [37]. Moreover, FBXO18, GTPBP3 and GNB2 have been reported to be significantly DE in calf
gastrointestinal tract between the pre- and post-weaning periods [23]. FBXO18 encodes a member of
the F-box protein family with function in phosphorylation-dependent ubiquitination [38]. FBXO18 is
implicated in the regulation of stress-induced apoptosis processes and homologous recombination
in familial and sporadic breast cancer [39]. Cells deficient in FBXO18 were unable to activate the
cytotoxic-stress-induced cascade, resulting in increased cell survival [40]. GTPBP3 is an important gene
for mitochondrial functions and a mutation in this gene resulted in defective mitochondrial energy
production through oxidative phosphorylation [41]. GNB2 is important for neuronal apoptosis and was
induced by lidocaine in the rat [42]. Nevertheless, the functions of these genes (FBXO18, GTPBP3 and
GNB2) in the ileum are unknown. Bta-miR-15b, the second most significantly up-regulated miRNA,
belongs to the miR-15b family cluster. This miRNA cluster can target cell cycle proteins and the
anti-apoptotic Bcl-2 gene to control cell proliferation and apoptosis [43]. Bta-miR-15b might also play
a role in mastitis disease development in cows [44]. Moreover, Liang et al. [35] also reported that
bta-miR-15b was significantly DE between 0-day-old and 7-day-old calves and its expression correlated
with bacterial population, thus suggesting roles in the regulation of gut development, immune, and
digestive functions. Furthermore, bta-miR-15b potentially targeted IKBKB (Figure 6), a gene known
as an essential molecule for NF-κB signaling pathway [45] with important roles in both innate and
acquired immunity [46].

Interestingly, bta-miR-26a, one of the most significantly DE miRNA (Table 4), was also one of
the most highly expressed miRNA (Table 1). The human homologue of this miRNA plays important
roles in Crohn’s disease [15]. In cattle, this miRNA regulates the expression of PCK1 gene, which is
important for semen quality and longevity of Holstein bulls [47]. Bta-miR-26a potentially targeted BID
gene and their expressions were significantly correlated in this study (Figure 6). BID is a pro-apoptotic
member of the Bcl-2 protein family with roles in the regulation of apoptosis processes [46]. Therefore,
bta-miR-26a might have roles in ileum development via targeting the BID gene. Bta-miR-455-5p was
the most down-regulated miRNA between D33 and D96. Bta-miR-455-5p was reported to be important
for the function of granulosa cells of subordinate and dominant follicles during the early luteal phase
of the bovine estrous cycle [48]. In humans, this miRNA homologue down regulated RAB18 gene in
gastric cancer [49]. In fact, bta-miR-455-5p also potentially targeted RAB18 gene in this study (Figure 6).

Among the top 20 DE miRNAs in this study, bta-miR-142-3p, bta-miR-142-5p, bta-miR-191,
bta-miR-146a, bta-miR-210 and bta-miR-424-5p were also found to be DE in calf ileum at the
pre-weaning and weaning periods [35]. Some of these miRNAs have been reported to play important
roles in immune functions. For example, bta-miR-146a inhibited the mRNA and protein expression
levels of TRAF6 gene and acted as a negative feedback regulator of bovine inflammation and innate
immunity through down regulation of the TLR4/TRAF6/NF-κB pathway in bovine mammary
epithelial cells [50]. Furthermore, bta-miR-142-5p was important for bovine alveolar macrophage
response to Mycobacterium bovis infection [51].
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As expected, the target genes of DE miRNAs were enriched in important biological process
GO-terms related to metabolic processes (such as cellular macromolecule metabolic process,
macromolecule metabolic process and regulation of metabolic process) (Table 5 and Figure 2) and
molecular function GO-terms related to metabolism of the macromolecule compound (such as organic
cyclic compound binding, heterocyclic compound binding, nucleic acid binding and protein binding)
(Table 5 and Figure 4), thus suggesting roles in the regulation of these processes. Interestingly, the
target genes of DE miRNAs were also enriched in GO-terms like transcription factor activity and
sequence-specific DNA binding (FDR = 3.63 × 10−3) (Table 5), thus suggesting their importance in
transcription factor activity. The interaction between miRNAs and transcription factors to regulate gene
expression in biological processes is well documented [52,53]. MiRNAs might inhibit transcription
factor activities by either directly inhibiting the expression of their encoding genes or by inhibiting other
gene(s) that have impact on their activities [53,54]. Previously, we observed that some transcription
factors might play important roles in mediating miRNA regulatory functions in cow milk yield and
milk component traits [9]. In humans, several miRNAs have been reported to participate in the
regulation of intestinal transcription factors; miR-196b inhibited the GATA6 intestinal transcription
factor to control intestinal cell homeostasis and tumorigenesis in colon cancer patients [55], while
miR-30 family controlled intestinal epithelial cell proliferation and differentiation by targeting SOX9
(transcription factor) and other genes in ubiquitin ligase pathway [56]. In fact, as mentioned above, the
most DE miRNA in this study (bta-miR-374) also potentially targeted a transcription factor (EIF2AK4)
known to be important for human Crohn’s disease [37]. The most important pathway enriched for
DE miRNAs target genes was Hedgehog signaling pathway (p = 0.003, Table S7, Figure 5). Hedgehog
signaling pathway is important for cell growth, survival and fate, as well as for normal embryonic
development [57,58]. This pathway also has multiple patterning functions during mammalian gut
development [59]; therefore, it may be important for ileum functions during the early part of life.
Another important pathway enriched for target genes of DE miRNAs was peroxisomes pathway
(p = 0.006, Table S7, Figure 5). The peroxisomes pathway is crucial for metabolic processes such as fatty
acid oxidation, biosynthesis of ether lipids, and free radical detoxification [60]. Since one of the main
functions of the ileum is to absorb bile salts, one of the products of fatty acid oxidation, enrichment of
the peroxisome pathway supports its role in normal ileum function. Another important role of the
ileum is vitamin absorption and the enriched pathway, vitamin digestion and absorption (Table S7 and
Figure 5), might reflect the changes in gene expression for different vitamin requirements between
the pre- and post-weaning periods. Other enriched pathways also reflect the importance of miRNAs
in the regulation of genes involved in lipid metabolism (phosphatidylinositol signaling system and
sphingolipid signaling pathway), protein metabolism (valine, leucine and isoleucine biosynthesis and
protein processing in endoplasmic reticulum) and intracellular signaling (cGMP-PKG signaling, FoxO
signaling and neurotrophin signaling pathway) in the development of the ileum during the early part
of life.

5. Conclusions

This is the first integrated miRNA-mRNA analysis characterizing the function of miRNAs
in calf ileum during early life. Eighty-one novel miRNAs were identified that will enrich the
bovine miRNome repertoire and contribute to the understanding of regulatory processes in calf
ileum. This study highlighted potential roles of bta-miR-143, bta-miR-192, bta-miR-26a and
bta-miR-21-5p in growth and developmental processes during the transition from the pre-weaning
to the post-weaning period. This study also suggested roles for DE miRNAs in metabolic processes,
metabolism of the macromolecule compound, transcription factor activities, as well as involvement
in pathways related to metabolism (peroxisomes), vitamin digestion and absorption, lipid and
protein metabolism, and intracellular signaling (Hedgehog signaling, GMP-PKG signaling, FoxO
signaling, neurotrophin signaling pathway). Moreover, several DE miRNAs—DE mRNAs pairs such
as bta-miR-374a—FBXO18, bta-miR-374a—GTPBP3 and bta-miR-374a—GNB2 with potential roles in
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tissue development, and bta-miR-15b—IKBKB with vital roles in immune functions were revealed.
This study, therefore, provided insights on miRNA expression and their potential functions in calf
ileum development during early life, which might facilitate identification of miRNA biomarkers for
growth, nutritional and disease challenges during the pre- and post-weaning periods.
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Abstract: Stroke is the second-most common cause of death worldwide. The pathophysiology
of ischemic stroke (IS) is related to inflammation, atherosclerosis, blood coagulation, and platelet
activation. MicroRNAs (miRNAs) play important roles in physiological and pathological processes
of neurodegenerative diseases and progression of certain neurological diseases, such as IS. Several
different miRNAs, and their target genes, are recognized to be involved in the pathophysiology of
IS. The capacity of miRNAs to simultaneously regulate several target genes underlies their unique
value as diagnostic and prognostic markers in IS. In this review, we focus on the role of miRNAs
as diagnostic and prognostic biomarkers in IS. We discuss the most common and reliable detection
methods available and promising tests currently under development. We also present original results
from bioinformatic analyses of published results, identifying the ten most significant genes (HMGB1,
YWHAZ, PIK3R1, STAT3, MAPK1, CBX5, CAPZB, THBS1, TNFRSF10B, RCOR1) associated with
inflammation, blood coagulation, and platelet activation and targeted by miRNAs in IS. Additionally,
we created miRNA-gene target interaction networks based on Gene Ontology (GO) information
derived from publicly available databases. Among our most interesting findings, miR-19a-3p is
the most widely modulated miRNA across all selected ontologies and might be proposed as novel
biomarker in IS to be tested in future studies.

Keywords: miRNA; bioinformatic analysis; ischemic stroke; miRNA-gene target interaction; network;
biomarker; diagnosis; prognosis

1. Introduction

Stroke is the second-most common cause of death worldwide, accounting for almost 6.5 million
stroke deaths each year. Approximately 795,000 strokes occur in the United States each year. On average,
every 40 s, someone in the United States has a stroke, and on average, every 4 min, someone dies of
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a stroke [1,2]. In Europe, strokes account for 405,000 deaths (9%) in men and 583,000 (13%) deaths
in women each year [3]. While hemorrhagic strokes accounts for 15% and a further 5% are due to
unknown etiology, approximately 80% of all acute strokes are ischemic, mainly from large vessel
occlusion due to either artery-to-artery embolism or cardiac embolism. [4,5]. Ischemic stroke (IS) is
characterized by the sudden loss of blood circulation to an area of the brain, resulting in irreversible
brain injury and subsequent neurologic deficits occurring already few minutes after the onset of
ischemia [6].

MicroRNAs (miRNA) are small, endogenous, single-stranded, noncoding RNA molecules ranging
in length from 18–25 nt that are found in eukaryotic cells. They regulate approximately 60% of the
mammalian protein coding genes, primarily through the interaction with mRNAs. This effect is
exerted by binding to complementary regions of messenger transcripts to repress their translation
or less frequently inducing their degradation. Up to now, more than 5000 human miRNAs have
been identified, and about 1000 are estimated to exist [7]. Several studies showed that miRNAs
can be useful for the treatment of particular diseases. One advantage of miRNA-based therapies
is that synthetic mimics and inhibitors can be used to alter endogenous miRNA levels in clinic.
This approach has been utilized for cancer and hepatitis C virus therapy [8,9]. Apart from their
treatment value, it was shown that expression of miRNAs plays important roles in many physiological
and pathological processes, including epigenetics and neurodegenerative diseases and progression
of specific neurological diseases [10,11]. It has been shown that some pathological processes of the
central nervous system, and that Alzheimer’s disease, multiple sclerosis, and stroke are associated to
specific alteration of circulating miRNAs [12]. This suggests that circulating miRNAs could be used as
clinical biomarkers, to provide a sort of “liquid biopsy” taken from peripheral blood but providing
information on pathophysiological processes going on in the brain and underlying stroke [13–15].

Potential advantages of this approach include the early diagnosis of acute cerebrovascular events,
as already proven before with coronary artery disease, peripheral arterial disease and ischemia,
acute myocardial infarction, myocarditis, heart failure, takotsubo cardiomyopathy in-stent restenosis,
diabetes, or platelet dysfunction [7,16–29].

Several conventional methods were used by researchers in order to detect miRNAs such as,
northern blotting, quantitative polymerase chain reaction (qPCR), and microarrays. However, each of
these methods has its own individual limitations. Northern analysis was a widely used method for
miRNA analyses, as it is easy to perform, specificity is relatively high, sequences with even partial
homology can be used as hybridization probes, and the cost of running many gels is low once the
equipment is set up [30]. However, northern blot technology also has disadvantages. For example,
contamination due to radiolabeling, low detection efficiency, and poor sensitivity for oligonucleotide
probes may complicate the measurements [31]. RT-PCR and microarrays allow reliable and effective
detection for miRNAs. Techniques like northern blot and RT-PCR allow testing for only a few miRNAs
per experiment. On the contrary, using miRNA microarray, it is possible to identify more than several
hundred differentially regulated miRNAs in a particular disease or condition in one single run [7].
Several new technical developments have been brought about in the field of RT-PCR in order to
further improve their efficiency. Among the others, the coupling with microfluidic cards should
be mentioned, together with the digital droplet PCR, which allows very high analytical standards,
minimizing reaction volumes [32]. Additionally, next-generation-sequencing technology has quickly
emerged as the preferred platform for studying and discovering novel circulating miRNAs. It is
possible to sequence multiple samples in one time by pooling with next-generation-sequencing and
also possible to construct comprehensive expression profiles for every assessed sample, on the other
hand potentially large investment in bioinformatics analysis, time and personnel are required [33,34].
Beside these techniques, there are new promising methodologies have been developed to detect
miRNAs, for example, sensitive miRNA biosensors such as silicon nanowires, gold nanoparticles,
silver nanoclusters, or conducting polymer/carbon nanotube hybrids [35–38].
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Since circulating miRNAs can be detected by several techniques in plasma, serum, or whole blood,
they have become the focus of interest as potential new diagnostic and prognostic biomarkers and
tools for understanding their role in IS. Therefore, we systematically reviewed all available studies
assessing the clinical usefulness of circulating miRNAs as diagnostic or prognostic markers in IS. Thus,
in this article, we present an overview of the current knowledge on diagnostic and prognostic value of
miRNAs related to IS based on human studies and report the results of a quantitative bioinformatic
analysis highlighting the most promising miRNAs for clinical application in IS.

2. Circulating miRNAs and Stroke

Acute myocardial ischemia and IS share several common pathophysiological aspects. Previous
studies implied that the circulating miRNAs could be exploited as diagnostic and/or prognostic
indicators in several cardiovascular diseases (CVD) [27]. However, limited number of researches on
role of miRNAs in IS and its relation to clinical outcomes were published.

2.1. PCR-Based Analysis for miRNA Expression

Quantitative reverse transcription PCR (RT-qPCR) technology is the gold standard for gene
expression measurement. Several companies have developed qPCR-based assays for the detection of
miRNA expression [39]. RT-qPCR technique allowed us to achieve high sensitivity, high specificity,
and quantitative data of miRNA expression analysis. However, RT-qPCR is low-throughput profiling
for a genome-wide miRNA-profiling assay [40].

In one of the first study, alterations in plasma miRNA levels in patients with IS were compared
to healthy controls. The circulating levels of miR-30a, miR-126, and let-7b were analyzed in plasma
samples of patients with IS obtained at different time-points both in acute phase (24 h from the
onset of symptoms) and recovery phase (at 1 week, 4 weeks, 24 weeks, and 48 weeks after the
episode). Circulating miR-30a and miR-126 expression were down regulated in IS patients regardless
of etiology in all time points, except the last measurement at 48 weeks when it increase to baseline
value. Interestingly, the expression pattern of circulating let-7b in IS patients with large-vessel
atherosclerosis (LA) was increased in contrast to what observed in patients with other stroke subtypes
(i.e., small-vessel disease (SV), cardioembolic stroke (CE) and undetermined cause (UDN) groups).
Follow-up evaluations revealed that all circulating miRNAs levels returned to the baseline 48 weeks
after the episode. Moreover, based on the level of three miRNAs authors defined a specific clinical
score system that was further correlated with functional status as evaluated with the modified Rankin
Scale (mRS), suggesting that miR-30a, miR-126, and let-7b could be used as a reliable marker for the
diagnosis of IS (See Tables 1 and 2) [41]. It is particularly interesting that a modulation of miR-30 has
also been reported in patients with acute myocardial infarction [42]. If on one hand this strengthens the
hypothesis that miRNAs are “smart” biomarkers capable of reflecting the pathophysiological processes
underlying CVS, on the other hand it undermines its usefulness as a disease-specific biomarker.

In another study, two miRNAs selected based on literature search, namely let-7e and miR-338,
were analyzed in serum from IS patients in three phases of the ischemic event (i.e., acute- 1–7 days,
subacute- 8–14 days, recovered- over 15 days) and miRNA levels were compared with 51 healthy
volunteers. In this study only let-7e expression levels were significantly higher at all time-points with
significantly higher levels in IS patients at the acute stage. Moreover, let-7e level was correlated with
serum high sensitivity C-reactive protein (hs-CRP) level (r = 0.67, p = 0.033). A prognostic role of
both miRNAs failed to be proven as there was no correlation between miRNAs expression level and
National Institutes of Health Stroke Scale (NIHSS) scores, which is a widely used tool that determine
the severity of a stroke. However, serum let-7e showed a specificity up to 73.4% and a sensitivity of
82.8% in IS patients at the acute stage, whereas serum miR-338 in IS patients showed a specificity up to
53.2% and a sensitivity of 71.9% in the acute stage. Thus, authors suggested that let-7e expression in
serum may serve as a useful noninvasive circulating biomarker for the acute stage of IS [43].
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Huang et al. sought to evaluate another let-7 family member, let-7e-5p, in two independent
case-control IS populations. The results showed that the expression level of let-7e-5p was significantly
higher in IS patients than in control subjects. Logistic regression analysis revealed that let-7e-5p
expression was associated with an increased risk of IS (adjusted OR, 1.89; 95% CI, 1.61~2.21; p < 0.001).
Also, diagnostic accuracy of acute phase specific miRNAs were tested through calculating the area
under curve (AUC) of receiver operating characteristic (ROC) curves. The addition let-7e-5p to the
traditional risk factor model improved the diagnostic potential to an AUC of 0.82 (95% CI, 0.78~0.85).
In order to find targets of let-7e both bioinformatics and target gene expression analysis were performed.
It showed that let-7e-5p expression was negatively correlated with several genes (ATF2, CASP3, FGFR2,
NLK, PTPN7, RASGRP1, and TGFBR1). Therefore, the study showed that let-7e-5p expression is
significantly higher in IS patients and is associated with the occurrence of IS. Moreover, authors
suggested that let-7e-5p may be involved in the pathogenesis of IS by regulating CASP3 and NLK
expression, as two genes enriched in the MAPK signaling pathway [44].

Gong et al. performed study in order to determine prognostic value of several let-7 family
members (let-7a, let-7b, let-7c, let-7d, let-7e, let-7f, let-7g, miR-98) and relation to massive cerebral
infarction (MCI) within first 48 h from the onset of symptoms. In their report, the expression of let-7f
was down regulated in IS with MCI in comparison to healthy controls and IS without MCI, and up
regulated in group without MCI at baseline, i.e., 48 h. When comparing relative expression of let-7f
between groups with and without hemorrhagic transformation (HT), authors found up-regulation
of let-7f in the MCI without HT after two weeks from the baseline. However, when compared MCI
with and without HT significant up-regulation of let-7f was found in the first group after two weeks.
It is worth to mention that the level of hs-CRP was negatively correlated with the relative expression
of let-7f in the MCI group. Another important finding of the study showed that the expression level
of let-7f in the MCI without HT is positively correlated with patients status based on Glasgow Coma
Scale score and negatively with hs-CRP concentration (r = −0.88, p < 0.0001). Also in this study
target gene expression analysis was performed and the relative expression of let-7f was negatively
correlated with interleukin-6 (IL-6) expression in the MCI without HT (48 h and 2 weeks) (r = −0.40,
p < 0.001), but not in the MCI with HT group, which may suggest that the downregulation of let-7f
expression in patients with MCI without HT may induce inflammation [45]. The large involvement
of let-7 with cerebrovascular disease, as proven by multiple evidences from independent studies is
particular interesting. In fact, let-7 expression and availability is influenced by a circular noncoding
RNA named CircPVT1, involved in the modulation of cell senescence [46].

Leung et al. investigated and compared plasma concentrations of miR-124-3p and miR-16 as
diagnostic markers in acute stroke. Ninety-three patients with IS, 19 patients with hemorrhagic stroke,
and 23 healthy controls enrolled in the study. Plasma concentrations of miRNAs were determined by
RT- PCR. Median plasma 124-3p concentrations taken within 24 h of symptom onset were higher in
hemorrhagic stroke patients than that in IS patients, while median miR-16 concentration in IS patients
were higher than that in hemorrhagic stroke patients. Authors concluded that both miR-124-3p and
miR-16 are diagnostic markers to discriminate hemorrhagic stroke and IS [47]. Another study aimed to
investigate circulating miRNAs namely miR-15a, miR-16, and miR-17-5p [48]. The selection of specific
miRNA was based on assumption that miR-15a and miR-16 are increased in the serum of patients
with ischemic events and miR-17-5p may be a critical factor in post-stroke adult neurogenesis [49–52].
In this study, Wu et al. evaluated the utility of these three miRNAs in peripheral blood of 106 IS
patients and 120 healthy controls as IS serum biomarkers for diagnostic value. Serum levels of miR-15a,
miR-16, and miR-17-5p were significantly higher in IS patients compared to control subjects. Serum
miR-15a levels showed a significant positive correlation with age. Besides, there was a strong negative
correlation between serum miR-16 levels and high-density lipoprotein (HDL) and apolipoprotein A1
(ApoA1). Moreover, in multivariate logistic regression model, it was found that serum miR-17-5p level
was a significant and independent predictor for IS (OR 3.968; CI 95% 1.001–14.29, p = 0.035). Also,
ROC analysis showed that selected miRNAs were useful IS biomarkers (See Table 2) [48]. In line with
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these findings, miR-16 was recently associated to peripheral ischemia and was suggested as a potential
mediator of remote vascular remodeling [19]. Hence, it could reflect systemic vascular dysfunction,
rather than specific and acute localization of ischemic disease.

Jin and Xing evaluated 28 miRNAs selected based on previous publications that were described
to possess pro-angiogenic or anti-angiogenic properties. Selected miRNAs were evaluated in plasma
samples of IS patients and controls taken within 24 h after ischemic events. In the exploring stage
performed in 10 patients and 10 controls, 11 differentially expressed miRNAs (DEM) were identified
and included into the validating stage. In the second stage, in order to validate the significantly
expressed miRNAs, 106 IS patients and 110 controls were analyzed. The expression of miR-126,
miR-130a, and miR-378 in plasma decreased in IS patients; however, miR-222, miR-218, and miR-185
plasma levels were increased. At logistic regression analysis they found that miR-126 (OR 0.840; CI 95%
0.766–0.9220), miR-130a (OR 0.885; CI 95% 0.827–0.948), miR-222 (OR 1.064; CI 95% 1.004–1.126),
miR-218 (OR 1.138; CI 95% 1.036–1.250), and miR-185 (OR 1.099; CI 95% 1.003–1.205) were independent
predictor factors for IS. Moreover, the combined analysis of these five DEMs demonstrated a good
diagnostic performance for IS with sensitivity of 87.7%, and specificity of 54.5%. Additionally, miR-126,
miR-378, and miR-101 were negatively associated, and miR-222, while miR-218, miR-206 positively
associated with NIHSS score what could be used for disease severity management of IS [53].

So far, several studies showed the importance of miR-145 in stroke. In one of the first
study, circulating miR-145 was evaluated in 32 IS patients and compared to 14 control participants.
The results showed significant up-regulation of circulating miR-145 expression and non-significant
downregulation after one month in IS patients (N = 11). Authors suggested that miR-145 might be a
desirable biomarker in IS [54].

In the next study nine previously reported stroke associated miRNAs (miR-21, miR-23a, miR-29b,
miR-124, miR-145, miR-210, miR-221, miR-223 and miR-483-5p) were screened both in 146 IS group
and 96 control subjects. In this validation process only miR-145 was significantly up-regulated,
but miR-23a and miR-221 were significantly downregulated. Serum miR-23a and miR-221 were
moderatly negatively correlated with plasma hs-CRP. Moreover, a strong positive correlation existed
between serum miR-145 and hs-CRP (r = 0.6713), and a moderate correlation existed between serum
miR-145 and IL-6 (r = 0.5896). Interestingly, miR-145 level was positively correlated with infarct
volume and NIHSS scores (r = 0.6249 and r = 0.6288, respectively). Finally, the prediction value using
both hs-CRP and miR-145 was significantly higher than for hs-CRP alone (See Table 2). In 49 IS
patients long term follow-up lasting 2 years was performed and showed that the expression of miR-145
was highest within the acute phase (1 to 7 days) of stroke, but decreased within the recovery phase
(1 month, 6 months, and 2 years) in the serum of patients [55]. The abovementioned role of miR-145
was confirmed through bioinformatics analyses (Gene Ontology and Kyoto Encyclopedia of Genes and
Genomes enrichment) that included two mRNA and 1 miRNA microarray expression profile data from
the Gene Expression Omnibus database. Based on this analysis two miRNAs, namely miR-145 and
miR-122, may represent potential biomarkers in IS. Also, three novel miRNAs (miR-99b, miR-542-3p,
and miR-455-5p) were deregulated what may suggest their roles in the pathological processes of IS [56].

Contrary to recent studies, Tsai et al. did not find significant modulation of miR-145 in IS.
However, they found that miR-21 level was significantly higher, but miR-221 was significantly lower
compared to healthy controls. MiR-145 was excluded from further analysis, as there were no significant
differences between groups. At multivariable logistic regression analysis both increased miR-21 level
(OR 6.16; 95% CI 2.82, 14.64) and decreased miR-221 level (OR 10.38; 95%CI 4.52, 26.45) were associated
with increased risk of stroke when added to classical risk factors like age, sex, diabetes, hypertension,
smoking, and hyperlipidemia. Also ROC analysis showed that adding both miR-21 and miR-221 into
the model substantially improved AUC value for IS prediction. Hence, the authors suggested that
miR-21 and miR-221 can be novel biomarkers for stroke, but not miR-145 [57].

Also, Zhou and Zhang identified decreased plasma miR-21 and miR-24 levels in 68 IS patients
compared with 21 healthy controls. Moreover, miR-21 expressions correlated with miR-24 level,
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and both miRNAs negatively correlated with early outcome of IS based on NIHHS score (r = −0.703,
p < 0.05 for miR-21; r = −0.694, p < 0.05 for miR-24) [58].

Previous study analyzed the changes of miR-223 levels in 75 healthy control samples and
compared to 79 IS patients within 72 h from the onset of symptoms. It was found that miR-223
expression correlates with stroke subtype (i.e., LA and SA subtype) and negatively correlates with
NIHSS scores, but the correlations with infarct volume and insulin-like growth factor 1 (IGF-1) levels
were low [59]. Beside miRNA studies in circulating blood miR-223 was detect also in exosomes.
Exosomes are 30–100 nm vesicles that cells secrete into extracellular space when multivesicular
bodies fuse with cell membrane. MiR-223 was shown to be one of the most highly expressed
miRNAs in plasma exosomes of healthy human and results about its function in ischemia injury
are inconsistent [60]. Chen et al. found that the level of miR-223 in circulating exosomes was elevated
after onset of IS, and exosomal miR-223 expression was positively correlated to NIHSS score. Moreover,
stroke patients with poor outcomes based on mRS inclined to have a greater exosomal miR-223
expression. Therefore, increased exosomal miRNA-223 possess both diagnostic and prognostic value
for IS [61].

In another study serum exosomal miRNAs, namely miR-9 and miR-124, were evaluated in 65
IS patients and compared with 66 non-stroke volunteers in order to explore their diagnostic and
prognostic value. The team found that both miR-9 and miR-124 levels were increased in IS patients.
Moreover, both miRNAs expression were positively correlated with NIHSS score (r = 0.7126 and 0.6825
respectively, p < 0.01), infarct volume evaluated by magnetic resonance imaging (MRI) (r = 0.6768 and
0.6312, respectively, p < 0.01) and serum IL-6 concentration (r = 0.6980 and 0.6550, respectively, p < 0.01).
Finally, diagnostic value for IS of exosomal miR-9 and miR-124 was confirmed in ROC analysis [62].
Interestingly, another small study done by Liu et al. showed that serum expression of miR-124 was
downregulated within the first 24 h after the ischemic event, but there were no differences in miR-9 and
miR-219 levels between 31 IS and 11 healthy controls. Also, only miR-124 and miR-9 were negatively
correlated with infarct lesion volume (r = −0.423, p = 0.022; and r = −0.608, p < 0.001), but not with
NIHSS score. Besides, a significant negative correlation existed between plasma hs-CRP levels and
serum miR-124 and miR-9 levels (r = −0.421, p = 0.023; and r = −0.511, p = 0.004) [63].

In the latest study, 17 previously reported stroke-associated miRNAs were measured in serum
using RT-qPCR. Researchers first evaluated miRNA levels in randomly selected 30 IS patients compared
with 30 control participants. MiR-21, miR-145, miR-29b, and miR-146b were significantly increased but
miR-23a and miR-221 levels were decreased within 24 h after stroke onset compared with the control
group. Further verification was done for miR-21, miR-23a, miR-29b, miR-145, miR-146b, and miR-221
with a larger number of patients. MiR-146b was significantly upregulated in the serum of 128 IS
patients compared with 102 control participants. In addition to this, positive correlation was found
between upregulated serum miR-146b level and plasma hs-CRP, infarct volume and NIHSS score,
and serum IL-6 of patients. Importantly, the combination of plasma hs-CRP and serum miR-146b
gained a better sensitivity/specificity for prediction of IS (AUC from 0.782 to 0.863). Besides, it was
found that decreased miR-221 level negatively correlated with plasma hs-CRP level but not serum
IL-6 level in IS patients. Authors suggested that upregulated serum miR-146b might be a potential
diagnostic biomarker for IS evaluation [64].

2.2. MiRNA Profiling and RNA Sequencing Strategy

MiRNA microarrays are commonly used for miRNA expression profiling analysis. They have
advantages and disadvantages comparison to RT-qPCR technologies. First of all, they allow us a
powerful high-throughput profiling for a genome-wide miRNA profiling assay and the protocol
can be easily standardized. Despite, there are some major disadvantages associated with miRNA
microarrays. For example, generally a large amount of high-quality RNA samples are needed
for the microarray experiments, which is often a major challenge for miRNA expression analysis
of clinical samples. Moreover, lower miRNA detection sensitivity and specificity is the main
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limitation of microarray analysis compared to RT-qPCR analysis [65]. Beside miRNA microarrays,
the next-generation-sequencing technology has quickly emerged as the preferred platform for studying
circulating miRNA profiling. Comparison to microarray technology RNA-sequencing technology has
higher sensitivity and specificity, however high cost is a practical consideration for researchers [66].

In one of the first study using microarray strategy Jickling et al. identified candidate miRNAs
that could serve as a diagnostic tool in 24 IS patients. In a group with IS six miRNAs, expression was
increased (i.e., miR-122, miR-148a, let-7i, miR-19a, miR-320d, miR-4429), and two miRNAs, expression
was decreased (miR-363 and miR-487b) in comparison to healthy controls. By using gene target
database, they also evaluated potential gene targets for selected miRNAs and they found two main
pathways which are regulated by these miRNAs, i.e., the nuclear factor-κB (NF-κB) and Toll-like
receptor signaling pathways, the pathways, which are involved in immune activation, leukocyte
extravasation and thrombosis [67].

Using screening technique Li et al. discovered 115 miRNAs that were differentially expressed in IS
patients compared to controls. For the further analysis they selected based on well-defined criteria and
literature search 13 miRNAs. In order to validate the initial results they performed RT-qPCR of selected
miRNAs and found that expression of 8 miRNAs (miR-32-3p, miR-106b-5p, miR-423-5p, miR-451a,
miR-1246, miR-1299, miR-3149, and miR-4739) significantly increased, and the expression of 5 miRNAs
(miR-224-3p, miR-377-5p, miR-518b, miR-532-5p, and miR-1913) significantly decreased in the serum
of IS patients. According to functional assays only upregulated miR-32-3p, miR-106b-5p, and miR-1246,
and downregulated miR-532-5p in IS serum might play a vital role in the pathogenesis of IS. Moreover,
through bioinformatic analysis, they found that stroke-related genes vascular endothelial growth
factor-A (VEGFA), myeloid cell leukemia-1 (Mcl-1), and superoxide dismutase 2 (SOD2) might be the
targets of miR-106b, therefore authors suggested that miR-106b may affect multiple pathways such as
apoptosis, oxidation, angiogenesis, and neurogenesis in IS [68–71].

MiRNA profiling strategy in the whole blood samples was proposed to analyze the utility
of miRNA for the disease progression and stroke subtype evaluation in young patients with IS.
This strategy showed that 157 miRNAs were differentially regulated across stroke samples. In total,
138 miRNAs were upregulated, and 19 miRNAs were downregulated. Interestingly, different miRNAs
expression was observed between stroke subtypes groups, i.e., 8 miRNAs were downregulated
(hsa-let-7f, miR-126, -1259, -142-3p, -15b, -186, -519e, and -768-5p) and 17 miRNAs were upregulated
(hsa-let-7e, miR-1184, -1246, -1261, -1275, -1285, -1290, -181a, -25*, -513a-5p, -550, -602, -665, -891a, -933,
-939, and -923) across subtypes of stroke. Further analysis showed also the utility of miRNA profiling
in prognosis [72].

Profile of circulating miRNA was also evaluated by Sepramaniam et al. In three different cohorts
that contained 169 patients with IS. In total 314 miRNAs were detected upon profiling. In the initial
step of the analysis they found 105 different miRNAs that were deregulated in stroke cases. Among
the 105 miRNAs, 58 were downregulated while 47 were upregulated. Moreover, further analysis help
to significantly distinguish the stroke etiology i.e., LA, CE and SV based on 32 miRNAs (let-7a, let-7d*,
let-7g, let-7i, miR-126, -130a, -187*, -18a*, -20a, -22*, -26b, -30b, -30c, -30e*, -320b, -320d, -324-5p, -331-3p,
-340, -342-3p, -361-5p, -363, -422a, -423-3p, -501-5p, -502-3p, -505*, -574-3p, -675,-886-5p, -92a, and -93*),
however detailed analysis was not provided in the study. Finally, the patients were segregated into
acute and recovery phase and 26 miRNAs (let-7d*, miR-125b-2*, -1261, -1299, -130a, -1321, -208a, -22*,
-23a, -27a*, -320b, -320d, -30c, -340, -422a, -423-3p, -488, -502-5p, -549a, -574-3p, -574-5p, -617, -627,
-886-5p, -92a, and -93*) were unique for acute stroke and 16 miRNAs (let-7a, let-7g, miR-129-5p, -192-5p,
-196a*, -26b, -30b, -30e*, -370, -381, -493*, -525-5p, -652, -920, -933, and -96) were unique for stroke
patients at 7 days after the event (“recovered patients”). Diagnostic accuracy for acute phase of IS
tested through calculating the AUC of ROC curves showed that 5 different miRNAs could serve as a
potential biomarkers i.e., miR-125b-2*, -27a*, -422a, -488 and -627 [73] (See Figure 1).
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Table 2. The results of area under the receiver operating characteristic curves from human studies.

Ref MicroRNA AUC Specificity Sensitivity

Long et al. [41]

miR-30a

24 h 0.91 80% 94%

1 week 0.91 84% 93%

4 weeks 0.92 84% 90%

24 weeks 0.93 84% 92%

miR-126

24 h 0.92 84% 92%

1 week 0.94 86% 90%

4 weeks 0.93 84% 92%

24 weeks 0.92 82% 92%

Let-7b

24 h 0.93 84% 92%

1 week 0.92 84% 90%

4 weeks 0.92 86% 92%

24 weeks 0.91 80% 89%

Wu et al. [48]

miR-15a, 0.698

NA NA
miR-16, 0.820

miR-17-5p 0.784

miR-15a + miR-16 + miR-17-5p 0.845

Peng et al. [43]
Let-7e 0.86 73.4% 82.8%

miR-338 0.63 53.2% 71.9%

Huang et al. [44] Let-7e-5p 0.82 NA NA

Jin F. and
Xing J. [53]

miR-126 0.654

NA NA

miR-130a 0.642

miR-222 0.584

miR-218 0.624

miR-185 0.601

miR-126 + miR-130a + miR-222
+ miR-218 + miR-185 0.767

Chen et al. [61] miR-223 0.859 78.8% 84%

Sepramaniam
et al. [73]

Cohort 1 Cohort 2

NA NA

miR-125b-2* 0.95 0.85

miR-27a* 0.89 0.86

miR-422a 0.92 0.86

miR-488 0.87 0.86

miR-627 0.84 0.76

Tian et al. [75]
miR-16 (overall patients) 0.775 87% 69.7%

miR-16 (LAA patients) 0.952 91.3% 100%

Wang et al. [74]

Total MRI(+)

NA NA
hsa-miR-106b-5p 0.999 0.962

hsa-miR-4306 0.877 0.952

hsa-miR-320e 0.953 0.981

hsa-miR-320d 0.977 0.987
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Table 2. Cont.

Ref MicroRNA AUC Specificity Sensitivity

Jia et al. [55]

CRP 0.794

NA NA
CRP+ miR-145 0.896

CRP + miR-23a 0.816

CRP + miR-221 0.819

Tsai et al. [57] miR-21/miR-221 (traditional
risk factors) 0.93 NA NA

Ji et al. [62]
miR-9 0.8026

NA NA
miR-124 0.6976

Tiedt et al. [76]

miR-125a-5p + miR-125b-5p +
miR-143-3p 0.663 (IS vs. TIA)

miR-125a-5p + miR-125b-5p +
miR-143-3p + IL6 + NSE 0.661 (IS vs. TIA)

Chen et al. [64]

miR146b 0.776

NA NA

CRP 0.782

IL-6 0.684

CRP+miR146b 0.863

IL-6+miR146b 0.819

CRP+IL-6+miR146b 0.866

Abbreviations; MiRNA, microRNA; AUC, area under curve; NA, no data; CRP, C-reactive protein; LAA, large artery
atherosclerosis; IL-6, interleukin 6; NSE, neuron specific enolase; MRI, magnetic resonance imaging; IS, ischemic
stroke; TIA, transient ischemic attack.

Figure 1. Regulation of diagnostic and prognostic miRNAs serving as biomarkers in ischemic stroke,
based on human studies. Abbreviation: miRNA, microRNA; CRP, C-reactive protein; HDL, high
density lipoprotein; NIHSS, National Institutes of Health Stroke Scale; IL-6, interleukin 6; TOAST,
Trial of Org 10,172 in Acute Stroke Treatment; OCSP, Oxfordshire Community Stroke Project; HACI,
hyperacute cerebral infarction; mRS, Modified Rankin Scale; BI, Barthel index. Refs: [41,43–45,47,48,53,
55,57,58,61,62,67,68,72–76,78].
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Profiling of miRNAs expression in plasma samples taken from IS patients was performed in
136 individuals with MRI evaluation on admission. In this population 76 patients had already
ischemic changes detected with MRI (MRI+). Initial analysis revealed 120 miRNAs in MRI (−)
group differentially expressed than in MRI (+) group and 69 miRNAs in MRI (+) in comparison to
control group. Seventeen miRNAs were significantly changed (i.e., 10-fold) in plasma samples from
both MRI (−) and (+) IS patients compared with control subjects and were further evaluated. However,
only two miRNAs (hsa-miR-106b-5p and hsa-miR-4306) showed a gradient of increase, and only two
miRNAs (hsa-miR-320e and hsa-miR-320d) showed a gradient of decrease from control patients to
MRI(−) and MRI(+) IS patients. Also, ROC analysis performed on data from all IS patients using 4
miRNAs profile allowed to discriminate patients with IS from healthy controls. Thus, the authors
showed that hsa-miR-106b-5p, hsa-miR-4306, hsa-miR-320e, and hsa-miR-320d might facilitate the
diagnosis and clinical management of IS [74].

Another study aimed to identify specific circulating miRNAs that would facilitate the diagnosis
of hyperacute cerebral infarction less than 6 h from the acute event, and validate their usefulness in
follow-up up to 3 months after the onset of cerebral infarction. Forty patients with hyperacute cerebral
infarction and 30 age-matched healthy volunteers were recruited in this study. Seven hyperacute
cerebral infarction and four age-matched healthy volunteers were selected randomly for microarray
analysis. Thirty-three patients and 23 controls were selected for RT-qPCR validation. In discovery
phase microarray analysis showed 11 miRNAs that were upregulated (miR-140, miR-106b, miR-130a,
miR-16, miR-223, miR-93, miR-484, miR-25, miR-130b, miR-107, and miR-151) and 1 miRNA that
was downregulated (miR-4454), however in validation phase, only miR-16 was significantly different
between patients and the control group. In multivariate logistic regression analysis only miR-16
(OR 1.669, 95% CI 1.071 ± 2.602, p = 0.024) was predictive for hyperacute cerebral infarction stroke.
Moreover, miR-16 expression was significantly higher in the poor prognosis group than in the good
prognosis group during follow-up and the diagnostic accuracy of miR-16 as a biomarker for was
confirmed in ROC analysis [75].

In previously published research that consisted from three stages: discovery stage (20 IS patients
and 20 healthy control subjects), validation stage (40 IS patients and 40 controls), and replication
stage (200 IS patients and 100 controls). RNA sequencing was performed in order to study expression
changes of circulating miRNAs. Out of 32 miRNAs, three miRNAs were upregulated in IS patients
compared to both controls (i.e., miR-125a-5p, miR-125b-5p, and miR-143-3p) and transient ischemic
attacks (TIA) patients. In long-term follow-up lasting up to 90 days both miR-125b-5p and miR-143-3p
levels decreased, starting at day two, with no significant difference compared to controls. Expression
levels of miR-125a-5p subsequently increased and stayed constantly elevated in comparison to
control group. It is worth mentioning that in the studied population, different stroke subtypes were
included, and miR-125a-5p, miR-125b-5p, and miR-143-3p were similar across etiological subgroups,
i.e., patients with LA, CE, and stroke of undetermined etiology. Moreover, miR-125a-5p, miR-125b-5p,
and miR-143-3p differentiated between controls and IS patients with an area AUC of 0.90 (sensitivity:
85.6%; specificity: 76.3%). Importantly, they found the expression levels of miR-125a-5p, miR-125b-5p,
and miR-143-3p to be independent of infarct volume and stroke etiology. This finding emphasizes
potential utility of these miRNAs as a broadly applicable diagnostic marker for IS. Based on another step
of the experiment it was shown that the most important source of these miRNAs are platelets. Moreover,
significantly higher concentration of miR-143-3p were found in extracellular microvesicles isolated
from IS patients in comparison to healthy controls, but not for miR-125a-5p or miR-125b-5p [76].

One of the largest studies was done by Mick et al. They identify and validate ex-RNAs
(extracellular noncoding RNAs) from plasma in participants of the Framingham Heart Study (FHS).
The results demonstrate that when studied in a large observational cohort, miRNAs are significantly
associated with stroke. In comparison to previously published studies there are some differences
making this study highly valuable. First of all it was the largest, unbiased, community-based report
of association between plasma circulating ex-RNAs (miRNAs, piRNAs, and snoRNAs) and stroke.
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Secondly as a method for ex-RNA discovery RNA sequencing was used that allowed to search not only
for miRNAs, but also some other type of non-coding RNA like piRNAs, and snoRNAs. They selected
the most abundantly expressed ex-RNAs by RNASeq (331 miRNAs, 97 piRNAs, and 43 snoRNAs)
for RT-qPCR analysis in the entire FHS Offspring Cohort. Based on proposed strategy 3 miRNAs
(miR-877-5p, miR-124-3p, and miR-320d) and one snoRNA (SNO1402) were independently associated
with prevalent stroke. Moreover, two other miRNAs i.e., miR-656-3p and miR-941 were significantly
associated with incident stroke risk adjusting for each other and potentially confounding clinical
variables. However, such a strategy did not allow analysis of the relation between IS subtypes and
miRNAs [77].

Wu et al. evaluated the expression patterns of specific miRNAs in TIA patients. In their study,
754 miRNAs were initially screened by the TaqMan Low Density Array (TLDA) in two pooled serum
samples from 50 IS patients and 50 controls. After miRNA profiling, significantly changed miRNAs
validated by RT-qPCR in the same cohort and further confirmed in another larger cohort including 177
IS, 81 TIA patients, and 42 controls. Consequently, TLDA screening showed that 71 miRNAs were
upregulated, and 49 miRNAs were downregulated in IS patients. RT-qPCR validation confirmed that
serum levels of miR-23b-3p, miR-29b-3p, miR-181a-5p, and miR-21–5p were markedly increased in
IS patients. Strikingly, miR-23b-3p, miR-29b-3p, and miR-181a-5p were also significantly elevated in
TIA patients. Logistic regression and ROC curve analyses showed that these changed miRNAs may
function as predictive and discriminative biomarkers for IS and TIA. Thus, authors suggested that,
their distinctive expression signatures may contribute to assessing neurological deficit severity of IS
and subsequent stroke risk after TIA [78].

Summing up the above reported results, accumulating evidence indicates that circulating miRNAs
might be used as an innovative diagnostic and prognostic biomarker and potential novel therapeutic
target through its potential roles in inflammatory processes. However, to better evaluate the diagnostic
and prognostic role of miRNAs, more studies are required to investigate the intricate interactions
between the miRNAs and their target genes in IS. Results of the studies presented in this review
should be interpreted with consciousness. As we discussed above studies found controversy findings.
The discrepancy of the results might be the reason of demographic differences between populations,
heterogeneity of populations, various cohort sizes and study designs. It is necessary to conduct further
studies to validate the current hypotheses and closely determine the association between various
miRNAs and their contribution to cardiovascular diseases development.

3. Future Perspectives for Using miRNAs in Diagnosis and Prognosis in Ischemic Stroke

The use of circulating miRNAs as disease biomarkers in stroke is a very attractive and promising
concept. In fact, they might offer several advantages over traditional disease biomarkers: (i) they can
reflect specific cellular pathophysiological alterations; (ii) experimental evidence suggests that they
could potentially indicate the specific etiology of stroke; (iii) since specific miRNAs showed significant
modulation well before the development of the acute and irreversible cerebral damage, they could
potentially allow early stroke diagnosis and/or the identification of subjects at risk before they develop
an acute stroke.

Nevertheless, a number of challenges still need to be addressed before circulating miRNAs could
enter the clinical arena: (a) only few studies have tested their clinical usefulness, most of which are
quite small and present methodological flaws; (b) the large variation observed for miRNAs within
the same patients group could make the identification of diagnostic cutoffs particularly challenging;
(c) most of the available studies that evaluated the clinical usefulness of circulating miRNAs in stroke
were performed in Asian populations and their results could therefore not completely apply to other
ethnicities; (d) most studies did not assess the impact of other clinical variables on the prognostic
potential, which could be additive in some cases and thus potentially helpful if used to correct/adjust
biomarker values; (e) finally, the current standard method for the reliable measurement of circulating
miRNAs is RT-PCR, which presents some limitations for the use as clinical biomarker in the setting of
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an acute disease. Although several alternative methodological approaches are being tested, a reliable,
fast and cheaper analytical methodology has not been established, yet.

4. Bioinformatics Analysis

We performed bioinformatics analysis in order to identify the most commonly regulated
circulating miRNA among the selected studies that are involved in inflammation, blood coagulation,
and platelet activation. The miRNAs list was narrowed down by searching human studies literature.
R programming was used to build a miRNA-Gene-Network based on the interactions of the miRNAs
and target genes and their functions. TargetScan and MirTarBase databases were used to predict
the target genes of the miRNAs [79,80]. To identify the genes associated with inflammation process;
platelet activation; blood coagulation we performed a screening of the Gene Ontology (GO) terms for
the presence of the key words using the biomaRt package in R [81]. Key words used for screening the
GO terms are given in the Supplementary Materials (See Table S1). Electronic database Pubmed and
Scopus was searched between December 2017 and March 2018, and original studies were reviewed
to evaluate the potential diagnostic or/and prognostic role of circulating miRNAs associated with
IS. Review articles and meta-analyses were also investigated, and their secondary references were
examined for possible inclusion. Our search was limited to human studies only and did not exclude
studies on the basis of ethnicity of study participants. Search terms comprised of the following search
syntax: “Search (“micrornas” [MeSH Terms] OR “mir” [MeSH Terms] OR “mirna” [MeSH Terms] OR
“circulating miRNA” [MeSH Terms] OR “circulating microRNA” [MeSH Terms]) AND (“ischemic
stroke” [MeSH Terms] OR “stroke” [All Fields]) AND (“diagnostic” [MeSH Terms] OR “diagnosis”
[All Fields]) OR (“prognostic” [MeSH Terms] OR “prognosis” [All Fields])” Filters: Humans. A total
of 52 records were identified after duplicates removal. Titles and abstracts were screened by two
independent operators, with exclusion of 27 records for any of the following reasons: (a) they were not
related to the specific research question (n = 11); (b) they did not present original data (n = 14); or they
were not human studies (n = 2). Finally, 25 articles were selected to be used in this review.

MiRNA-target interaction network was constructed using R programming and visualized using
Cytoscape software v 3.6.1 [82]. miRNA-target interactions used for constructing the network were
obtained from TargetScan and MirTarBase databases. In the next step we selected miRNAs targeting
at least 5 genes associated with specific GO process (inflammation process; platelet activation; blood
coagulation), and target genes regulated by at least 5 miRNAs (See Figure S1b). In the third step we
subsetted miRNAs regulating at least 5 target genes from the network created in the first step. Final
networks were created by using circular layout and direct force layout (See Figure S1c). Circular
networks were sorted by the degree of connections between miRNAs and their targeted genes.
It enabled to retrieve top miRNAs and top shared targets involved in analyzed GO process (See
Figures 2a, 3a, and 4a). To retrieve gene–gene interactions between our top targets we used interactome
datasets from String app v 1.2.2 for Cytoscape [83].

The pathophysiology of IS is related with inflammation, blood coagulation process and platelet
activation. In course of thromboembolic stroke, activated platelets orchestrate a thrombo-inflammatory
cascade by promoting thrombus formation and growth, activating leukocytes, and potentiating cerebral
endothelium injury. In line with this aim, we focused on miRNAs involved in inflammation, blood
coagulation, and platelet activation in our bioinformatics analysis in order to identify to account for
all potential pathophysiological mechanisms underlying the development of IS. In fact, the study
that were selected included different subtypes of IS, such as thromboembolic, LA, SA, and UDN. We
adopted such broad criteria is the intention to identify a pattern of possibly few miRNAs that could
help to recognize the different underlying etiologies and/or main pathophysiological mechanisms.
Using a similar approach, we were recently able to identify as few as two circulating miRNAs to be
used for the differential diagnosis of heart failure of ischemic origin from other forms of non-ischemic
origin [22].
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Figure 2. miRNA-target gene networks based on inflammatory response. (a) Inflammatory
response-network sorted by the degree of connections, (b) Inflammatory response-interaction network.
The rectangles indicate the stroke type miRNAs, the ellipses indicate target genes. Red, green and blue
marks represent specific GO process-blood coagulation, platelet activation, and inflammation process,
respectively. LA, large artery stroke; SA, small artery stroke; UDN, stroke due to undetermined cause;
CE, cardioembolic stroke; NaN, no data.

 

Figure 3. miRNA-target gene networks based on blood coagulation. (a) Blood coagulation- network
sorted by the degree of connections, (b) Blood coagulation-interaction network. The rectangles indicate
the stroke type miRNAs, the ellipses indicate target genes. Red and green marks represent specific GO
process-blood coagulation and platelet activation, respectively. LA, large artery stroke; SA, small artery
stroke; UDN, stroke due to undetermined cause; CE, cardioembolic stroke; NaN, no data; ODE, other
determined etiology; UN, determined cause.
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Figure 4. miRNA-target gene networks based on platelet activation. (a) Platelet activation-network
sorted by the degree of connections, (b) Platelet activation-interaction network. The rectangles indicate
the stroke type miRNAs, the ellipses indicate target genes. Red and green marks represent specific GO
process-blood coagulation and platelet activation, respectively. LA, large artery stroke; SA, small artery
stroke; UDN, stroke due to undetermined cause; CE, cardioembolic stroke; NaN, no data; ODE, other
determined etiology; UN, determined cause.

Our analysis showed that 2 common miRNAs namely, miR-17-5p and miR-106b-5p may regulate
both inflammatory response and blood coagulation. 1 common miRNA, which is miR-186 may regulate
both inflammatory response and platelet activation. Addition to this, we found that, 4 common
miRNAs namely, miR-15b-5p, miR-15a-5p, miR-16-5p, and miR-129-5p may regulate both blood
coagulation and platelet activation. Interestingly, 1 common miRNA, miR-19a-3p was found, that is
involved in inflammatory response, blood coagulation, and platelet activation (See Figure 5b). Thus,
we found that miR-19a-3p can be the crucial miRNA which regulates all of these three processes.
MiR-19a is a member of the miR-17-92 cluster, and its importance was shown in breast cancer
cells [84]. Besides, it was found that members of miR-17-92 cluster are involved in coronary artery
disease and vascular functions, including ischemia responses and angiogenesis [85–87]. Liu et al.
investigated the function of the miR17-92 cluster in adult neural progenitor cells after experimental
stroke. They found that stroke substantially up-regulated miR17-92 cluster expression in neural
progenitor cells of the adult mouse and inhibition of individual members of the miR17-92 cluster, such
as miR-19a, suppressed cell proliferation and increased apoptosis [52]. As we discussed, Jinkling et al.
demonstrate that, low circulating miR-19a levels in the blood were found in patients with IS compared
to controls [67]. This can be the reason of potential cell protective effect of miR-19a in ischemia. It is
worth underlining that only two studies out of 25 analyzed miR-19a-3p, and the only study which used
miRNA profiling was found the significant relation with IS. There are several reasons that could help
to understand such a discrepancy; (i) different inclusion and exclusion criteria implemented in each
study, (ii) differences in population origin, (ii) lack of homogeneity of IS population due to inclusion of
different IS subtypes. These weak points should be considered, and better-designed studies should
confirm the actual biological role and clinical usefulness of miR-19a-3p in IS. Additionally, in our
analysis we demonstrated ten the most significant genes targeted by miRNAs associated with blood
coagulation, platelet activation, and inflammation process in IS, namely HMGB1, YWHAZ, PIK3R1,
STAT3, MAPK1, CBX5, CAPZB, THBS1, TNFRSF10B, RCOR1 (High-mobility group box 1- HMGB1;
tyrosine 3 monooxygenase/tryptophan 5 monooxygenase activating protein, zeta polypeptide-
YWHAZ; phosphoinositide-3-kinase regulatory subunit 1- PIK3R1; signal transducers and activators
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of transcription 3- STAT3; mitogen-activated protein kinase 1- MAPK1; chromobox homolog 5- CBX5;
capping actin protein of muscle Z-line subunit beta- CAPZB; thrombospondin-1- THBS1; TNF receptor
superfamily member 10b- TNFRSF10B; REST corepresor 1- RCOR1) (See Figure 5a).

Figure 5. Most important genes targeted by miRNAs and overlapped miRNAs in GO process in
IS. (a) Top ten genes targeted by miRNAs associated with IS. The circle in the middle indicates the
stroke type miRNAs, the ellipses indicate target genes. Red, green and blue marks represent specific
GO process-blood coagulation, platelet activation, and inflammation process, respectively. Black
edges represent the high confidence connections between genes, blue edges represent low confidence
connections. (b) Overlapped miRNAs in inflammatory response, blood coagulation, and platelet
activation. 2 common miRNAs observed in inflammatory response and blood coagulation namely,
miR-17-5p miR-106b-5p. 1 common miRNA observed in inflammatory response and platelet activation
namely, miR-186. 4 common miRNAs observed in blood coagulation and platelet activation namely,
miR-15b-5p, miR-15a-5p, miR-16-5p, miR-129-5p. 1 common miRNA observed in inflammatory
response, blood coagulation and platelet activation namely, miR-19a-3p. miR, microRNA.

HMGB1 is released from necrotic brain tissue and its differential redox forms attract and activate
immune cells after ischemic brain injury. Its concentrations correlate with disease severity and outcome
after brain injury [88]. Our results support the importance of HMGB in IS. The role of YWHAZ gene
was shown in several neurodegenerative diseases such as, Huntington’s disease, Alzheimer’s disease,
and amyotrophic lateral sclerosis [89–91]. As we found in our bioinformatic analysis a similar study
showed the importance of YWHAZ gene in CE [92]. Besides, the role of PIK3R1 gene in stroke is
yet to be published. On the other hand, one study showed that PIK3R1 is the target of miR-221 in
endothelial progenitor cells (EPCs). EPCs assist angiogenesis and have been linked to ischemia-related
disorders, including coronary artery disease [93]. Abovementioned, human studies showed that,
miR-221 is a potential diagnostic biomarker in IS, thus the role of PIK3R1 and relation with miR-221
in IS should be confirmed by future studies [55,57,64]. As we showed the relation of STAT3 with IS
in our analysis, lately Liang et al. reviewed several significant cerebral ischemic and HS treatments
that target the STAT3 signaling pathway, including pharmacological and physical therapies [94].
Additionally, Bam et al. investigated miRNA profile in the peripheral blood mononuclear cells of
IS patients. Further, they performed bioinformatic analysis and they showed that pro-inflammatory
genes like STAT3, IL12A, and IL12B are some of the highly predicted targets for the dysregulated
miRNAs [95]. Moreover, studies showed that MAPK can be an important regulator in ischemic and
hemorrhagic cerebral vascular disease and raising the possibility that it might be a drug discovery
target for stroke. In our bioinformatics analysis we confirmed previous results that showed the

99



Cells 2018, 7, 249

importance of MAPK1 gene and its signaling pathway in IS [44,68,96]. CBX5 is a member of the
heterochromatin protein 1 (HP1) family, HPs are closely related to the development of major vascular
injuries, such as atherosclerosis and hypertension. To the best of our knowledge, only one study
showed that association of serum levels of antibodies against CBX5 could potentially represent useful
tools for the diagnosis of TIA and predicting the onset of acute-phase of cerebral infarction [97]. In our
analysis we showed that CBX5 can be related with IS targeted by miRNAs. THBS1 is a potent regulator
of angiogenesis and previous studies showed the importance of THBS1 in stroke [98,99]. Gao et
al. showed that plasma THBS1 protein concentrations are elevated and are highly associated with
long-term outcome of IS [98]. Based on our bioinformatic analysis we also demonstrated the relation
between THBS1 gene and IS targeted by miRNAs. It was shown that decreased cardiac CAPZ protein
protects hearts against acute ischemia-reperfusion injury [100]. However, there is no published study
describing the role of CAPZB in IS. Similarly, the role of RCOR1 and TNFRSF10B genes in stroke is yet
to be published. In our analysis for the first time we found that CAPZB, RCOR1, and TNFRSF10B may
have association with IS targeted by miRNAs.

5. Conclusions

The present article provides an up-to-date and comprehensive overview of all circulating miRNAs
studied so far as diagnostic or prognostic markers in IS. As we deeply reviewed above, studies
showed the impact of more than 1000 different miRNAs on IS, and their association with biochemical
and hematological parameters in stroke patients. These studies clarify the value of miRNAs in IS
the ischemic pathophysiological process and help us to better understand processes involved in
IS pathophysiology. Through a bioinformatic analysis, we associated key biological function and
signaling pathways related to the miRNAs with most prominent differential expression pattern in
IS compared to controls. Using this approach, we found miR-19a-3p as the single miRNA involved
in all three main biological processes selected for the bioinformatic analysis: inflammation, blood
coagulation and platelet activation. Furthermore, results of bioinformatics analysis shows the following
most significant genes targeted by miRNAs in IS: HMGB1, YWHAZ, PIK3R1, STAT3, MAPK1, CBX5,
CAPZB, THBS1, TNFRSF10B, and RCOR1. Moreover, it is worth mentioning that CRP and IL-6 are the
most common targets within the inflammatory ontology. This latter finding is particularly interesting,
as both CRP and IL-6 are well-known prognostic markers in atherosclerotic vascular disease [101].
In addition, CRP might represent a key link between vascular inflammation and arterial thrombosis or
platelet activation [102–104]. Finally, the finding that multiple miRNAs are correlated to inflammation
supports the use of a panel of multiple miRNAs.

In conclusion, since many known biomarkers related with IS are not disease specific and have been
also associated with other types of brain injury, novel and specific diagnostic/prognostic biomarkers
in IS are needed. In this context, circulating miRNAs are very promising biomarkers in stroke.
Since specific miRNAs showed significant modulation well before the development of the acute
and irreversible cerebral damage, they may potentially allow early stroke diagnosis and/or the
identification of subjects at risk before they develop an acute stroke, however future studies are needed.
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Abstract: Amyotrophic lateral sclerosis (ALS) is an incurable and fatal disorder characterized
by the progressive loss of motor neurons in the cerebral cortex, brain stem, and spinal cord.
Sporadic ALS form accounts for the majority of patients, but in 1–13.5% of cases the disease is
inherited. The diagnosis of ALS is mainly based on clinical assessment and electrophysiological
examinations with a history of symptom progression and is then made with a significant delay from
symptom onset. Thus, the identification of biomarkers specific for ALS could be of a fundamental
importance in the clinical practice. An ideal biomarker should display high specificity and sensitivity
for discriminating ALS from control subjects and from ALS-mimics and other neurological diseases,
and should then monitor disease progression within individual patients. microRNAs (miRNAs) are
considered promising biomarkers for neurodegenerative diseases, since they are remarkably stable
in human body fluids and can reflect physiological and pathological processes relevant for ALS.
Here, we review the state of the art of miRNA biomarker identification for ALS in cerebrospinal fluid
(CSF), blood and muscle tissue; we discuss advantages and disadvantages of different approaches,
and underline the limits but also the great potential of this research for future practical applications.

Keywords: amyotrophic lateral sclerosis (ALS); biomarker; microRNA; cerebrospinal fluid (CSF);
muscle biopsy; circulating miRNAs

1. Introduction

Amyotrophic lateral sclerosis (ALS), the most common adult-onset neurodegenerative disorder, is
an incurable and invariably fatal condition characterized by the progressive loss of motor neurons in the
motor cortex, brain stem, and spinal cord [1]. Motor neurons are selectively affected by degeneration
and death, however the collective evidence is that ALS is non-cell autonomous, but rather pathogenesis
and disease progression depend on the active participation of non-neuronal neighboring cells such
as microglia, astrocytes, muscle and T cells [2,3]. Motor neuron degeneration causes progressive
weakness of limb, thoracic, abdominal, and bulbar muscles.

During the early stages of the disease symptoms may vary depending on dysfunction of upper
motor neurons (UMN) in the motor cortex (resulting in hyperreflexia, extensor plantar response,
and increased muscle tone), or lower motor neuron (LMN) in the brainstem and spinal cord
(leading to generalized weakness, muscle atrophy, hyporeflexia, fasciculations, and muscle cramps) [1].
Patients with bulbar onset ALS usually develop slurred and nasal speech and difficulty chewing or
swallowing. Bulbar onset occurs less frequently than limb involvement, and accounts for about 25% of
ALS cases. During the disease course, most cases show the presence of both LMN and UMN signs
affecting spinal and brainstem regions [4]. Death, mainly due to bulbar dysfunction and respiratory
insufficiency, occurs within 2–4 years of first symptoms; however, a small group of patients with ALS
may survive for 10 or more years [5].
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1.1. Epidemiology and Genetic Factors

The incidence of ALS is 2.1 per 100,000 persons per year, with an estimated prevalence of 5.4
cases per 100,000 population [6]. Based on data collected by population-based registers, the incidence
of ALS increases after the age of 40, shows a peak in the late 60s or early 70s, and then displays a
fast decline [7]. The reported male to female ratio varies widely with the age: a sex ratio of 2 or
higher is observed for younger patients, while it appears to decrease towards 1 when the proportion
of older patients increases [8]. Over the years, several environmental and lifestyle risk factors have
been suggested as potential contributors to the cause of ALS. Nevertheless, no conclusive data are yet
available, and further studies are required to identify exogenous risk factors of ALS [7,9].

Most cases (around 90%) are classified as sporadic ALS (SALS), since they are not associated with
a documented family history. In 1–13% of patients the disease is inherited and defined as familial ALS
(FALS), most frequently with a Mendelian dominant inheritance and high penetrance, even though
pedigrees with recessive inheritance or incomplete penetrance have been described [10]. The mean age
of onset for FALS is 46 years and for SALS is 56 years. In familial ALS, age of onset displays a Gaussian
distribution, whereas an age-dependent incidence characterizes sporadic ALS [4]. Disease with an
onset prior to 25 years of age is defined as “juvenile ALS” [11]. Apart from the mean age of onset,
sporadic and familial forms are clinically indistinguishable suggesting a common pathogenesis.

Several genes have been associated with pathogenesis of ALS. The most common ALS causative
genes include chromosome 9 open reading frame 72 (C9orf72), Cu2+/Zn2+ superoxide dismutase
(SOD1), TAR DNA-binding protein 43 (TARDBP), and RNA binding protein FUS (FUS) [12–14], but a
lot of other genes have been associated with the disease [15]. Notably, the mutated genes in ALS
encode for proteins with very distinct functions in the cell. However, interestingly many ALS-linked
genes, particularly TARDBP and FUS, are involved in RNA metabolism, including microRNA (miRNA)
processing [16,17].

1.2. Diagnosis and Treatment

There is no objective laboratory test able to provide the diagnosis of ALS, which remains mainly
based on clinical assessment, electrophysiological examinations, and exclusion of conditions that can
mimic ALS. The certainty level of the diagnosis of ALS may be classified into different categories by
clinical and laboratory assessments based on El Escorial criteria [18].

Currently, riluzole and edaravone represent the only drugs approved by the FDA for ALS,
providing however a limited improvement in survival [5]. The most significant benefit of riluzole is
observed after intervention in the early stages of the disease [19]. Thus, an early diagnosis of ALS
could provide the most effective results. Since diagnosis of ALS relies on clinical symptoms, and the
time from the first symptoms to diagnosis is about 12 months, there is a delay hindering a successful
therapy [5]. This phenomenon underlies the importance of the development of screening tests able to
detect the disease in early stages.

2. Role of Biomarkers in ALS

In the last years, research has been focused on the identification of potential biological markers to
use in diagnostic procedure and clinical practice.

According to the National Institutes of Health Biomarkers Definitions Working Group,
a biomarker is defined as “a characteristic that is objectively measured and evaluated as an indicator
of normal biological processes, pathogenic processes, or pharmacologic responses to a therapeutic
intervention” [20]. Biomarkers can be classified into three general categories: (1) diagnostic biomarkers,
which are used for differential diagnosis; (2) prognostic biomarkers, which can differentiate a good or
a bad outcome of the disease; and (3) predictive biomarkers, which are utilized for assessing whether a
treatment may be effective for a specific patient or not.
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In the case of ALS, biomarkers would allow an earlier and more accurate diagnosis, with the
opportunity to start an earlier treatment able to modify the disease course. They could help the
classification/stratification of ALS patients, monitor the disease progression and identify patients
who will respond better to a particular drug. Biomarkers can also provide a valuable tool for
the identification of new therapeutic approaches and drive patients’ enrollment in clinical trials.
Furthermore, they may represent a link between the results obtained in animal models and the human
patients, providing insight on potential therapeutic targets.

Over the last two decades, intensive work has been carried out to find consistent biomarkers for
ALS. Several candidates involved in excitotoxicity, oxidative stress, neuroinflammation, metabolic
dysfunction, and neurodegeneration processes have been explored [21], but, unfortunately, none of
these biomarkers has been currently translated into a practical diagnostic tool.

3. miRNAs as Biomarkers

Recently, among the different categories of potential biomarkers, miRNAs have aroused great
interest in several fields of research. miRNAs are short (about 22 nucleotides in length) non-coding
RNA molecules that play an important role as endogenous regulators of gene expression acting at
the post-transcriptional level. miRNAs are synthesized from primary miRNAs, which are transcribed
in the nucleus. Primary miRNAs are processed into pre-miRNAs by Drosha and then exported to
the cytoplasm. Pre-miRNAs are eventually processed by the Dicer complex, resulting in mature
miRNAs, which form RNA-induced silencing complexes [22]. miRNAs have a tissue-specific
expression and this knowledge can help to better understand a normal and a disease development
of the respective tissue [23]. miRNAs are known to play important roles in many physiological
and pathological processes, including tumorigenesis [24], metabolism [25], immune function [26],
and several neurodegenerative disorders [27], such as Parkinson’s disease, Alzheimer’s disease,
Huntington’s disease [28] and also ALS [29].

miRNAs have several intrinsic characteristics that make them promising as biomarkers. An ideal
biomarker should display high sensitivity, specificity, and predictive power. miRNAs have been shown
to have high specificity, and, in particular in cancer research, where a plethora of publications has
been generated, it has been demonstrated that miRNA expression profiles differ among cancer types
according to diagnosis and developmental stage of the tumor, with a better resolution than traditional
gene expression analysis [30]. Moreover, unlike other RNA classes, miRNAs are remarkably stable and
therefore can be robustly measured in many biological body fluids including plasma, tears, saliva and
cerebrospinal fluid [31]. Indeed, miRNAs appear resistant to boiling, repeated freeze-thawing cycles,
pH changes, and fragmentation by chemical or enzymes [32–34]. Furthermore, recent evidence
indicates that miRNAs can be detected in biological fluids and can be used to “capture” changes in the
cells of origin, including neurons [35].

In addition to these general considerations, several findings suggest a specific involvement
of miRNAs in ALS. For example, the loss of Dicer is sufficient to cause progressive degeneration
of spinal motor neurons [36]; in addition, a global down-regulation of miRNAs is a frequent
molecular denominator for multiple forms of human ALS [37]. Moreover, a common theme for
several ALS-related genes is a role in RNA processing pathways [38]. FUS facilitates co-transcriptional
Drosha recruitment to specific miRNA loci [39] and TARDBP participate to miRNA biogenesis as a
component of both Drosha and Dicer complexes [16].

miRNA Detection

During the last decade, the development of methods for detecting miRNAs has risen to become a
very attractive area of research. Although miRNAs have characteristics that made them suitable
biomarkers, the detection of these molecules is challenging due to their intrinsic characteristics
including small size, sequence similarity among various members, low level and tissue-specific or
developmental stage-specific expression. Two approaches commonly used in the research of miRNAs
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as biomarkers, including studies in the area of neurodegenerative diseases and in particular in ALS,
are reported below.

(1) Measurement of hundreds of miRNAs in specimens from patients with a pathology of
interest and from control subjects using profiling methods, such as microarray, quantitative Real-Time
Polymerase Chain Reaction (qRT-PCR)-based array, quantitative nCounter or Next Generation
Sequencing (NGS), with subsequent validation of identified miRNAs by qRT-PCR;

(2) Analysis of selected miRNA(s) already known as related to specific tissues, cell types, or gene
expression pathways. In this case, the number of miRNA(s) to be tested is limited, which makes the
use of individual qRT-PCR appropriate, increasing sensitivity and reproducibility of the analysis.

Among the profiling methods, microarray is a powerful high-throughput widely used tool that
screens large numbers of miRNAs analyzing simultaneously several samples processed in parallel in a
single experiment [40]. An alternative method is deep-sequencing, which relays on NGS machines
that can process millions of sequence reads in parallel in just a few days [41,42]. Sequence reads are
processed by bioinformatics analysis, which identifies both known and novel miRNAs in the data
sets, and perform a relative quantification using a digital approach [43]. Finally, qRT-PCR arrays
can also be used to detect multiple miRNAs at the same time [44]. This approach is able to detect
miRNAs in very low copy number [45]. This is an important aspect, since large amounts of RNA from
clinical samples can be difficult to obtain. Other advantages of qRT-PCR-based techniques used in
routine diagnostic are sensitivity, specificity, speed and simplicity [46]. Of note, potential biomarkers
selected by array-based analysis need to be confirmed by qRT-PCR, due to high variability and low
reproducibility of results obtained from these techniques [47].

A critical issue in qRT-PCR analysis is the data normalization approach. Normalization refers to
adjusting for variations in data that are due to known factors (usually technical factors) and not related
to the biological differences that are being investigated, and that could otherwise lead to inaccurate
quantification. For this reason, stable normalizers are needed, but identifying such molecules is
challenging, and it is often necessary to select them on a case-by-case basis [48]. Normalization
to reference invariant miRNAs [49] is effective in many cases, but this approach requires that the
reference miRNA is not influenced by the condition being studied. Exogenous spike-in controls
added to samples during the miRNAs extraction may be used to compensate the variability caused
by extraction efficiency and possible presence of inhibitors [50]. The combined use of two or more
normalizers usually allows reducing experimental variability and improving reliability of the analysis.

4. miRNAs as Biomarkers for ALS

The first paper about miRNAs as biomarkers for ALS in human samples was published by De
Felice and colleagues in 2012 [51]. Since then, a large number of studies have been performed on
cerebrospinal fluid (CSF), blood and muscle biopsies from ALS patients. See Figure 1 for a schematic
workflow of identification of miRNA-based biomarkers.
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Figure 1. MicroRNA (miRNA)-based biomarkers in amyotrophic lateral sclerosis (ALS) patients.
Schematic workflow to identify possible miRNAs as biomarkers starting from ALS patients’ sample
using different quantitative approaches. The comparison among the common characteristics of miRNA
detection platforms is summarized in the figure. Sensibility, specificity and throughput are classified as
follows: +++ (very high), ++ (moderate), +/++ (moderate to low) and + (low). Abbrevations: qRT-PCR,
quantitative Real-Time Polymerase Chain Reaction; NGS, Next Generation Sequencing.

4.1. miRNAs in Cerebrospinal Fluid

Cerebrospinal fluid (CSF) is the fluid that bathes the central nervous system (CNS) and, due to this
direct interaction, represents a potentially ideal source for identifying biomarkers for ALS. miRNAs
present in CSF can mirror CNS physiological and pathological conditions representing more sensitive
biomarkers of brain changes than those present in other biofluids [35]. The presence of miRNAs in
CSF was first demonstrated by Cogswell and colleagues [52]. The authors reported that the amount of
miRNAs secreted or excreted from other organs to CSF is very limited and that the major source of
miRNAs detected in CSF are immune cells present in this biofluid. In addition, other studies showed
that the miRNAs present in CSF derived also from neurons [53].

CSF samples are obtained by lumbar puncture, a procedure used for diagnostic purposes
to confirm ALS diagnosis and exclude other pathologies, as inflammatory nerve conditions.
Lumbar puncture, however, represents an invasive procedure, that cannot be repeated during the
disease course for ethical implications. Thus, analysis of miRNAs in CSF is not suitable to identify
biomarkers to follow disease progression.

Up to date, five studies have been published about the identification of miRNAs as biomarkers in
CSF from ALS patients. Results are shown in Table 1.

The first three studies in Table 1 selected a limited set of miRNAs to analyze: 43 miRNAs found
up-regulated in SOD1 spinal cord CD39+ microglia and splenic Ly6Chi monocytes [54], a group of
TARDBP binding miRNAs [55], or one selected miRNA, over-expressed in ALS blood leucocytes [56],
respectively. The other two studies performed a miRNA expression profiling, using qRT-PCR [57] or
small RNA sequencing (NGS) [58]. In both profiling studies, results were validated by qRT-PCR for
each single miRNA. While Benigni and colleagues found eight out of fourteen miRNAs as significantly
deregulated, Waller and coworkers failed to confirm statistically significant differences in miRNA
expression [57,58].
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Table 1. Deregulated microRNAs (miRNAs) in cerebrospinal fluid (CSF) of amyotrophic lateral sclerosis
(ALS) patients compared to healthy controls.

miRNA (Hsa-miR)
miRNA Expression

Change
No. of Specimens

miRNA Detection
Approach

Ref.

150, 99b,
146a

27b, 328,
532-3p

↑ in SALS

↑ in SALS and FALS

SALS: 10
FALS: 5
HCs: 10

qRT-PCR [54]

132-5p, 132-3p,
143-3p

143-5p, 574-5p

↓

↑

SALS: 22
HCs: 24 qRT-PCR [55]

338-3p ↑ SALS: 10
HCs: 10 qRT-PCR [56]

181a-5p

21-5p, 195-5p,
148-3p, 15b-5p,

let7a-5p, let7b-5p,
let7f-5p

↑

↓

SALS: 24
HCs: 24 qRT-PCR [57]

124-3p, 127-3p,
143-3p, 125b-2-3p,

9-5p, 27b-3p

486-5p, let7f-5p,
16-5p, 28-3p,

146a-3p, 150-5p,
378a-3p, 142-5p,

92a-5p

↑

↓

SALS: 32
HCs: 10
NCs: 6

NGS [58]

Abbreviations: Ref., Reference; ↑/↓, up-regulated/down-regulated; SALS, sporadic amyotrophic lateral sclerosis
patients; FALS, familial amyotrophic lateral sclerosis patients; HCs, healthy controls; NCs, neurological
disease control subjects (multiple sclerosis); qRT-PCR, quantitative Real-Time Polymerase Chain Reaction; NGS,
Next Generation Sequencing.

A common feature observed by the authors is an overall down-regulation of miRNAs in CSF
samples from ALS patients [55,57,58], in agreement with other studies showing that the majority of
deregulated miRNAs in tissues from ALS models and ALS patients are down-regulated [59]. This could
suggest a general default in RNA metabolism in ALS [38].

In general, however, these studies highlight a wide heterogeneity among miRNAs significantly
deregulated. A possible explanation could be the variability in terms of experimental approach and
technical procedures and the reduced number of CSF samples analyzed in each study.

Some authors evaluated the correlation between CSF and serum miRNA expression levels.
A significant positive correlation between expression levels in CSF and serum from ALS patients
was found for miR-338-3p [56] and miR-143-3p [55]. However, the amount of most miRNAs was
independently regulated between the two biofluids at individual level. This suggests that CSF miRNAs
do not simply reflect the usually more abundant serum miRNAs, and changes in the serum do not
necessarily reproduce alterations of CSF levels [55].

It should be noted that, among the different body fluids, the lowest abundance of miRNAs appears
in CSF. Thus, it is possible that some potentially promising and informative miRNAs, identified both
in vivo and in vitro ALS models, are below the limit of detection of the available methods of analysis.
For example, the miR-218, a motor neurons-enriched miRNA, has been found increased in CSF of
ALS rodent models: its expression correlates with the number of remaining spinal motor neurons
and is responsive to motor neuron sparing therapy [60]. miR-218 could thus represent a potential
biomarker to assess drug effects on motor neurons during clinical trials in ALS patients. However,
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at the present time, this miRNA is detectable only in some CSF samples, and thus a comparison
between ALS patients and controls is not possible.

An approach to overcome the technical limits due to low abundance of several miRNAs in CSF
could be to focus on those miRNAs found up-regulated in ALS patients. Among these, miR-338-3p
seems to be very promising, since it has been reported as consistently upregulated in CSF, serum and
leukocytes from ALS patients [56]. miR-338-3p is involved in several molecular pathways and could
contribute to ALS pathogenesis through different modalities, such as neurodegeneration and apoptosis.
Recent evidence suggests that miR-338 participates in the control of neuroblast apoptosis and in
neuroblastoma pathogenesis [61] and it is able to suppress neuroblastoma proliferation, invasion and
migration [62]. Interestingly, also another miRNA found up-regulated in CSF from ALS patients,
miR181a-5p, has been proposed as an anti-oncomir, which acts as a tumor suppressor in normal tissues,
promoting growth inhibition and apoptosis [63]. These findings suggest that these up-regulated
miRNAs are involved in ALS pathogenetic process through apoptotic mechanisms responsible for
cell death.

In order to increase diagnostic accuracy, up-regulated miRNAs can be used in combination with
other miRNAs, identified as down-regulated. Benigni and colleagues reported that the ratios of
miR-181a-5p/miR-15b-5p and miR-181a-5p/miR-21-5p considerably increased the specificity with a
slight decrease in sensitivity compared with each individual miRNA [57]. A wider use of this strategy
could allow improvements in the performance of identified biomarkers and should be taken into
account for future studies, as further discussed in the following paragraphs.

4.2. Circulating miRNAs

The use of blood samples in the diagnostic routine presents several advantages. Blood specimens
are easy to obtain, process and store, and the samples required for the analysis can be collected
without using invasive procedures for the patients. The lack of ethical implications as compared with
CSF and muscle biopsy makes it possible to repeat the blood draw during the disease progression.
Since miRNAs circulate in the blood in a highly stable form, this may facilitate the procedure of storage
and conservation and increase the flexibility of the analysis.

Blood-based biomarkers may originate from the CNS through a transfer between the blood and
CSF at the blood–CSF barrier [64,65], suggesting that the same biomarkers could be present in both
biofluids. They may be generated also by other organs and tissues affected during ALS, such as
degenerating muscles or peripheral blood cells. Therefore, blood can represent an excellent biofluid
for discovery and validation of biomarkers for ALS [66]. On the other hand, miRNAs present in
blood can reflect other pathophysiological conditions concurrent but not directly related to ALS
disease (e.g. inflammatory status, response to pharmacological treatments, etc.), which may represent
confounding factors.

Several studies on circulating miRNAs as potential biomarkers for ALS have been published.
The findings from such studies are summarized in Table 2.

Table 2. Deregulated circulating microRNAs (miRNAs) in amyotrophic lateral sclerosis (ALS) patients
compared to healthy controls.

miRNA (Has-miR) Expression
Change

Source miRNA Detection Approach
No. of Specimens

for miRNAs
Validation

Ref.

↑: 338-3p Leukocytes Microarray→ miRNAs validation
with qRT-PCR

SALS: 14
HCs: 14 [51]

↑: 27a, 155, 142-5p, 223, 30b,
532-3p

Monocytes
(CD14+ CD16-)

Nanostring nCounter 1 →
miRNAs validation with qRT-PCR

SALS: 22
FALS: 4
HCs: 24

[54]

↓: 132-3p, 132-5p, 143-3p, 143-5p,
let-7b Serum Nine TARDBP binding miRNAs

and miR-9-5p → qRT-PCR
SALS: 22
HCs: 24 [55]
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Table 2. Cont.

miRNA (Has-miR) Expression
Change

Source miRNA Detection Approach
No. of Specimens

for miRNAs
Validation

Ref.

↑: 206, 106b Serum Microarray 1 → miRNAs
validation with qRT-PCR

SALS: 12
HCs: 12 [67]

↑: 338-3p Leukocytes
and serum miR-338-3p → qRT-PCR SALS: 10

HCs: 10 [56]

↓ in FALS/SALS: 4745-5p, 3665,
4530

↓ in FALS: 1915-3p

Serum Microarray → miRNAs validation
with qRT-PCR

FALS: 23
HCs: 24

SALS: 14
HCs: 14

[68]

↓ in FALS/SALS: 1825
↓ in SALS: 1234-3p Serum Microarray→ miRNAs validation

with qRT-PCR

SALS: 20
HCs: 20
FALS: 13
HCs: 13

[69]

↑: 4649-5p
↓: 4299 Plasma Microarray → miRNAs validation

with qRT-PCR
SALS: 48
HCs: 47 [70]

↓: 183, 193b, 451, 3935 Leukocytes Microarray → miRNAs validation
with qRT-PCR

SALS: 83
HCs: 61 [71]

↑: 424, 206 Plasma Microarray 2 → miRNAs
validation with qRT-PCR

SALS: 39
HCs: 39 [72]

↑: 206, 133a,133b
↓: 146a, 149*, 27a Serum

Preselected myo-miRNAs,
inflammatory and angiogenic

miRNA → qRT-PCR

SALS: 14
HCs: 8 [73]

↑: 206
Deregulated MicroRN

pairs: 206/338-3p
9*/129-3p

335-5p/338-3p

Plasma

Thirty seven brain-enriched and
inflammation-associated
microRNAs → qRT-PCR

ALS: 50
HCs: 50 [74]

↑ †: 1, 133a-3p, 133b, 144-5p,
192-3p, 195-5p, 19a-3p
↓ †: let-7d-3p, 320a,

320b, 320c, 425-5p, 139-5p

Serum qRT-PCR array
SALS: 20
FALS: 3
HCs: 30
NCs: 103

[75]

↑: 206, 143-3p
↓: 374b-5p Serum qRT-PCR array → miRNAs

validation with qRT-PCR
SALS: 23
CRL: 22 [76]

↑: 9, 338, 638, 663a, 124a, 451a, 132,
206, let-7b Leukocytes Preselected 10 miRNAs →

miRNAs validation with qRT-PCR
SALS: 84
HCs: 27 [77]

↑: 142-3p
↓: 1249-3p Serum Microarray 1 → miRNAs

validation with qRT-PCR
SALS: 20
HCs: 20 [78]

↓: 27a-3p Serum
exosomes miR-27a-3p → qRT-PCR ALS: 10

HCs: 20 [79]

↓: let-7a-5p, let-7d-5p, let-7f-5p,
let-7g-5p, let-7i-5p, 103a-3p,

106b-3p, 128-3p, 130a-3p, 130b-3p,
144-5p, 148a-3p, 148b-3p, 15a-5p,

15b-5p, 151a-5p, 151b, 16-5p,
182-5p, 183-5p, 186-5p, 22-3p,
221-3p, 223-3p, 23a-3p, 26a-5p,
26b-5p, 27b-3p, 28-3p, 30b-5p,
30c-5p, 342-3p, 425-5p, 451a,

532-5p, 550a-3p, 584-5p, 93-5p

Whole blood NGS → qRT-PCR SALS: 50
HCs: 15 [80]

1 analysis carried out on samples from transgenic mice; 2 analysis carried out on samples of ALS patients’
skeletal muscle biopsies; †, miRNAs deregulated in ALS patients compared to healthy controls and neurological
controls (including multiple sclerosis and Alzheimer’s disease patients). Abbreviations: Ref., Reference; ↑/↓,
up-regulated/down-regulated; SALS, sporadic amyotrophic lateral sclerosis patients; FALS, familial amyotrophic
lateral sclerosis patients; HCs, healthy controls; NCs, neurological controls; qRT-PCR, quantitative Real-Time
Polymerase Chain Reaction; NGS, Next Generation Sequencing.

As reported in Table 2, several studies have identified numerous potential miRNA biomarkers in
peripheral blood from ALS patients, however their results rarely overlap with each other. This high
discrepancy in the identified miRNAs is probably associated with the variability of quantification
methods, miRNA normalizers used, number of samples included, clinical features of patients, and also
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with the differences in selected source of miRNAs (serum, plasma, leukocytes, and whole blood).
Another possible reason for the poor reproducibility of results may be the high level of heterogeneity
in miRNA profiles of SALS patients in comparison to FALS patients. Freischmidt and colleagues
initially reported a signature of 22 miRNAs significantly down-regulated in FALS and presymptomatic
mutation carriers [68]. Subsequently, the same authors replicated the analysis of these miRNAs in a
larger SALS sample group using identical technical procedures, and found only 2 miRNAs significantly
down-regulated in all SALS patients. A more accurate analysis of results revealed that around 60%
of SALS patients shared a serum miRNA fingerprint with genetic cases, while the remaining around
40% of patients were evenly distributed among control samples. The absence of FALS-like miRNA
patterns in these patients may mirror a higher impact of exogenous factors and possibly a lower and/or
different genetic influence in a subgroup of SALS patients [69].

Interestingly, the miRNA expression profiles derived from the study performed by Freischmidt
and colleagues [68] were re-elaborated applying principal component analysis (PCA)-based
unsupervised feature extraction (FE), another analysis approach [81]. The authors identified a total
of 51 deregulated miRNAs, 27 down-regulated and 24 up-regulated in ALS patients in comparison
with healthy controls. Applying the linear discriminant analysis (LDA) to these selected miRNAs,
overall accuracy was 0.66 including healthy controls, ALS mutation carriers, FALS and SALS patients.
Of note, excluding SALS patients, LDA was able to successfully discriminate healthy controls,
ALS mutation carriers and FALS patients, with an accuracy rising up to 0.84, confirming as the
heterogeneity of SALS group can introduce a wider variability in circulating miRNA profiles.

Among the studies published until now, a largely used approach is miRNA profiling on blood
samples from ALS patients and controls, carried out by microarray [51,68–71], PCR-array [75,76]
and NGS [80]. Other studies performed analysis on specific miRNAs, selected from data previously
reported in the literature [55,56,73,74,77]. In other cases, the first step of the research was a microarray
analysis on samples from transgenic mice [54,67,78] or skeletal muscle biopsies from ALS patients [68],
followed by validation of miRNAs found deregulated in the first step of analysis.

Only one study analyzed miRNA expression specifically in serum exosomes [79]. Exosomes are
double lipid vesicles secreted by a variety of cells and widespread in the peripheral body fluid.
They can reflect physiological and pathological changes of the cells of origin, representing potential
new biomarkers for disease diagnosis [82]. miRNAs are enriched in exosomes, and the exosome
membrane structure can protect them from degradation by RNA enzymes. The authors investigated
the expression of only miR-27a-3p, previously reported as present in myoblast-derived exosomes [83],
and found a down-regulation of this miRNA in ALS patients, suggesting that miRNA exosome analysis
could represent a future perspective for ALS biomarker identification.

Despite a poor overlapping among the miRNAs identified as deregulated in ALS, some circulating
miRNAs seem to be particularly promising as potential biomarkers in ALS patients. Table 3 summarizes
these miRNAs, reported as de-regulated in two or more papers.

As shown in the Table 3, some common pathways emerge: some miRNAs are involved in
neurodegeneration and apoptosis (miR-338, miR-142, miR-183 and let-7d), other miRNAs act at
muscle level (miR-206, miR-133a, miR-133b and miR-27a). In particular, miR-206, miR-133a and
miR-133b are myo-miRNAs, molecules specifically expressed in striated muscle and involved in
muscle proliferation, repair and regeneration. Their expression levels change during the process
of myogenesis, development, atrophy, degeneration, and myopathies [84]. The more recurrent
result is an up-regulation of circulating miR-206 in ALS patients. miR-206 is a human skeletal
muscle-specific miRNA that promotes the formation of new neuromuscular junctions following
nerve injury, and therefore plays a crucial role in the reinnervation process [85]. In miR-206 knock-out
mice, delayed and incomplete muscular reinnervation was observed in comparison to those animals
that expressed miR-206. In addition, high expression levels of miR-206 were found in a mouse model of
ALS, and its under-expression was associated with a faster progression of the disease [86]. A consensus
for higher expression levels of this miRNA in ALS patients compared to controls was reported by
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several authors [67,72–74,76,77]. Although miR-206 seems to represent a valid circulating biomarker
for ALS, it is still to define whether the elevated expression of this miRNA is the result of the disease
or its cause.

Table 3. The most promising circulating microRNAs (miRNAs) detected as potential biomarkers in
amyotrophic lateral sclerosis (ALS) patients.

miRNAs
(Has-miR)

miRNA
Change

Role in ALS Ref.

206 ↑ Myo-miRNA: muscle proliferation, repair and regeneration. It
promotes neuromuscular connectivity and enhances reinnervation [67,72–74,76,77]

338 ↑ Involvement in different pathways such as apoptosis,
neurodegeneration, and/or glutamate clearance [51,67,74,77]

133a ↑ Myo-miRNA: muscle proliferation, repair and regeneration [73,75]
133b ↑ Myo-miRNA: muscle proliferation, repair and regeneration [73,75]

142 ↑ miRNA predicted to target a specific set of genes associated to the
pathophysiology of ALS, including TARDBP and C9orf72. [54,78]

183 ↓
miRNA involved in neurodegenerative signaling pathway,
including PI3K-Akt and MAPK pathway. miR-183/mTOR
pathway contributes to spinal muscular atrophy pathology

[71,80]

27a ↓ miRNA involved in muscle growth, myoblast proliferation acting
on myostatin. It is present in myoblast-derived exosomes [73,79]

let-7d ↓ Involvement in apoptosis by the Hippo signaling pathway [75,80]

Abbreviations: Ref., Reference; ↑/↓, up-regulated/down-regulated.

While all the works performed a comparison between samples from ALS patients and healthy controls,
only a subset of them included also samples from patients affected by other neurological disorders.
Neurological controls comprised Parkinson’s disease [56,70,71,74], Alzeihmer’s Disease [56,69,74,75],
Huntington’s disease [56,69,71], Multiple Sclerosis [54,75] and ALS-mimic conditions [76]. The use of
neurological controls can help to discriminate whether identified miRNAs are really specific for ALS or
are common features linked to neurodegenerative processes. For example, the comparison of miRNA
expression between ALS and Parkinson’s disease patients suggested that miR-183 might be specific for
SALS, whereas miR-451 and miR-3935 might be more general biomarkers linked to neurodegenerative
disorders [71]. In addition, the inclusion of an ALS-mimic patients’ group may contribute to identify miRNA
biomarkers to use in the differential diagnosis in the early stages of the disease.

Only a part of the studies performed until now investigated the potential correlations among
miRNA expression levels and ALS clinical features, sometimes in longitudinal studies, measuring
miRNA levels in the same ALS patient over time [70,72,75,76,80]. In some case this analysis failed
to find any association [67,69,77], in other cases specific correlations were reported. Some authors
described associations of miRNA expression levels with ALS site of onset [70,74,76,80], ALS Functional
Rating Scale-revised (ALSFRS-R) and/or vital capacity (VC) [70,75,78,80], Medical Research Council
(MRC) sumscore [72] and with the disease progression rate [72,80]. Only two studies investigated
the possible associations of specific serum miRNAs with riluzole treatment, failing to identify any
correlation [75,76]. Such results must be anyway considered with caution, since the number of
subjects included in every group is limited. They need to be confirmed in larger cohorts of ALS
patients, to really define the role of miRNA expression in ALS clinical presentation and progression.
From this perspective, it would be very important that, after the identification of potential miRNA
biomarkers, more longitudinal studies were performed, to evaluate if these miRNAs could be used as
prognostic indicators.

As already mentioned for CSF studies, also in serum the analysis of combinations of several
miRNAs has shown a higher accuracy than single miRNAs in discriminating ALS from healthy controls
or other neurological disorders [71,74,75]. A very interesting approach is reported by Sheinerman and
colleagues, who developed a strategy based on miRNA pairs, consisting of one miRNA enriched in
synapses of a brain region affected by the disease and another miRNA enriched in a different brain
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region or cell type. The use of the pair of miRNA derived from the same organ allowed decreasing
potential overlap with pathologies of other organs and reducing also inter-individual variability.
The authors demonstrated that, combining two or three effective miRNA pairs into a single miRNA
classifier, they could achieve a greater accuracy in discriminating ALS both from healthy controls
and patients affected by other neurological disorders [74]. Thus, in the future studies it should
be considered that, while the deregulation of a single miRNA can be a feature common to several
neurological diseases, panels of deregulated miRNAs, or combinations of them, may result highly
specific for ALS and represent a signature for this disease.

Finally, a relevant aspect of the use of miRNAs as ALS biomarkers is their potential of identifying
the disease in very early stages, also before any clinical manifestation. In their work, Freischmidt and
colleagues showed that a specific subset of miRNAs, reduced in the serum of patients with familial and
sporadic ALS, was reduced also in presymptomatic carriers of pathogenic ALS mutations. Moreover,
the down-regulation was largely independent of the underlying disease gene and was stronger in
patients with familial ALS than in pre-manifest mutation carriers, suggesting that alterations of miRNA
profiles could be progressive when comparing the pre-manifest and manifest phase of the disease [68].
If confirmed, these findings may be of fundamental importance for the development of screening tests
able to detect ALS in early asymptomatic stages and for future preventive therapeutic strategies before
the occurrence of clinically evaluable symptoms.

4.3. miRNAs in Muscle Biopsies

Skeletal muscle is another potential source for the identification of candidate miRNA biomarkers.
In the last years, it has become evident that ALS does not affect only motor neurons but also other
cell types, including striated muscle, which play an active role in the disease pathogenesis. Before the
clinical onset and during the disease progression, the affected skeletal muscle of ALS patients attempts
to restore function by futile cycles of reinnervation and denervation [87]. Eventually, persistent muscle
wasting exceeds the ability to repair and consequently the atrophy process starts. Due to the crucial
role of the skeletal muscle in ALS pathogenesis, recent studies have focused their research on the
identification of specific muscle miRNAs in ALS tissues, which could potentially be use as prognostic
biomarkers of disease. Moreover, miRNAs identified in skeletal muscle of ALS patients could be used
as biomarkers also in plasma or serum, where they can be released by the affected tissues. This strategy
seems to be particularly interesting, since muscle biopsy is unfortunately an invasive practice and
cannot be proposed for longitudinal studies to follow disease progression.

Several studies focused on analysis of myo-miRNAs, including miR-1, miR-133a, miR-133b,
miR-206, miR-208a, miR-208b, miR-499, and miR-486 [88]. Most of them explored the role of these
miRNAs in mouse models (for a review see [89]), but only few studies investigated the role of these
molecules as possible markers in muscle biopsies of patients with ALS, due to the rarity and difficulty
to obtain this kind of samples. miRNAs found deregulated in muscle biopsies from ALS patients
compared to healthy control subjects are shown in Table 4.

Most studies focused on the expression of myo-miRNAs [90–93]; only in some cases also other
miRNAs were included, for example miRNAs related to inflammation/angiogenesis [93] or selected
by microarray [72] or NGS approaches [94,95]. Overall, results are sometimes contrasting and poorly
reproducible. These non-concordant finding could be attributed to different types of muscle used
for biopsy, discordance among the samples in terms of inclusion criteria of patients (age, gender,
evolution of disease, onset) and different techniques and internal control molecules used to assess
miRNA expression levels.
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Table 4. Deregulated miRNAs in skeletal muscle biopsies of amyotrophic lateral sclerosis (ALS) patients
compared to healthy controls.

miRNA
(Hsa-miR)

miRNA
Expression
Change

Type of
Muscle

No. of
Muscle

Biopsies
miRNA Detection Approach Ref.

206 ↑ Deltoid,
anconeus

FALS: 1
SALS: 10
HCs: 6

mir-206 → qRT-PCR [90]

23a, 29b, 206,
455, 31 ↑ Vastus lateralis ALS: 14

HCs: 10

Myo-miRNAs and miRNAs
dysregulated in human

muscle disease → qRT-PCR
[91]

1, 26a, 133a, 455 ↓ Vastus lateralis ALS: 5
HCs: 7 Myo-miRNAs → qRT-PCR [92]

424, 214, 206 ↑ Biceps brachii ALS: 5
HCs: 5

Microarray → miRNAs
validation with qRT-PCR [72]

1, 206, 133a,
133b, 27a, 155,

146a, 221

↑ Quadriceps
femoris

SALS: 13
HCs: 5

Inflammatory/angiogenic
miRNAs and myo-miRNAs

→ qRT-PCR
[93]

1, 10b-5p,
100-5p, 133a-3p,

133b-3p
↓

Biceps, deltoid,
tibialis anterior,
vastus lateralis

ALS: 19
HCs: 9

NGS 1 and qRT-PCR 1 →
qRT-PCR

[94]

100-5p, 10a,
125a-5p,

133a-1/-2-3p,
362, 500a-3p,

542-5p, 99a-5p

1303-3p, 150-5p,
26a-1/-2-5p,
486-1/-2-5p,

↑

↓

Vastus lateralis
FALS: 2
SALS: 9
HCs: 11

NGS [95]

1 analysis carried out on samples from transgenic mice. Abbreviations: Ref., Reference; ↑/↓,
up-regulated/down-regulated; SALS, sporadic amyotrophic lateral sclerosis patients; FALS, familial amyotrophic
lateral sclerosis patients; HCs, healthy controls; qRT-PCR, quantitative Real-Time Polymerase Chain Reaction;
NGS, Next Generation Sequencing.

Some authors performed also a correlation analysis among miRNA expression and ALS clinical
features. Table 5 reports miRNAs altered in tissue of specific stratified ALS patients’ groups analyzed
in comparison to control subjects.

In addition, in other papers the associations with clinical variables were analyzed comparing
groups of patients to each other. Stratifying ALS patients, an up-regulation of myo-miRNAs (miR -206,
miR-133a, miR-133b and miR-27a) and of inflammatory miRNAs (miR-155, miR-146a and miR -221)
was discovered in ALS patients with earlier age at onset (<55 years) and longer disease duration [93].
Moreover, significantly higher expression levels of the same myo-miRNAs and inflammatory miRNAs
were detected in male than in female. This gender difference has been hypothesized to be related to a
difference in hormonal regulation, implying a slower disease progression in women [93]. In another
paper, miR-29c, miR-208b and miR-499 were reported as increased in patients with slow disease
course [96]. Expression data were analyzed in patients categorized into “early” and “late” based on
disease duration at the moment of biopsy (more or less one year). miR-9 and miR-206 significantly
increased in the early patients’ group and, of note, miR-206 inversely correlated with the time from
symptoms onset to muscle biopsy, indicating an early response to denervation in skeletal muscle [96].
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Table 5. Deregulated miRNAs in skeletal muscle biopsies of specific amyotrophic lateral sclerosis (ALS)
patients’ groups analyzed in comparison to healthy controls.

miRNA
(Hsa-miR)

miRNA Expression
Change in Specific

ALS Patients’ Group

Type of
Muscle

No. of Muscle
Biopsies

miRNA
Detection
Approach

Ref.

133a, 29c, 9,
208b

1, 208b

133a, 133b, 206,
29c, 9, 155, 23a

↑in ALS slow group 1

↓ in ALS rapid group 2

↑ in early stage group 3

Deltoid and
quadriceps

FALS: 3
SALS: 11
HCs: 24

Slow group 1: 6
Rapid group 2: 5
Early group 3: 4
Late group 4:9

Eleven skeletal
muscle related

miRNAs →
qRT-PCR

[96]

100-5p,
199a-1/-2,

199b-3p, 27a-5p,
3607-3p, 424-5p,

450a-1/-2-5p,
450b-5p,
501-3p,

502-3p, 542-5p,
660-5p

1303-3p,
133a-1/-2-3p,
150-5p, 378,
486-1/-2-5p,

502-3p, 855-3p

↑ in higher disease
severity 5

↓ in higher disease
severity 5

Vastus
lateralis

Higher disease
group 5: 7
HCs: 11

NGS [95]

1, ALS slow group (≥4 years of disease progression without requiring respiratory supports); 2, ALS rapid group
(<4 years of disease progression without respiratory supports or death occurring <4 years from symptoms onset);
3, early stage group (less than one year from symptom onset to muscle biopsy); 4, late stage group (more than
one year from symptom onset to muscle biopsy); 5, group of patients with higher disease severity. Abbreviations:
Ref., Reference; ↑/↓, up-regulated/down-regulated; SALS, sporadic amyotrophic lateral sclerosis patients; FALS,
familial amyotrophic lateral sclerosis patients; HCs, healthy controls; qRT-PCR, quantitative Real-Time Polymerase
Chain Reaction; NGS, Next Generation Sequencing.

Although the results are often inconsistent among different studies, some trends in miRNAs
deregulation seem to emerge. One of the most interesting miRNA is miR-133a, which was found to be
up-regulated in human ALS tissues [93,95,96], particularly in patients with slow disease progression
and in biopsies obtained before one year from the symptom onset [96]. At the same time, a significant
reduction of this miRNA was present in a specific ALS patients’ group with higher disease severity [95],
suggesting changes in its expression during the disease progression. In contrast, however, other studies
detected a down-regulation of miR-133a in human biopsies, as reported also in mice [92,94]. At the
moment, the strongest data are those concerning miR-206. Indeed, the mechanisms responsible for
the increase of this miRNA seem to be conserved in the skeletal muscle of mouse models and in that
from ALS patients, and the up-regulation described in both cases is an ALS-specific response to the
denervation. miR-206 was found significantly up-regulated in muscle samples from ALS patients
compared to control subjects [72,90,91,93], similarly to what observed in blood samples, strengthening
the role of this miRNA as potential biomarker for ALS. Of note, miR-206 showed an increased trend in
muscle biopsies from long-term survivor patients, even though below the statistically significance [90].
De Andrade and colleagues [72] reported that this miRNA was over-expressed both in plasma and
skeletal muscle of patients with ALS, but the over-expression was not progressive during the follow-up.
They supposed that miR-206 expression increased early in the disease course, reaches a plateau and
then begins to fall. In agreement with this hypothesis, an up-regulation of miR-206 was described
in muscle biopsies from ALS patients within one year from the clinical onset, becoming less evident
as the disease progresses to a later stage [96]. Finally, Si and collaborators reported a non-significant
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upward trend in miR-206 in muscle samples from ALS patients compared to controls. This result,
however, was correlated to a high standard error for this miRNA due to the variability among samples.
Moreover, the authors reported a significant inverse correlation between this miRNA and the muscle
power of the biopsied muscle, hypothesizing that it could be a marker of disease activity. This finding
highlights the importance to associate miR-206 levels with muscle-specific clinical assessment rather
than overall clinical status [94].

Although a concordant miRNA signature have not been identified yet in ALS patient muscle
biopsies, these findings show that miRNAs could be useful prognostic markers to better understand
the course of disease. In particular, the identification of a specific muscular miRNA profile through
multicenter studies, able to increase the statistical power of the analysis, could lead to a stratification
of the patients in order to identify prognostic biomarkers to use as indicator of disease progression,
facilitating the clinical management of patients.

5. Conclusions and Future Perspectives

Despite the intense research activity of the last years, the use of miRNAs as biomarkers for
diagnosis of ALS and clinical management of patients is still in an early stage of development.
Several interesting data have been obtained so far, with important insights into the disease processes.
However, results achieved in different studies are most of the time conflicting and poorly reproducible,
making it difficult to unequivocally identify which miRNA(s) may be selected as biomarker in clinical
practice. In order to overcome these limits, some improvements in the research approach should be
taken into account.

First of all, one factor strongly complicating the comparison among data reported by different
research groups is the wide range of methods used for the identification of potential miRNA biomarkers
and the different techniques for miRNA measurement and data normalization. A common acceptance
of certain guidelines, standard research protocols, and strong methods of statistical analysis of miRNAs
will be important in the future to achieve reliable biomarkers.

Another critical issue is the relatively small number of patients included in the studies performed
until now. Results are often interesting, but they need to be verified in larger cohorts of ALS patients.
It would be really important that those miRNAs, which have shown initial promise, were validated
in independent laboratories and/or in multicenter collaborations. In addition, since ALS is a highly
heterogeneous disease, replication studies should increase the number of patients stratifying them
based on clinical and genetic features, in order to obtain a better assessment of the potential associations
among miRNAs and these variables.

Further, in several studies miRNA levels of ALS patients have been compared only to those of
control subjects not affected by neurological disorders. This approach may bring to the identification
of miRNAs able to successfully differentiate patients from healthy control subjects, but these miRNAs
are often associated with common pathologic processes of neurodegeneration and are not specific
for ALS. It will be of fundamental importance to extend the comparison to patients affected by
other neurodegenerative diseases, in particular ALS-mimic disorders, to evaluate the specificity of
deregulated miRNAs for ALS.

One of the more interesting approaches to miRNA biomarker identification is the use of a complex
set of biomarkers, or combinations or ratios of biomarkers from different pathogenic pathways,
rather than the employ of a single marker. This strategy has been shown to increase the sensitivity
and/or specificity of potential ALS biomarkers and to contain more exhaustive diagnostic information,
and should be more widely used in future researches.

At the same time, when possible, future studies should try to combine data obtained from
multiple source of sample (blood, CSF, muscle) of the same patient. Up to date, only few studies
have performed this kind of analysis, and their results are quite conflicting. However, an extensive
analysis of correlations among different samples could be helpful to obtain more informative data and
improve patients’ stratification. In addition, for circulating miRNAs, it would be important to perform
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longitudinal studies on a large number of patients, in order to identify potential biomarkers of disease
progression, and evaluate their role as prognostic indicators.

In conclusion, miRNAs constitute very promising biomarkers for ALS, but there is still much
work to be done to validate and use them in clinical routine. The ultimate objective is to include
these biomarkers in all phases of ALS management, from the diagnosis to the clinical trials, and,
in perspective, to the identification of future therapeutic approaches.
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Abstract: Parkinson’s disease (PD) is a chronic, progressive neurodegenerative disease characterized
by both motor and nonmotor features. The diagnose of PD is based on a review of patients’ signs and
symptoms, and neurological and physical examinations. So far, no tests have been devised that can
conclusively diagnose PD. In this study, we explore both microRNA and gene biomarkers for PD.
Microarray gene expression profiles for PD patients and healthy control are analyzed using a principal
component analysis (PCA)-based unsupervised feature extraction (FE). 244 genes are selected to be
potential gene biomarkers for PD. In addition, we implement these genes into Kyoto Encyclopedia of
Genes and Genomes (KEGG) pathways, and find that the 15 microRNAs (miRNAs), hsa-miR-92a-3p,
16-5p, 615-3p, 877-3p, 100-5p, 320a, 877-5p, 23a-3p, 484, 23b-3p, 15a-5p, 324-3p, 19b-3p, 7b-5p and
505-3p, significantly target these 244 genes. These miRNAs are shown to be significantly related to
PD. This reveals that both selected genes and miRNAs are potential biomarkers for PD.

Keywords: biomarker; gene; microRNA; parkinson’s disease

1. Introduction

Parkinson’s disease (PD), first described by Dr. James Parkinson in 1817, is a chronic, progressive
neurodegenerative disease characterized by both motor and nonmotor features [1]. PD motor symptoms
such as shaking, rigidity, and slowness of movement are caused by the loss of striatal dopaminergic
neurons [2]. The nonmotor symptoms of PD include sleep disorders, depression, and cognitive
changes [3–5].

The incidence and prevalence of PD increase with age. So far, it is problematic to conclusively
diagnose PD because of the lack of a reference standard test [6]. The diagnose of PD is based on a
review of patients’ signs and symptoms, and neurological and physical examinations. Resting tremor,
cogwheel rigidity, and bradykinesia are three “cardinal signs” of PD, and postural instability, a late
finding in PD, is the fourth cardinal sign of PD [6].

Owing to the lack of a standard test for diagnosing PD, genetic testing of mutations in
disease-causing genes may be one of a helpful way to diagnose familial Parkinson’s disease (fPD) and
sporadic Parkinson’s disease (sPD). A number of PD disease-causing genes have been discovered and
debated for both physicians and patients regarding diagnostic and presymptomatic genetic testing of
PD in the clinic [7].

A common form of monogenic PD with dominant inheritance is caused by mutations in the
gene for leucine-rich repeat kinase 2 (LRRK2) [8,9]; H-Synuclein (SNCA), which is a presynaptic
neuronal protein, is linked genetically and neuropathologically to PD [10]; mutations in Parkin are the
second most common known cause of PD [11]; mutations in DJ-1 and PTEN Kinase 1 (PINK1) can
cause PD [11]; there is a significant inverse association of the ubiquitin carboxy-terminal hydrolase L1
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(UCHL1) S18Y variant with PD [12]; and variants in glucocerebrosidase (GBA) and SNCA influence
PD risk [13].

In addition to neurological and physical examinations and genetic testing, the gene expression
differences between PD and healthy controls can be used as a potential prognosis of PD. Several studies
have explored gene biomarkers for PD [14,15]. In this study, we explore gene and microRNA (miRNA)
biomarkers for PD.

2. Materials and Methods

2.1. Gene Expression

We downloaded three mRNA expression profiles of PD and healthy control from Gene Expression
Omnibus (GEO) under the GEO ID, GSE20295, GSE20163, and GSE20164. For all three profiles,
raw data files (CEL files) (Supplementary file S1) were read with the function ReadAffy of the package
Affy (Affymetrix; Thermo Fisher Scientific, Inc., Waltham, MA, USA) in R. Loaded CEL files were
treated by mas5 function in the affy package. Then, write.exprs function was used to output normalized
mRNA expression profiles. The tissue of the data was substantia nigra (see Supplementary file S1).
Integrating the three datasets, we had 35 normal control and 25 PD patients’ substantia nigra mRNA
expression profiles.

2.2. Principal Component Analysis Based Unsupervised Feature Extraction

We applied principal component analysis (PCA)-based unsupervised feature extraction (FE) to
mRNA expression profiles in order to select mRNAs that were expressed distinctly between controls
and PD patients (see Supplementary file S2 for more details). This method has been successful in
identifying potential biomarkers for other neurological disorders [16,17]. PCA was applied to only
mRNAs identified by PCA-based unsupervised feature extraction (FE). PC loadings and PC scores
were attributed to samples and genes, respectively. Furthermore, PC loadings are associated with
the distinction between controls and PD patients; PD patients and controls were differentiated using
linear discriminant analysis (LDA) with these selected PC loadings (see Supplementary file S2 for
more details).

2.3. Validation of Obtained mRNAs

In order to validate the obtained mRNAs, we computed the area under the curve (AUC) of the
receiver operating characteristic curve (ROC). Gene symbols associated with mRNAs selected by
PCA-based unsupervised FE were uploaded to Enrichr [18,19], and various enriched biological terms
were identified (see Supplementary file S4 for more details).

3. Results

255 probes (Supplementary file S3) were identified using PCA-based unsupervised FE. PCA was
applied to 255 probes, and PC loadings attributed to samples were computed. The fourth PC loadings
turned out to be associated with distinction between PD patients and controls. Table 1 shows the
confusion table obtained by the linear discriminant analysis (LDA) using the fourth PC loading.
Sensitivity of PD is 0.88, precision of PD is 0.73, F1 score (F-measure) is 0.8, and accuracy is 0.80.
AUC is 0.95. Odds ratio is 20.5. p value computed by Fisher’s exact test is 2.5 × 10−6. All of these
evaluations suggest that the fourth PC loadings can significantly discriminate controls and PD patients.

Although we found 255 probes that successfully discriminate PD patients from controls, biological
evaluation of obtained probes is important. Two hundred and forty four gene symbols corresponding
to these 255 probes (See Supplementary Materials) were uploaded to Enrichr for biological evaluation.
There turned out to be many biological terms enriched in these gene symbols. Table 2 shows the
top-ranked five categories in “Disease Perturbations from GEO down” of Enrichr (full list is available
in Supplementary Material S4). The first four among these five categories are the PD. Since the GEO
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datasets used in Enrichr are not the same datasets used in our study, PCA based unsupervised FE
successfully identified genes downregulated in PD patients.

Table 1. Confusion table obtained by linear discriminant analysis (LDA) using the fourth principal
component (PC) loading obtained by principal component analysis (PCA) using 255 mRNAs identified
by PCA-based unsupervised feature extraction (FE). Rows: true, columns: prediction.

Control PD

Control 24 8
PD 3 22

Table 2. Top ranked five categories in “Disease Perturbations from Gene Expression Omnibus (GEO)
down” of Enrichr.

Term Overlap p-Value Adjusted p-Value

Parkinson’s disease DOID-14330 human GSE19587 sample 740 65/207 5.02 × 10−83 4.18 × 10−80

Parkinson’s disease DOID-14330 human GSE19587 sample 1080 56/167 5.88 × 10−73 1.60 × 10−70

Parkinson’s disease DOID-14330 human GSE19587 sample 496 73/361 3.90 × 10−78 1.59 × 10−75

Parkinson’s disease DOID-14330 human GSE7621 sample 940 67/365 2.96 × 10−68 6.06 × 10−66

Dystonia C0393593 human GSE3064 sample 329 62/317 1.06 × 10−64 1.74 × 10−62

As for “Disease Perturbations from GEO up” of Enrichr, PD is less enriched, but there are still
seven PD experiments with a significant p-value (Table 3, full list in Supplementary Material S4).

Table 3. Seven PD expression profiles in “Disease Perturbations from GEO up” where 244 gene symbols
are enriched.

Term Overlap p-Value Adjusted p-value

Parkinson’s disease DOID-14330 human GSE19587 sample 741 33/158 5.14 × 10−35 1.22 × 10−33

Parkinson’s disease DOID-14330 human GSE7621 sample 940 35/235 1.05 × 10−31 1.74 × 10−30

Parkinson’s disease DOID-14330 human GSE7621 sample 941 38/342 1.55 × 10−29 2.19 × 10−28

Parkinson’s disease DOID-14330 human GSE19587 sample 1080 37/433 1.17 × 10−24 8.78 × 10−24

Parkinson’s disease DOID-14330 human GSE6613 sample 788 26/274 1.24 × 10−18 5.50 × 10−18

Parkinson’s disease DOID-14330 human GSE19587 sample 496 15/239 1.03 × 10−8 2.15 × 10−8

The next biological term investigated is KEGG pathway (Table 4). Although PD was not top
ranked, it is the eighth most significant enriched KEGG pathway. Tables 1–4 suggest that the identified
244 genes are significantly related to PD.

Table 4. Top ranked 10 KEGG pathways enriched in 244 identified gene symbols.

Term Overlap p-Value Adjusted p-Value

Ribosome_Homo sapiens_hsa03010 28/137 1.68 × 10−29 2.92 × 10−27

Phagosome_Homo sapiens_hsa04145 16/154 1.72 × 10−12 1.49 × 10−10

Synaptic vesicle cycle_Homo sapiens_hsa04721 10/63 4.11 × 10−10 2.38 × 10−8

Pathogenic Escherichia coli infection_Homo sapiens_hsa05130 9/55 2.38 × 10−9 1.04 × 10−7

Gap junction_Homo sapiens_hsa04540 10/88 1.18 × 10−8 4.11 × 10−7

Mineral absorption_Homo sapiens_hsa04978 8/51 2.68 × 10−8 7.76 × 10−7

Oxidative phosphorylation_Homo sapiens_hsa00190 10/133 6.09 × 10−7 1.51 × 10−5

Parkinson’s disease_Homo sapiens_hsa05012 10/142 1.11 × 10−6 2.42 × 10−5

Vibrio cholerae infection_Homo sapiens_hsa05110 6/51 8.84 × 10−6 1.71 × 10−4

GABAergic synapse_Homo sapiens_hsa04727 7/88 2.15 × 10−5 3.73 × 10−4

In this regard, we found that 15 miRNAs significantly target 244 gene symbols by checking
“miRTarBase 2017” in Enrichr (Table 5); 113 gene symbols out of 244 gene symbols were targeted by
either of 15 miRNAs. These 15 miRNAs were reported to be related to PD (Table 5). Thus, we should
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consider these 15 miRNAs as key regulators of PD instead of 244 gene symbols. In reality, miRNAs are
generally suggested as key regulator of PD [20].

Table 5. “miRTarBase 2017” in Enrichr when 244 gene symbols were uploaded.

Term Overlap p-Value Adjusted p-Value Reference

hsa-miR-92a-3p 37/1404 1.41 × 10−8 2.71 × 10−5 [21]
hsa-miR-16-5p 37/1555 1.93 × 10−7 1.85 × 10−4 [22]
hsa-miR-615-3p 25/891 1.38 × 10−6 8.85 × 10−4 [23]
hsa-miR-877-3p 19/606 5.92 × 10−6 2.28 × 10−3 [24]
hsa-miR-100-5p 12/250 5.37× 10−6 2.28 × 10−3 [25]
hsa-miR-320a 18/584 1.33 × 10−5 4.25 × 10−3 [26]
hsa-miR-877-5p 11/235 1.68 × 10−5 4.63 × 10−3 [24]
hsa-miR-23a-3p 11/249 2.88 × 10−5 6.91 × 10−3 [25]
hsa-miR-484 22/890 4.37 × 10−5 9.33 × 10−3 [25]

hsa-miR-23b-3p 12/322 6.55 × 10−5 1.26 × 10−2 [27]
mmu-miR-15a-5p 15/499 9.42 × 10−5 1.65 × 10−2 [25]
hsa-miR-324-3p 12/338 1.04 × 10−4 1.66 × 10−2 [28]
mmu-miR-19b-3p 11/310 2.03 × 10−4 3.00 × 10−2 [20]
mmu-miR-7b-5p 13/438 3.13 × 10−4 4.02 × 10−2 [20]
hsa-miR-505-3p 9/222 2.93 × 10−4 4.02 × 10−2 [29]

4. Discussion

More Brain Synapse-Related Biological Terms Are Enriched

Although in the previous section, we notice that downregulated genes and upregulated genes
in PD GEO datasets and in PD KEGG pathway are enriched in the 244 identified gene symbols,
more detailed analyses give us more convincing insight about the relationship between these 244 gene
symbols and PD. Other than PD, some KEGG pathways in Table 4 are also related to PD. For example,
as for ribosome that is top-ranked in Table 4, ribosomal protein s15 phosphorylation was reported to
mediate LRRK2 neurodegeneration in Parkinson’s disease [30] As for phagosome that was the second
top-ranked, LRRK2 was reported to be a negative regulator of Mycobacterium tuberculosis phagosome
maturation in macrophages [31]. As for synaptic vesicle cycle that was the third top-ranked, synaptic
vesicle trafficking was reported to be related to Parkinson’s disease [32]. These results suggest that 244
gene symbols are expected to be closely related to PD progression mechanisms.

Although LRRK2 itself was not included in 244 gene symbols, significant number of genes
obtained from “Single Gene Perturbations from GEO up/down” affected by LRKK2 KO/KI (knocked
out/knocked in) were included in 244 gene symbols (Tables 6 and 7). This also supports that 244 gene
symbols are related to mechanisms of PD.

Other than PD specificity, it is important to check if 244 genes are specifically upregulated in
brain/synapse, since, otherwise, genes identified are not convincing. Tables 8 and 9 show that 244
genes are highly brain tissue-specific, while Table 10 shows that 244 genes are overlapped with genes
downregulated in other tissues than brain (full list is in Supporting Materials).
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Table 6. Top ranked four LRRK2 KO/KI experiments in “Single Gene Perturbations from GEO up”.

Name Overlap p-Value Adjusted p-Value

LRRK2 Gly2019Ser (G2019S) mutation knockin
human GSE36321 sample 1688 21/335 1.03 × 10−11 4.82 × 10−11

LRRK2 mutant human GSE33298 sample 2039 16/309 4.94 × 10−8 1.55 × 10−7

LRRK2 dominant negative mutation-G2019S
homozygous human GSE33298 sample 1743 12/280 1.68 × 10−5 4.14 × 10−5

LRRK2 dominant negative mutation-G2019S
homozygous human GSE33298 sample 1741 12/337 1.01 × 10−4 2.33 × 10−4

Table 7. Top ranked two LRRK2 KO/KI experiments in “Single Gene Perturbations from GEO down”.

Name Overlap p-Value Adjusted p-Value

LRRK2 Gly2019Ser (G2019S) mutation knockin
human GSE36321 sample 1688 24/265 8.38 × 10−17 9.78 × 10−16

LRRK2 dominant negative mutation-G2019S
heterozygous human GSE33298 sample 1739 9/282 1.61 × 10−3 3.56 × 10−3

Table 8. Top ranked five gene expression profiles in drug matrix whose altered genes are associated
with 244 gene symbols.

Term Overlap p-Value Adjusted p-Value

Oxcarbazepine-1600-mg/kg-in_CMC-Rat-Brain-3d-dn 31/369 1.66 × 10−20 1.31 × 10−16

Carbachol-15-mg/kg_in_Water-Rat-Brain-3d-up 26/318 4.96 × 10−17 7.82 × 10−14

Piracetam-2500_mg/kg_in_CMC-Rat-Brain-5d-up 27/325 7.89 × 10−18 2.56 × 10−14

Theophylline-225_mg/kg_in_Water-Rat-Brain-3d-dn 25/314 3.87 × 10−16 5.08 × 10−13

Tramadol-114_mg/kg_in_Water-Rat-Brain-5d-dn 26/315 3.93 × 10−17 7.75 × 10−14

Table 9. Top ranked five gene expression profiles in “Genotype-Tissue Expression (GTEx) Tissue
Sample Gene Expression Profiles up” whose altered genes are associated with 244 gene symbols.

Term Overlap p-Value Adjusted p-Value

GTEX-X585-0011-R2B-SM-46MVF_brain_male_50-59_years 81/1895 1.63 × 10−33 4.72 × 10−30

GTEX-WHSE-0011-R2A-SM-3P5ZL_brain_male_20-29_years 71/1660 7.67 × 10−29 1.11 × 10−25

GTEX-X261-0011-R8A-SM-4E3I5_brain_male_50-59_years 70/1878 8.35 × 10−25 8.08 × 10−22

GTEX-N7MT-0011-R10A-SM-2I3E1_brain_female_60-69_years 70/1918 2.88 × 10−24 2.09 × 10−21

GTEX-TSE9-0011-R8A-SM-3DB7R_brain_female_60-69_years 62/1548 2.52 × 10−23 1.47 × 10−20

Table 10. Top ranked five gene expression profiles in “GTEx Tissue Sample Gene Expression Profiles
down” whose altered genes are associated with 244 gene symbols.

Term Overlap p-Value Adjusted p-Value

GTEX-S4Q7-1226-SM-4AD5I_testis_male_20-29_years 22/329 8.84 × 10−13 2.36 × 10−9

GTEX-U4B1-1526-SM-4DXSL_testis_male_40-49_years 20/282 3.48 × 10−12 3.09 × 10−9

GTEX-UPK5-1426-SM-4JBHH_liver_male_40-49_years 79/3879 2.06 × 10−12 2.74 × 10−9

GTEX-OHPM-2126-SM-3LK75_testis_male_50-59_years 26/525 6.48 × 10−12 4.07 × 10−9

GTEX-S7PM-0626-SM-4AD4Q_testis_male_60-69_years 34/911 7.63 × 10−12 4.07 × 10−9

Thus, we can conclude that 244 gene symbols are not only PD-specific but also brain tissue-specific.
This also suggests that we successfully identified gene-related PD mechanisms. In spite of successfully
identifications, it is not very easy to investigate as many as 244 gene symbols one by one. It is better to
find a more limited number of factors that regulate 244 gene symbols.

For the selected 15 miRNAs in Table 5, we confirmed our results by comparing other studies.
hsa-miR-92a appeared as novel hub miR in both regulatory and co-expression network, indicating its
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strong functional role in PD; GBA deficiency is associated with PD, and miR-16-5p has been shown
to correspond to enhanced GBA protein levels [22,33]; and both PD and HD (Huntington’s disease)
are neurodegenerative and caused by protein inclusions. miR-615-3p was identified as differentially
expressed in HD prefrontal cortex compared to non-neurological disease controls, and hsa-miR-615-3p
was identified up-regulated in HD [23]; miR-100, miR-23a, and miR484 were identified to be PD-related
miRNAs [25]; miR-320a was identified as a PD-related miRNA [26]; tumor necrosis factor-alpha
(TNF-α), a pro-inflammatory cytokine, was elevated in blood, CSF, and striatum regions of the brain in
PD patients, and hsa-miR-23a, hsa-miR-23b, and hsa-miR-320a significantly decreased in the presence
of TNF-α [27]; mmu-miR-15a-5p, mmu-miR-19b-3p, and mmu-miR-7b-5p miR-7 were shown to
downregulate the inflammatory response in cellular in vitro and/or in vivo PD neurotoxic models,
and miR-19b was shown to be downregulated in the prodromal stage of alpha-synucleinopathies
and pinpointed this miRNA as a potential biomarker also for PD and DLB [20]; and miR-505-3p was
identified as a PD-predictive miRNA by microarrays [29].

5. Conclusions

PD is a long-term degenerative disorder that usually affects elderly people. Since there
are no standard tests that can conclusively diagnose PD, biological biomarkers can help in early
diagnosis. In this study, PD-related mRNAs are selected using a PCA-based, unsupervised FE method,
and miRNA biomarkers of PD are explored based on these selected mRNAs. Two hundred and
forty-four genes and 15 miRNAs are identified to be related to PD. Biological evidence shows the
selected genes and miRNAs are potential PD biomarkers. However, since the tissues used in this study
are substantia nigra from postmortem brain, it needs to be further verified whether these selected
biomarkers can be used as blood/serum PD biomarkers.
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Abstract: Autophagy is a complex cellular digestion process involving multiple regulators.
Compared to post-translational autophagy regulators, limited information is now available
about transcriptional and post-transcriptional regulators such as transcription factors (TFs) and
non-coding RNAs (ncRNAs). In this study, we proposed a computational method to infer novel
autophagy-associated TFs, micro RNAs (miRNAs) and long non-coding RNAs (lncRNAs) based on
TFs and ncRNAs coordinated regulatory (TNCR) network. First, we constructed a comprehensive
TNCR network, including 155 TFs, 681 miRNAs and 1332 lncRNAs. Next, we gathered the known
autophagy-associated factors, including TFs, miRNAs and lncRNAs, from public data resources.
Then, the random walk with restart (RWR) algorithm was conducted on the TNCR network by
using the known autophagy-associated factors as seeds and novel autophagy regulators were
finally prioritized. Leave-one-out cross-validation (LOOCV) produced an area under the curve
(AUC) of 0.889. In addition, functional analysis of the top 100 ranked regulators, including 55 TFs,
26 miRNAs and 19 lncRNAs, demonstrated that these regulators were significantly enriched in
cell death related functions and had significant semantic similarity with autophagy-related Gene
Ontology (GO) terms. Finally, extensive literature surveys demonstrated the credibility of the
predicted autophagy regulators. In total, we presented a computational method to infer credible
autophagy regulators of transcriptional factors and non-coding RNAs, which would improve the
understanding of processes of autophagy and cell death and provide potential pharmacological
targets to autophagy-related diseases.

Keywords: autophagy regulator; transcriptional factor; non-coding RNA; regulatory network;
RWR algorithm

1. Introduction

Autophagy is a process of cytoplasmic degradation that is essential in homeostasis and
stress-response, as well as in protein degradation and organelles turnover [1]. The regulation of
autophagy is critical in human health and disease. Both its insufficient and overdriven activity
can disturb the body functions, including causing cancers. For example, autophagy deficiency
causes oxidative stress and genome instability which is a known cause of cancer initiation and
progression [2] and up-regulation of autophagy in RAS-transformed cancer cells promotes their growth,
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survival, tumorigenesis invasion, and metastasis [3]. The process of autophagy involves multiple
kinds of regulators, including autophagy-related (ATG) genes, ATG proteins and non-coding RNAs
(ncRNAs). For instance, the autophagy database archived a list of 582 experimentally demonstrated
ATG proteins [4] and Wu et al. provided a comprehensive bioinformatics resource to dissect
ncRNA-mediated autophagy interactions [5]. In addition, regulation of autophagy by targeting
autophagy regulators is a promising strategy for cancer therapy [6]. For example, temsirolimus could
significantly prolong progression-free survival of mantle cell lymphoma (MCL) patients by inhibiting
the mechanistic target of rapamycin (mTOR) protein, a post-translational autophagy regulator [7].

Currently, post-translational autophagy regulators, such as ATG proteins, are well known while
limited information is available about transcriptional and post-transcriptional regulators, such as
transcription factors (TFs) and ncRNAs [8]. Inferring that novel transcriptional and post-transcriptional
autophagy regulators will help to dissect the autophagy regulation mechanisms and provide possible
pharmacological targets to regulate autophagy. The TFs and ncRNAs coordinated regulatory (TNCR)
network has demonstrated its power as a tool to study biological issues such as regulatory pathways
in human diseases, classifiers for drug resistance and so on [9–11]. For example, Liang et al. performed
deconvolution on the transcriptional network and demonstrated that BACH1 was the master regulator
of breast cancer bone metastasis [12]. Wang et al. identified disease-related regulatory cascades by
dissecting the TF and miRNA regulatory network, which helped understand the pathogenesis [13].
Recently, lncRNAs were found to be targeted by miRNAs and functioned as miRNA sponges to
attenuate the inhibition ability of miRNAs to mRNAs. Furthermore, lncRNAs were also shown to
play crucial roles in the regulation of gene expression at transcriptional and post-transcriptional
levels [14,15]. Thus, lncRNAs introduce an extra layer of complexity to the TNCR network, enhancing
the analytical ability of the regulatory network.

In this study, we proposed a computational method to predict novel autophagy-associated TFs,
miRNAs and lncRNAs based on the TNCR network. First, experimentally verified transcriptional
and post-transcriptional regulatory relationships among TFs, miRNAs and lncRNAs were collected
and a comprehensive regulatory network was constructed. Next, the known autophagy-associated
TFs, miRNAs and lncRNAs were gathered from public data resources. The random walk with restart
(RWR) algorithm was implemented on the regulatory network to prioritize autophagy regulators.
Leave-one-out cross-validation (LOOCV) achieved an area under the curve (AUC) of 0.889. Functional
enrichment analyses and extensive literature surveys demonstrated the credibility of predicted
regulators. Altogether, we presented a computational method of inferring credible autophagy
regulators and we believed that this would help improve the understanding of the autophagy
regulation mechanisms.

2. Materials and Methods

2.1. Construction of a Comprehensive TNCR Network

We integrated five types of experimentally verified transcriptional and post-transcriptional
regulatory relationships among TFs, miRNAs and lncRNAs, including TF-miRNA, TF-lncRNA,
miRNA-lncRNA, miRNA-TF, lncRNA-TF. The TFs regulations of miRNAs were downloaded from
the database TransmiR, which manually surveyed literature and recorded experimentally supported
TF-miRNA regulation [16]. The TFs regulations of lncRNAs were obtained from the database ChIPBase,
which decoded the transcriptional regulation of lncRNAs from ChIP-seq data in diverse tissues and
cell lines [17]. Here, only TF-lncRNA regulations that were identified in more than 20 datasets
were retained. In order to improve the credibility of the regulations, we also used the TRANSFAC
Match program to assure transcription factor binding sites (TFBS) in lncRNA sequences [18] using
minimum false-positive profiles of vertebrate high quality matrices. The final TF-lncRNA regulations
were obtained by intersecting the ChIPBase data source with the TRANSFAC results. The miRNAs
regulations of TFs were integrated from two databases, miRecords [19] and miRTarBase [20]. Both of
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these two databases collected experimentally validated miRNA-target interactions, and we retained the
union set of the relationships presented in these two databases. The miRNAs regulations of lncRNAs
were derived from LncBase v2 which provided experimentally supported and in silico predicted
miRNA recognition elements (MREs) on lncRNAs [21]. We retained the interactions presented
in the experimental module and the prediction scores should have been equal to or greater than
0.95. The lncRNAs regulations of TFs were downloaded from LncReg [22] and LncRNA2Target [23].
The database LncReg collected validated lncRNA-associated regulatory entries while LncRNA2Target
curated differentially expressed genes after the lncRNA knockdown or overexpression. We kept the
union set of the lncRNAs regulations of TFs which were provided by these two databases. Integrating
all of the above regulations, we constructed a comprehensive TNCR network.

2.2. Collection of Known Autophagy Regulators

The known autophagy-associated TFs, miRNAs and lncRNAs were collected from public data
resources. We first obtained human genes in autophagy related Gene Ontology (GO) terms from the
AmiGO-2 database. Next, we downloaded the human autophagy-associated genes from the autophagy
database [4], a multifaceted online resource providing information on genes and proteins related to
autophagy across several eukaryotic species. The union set of these two gene sets were regarded as
known autophagy-associated genes. As for autophagy-associated miRNAs and lncRNAs, we resorted
to the database ncRDeathDB, a comprehensive bioinformatics resource archiving ncRNA-associated
cell death interactions and picked up the autophagy-associated miRNAs and lncRNAs [5]. All the
autophagy-associated genes, miRNAs and lncRNAs we obtained were mapped onto the TNCR
network, and the intersections were regarded as seeds for RWR algorithm.

2.3. Prioritization of Novel Autophagy Regulators with the RWR Method

We performed the RWR method on the constructed TNCR network to prioritize novel autophagy
regulators. The RWR method simulates a random walker that starts on given seed nodes and transits
randomly from the current node to neighboring nodes in the network with the restart probability to
teleport to the start nodes. Here, the known autophagy regulators were used as seed nodes. We denoted
P0 as the initial probability vector and Pt as a vector in which the i-th element held the probability of
finding the random walker at node i in step t. Let α be the restart probability of the random walk in
each step at the source nodes. W denotes the probability transition matrix and is derived from the
adjacency matrix of the TNCR network. The formula is defined as:

w(i, j) =

⎧⎨
⎩

A(i, j)/ ∑
j

A(i, j), i f ∑
j

A(i, j) 
= 0

0, otherwise
(1)

where w (i, j) represents the element in the probability transition matrix, and A (i, j) represents the
element in the adjacency matrix. The probability vector in step t + 1 can be described as follows:

pt+1 = (1 − α)wpt+1 + αp0 (2)

Based upon the previous work, the restart probability (α) was set as 0.5, and the initial probability
(P0) of each seed node was set as 1/n (where n is the number of seed autophagy regulators) while
the initial probability of all non-seed nodes was set as zero [24,25]. With the iteration steps going on,
the probability of the RWR algorithm will become stable. We defined the stable probability as P∞ when
the difference between Pt and Pt+1 was less than 10−10. The stable probability of P∞ can be used as a
measure of proximity to the seed regulators. If P∞(nodei) > P∞

(
nodej

)
, then nodei will be in closer

proximity to the seed regulators in the regulatory network than nodej. As a result, all candidate nodes
in the regulatory network can be ranked according to P∞ and the top ranked elements can be expected
to have a high probability of being associated with autophagy.
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2.4. Functional Analysis for Predicted Autophagy Regulators

To demonstrate the credibility of the proposed prediction method, we performed functional
analysis for the predicted autophagy regulators. We first retrieved the top 100 ranked regulator
candidates (excluding seeds), including TFs, miRNAs and lncRNAs, and performed separately the
functional enrichment analyses. For the obtained TFs, we used DAVID to perform GO and Kyoto
Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analysis [26]. For the obtained
miRNAs, we collected the experimentally verified miRNA targets from the miRecords [19] and
miRTarBase [20]; we then used the union set of the miRNA targets to perform GO and KEGG
pathway enrichment analysis with DAVID. For the obtained lncRNAs, we utilized the recently
developed function annotation tool of non-coding RNA (FARNA), a knowledgebase of inferred
functions of human ncRNA transcripts, to implement function annotation analysis. We searched the
FARNA database by using each obtained lncRNA, and retrieved promoter-associated transcription
factors and transcription co-factors for the lncRNA. Then, all the obtained transcription factors and
transcription co-factors were inputted into DAVID to perform GO and KEGG pathway enrichment
analysis. In addition, we also performed GO enrichment analysis for the known autophagy-associated
TFs, miRNAs and lncRNAs separately, as described above. The union set of the significant GO
categories were considered as the autophagy related GO terms. All these DAVID analyses adopted the
same criteria that the biological process (BP) category was used for GO analysis, and the significance
of enrichment was set at p-value < 0.05. Finally, we calculated the functional similarity scores between
the GO terms enriched in the predicted autophagy regulators and the autophagy related GO terms.
The computational procedure was implemented using R package GOSemSim [27] and the rcmax
method was chosen as a combined method for aggregating multiple GO terms. We also performed
1000 random tests to evaluate the significance of obtained functional similarity scores. In each random
test, we randomly chose the same number of GO terms as in the real situation and calculated the
functional similarity scores as above. The statistical p-value was calculated as the ratio of random
functional similarity scores higher than the real functional similarity score.

3. Results

3.1. Characteristics of the TNCR Network

In this study, we integrated five types of experimentally verified transcriptional and
post-transcriptional regulatory relationships from public data resources and constructed a
comprehensive TNCR network (see Materials and Methods for details). The TNCR network comprised
of 4529 edges, including 155 TFs, 681 miRNAs and 1332 lncRNAs (Figure 1A, Supplementary
Table S1). To get an overview of the TNCR network, we examined the degree distribution of the
network. As shown in Figure 1B, most nodes (50.4%) had degree one and few nodes had a high
degree. In addition, the power-law distribution of the forms y = 327.4 × 10−1.31 (

R2 = 0.823
)
,

y = 157.4 × 10−1.19 (
R2 = 0.773

)
and y = 224.4 × 10−1.36 (

R2 = 0.774
)

were fitted for degree,
out-degree and in-degree respectively. These results indicated that the TNCR network satisfied
approximate scale-free topology which is the common feature of most biological networks [28]. Next,
we further investigated the in-degree and out-degree distributions for TFs, miRNAs and lncRNAs,
respectively (Figure 1C). In general, few nodes had very high degrees and many had low degrees,
regardless of TFs, miRNAs or lncRNAs in-degree and out-degree. Furthermore, TFs had a higher
median in-degree and out-degree than miRNAs and lncRNAs, which meant that TFs more likely acted
as hubs in the TNCR network.
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Figure 1. Characteristics of the TFs and ncRNAs coordinated regulatory (TNCR) network.
(A) Proportion of transcription factor (TF), microRNA (miRNA) and long non-coding RNA (lncRNA)
in the TNCR network. (B) Degree distribution of all nodes in the TNCR network and the log-log
plots for the degree, out-degree and in-degree distributions of all nodes. (C) In-degree and out-degree
distributions of TFs, miRNAs and lncRNAs in the TNCR network.

3.2. Performance Evaluation of the Proposed Method

By integrating data from AmiGO-2, the autophagy database and the ncRDeathDB, we obtained
1222 known autophagy regulators in total (Supplementary Table S2). After mapping these regulators
onto the TNCR network, we finally got 178 autophagy regulators as seeds, including 25 TFs,
152 miRNAs and 1 lncRNAs (Supplementary Table S3). By performing the RWR method on the
TNCR network with the seeds, we finally prioritized novel autophagy regulators.

In order to evaluate the performance of our method for inferring autophagy regulators,
we performed LOOCV analysis. Each known autophagy regulator was left out in turn as the test
case and the other known autophagy regulators were taken as seeds. All the other nodes in the
TNCR network were regarded as candidate autophagy regulators. Sensitivity and specificity were
calculated for each threshold. Finally, a receiver operating characteristic (ROC) curve was plotted
by varying the threshold and then the value of the AUC was calculated. Our method, tested on
already known autophagy regulators, achieved an AUC of 0.889 (Figure 2), exhibiting excellent
performance. Here, the TNCR network incorporated three kinds of regulators (TFs, miRNAs and
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lncRNAs) and five kinds of regulations (TF-miRNA, TF-lncRNA, miRNA-lncRNA, miRNA-TF and
lncRNA-TF). To demonstrate the effectivity and reliability of the TNCR network, we compared the
performance of partial TNCR networks. The AUCs were calculated for a TNCR-ML network (miRNAs
and lncRNAs only) and a TNCR-TM network (TFs and miRNAs only) separately by performing
LOOCV (the TNCR-TL network (TFs and lncRNAs only) was not analyzed because of missing seed
regulators). The AUCs were 0.697 and 0.544 respectively, which were lower than those using the
TNCR network (Figure 2). To further determine whether the results of the cross validation might have
been generated by chance, we performed randomization tests. The seeds were generated randomly
from candidate nodes in all three networks and the AUC values were calculated by performing
LOOCV, as above. The AUC values under randomized tests were much lower than those in real
situations (0.530, 0.549 and 0.519, respectively, for these three conditions), confirming the valid and
reliable performance of autophagy regulator seeds in our method (Figure 2). We also performed RWR
on 1000 degree-preserving randomized TNCR networks and the average value of the AUCs was
calculated. As shown in Figure 2, the result based on the real TNCR network and the real seed nodes
performed best.

The prioritization of all candidate autophagy regulators is provided in Supplementary Table S4.
The top 100 ranked candidate regulators, including 55 TFs, 19 miRNAs and 26 lncRNAs, were further
validated by literature mining, in which 52 regulators had been verified to be associated with
autophagy in published papers (Supplementary Table S5). For example, the fifth ranked regulator
MYC was recently proved to mitigate its oncogenic activity by chaperone-mediated autophagy (CMA)
regulation [29] and the ninth ranked regulator XIST was determined to increase autophagy activity in
non-small-cell lung cancer by regulation of ATG7 [30]. The extensive literature surveys demonstrated
the feasibility of our method to predict autophagy regulators.

Figure 2. Receiver operating characteristic (ROC) curves and area under the curve (AUC) values for the
random walk with restart (RWR) method on the whole, partial and random TNCR networks with real
seeds and random seeds. The ROC curves were plotted and AUC values were calculated separately by
leave-one-out cross-validation (LOOCV) for the TNCR network, TNCR-ML (miRNAs and lncRNAs
only) network, TNCR-TM (TFs and miRNAs only) network and the random TNCR network with real
and random seeds.
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3.3. Functional Characteristics of Predicted Autophagy Regulators

The top 100 ranked candidate autophagy regulators were retrieved, including 55 TFs, 19 miRNAs
and 26 lncRNAs (Supplementary Table S4), then the functional analyses were performed separately for
these predicted autophagy regulators (see Materials and Methods for details). The top 20 significantly
enriched GO terms and KEGG pathways for TFs are shown in Figure 3. We observed that some
cell death related GO terms, such as cell cycle arrest and negative regulation of cell proliferation,
were enriched by these top ranked TFs. Several significantly enriched KEGG pathways were also
related to cell death, for instance, cell cycle and adherens junction. In addition, some cancer related
pathways, such as colorectal cancer, prostate cancer and thyroid cancer, were also enriched, indicating
that the autophagy regulators played important roles in cancer. This was consistent with previous
studies [11,31,32]. The top 20 significantly enriched GO terms and KEGG pathways by the top ranked
miRNAs and lncRNAs are shown in Figure S1 and Figure S2. Similar to the top ranked TFs, the cell
death related GO terms and KEGG pathways, such as apoptotic process and cell proliferation, were
also enriched by top ranked miRNAs and lncRNAs. Cancer related pathways, such as pancreatic
cancer and small cell lung cancer, were enriched by top ranked miRNAs and lncRNAs. We observed
that there were obvious overlaps among GO terms and KEGG pathways enriched by top ranked TFs,
miRNAs and lncRNAs (Figures 3 and 4A). All of the significantly enriched GO terms and KEGG
pathways (p-value < 0.05) for top ranked TFs, miRNAs and lncRNAs were shown in Supplemental
Table S6.

 

Figure 3. The top 20 Gene Ontology (GO) enrichment and Kyoto Encyclopedia of Genes and Genomes
(KEGG) enrichment results for top ranked TFs. The common enriched GO terms and KEGG pathways
among top ranked TFs, miRNAs and lncRNAs are marked.

To further evaluate the top ranked regulators associated with autophagy, we compared the GO
terms enriched by the top 100 ranked regulators with those enriched by known autophagy-associated
factors (including protein-coding genes, miRNAs and lncRNAs). As shown in Figure 4A,
the numbers of overlapping enriched GO terms among top-ranked TFs, miRNAs, lncRNAs and
known autophagy-associated factors were high (the significantly enriched GO terms for known
autophagy-associated factors were shown in Supplemental Table S7). We calculated the functional
similarity scores between the GO terms enriched by the top 100 ranked regulators and the autophagy
related GO terms. The functional similarity scores between the autophagy related GO terms and those
enriched by top ranked TFs, miRNAs, lncRNAs were 0.970, 0.978 and 0.949, respectively. The random
functional similarity scores for each kind of regulators, which were calculated by randomly choosing
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the same number of GO terms as in the real situation, were significantly lower than the real scores
(Figure 4B, Figure S3). All these p-values were less than 2.2 × 10−16 (see Materials and Methods
for details). This meant that the top ranked regulators were significantly associated with autophagy.
The functional characteristics of the top ranked regulators indicated that our method was capable of
identifying novel autophagy regulators.

 

Figure 4. Evaluation of the top ranked regulators associated with autophagy. (A) Venn plot for the
GO functional annotation comparison among the top ranked TFs, miRNAs, lncRNAs and the known
autophagy-associated factors. (B) Distribution of random functional similarity scores for the top ranked
TFs and the autophagy-associated factors. The triangle indicates the true functional similarity score for
top ranked TFs and the known autophagy-associated factors.

4. Discussion

Autophagy is an intracellular catabolic process for maintaining homeostasis and involved
systematic regulation at post-translational, transcriptional, and post-transcriptional levels [33]. Both its
insufficient and overdriven functions can disturb intracellular homeostasis [34]. Thus, the regulation
of autophagy is critical for body cells normal function. Although the knowledge of autophagy
regulation is making certain progress, the landscape of autophagy regulators is far from completeness.
In addition, autophagy demonstrates a promising therapeutic target in several pathologies [35].
Thus, identification of novel autophagy regulators is beneficial to targeted therapy of complex human
diseases. Regulatory networks provide global views of the transmission of genetic information, and are
proved to be powerful tools for studying biological issues. In this study, we conducted a computational
method to infer novel autophagy regulators based on the regulatory network. We first constructed a
comprehensive regulatory TNCR network that incorporated transcriptional and post-transcriptional
regulators, including TFs, miRNAs and lncRNAs. Network topological analysis revealed that the
degree distribution of the TNCR network approximately followed the power-law distribution. Then,
the candidate autophagy regulators were ranked by implementing the RWR method on the TNCR
network using the known autophagy regulators as seed nodes. The AUC values determined by
LOOCV achieved 0.889, demonstrating the high credibility of our method for recovering known
autophagy regulators. Furthermore, functional enrichment analyses revealed that the predicted
autophagy regulators were associated with cell death related functional categories such as negative
regulation of cell proliferation, cell death and cell cycle arrest. Significantly high functional semantic
similarity scores were obtained between the obtained GO terms and the autophagy related GO terms.
In addition, extensive literature surveys demonstrated that the top ranked regulators were verified to
have associations with autophagy. All these results indicate that our approach is effective in inferring
transcriptional and post-transcriptional autophagy regulators and that it would help to improve the
understanding of the autophagy regulation mechanisms.

141



Cells 2018, 7, 194

In the past several years, the landscape of TNCR networks has been described elaborately [12,13].
Several experimentally verified transcriptional and post-transcriptional regulatory databases have been
developed, such as TransmiR [16], ChIPBase [17], miRTarBase [20] and so on. However, the exhaustive
transcriptional and post-transcriptional regulatory relationships still need further elucidation.
For example, the characterization of lncRNAs regulation of TFs is still at a primary level [36].
Furthermore, the competing endogenous RNA (ceRNA) relationships involved in TFs, miRNAs
and lncRNAs provide further complex regulations among transcriptional and post-transcriptional
factors which should be considered in the future analysis of TNCR network [37]. Our approach
in this study was based on the general regulatory network TNCR; however, the autophagy plays
tissue-specific and double-edged roles in the cellular homeostasis and survival. We believe that the
performance of our approach would be improved if we use the data of a specific cancer. In addition,
the comprehensiveness of seeds is critical for the performance of the RWR algorithm [38]. Currently,
protein-coding regulators of the autophagic machinery are relatively well known, while few studies
have been conducted on the non-coding RNA regulators, especially lncRNAs. With the abundance of
research of autophagy related regulators, we will obtain comprehensive seed autophagy regulators,
and provide more credible, verifiable autophagy regulators.
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Abstract: Autophagy, which is an evolutionarily conserved process according to the lysosomal
degradation of cellular components, plays a critical role in maintaining cell homeostasis. Autophagy and
mitochondria autophagy (mitophagy) contribute to the preservation of cardiac homeostasis in
physiological settings. However, impaired or excessive autophagy is related to a variety of diseases.
Recently, a close link between autophagy and cardiac disorders, including myocardial infarction,
cardiac hypertrophy, cardiomyopathy, cardiac fibrosis, and heart failure, has been demonstrated.
MicroRNAs (miRNAs) are a class of small non-coding RNAs with a length of approximately
21–22 nucleotides (nt), which are distributed widely in viruses, plants, protists, and animals.
They function in mediating the post-transcriptional gene silencing. A growing number of studies
have demonstrated that miRNAs regulate cardiac autophagy by suppressing the expression of
autophagy-related genes in a targeted manner, which are involved in the pathogenesis of heart diseases.
This review summarizes the role of microRNAs in cardiac autophagy and related cardiac disorders.
Furthermore, we mainly focused on the autophagy regulation pathways, which consisted of miRNAs
and their targeted genes.

Keywords: microRNAs; autophagy; mitophagy; cardiac diseases; biomarker

1. Overview of Autophagy and MicroRNAs

1.1. Autophagy

Autophagy is an evolutionarily conserved process of the lysosome-dependent degradation
of cytoplasm components and damaged organelles, such as endoplasmic reticulum, peroxisomes,
and mitochondria [1]. Factors that induce cellular senility and stress, including infections, toxics,
hypoxia, and nutrient starvation, can induce autophagy, which plays a role in protecting cells
and maintaining homeostasis. When it is stimulated by pathological factors, autophagy is either
disrupted or contributes to autophagic cell death. Abnormal autophagy is related to a variety of
pathological disorders. Autophagy involves the following steps: autography induction, vesicle
nucleation, vesicle elongation and autophagosomes formation, and retrieval and fusion between
autophagosomes and lysosomes [2]. Mitochondria produce energy in the form of ATP and play
important roles in cellular homeostasis, signaling, apoptosis, autophagy, and metabolism. Damaged
and dysfunctional mitochondria are deleterious to cells and can even lead to various types of
diseases [3–8]. Therefore, quality control of mitochondria is crucial. Autophagy is the main form
of mitochondria degradation, which is a process that is called mitophagy [3,4]. Mitophagy is an
autophagic response that specifically targets damaged and hence potentially cytotoxic mitochondria.
Putative kinase 1 (PINK1)-Parkin axis is a well-known regulation pathway in mitophagy [9].
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Furthermore, Bcl-2 interacting protein 3 (BNIP3) [10], Bcl2-like protein 13 (Bcl2-L-13) [11], and FUN14
domain containing protein1 (FUNDC1) [12] are reported to be involved in mitophagy regulation [3].

Autophagy is widely implicated in cardiac homeostasis in health and diseases, such as myocardial
infarction, myocardial hypertrophy, cardiac fibrosis, cardiomyopathy, and heart failure [13–17].
Autophagy positively or negatively regulates myocardial infarction and myocardial hypertrophy.
The modulation of autophagy processes affects cardiac function [13,18–20]. Cardiac fibrosis and
heart failure are associated with excessive autophagy. The suppression of autophagy could attenuate
fibrosis and improve heart function [16,17]. Additionally, autophagy is implicated in cardiomyopathy.
It is reported that autophagy is suppressed in high-fat diet-induced obesity cardiomyopathy [15,21],
while autophagy is activated in doxorubicin-induced cardiomyopathy and cardiotoxicity [22].

1.2. MicroRNAs

MicroRNAs (miRNAs) are small non-coding RNAs with a length of approximately 21–22
nucleotides (nt), which are distributed widely in viruses, plants, protists, and animals. They function
to mediate post-transcriptional gene silencing. MiRNAs usually exhibit a high conservation level
and a very low rate of evolution [23,24]. Mature miRNAs are generated via a two-step processing by
Drosha and Dicer. The primary transcripts with a length of hundreds of nucleotides, which are named
Pri-miRNAs, are initially generated in the nucleus. The Drasha complex cleaves pri-miRNA into
pre-miRNA. Pre-miRNA is transported to the cytoplasm by Exportin-5. In the cytoplasm, pre-miRNA is
processed by RNase III Dicer. Eventually, one arm is generated as the mature miRNA with a length
of about 22 nt, while the other one is degraded [25–28]. The mature miRNAs are assembled into
the ribonucleoprotein (RNP) complex, which are called miRNPs or miRISCs. By interacting with
the 3′-untranslated region (UTR), 5′-untranslated region (UTR), or coding sequence (CDS) region of
the target genes, miRNAs mediate gene silencing at the post-transcriptional or translational levels.
Argonaute proteins (AGOs), which are the key components of miRNPs, compete with translation
initiation factors (e.g., elf4E) by binding to their m7G cap to inhibit translation initiation. AGOs also
recruit the 60S ribosomal subunit binding protein elF6 to prevent the binding of the 60S subunit,
which triggers translation initiation. At the post-initiation stage, either miRNAs or AGOs become
associated with polysomes to play a supposed role in elongating inhibition or the dropping off of the
ribosome. Moreover, the miRNPs could recruit the CCR4-NOT complex to mediate the deadenylation
of mRNAs during the translation process [29,30]. Based on their function in mediating gene silencing,
miRNAs are deeply linked to numerous biological processes and related diseases [18,31,32].

2. MicroRNAs Regulate the Core Autophagy Signaling Cascades

Accumulated research has indicated that miRNAs play critical roles in the autophagy
processes. Autophagy proceeds in several successive stages, including induction, vesicle nucleation,
vesicle elongation, and maturation [31,33]. MiRNAs are deeply implicated in the regulation of the
main autophagy signaling cascades [31,34], which usually occurs through modulating the expression
of autophagy-related genes (Figure 1).

Autophagy induction is mainly regulated by the unc-51-like kinase (ULK) complex, which is
composed of ULK1/2, autophagy-related gene 13 (ATG13), ATG101, and focal adhesion kinase family
interacting protein with a mass of 200 kDa (FIP200). The mammalian target of rapamycin (mTOR)
is one of the most important upstream regulators for the induction of autophagy. Under normal
conditions, the mammalian target of rapamycin complex 1 (mTORC1) interacts with and inactivates the
ULK1/2. Once exposed to autophagy-induced factors, such as myocardial ischemia, anoxia, or other
myocardial damage stimuli, mTORC1 is dissociated from the ULK complex, which dephosphorylates
the ULK1/2. The activated ULK1/2 subsequently phosphorylates ATG13 and TIP200, which leads
to the initiation of autophagy [33,34]. It was reported that miR-372, miR-17-5p, and miR-106a inhibit
autophagy by down-regulating ULK1 [35–37]. MiR-885-3p was found to directly target ULK2 mRNA
to control the cell viability and autophagy [38]. ULK2 is suppressed by miR-26b in a targeted manner,
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which interrupts the autophagy initiation [39,40]. Additionally, miR-20a and miR-20b negatively
regulate autophagy via targeting FIP200 [41].

 

Figure 1. MicroRNAs regulate the core autophagy signaling cascades. Autophagy proceeds in
four successive stages including induction, vesicle nucleation, vesicle elongation, and maturation.
MicroRNAs are implicated in the processes. See text for detailed explanations. Arrows represent the
promotion effect. T bars represent the inhibition effect.

Vesicle nucleation is the step that forms the double membrane-bond vesicles, which are called
autophagosomes. The activation of the PI3K complex, which is composed of PI3KC3, hVPS34, Beclin-1,
and p150, triggers the vesicle nucleation. In addition, several binding partners including Ambra1, Bif-1,
UV irradiation resistance-associated gene (UVRAG), and Rubicon positively or negatively regulate this
complex. In response to ample nutrients, the Bcl-2 family anti-apoptotic proteins interact with Beclin-1
and inhibit autophagy [31,42]. It was reported that miR-630 and miR-374a could repress the expression
of UVRAG [43]. Regarding the PI3K complex, miR-30a, miR-17-5p, miR-129-5p, miR-216, miR-376b,
and miR-519a prevent the autophagy process through directly targeting Beclin-1 [44–48]. MiR-449a
indirectly promotes Beclin-1-mediated autophagy via suppressing the CDGSH iron sulfur domain 2
(CISD2) [49]. MiR-449 or miR-146a targeting Bcl-2 is also involved in autophagy regulation [50,51].
ATG12 system and LC3 system, the two ubiquitin-like protein conjugation pathways, are responsible
for the vesicle elongation. In the ATG12 pathway, ATG12 interacts with ATG5 by binding ATG7 and
ATG10 successively. The ATG12-ATG5 complex finally conjugates with ATG16L1 to form a large
multimeric complex. In the LC3 pathway, ATG4 cleaves pro-LC3 to LC3-I. LC3-I is subsequently
conjugated to phosphatidylethanolamine (PE) under the catalysis of ATG7 and E2-like ligase ATG3.
Mediated by the ATG16L1-ATG5-ATG12 complex, which functions as an E3 ligase, LC3-I is processed
to the phagophore membrane-bound LC3-II [31,33]. These two conjugation pathways could be
regulated by microRNAs. The ATG12-mediated autophagy is targetedly inhibited by miR-214,
miR-378, miR-505-3p, miR-23b, and miR-630 [43,52–55]. MiR-181a/miR-30a/miR-374a targeting
ATG5 [43,56,57], miR-142-3p targeting ATG5/ATG16L [58], miR-96 targeting ATG7/ATG16L1 [59],
miR-210/miR-17/miR-375 targeting ATG7 [60–62], and miR-20 targeting ATG10 [63] have been
demonstrated to regulate autophagy. Additionally, the down-regulation of ATG4B is mediated by
miR-34a/34c-5p, which suppresses the rapamycin-induced autophagy [64]. ATG4C and ATG4D are
silenced by miR-376b and miR-101, respectively [48,65]. MiR-204 prevents autophagy by targeting
LC3-II [66]. VMP1, a critical transmembrane protein for phagophore formation, is a direct target of
miR-210 [67].
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The maturation of autophagy includes retrieval and fusion with lysosomes. The process is poorly
studied in mammals and humans. The retrieval step is mainly mediated by the ATG9-ATG2-AGT18
complex, which recruits lipids and proteins to the growing phagophore. Lastly, autophagosomes fuse
to lysosomes, forming autolysosomes where the inner membrane of the former autophagosome and
the engulfed cargo are degraded by acid hydrolases [31,68,69]. ATG9A is a direct target of miR-34a in
autophagy maturation step [70]. MiR-130a interferes with the ATG9-ATG2-AGT18 complex formation
via down-regulating ATG2B [71].

3. The Role of MicroRNAs in Cardiac Autophagy

The importance of autophagy for the preservation of cardiac homeostasis in physiological
settings has been demonstrated. When they are subjected to the cardiomyocyte-specific deletion
of autophagy-related gene 5 (Atg5), which is required for optimal autophagic responses, mice will
develop cardiac hypertrophy, left ventricular dilatation, contractile dysfunction, and premature
death. This is accompanied by a disorganized sarcomere structure, mitochondrial misalignment,
and aggregation [72–74]. MiR-19a-3p/19b-3p inhibits autophagy in cardiomyocytes by targeting
the TGF-β II-Atg 5 pathway [16]. MiR-33 reduces lipid droplet catabolism by negatively regulating
Atg5 and miR-214-3p, which reduces the oxidized low-density lipoprotein-initiated autophagy by
directly targeting Atg5 mRNA. This ultimately contributes to atherosclerosis [75,76]. In human aortic
smooth muscle cells, the forced expression of miR-221/222 silences phosphatase and tensin homolog
deleted on chromosome ten (PTEN) and subsequently activates the Akt signaling. This eventually
inhibits autophagy by down-regulating the expression of LC3II and ATG5, as well as by elevating
the expression of SQSTM1/p62 [77]. MiR-30b disrupts autophagy in vascular smooth muscle cells
by decreasing autophagy-related genes, such as Atg5 and LC3II [78]. MiR-212 and miR-132 inhibit
autophagy by negatively regulating the pro-autophagic transcription factor forkhead box O3 (FOXO3).
The mice engineered to overexpress miR-212 and miR-132 in cardiomyocytes prematurely succumb
because of pathological cardiac hypertrophy and heart failure [20,79]. Another critical microRNA that
regulates cardiac autophagy is miR-199a. MiR-199a represses autophagy by indirectly activating the
mechanistic target of rapamycin complex 1 (mTORC1), which leads to cardiac hypertrophy. In this
model, tissue degeneration could be partially reversed by a potent autophagy inducer, rapamycin [14].
In addition, the silencing of miR-143 promotes the autophagy of the c-kit+ cardiac progenitor cells
in response to oxidative stress. Autophagy-related gene 7 (Atg7) is identified as the target gene of
miR-143 in the autophagy pathway [80].

Mitophagy, which is responsible for the quality control of mitochondria to match the metabolic
or developmental demands, is critical for cardiac homeostasis. Mitophagy is usually executed by
a series of mitochondria functional molecules, such as Bcl2 interacting protein 3 (BNIP3L, best known
as NIX), FUNDC1, Parkin, PTEN-induced putative kinase 1 (PINK 1), and mitofusin 2 (MFN2) [81–84].
MicroRNAs have been found to be involved in the mitophagy flux. MiR-137 markedly inhibits
mitophagy without affecting global autophagy in response to hypoxia in neurocytes. A further
exploration of the mechanism shows that miR-137 targets two mitophagy receptors, FUNDC1 and NIX,
and downregulates their expression. The suppression of mitophagy mediated by miR-137 could
be reversed by the forced expression of FUNDC1 and NIX [85]. MiR-27a and miR-27b prevent
mitophagic influx by suppressing PINK1 expression at the translational level, which subsequently
decreases ubiquitin phosphorylation, Parkin translocation, and LC3 II accumulation in damaged
mitochondria. Furthermore, this inhibits the lysosomal degradation of the damaged mitochondria in
neurocytes [86]. MiR-181a blocks the colocalization of mitochondria and autophagosomes/lysosomes
by targeting Parkin. The overexpression of miR-181a inhibits the mitochondrial uncoupling agents,
which induces mitophagy without affecting global autophagy. In contrast, the knockdown of miR-181
accelerates the mitophagy in neuroblastoma cells [87]. The role of microRNAs in cardiac mitophagy
has been rarely reported. In the cardiac system, miR-410 inhibits the excessive mitophagy from cardiac
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ischemia/reperfusion injuries by modulating the heat shock protein B1 activity via a direct interaction
with the 3′-untranslated region of high-mobility group box 1 protein [88].

The degradation of damaged cells, organelles, or intracellular components by autophagy has been
demonstrated to prevent the aging of cardiomyocytes. It was found that the senescent myocardium is
associated with impaired autophagy. The induction of autophagy could reverse age-dependent cardiac
hypertrophy and diastolic dysfunction in old mice [89,90]. During the processes, AMP-activated
protein kinase (AMPK) strongly promotes an autophagy flux, which consists of unc-51 like autophagy
activating kinase (ULK) 1, Beclin 1, and phosphatidylinositol 3-kinase catalytic subunit type 3
(PIK3C3) [72,91–93]. MiR-20a and miR-106b reduce autophagy via the suppression of the ULK1
expression in myoblasts. The cells with the knockdown of endogenous miR-20a and miR-106b
exhibit a normal autophagy activity [94]. MiR-19a-3p/19b-3p targeting the Beclin 1 pathway has
been demonstrated to inhibit autophagy in cardiomyocytes [16]. MiR-221/222 inhibits autophagy by
indirectly regulating Beclin 1 [77]. In vascular smooth muscle cells, Beclin 1 is a target of miR-30b
to mediate autophagy [78]. MiR-155 plays a beneficial role in the aging myocardium by negatively
regulating the autophagy-inhibitor, mTOR [95].

In summary, autophagy and mitophagy are deeply implicated in the cardiac homeostasis
processes, including heart development, compensation, and aging, which could be widely regulated
by microRNAs.

4. MicroRNAs in Autophagy-Related Heart Diseases

Autophagy is widely involved in cardiac physiology, and impaired autophagy or abnormal
autophagy usually contribute to cardiac pathological disorders [96]. Recent research has suggested a close
link between autophagy and heart diseases, including myocardial infarction [18], ischemia-reperfusion
injury [66], myocardial hypertrophy [97], cardiac fibrosis [16], cardiomyopathy [98], and heart failure [17].
During the above processes, a variety of microRNAs have been demonstrated to play a critical role
(Figure 2). MicroRNAs participate in regulating heart diseases through modulating the cardiac autophagic
cell death. Many critical autophagy-related genes, such as ATG7, ATG9, LC3, p62, Beclin-1, AMPK, mTOR,
BAG3, TNFα, and PARP-1, have been demonstrated to be direct or indirect targets of microRNAs in the
autophagy-signaling pathways, which are involved in the pathogenesis of heart diseases [14,18,19,99–105].

 

Figure 2. Summary of miRNAs regulating cardiac autophagy and related heart diseases. The molecular
mechanisms of the miRNAs regulating the autophagy and autophagy-related heart diseases are shown
in the figure. See text for detailed explanations. Arrows represent the promotion effect. T bars represent
the inhibition effect. Red represents the negative regulation in diseases. Blue represents the positive
regulation in diseases.
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4.1. Myocardial Infarction

Myocardial infarction (MI) is pathologically defined as myocardial cell death due to prolonged
ischemia or anoxia, which is the most severe manifestation of coronary heart disease. Cardiac cell
death plays a decisive role in the pathogenesis of MI, because of the terminal differentiation and
loss of regenerative ability of cardiomyocytes [106]. Autophagic cell death has been demonstrated to
greatly contribute to the pathogenesis of MI. As a class of important autophagy regulators, microRNAs
promote or inhibit MI by mediating the autophagy pathway.

A famous microRNA that is involved in autophagic cell death and MI is miR-325. MiR-325 is
upregulated both in the cardiomyocytes treated with anoxia/reoxygenation, and in the hearts subjected
to ischemia/reperfusion injury. The cardiomyocyte-specific overexpression of miR-325 potentiates
excessive autophagic responses and myocardial infarct sizes, whereas the knockdown of miR-325
inhibited the autophagic cell death and MI. The apoptosis repressor with caspase recruit domain
(ARC) is identified as the downstream mediator and the transcription factor, E2F1, as the upstream
regulator of miR-325 in the autophagy program. A novel autophagic regulating model composed
of E2F1, miR-325, and ARC in MI has been clarified in the literature [107]. The outstanding role of
miR-30e in autophagic cell death and related MI has been demonstrated. MiR-30e protects hearts
from MI. The cardioprotective mechanism of miR-30e has been explored. The level of miR-30e is
dramatically decreased in the animal models of MI. The silencing of miR-30e significantly inhibits
cellular apoptosis by modulating the apoptosis-related gene, Bax, and caspase-3, and meanwhile
activates the autophagic flux and Notch1/Hes1/Akt signaling pathway. The effect of the knockdown
of miR-30e on apoptosis and oxidative stress damage could be reversed significantly by autophagy
inhibitor 3-methyladenine [108]. MiR-34a could inhibit autophagic cell death in the hearts that are
subjected to ischemia/reperfusion via regulating tumor necrosis factor α (TNFα), thereby reducing
myocardial injury [104]. MiR-145 plays a cardioprotective effect in myocardial infarction by promoting
cardiac autophagy. Rabbits administrated with miR-145 mimics exhibit a significantly smaller infarct
size and improved cardiac function than that of the control group upon ischemia/reperfusion
injury. Further study shows that miR-145 promotes autophagic cell death in cardiomyocytes by
directly targeting fibroblast growth factor receptor substrate 2 (FRS2) mRNA, and it subsequently
accelerates the transition of LC3B I to II and down-regulates p62/SQSTM1, which inhibits MI [19].
MiR-223 is up-regulated in rat hearts that have undergone coronary ligation. The overexpression
of miR-223 inhibits excessive cardiac autophagy. Further mechanistic study reveals that miR-223
protects cardiomyocytes from excessive autophagy via the Akt/mTOR pathway by targeting poly
(ADP-ribose) polymerase 1 (PARP-1) [105]. MiR-188-3p is down-regulated in the myocardial infarction
model. The forced expression of miR-188-3p suppresses autophagic cell death by targeting ATG7,
which subsequently reduces the infarct sizes and improves cardiac function [18]. MiR-204 could inhibit
autophagy by targeting LC3 II upon ischemia-reperfusion injury [66]. MiR-99a plays a cardioprotective
role in the post-MI left ventricle remodeling by preventing cell apoptosis and increasing autophagy via
an mTOR/p70/S6K pathway, which improves both the cardiac function and survival rate in a murine
model of MI [109]. Myocardial miR-497 is dramatically down-regulated in the murine hearts subjected
to MI, and in the cardiomyocytes subjected to hypoxia/reoxygenation. The overexpression of miR-497
induces apoptosis by targeting the anti-apoptosis gene, Bcl-2, and inhibits autophagy by targeting
the autophagy gene, LC3BII, while the silencing of miR-497 exhibits the opposite effect in response to
MI [110].

4.2. Cardiac Hypertrophy

A growing number of studies have revealed a critical pathogenic role of the altered activity
of autophagy in cardiac hypertrophy. It was reported that cardiac autophagy was increased in
a maladaptive manner in the hearts that were subjected to a pressure overload. However, some other
studies have suggested that myocardial autophagy is insufficient, which results from a chronic pressure
overload and contributes to maladaptive cardiac remodeling and heart failure [111]. MicroRNAs have
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been demonstrated to participate in regulating autophagic cell death in cardiac hypertrophy.
In angiotensin-induced cardiac hypertrophy, miR-30 and miR-34 play an anti-hypertrophy role
by preventing autophagy [97,99]. MiR-451 has been demonstrated to be involved in suppressing
the autophagosome formation by targeting tuberous sclerosis complex1 (TSC1), which inhibits
abnormal autophagy upon hypertrophic stimuli. By controlling the autophagy process, the ectopic
overexpression of miR-451 attenuates cardiac hypertrophy, while the knockdown of miR-451 accelerates
hypertrophy [112]. The MiR-212/132 family promotes pathological cardiac hypertrophy and heart
failure by directly targeting the anti-hypertrophic and pro-autophagic transcription factor, FoxO3.
The MiR-212/132 null mice do not frequently develop hypertrophy and heart failure, whereas the
overexpression of miR-212/132 leads to the hyperactivation of pro-hypertrophic calcineurin/NFAT
signaling and an impaired autophagic response in response to starvation [20]. Cardiac specific
miR-199a transgenic mice suffer cardiac hypertrophy, accompanied with decreased autophagy levels.
The enhancement of autophagy by the forced expression of Atg5 attenuates the hypertrophic effects of
overexpression of miR-199a on cardiomyocytes. In exploring the molecular mechanism, miR-199a has
been demonstrated to target the glycogen synthase kinase 3β (GSK3β)/mTOR complex signaling
pathway in modulating autophagy and cardiac hypertrophy [14].

4.3. Cardiac Fibrosis

A link between autophagy and cardiac fibroblasts has been demonstrated recently. However,
the exploration on the molecular mechanism, including the role of microRNAs in autophagy-related
cardiac fibrosis, is insufficient. It was reported that miR-19a-3p/19b-3p could inhibit epithelial
mesenchymal transition, extracellular matrix production, and the invasion of human cardiac
fibroblasts by targeting TGF-β RII. Moreover, the enhancement of autophagy rescues the inhibition
effect of miR-19a-3p/19b-3p on cardiac fibroblasts. These results suggest that miR-19a-3p/19b-3p
exhibits an anti-fibroblast effect through regulating cardiac autophagy [16]. MiR-1 promotes high
glucose-induced cardiac fibrosis by down-regulating pro-autophagic p-AMPK [102]. MiR-200b controls
cardiac fibroblast autophagy during cardiac fibrosis. The expression level of miR-200b is decreased in
the cardiac fibrosis model. The MiR-200b mimic inhibits the LC3BII/I ratio, increases p62, and alleviates
cardiac fibroblast autophagy, whereas the knockdown of miR-200b exhibits an opposite effect [113].

4.4. Cardiomyopathy

MicroRNA-mediated autophagy is involved in the pathogenesis of several cardiomyopathy.
Until now, miR-30c, miR-371a-5p, and miR-451 have been precisely demonstrated to regulate cardiac
autophagy in cardiomyopathy [98,103,112]. The depletion of miR-30c enhances autophagic cell death in
diabetic hearts. The overexpression of miR-30c inhibits autophagy in diabetic hearts and subsequently
improves cardiac function and structure in the diabetic mice model. In exploring the molecular
mechanisms, it was found that miR-30c suppressed autophagy in diabetic cardiomyopathy via
targeting BECN1, through direct binding to BECN1 3′ UTR [98]. Bcl-2-associated athanogene 3 (BAG3),
an autophagy pathway mediator, is a direct target of miR-371a-5p in healthy donors. Mutations
and polymorphisms, including a frequent nucleotide change g2252c in the BAG3 3′-untranslated
region (3′-UTR) of Takotsubo patients, leads to the loss of binding to miR-371a-5p, which probably
contributes to the Takotsubo cardiomyopathy (TTC) pathogenesis [103]. MiR-451 is down-regulated
in the heart tissues from hypertrophic cardiomyopathy (HCM) patients. The ectopic overexpression
of miR-451 inhibits the autophagosome formation through targetedly suppressing tuberous sclerosis
complex 1 (TSC1), and subsequently decreasing the size of the cardiomyocytes [112].

4.5. Heart Failure

Emerging evidence confirms that restoring autophagy, which improves bulk protein degradation,
is proved to be beneficial in heart failure [5]. The cardioprotective effect of autophagy on heart
failure could be mediated by microRNAs. MiR-221 has emerged as a representative regulator of
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autophagy-mediated heart failure. Research suggests that the cardiac-specific overexpression of
miR-221 in mice leads to cardiac dysfunction and heart failure, and reduces the autophagic flux by
inhibiting the autophagic vesicle formation in the meanwhile. Further study showed that miR-221
inhibits autophagy and promotes heart failure by modulating the p27/CDK2/mTOR axis [17]. MiR-222,
which shares the same gene cluster with miR-221, exhibits a potential function in autophagic cell
death and heart failure. Transgenic mice with a cardiac-specific expression of miR-222 significantly
develop heart failure and are accompanied with autophagy inhibition. MiR-221 downregulates LC3 II,
upregulates p62, and activates the mTOR pathway, all of which are critical autophagy regulators [100].
Another microRNA regulating cardiac autophagy in heart failure is miR-30e. MiR-30e inhibits the
autophagy of cardiomyocytes by down-regulating the Beclin-1 expression, and subsequently mediates
the cardioprotection of the angiotensin-converting enzyme 2 (ACE2) in the rats with Dox-induced
heart failure [101].

In summary, microRNAs targeting the autophagy signaling pathways in cardiac disorders have
been demonstrated by numerous evidence. The autophagic cell death mediated by microRNAs plays
a critical role in the pathogenesis of heart diseases.

5. Conclusions and Perspectives

As outlined in this review, miRNAs function as pro- or anti-regulators in cardiac autophagy,
by targeting extensive signaling pathways. This knowledge has improved our understanding of the
role and mechanism of autophagy in cardiac diseases. Mitophagy is one critical part of the autophagy
processes, which plays a decisive role in cardiac physiology and pathology. However, studies on the
role of microRNAs in cardiac mitophagy are greatly insufficient, and thus more explorations need to
be carried out in the future. Considering that, usually, one miRNA targets several genes or several
miRNAs target one gene in autophagy regulation, the crosslink between the different pathways needs
to be further explored. Autophagy is an evolutionarily conserved self-protective process and plays
a critical role in maintaining cell homeostasis. However, excessive autophagy usually contributes to the
pathogenesis of a variety of diseases, including cardiac disorders. Up until now, it has been a mystery
as to how beneficial autophagy turns into a harmful autophagic cell death. With respect to MI as well
as cardiac hypertrophy and heart failure, the miRNAs-regulated autophagy probably functions as the
promoter or inhibitor in the pathogenesis. For instance, miR-145 plays a cardioprotective effect in MI
by promoting cardiac autophagy [19], while miR-188-3p inhibits MI via inactivating the autophagy
pathway [18]. MiR-451 functions as a cardiac hypertrophy inhibitor by activating autophagy [112],
while the knockdown of miR-199a suppresses cardiac hypertrophy by promoting autophagic cell
death [14]. MiR-221 inhibits autophagy and promotes heart failure [100], while miR-30e plays
a cardioprotective role in heart failure by modulating autophagy [101]. Whether miRNA-regulated
autophagy plays the role of an angel or devil in cardiac pathology, remains controversial. Cardiac cell
death is the cytological basis of cardiac disorders. Apart from autophagy, several other types of
cell death, such as apoptosis, are involved in the cardiac pathology. In the exploration of miRNA
regulating cardiac autophagy, the apoptosis pathway is in crosslink with the autophagy pathway.
For example, miR-223, miR-99a, and miR-30e regulate both the cardiac autophagy process and the
apoptosis process [101,105,109]. Therefore, research focusing on the relationship of different types of
cardiac cell death is necessary in the future. The important role of microRNAs in regulating cardiac
autophagy has been demonstrated by accumulated evidence from studies. However, there are still
many fuzzy and controversial issues that need to be explored in the future.
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Abbreviations

ACE2 angiotensin-converting enzyme 2
AGOs argonaute proteins
AMPK AMP- activated protein kinase
ARC apoptosis repressor with caspase recruit domain
ATG autophagy-related gene
BAG3 Bcl-2-associated athanogene 3
Bcl2-L-13 Bcl2-like protein 13
BNIP3 Bcl-2 interacting protein 3
BNIP3L Bcl2 interacting protein 3 like
CDS coding sequence
CISD2 CDGSH iron sulfur domain 2
FIP200 focal adhesion kinase family interacting protein of 200 kDa
FOXO3 forkhead box O3
FUNDC1 FUN14 domain containing protein 13
GSK3β glycogen synthase kinase 3β
HCM hypertrophic cardiomyopathy
MFN2 mitofusion2
miRNAs microRNAs
mTOR mammalian target of rapamycin
mTORC1 mTOR complex 1
PARP-1 poly (ADP-ribose) polymerase 1
PE phosphatidylethanolamine
PIK3C3 phosphatidylinositol 3-kinase catalytic subunit type 3
PINK1 putative kinase 1
PTEN phosphatase and tensin homolog deleted on chromosome ten
TSC1 tuberous sclerosis complex 1
TTC Takatsubo cardiomyopathy
ULK Unc-51-like kinase
UTR untranslated region
UVRAG UV irradiation resistance-associated gene
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Abstract: Estrogens acting through the classic estrogen receptors (ERs) and the G protein estrogen
receptor (GPER) regulate the expression of diverse miRNAs, small sequences of non-coding RNA
involved in several pathophysiological conditions, including breast cancer. In order to provide
novel insights on miRNAs regulation by estrogens in breast tumor, we evaluated the expression
of 754 miRNAs by TaqMan Array in ER-negative and GPER-positive SkBr3 breast cancer cells and
cancer-associated fibroblasts (CAFs) upon 17β-estradiol (E2) treatment. Various miRNAs were
regulated by E2 in a peculiar manner in SkBr3 cancer cells and CAFs, while miR-338-3p displayed a
similar regulation in both cell types. By METABRIC database analysis we ascertained that miR-338-3p
positively correlates with overall survival in breast cancer patients, according to previous studies
showing that miR-338-3p may suppress the growth and invasion of different cancer cells. Well-fitting
with these data, a miR-338-3p mimic sequence decreased and a miR-338-3p inhibitor sequence rescued
the expression of genes and the proliferative effects induced by E2 through GPER in SkBr3 cancer
cells and CAFs. Altogether, our results provide novel evidence on the molecular mechanisms by
which E2 may regulate miR-338-3p toward breast cancer progression.

Keywords: breast cancer; CAFs; estrogens; GPER; miR-338-3p; c-Fos; Cyclin D1

1. Introduction

Estrogens play a crucial role in diverse pathophysiological conditions, including cancer [1]. The action
of estrogens are mainly mediated by the classic estrogen receptors (ERs) [2], however several data have
also indicated that the G protein estrogen receptor (GPER) may trigger a network of transduction
pathways toward the progression of several types of tumors [3–8]. Among numerous biological
targets, estrogens may modulate the expression of diverse microRNAs (miRNAs) [6], which are small
non-coding RNA molecules of 22–25 nucleotides [9]. In particular, miRNAs inhibit the expression
of certain genes at both transcriptional and post-transcriptional levels binding to complementary
sequences located within the 3’ untranslated region (UTR) of target mRNAs [10,11]. Therefore,
miRNAs may be involved in important biological processes, including cancer development [12–20].
The involvement of ERs in miRNA regulation by estrogens has been established [6]. Likewise, it has
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been also reported that GPER may regulate the expression of certain miRNAs in normal and cancer
cell contexts characterized by the presence or absence of ERs [21–25].

MiR-338-3p is a highly conserved gene located on the chromosome 17q25 and precisely on the 7th

intron of the apoptosis-associated tyrosine kinase (AATK) [26,27]. MiR-338-3p, initially identified as
a brain specifically expressed miRNA, has been involved in the formation of basolateral polarity
and regulation of axonal respiration [28,29]. Various studies have also shown that miR-338-3p
is downregulated in many types of malignancies, hence suggesting its potential role in tumor
progression [30–34]. Nevertheless, the biological function of miR-338-3p and its prognostic significance
remains to be fully understood.

In this present study we provide novel insights into the ability of estrogens to regulate miR-338-3p
expression and function through GPER in ER-negative breast cancer cells and cancer associated
fibroblasts (CAFs), which are main components of the tumor microenvironment [35,36]. On the basis of
our findings miR-338-3p may be included among the miRNAs involved in breast tumor development.

2. Materials and Methods

2.1. Reagents

17β-estradiol (E2) was purchased from Sigma-Aldrich Corp. (Milan, Italy); rel-1-[4-(6-bromo-
1,3-benzodioxol-5-yl)-3aR,4S,5,9bS-tetrahydro-3H-cyclopenta[c]quinolin-8-yl]-ethanone (G-1) was
obtained from Tocris Bioscience (Space, Milan, Italy). All compounds were solubilized in dimethyl
sulfoxide (DMSO).

2.2. Cell Cultures

Breast cancer cell line SkBr3 (ER-negative and GPER-positive) was obtained from ATCC
(Manassas, VA, USA), used less than six months after revival and routinely tested and authenticated
according to the ATCC suggestions. CAFs (ER-negative and GPER-positive) were extracted from
invasive mammary ductal carcinomas obtained from mastectomies. Briefly, samples were cut
into smaller pieces (1–2 mm diameter), placed in digestion solution (400 IU collagenase I, 100 IU
hyaluronidase, and 10% FBS, containing antibiotic and antimycotic solution) and incubated overnight
at 37 ◦C. The cells were then separated by differential centrifugation at 90× g for 2 min. Supernatant
containing fibroblasts was centrifuged at 485× g for 8 min; the pellet obtained was suspended in
fibroblasts growth medium (Medium 199 and Ham’s F12 mixed 1:1 and supplemented with 10% FBS)
and cultured at 37 ◦C in 5% CO2. Primary cells cultures of breast fibroblasts were characterized by
immunofluorescence. Briefly cells were incubated with human anti-vimentin (V9, sc-6260) and human
anti-cytokeratin 14 (LL001 sc-53253), both from Santa Cruz Biotechnology (DBA, Milan, Italy) (data
not shown). To characterize fibroblasts activation, we used anti-fibroblast activated protein α (FAPα)
antibody (SS-13, sc-100528; Santa Cruz Biotechnology, DBA, Milan, Italy) (data not shown). Signed
informed consent from all the patients was obtained and samples were collected, identified and used
in accordance with approval by the Institutional Ethical Committee Board (Regional Hospital, Cosenza,
Italy). Cell types were grown in a 37 ◦C incubator with 5% CO2. SkBr3 breast cancer cells were
maintained in RPMI-1640 without phenol red supplemented with 10% fetal bovine serum (FBS) and
100 μg/mL of penicillin/streptomycin (Gibco, Life Technologies, Milan, Italy). CAFs were cultured
in a mixture of MEDIUM 199 and HAM’S F-12 (1:1) supplemented with 10% FBS and 100 μg/mL
of penicillin/streptomycin (Gibco, Life Technologies, Milan, Italy). Cells were switched to medium
without serum the day before experimental analysis.

2.3. RNA Extraction

Cells were maintained in regular growth medium and then switched to medium lacking
serum before performing the indicated assays. Total RNA was extracted from cultured cells using
miRVana Isolation Kit (Ambion, Life Technologies, Milan, Italy) according to the manufacturer’s
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recommendations. The RNA concentrations were determined using Gene5 2.01 Software in Synergy
H1 Hybrid Multi-Mode Microplate Reader (BioTek, AHSI, Milan, Italy).

2.4. miRNA Expression Profiling

TaqMan™ Array Human MicroRNA A+B Cards Set v3.0 was used for global miRNA profiling.
The panel includes two 384-well microfluidic cards (human miRNA pool A and pool B) that contain
primers and probes for 754 different miRNAs in addition to small nucleolar RNAs that function as
endogenous controls for data normalization. Equal quantity (100 ng) of RNA extracted from SkBr3
breast cancer cells and CAFs treated with vehicle or 100 nM E2 for 4 h was reverse-transcribed for
cDNA synthesis using the Megaplex RT Primer Pool A or B and the TaqMan MicroRNA Reverse
Transcription kit (Applied Biosystems).in a final volume of 7.5 μL (Applied Biosystems, Milan, Italy).
The reverse transcription reaction was incubated for 2 min at 16 ◦C, 1 min at 42 ◦C and 1 s at
50 ◦C for 40 cycles, followed by 5 min at 85 ◦C to deactivate the enzyme. The cDNA obtained was
pre-amplified using Megaplex Preamp primer pool A or B and TaqMan PreAmp Master Mix 2X
in a final volume of 25 μL using the same temperature conditions above described. The product
was diluted 1:4 in TE 0.1X, to which were added TaqMan Universal Master Mix no UNG 2X and
nuclease free water. 100 μL of the sample/master mix for each multiplex pool were loaded into fill
reservoirs on the microfluidic card. The array was then centrifuged, mechanically sealed with the
Applied Biosystems sealer device and run on QuantStudio 6&7 Flex Real Time PCR System (Applied
Biosystems, Life Technologies, Milan, Italy). The raw array data were analysed by DataAssistTM.
The baseline was set automatically, while the threshold was set manually at 0.2. Samples that had
Ct values>32 were removed from the analysis. Each miRNA was normalized against the mean of
the four RNU6B and its expression was then assessed in the E2 treated cells against the vehicle
treated cells using the 2−ΔΔCT method [37]. miRNAs showing an increased value of 2-fold expression
and a 50% reduction respect to vehicle-treated cells were selected. Venn diagram was obtained by
http://bioinformatics.psb.ugent.be/cgibin/liste/Venn/calculate_venn.htpl.

2.5. Analysis of Public Data Set from METABRIC and Kaplan-Meier Plotter

Prognostic values of miR-338-3p levels, using METABRIC data set, were analyzed by
Kaplan–Meier survival curves of breast cancer patients, using Kaplan-Meier Plotter (www.kmplot.
com/analysis) [38]. Log-rank test was used for statistical analysis.

2.6. Real Time-PCR

cDNA for miRNA expression was synthesized from 100 ng of total RNA using the TaqMan
microRNA Reverse Transcription Kit (Applied Biosystems, Life Technologies, Milan, Italy). The
expression levels of miR-338-3p were quantified by TaqMan microRNA Assay Kit (Applied Biosystems,
Milan, Italy), using the primers for the internal control RNU6B (assay ID 001093) and miR-338-3p
(assay ID 002252). In order to measure the mRNA levels of c-Fos and Cyclin D1, 3μg of total RNA were
reversely transcribed using the murine leukemia virus reverse transcriptase (Life Technologies, Milan,
Italy), as indicated by the manufacturer. The quantitative PCR was performed using SYBR Green
PCR Master Mix (Applied Biosystems, Life Technologies, Milan, Italy). Specific primers for Actin,
which was used as internal control, c-Fos and Cyclin D1 genes were designed using Primer Express
version 2.0 software (Applied Biosystems Inc, Milano, Italy). The sequences were as follows: Actin
Fwd: 5′-AAGCCAACCCCACTTCTCTCTAA-3′ and Rev: 5′-CACCTCCCCTGTGTGGACTT-3′; c-Fos
Fwd: 5′-CGAGCCCTTTGATGACTTCCT-3′ and Rev: 5′-GGAGCGGGCTGTCTCAGA-3′; Cyclin D1
Fwd: 5′-CCGTCCATGCGGAAGATC-3′ and Rev: 5′-ATGGCCAGCGGGAAGAC-3′. All experiments
were performed in triplicate using QuantStudio 6&7 Flex Real Time PCR System (Applied Biosystems,
Life Technologies, Milan, Italy). Data were normalized to the geometric mean of housekeeping gene to
control the variability into expression levels and fold changes were calculated by relative quantification
compared to respective scrambled controls [32].
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2.7. Bioinformatic Tools

The sites miRNAbase (http://www.miRNAbase.org), Targetscan (http://www.targetscan.org)
and miRDip (http://ophid.utoronto.ca/mirDIP/) were used to identified miR-338-3p target genes.

2.8. Constructs and Transfections

The negative control (miR-Ctrl), the miR-338-3p mimic (miR-338-3p m) (ID MC10716) and
miR-338-3p inhibitor (miR-338-3p i) (ID MH10716) sequences were purchased from Ambion (Life
Technologies, Milan, Italy) and transfected into the cells 48 h before the treatments, using X-treme
GENE 9 DNA Transfection Reagent (Roche Diagnostics, Sigma-Adrich, Milan, Italy). Silencing of
GPER expression was obtained by using the construct previously described [39]. The plasmid DN-Fos,
which encodes a c-Fos mutant that heterodimerizes with c-Fos dimerization partners but does not
allow DNA binding, was a kind gift from Dr. C. Vinson (NIH, Bethesda, MD, USA).

2.9. Western Blotting

Cells were maintained in complete medium before the transfection assays, which are performed
in medium without serum for 48 h and then treated as indicated. Cells were lysed in RIPA buffer
containing a mixture of protease inhibitors. Equal amounts of protein extract were resolved on
SDS-polyacrylamide gel, transferred to a nitrocellulose membrane (Amersham Biosciences, Italy),
probed overnight at 4 ◦C with antibodies against: c-Fos (E-8, sc-166940) and β-Actin (AC-15, sc-69879)
(Santa Cruz Biotechnology, DBA, Italy), GPER (AB137479) (Abcam, Euroclone, Milan, Italy) and
Cyclin D1 (Origene, DBA, Milan, Italy). Proteins were detected by horseradish peroxidase-linked
secondary antibodies (Biorad, Milan, Italy) and revealed using the chemiluminescent substrate for
western blotting Westar Nova 2.0 (Cyanagen, Biogenerica, Catania, Italy).

2.10. Luciferase Assays

Cells were seeded in regular growth medium into 24-well plates. The next day the growth medium
was replaced with medium lacking serum and the transfection was performed using X-tremeGene9
reagent, as recommended by the manufacturer (Roche Diagnostics), with a mixture containing
Cyclin-D1-luc, the internal control pRL-TK and miR-Ctrl, miR-338-3p m, alone or in presence of
miR-338-3p i, shGPER, DN-Fos as indicated. The cells were treated overnight with 100 nM of E2 or G1.
Luciferase activity was measured using the Dual Luciferase kit (Promega, Milan, Italy) according to
the manufacturer’s instructions. Firefly luciferase values were normalized to the internal transfection
control provided by the Renilla luciferase activity. The normalized relative light unit (RLU) values
obtained from cells transfected with respective scrambled controls were set as 1-fold induction upon
which the activity induced by the treatment was calculated.

2.11. Cell Proliferation Assays

For quantitative proliferation assay, cells (1 × 104) were seeded in 24-well plates in regular growth
medium. Cells were washed, once they had attached, and then incubated in medium containing 2.5%
charcoal stripped fetal bovine serum, before the transfection with 25 nM miR-338-p m and 50 nM
miR-338-3p i, as indicated. Transfection was renewed every 2 day, while the cells were treated every day.
Evaluation of cell growth was performed on day 6 using automatic counter (Countess™-Invitrogen).

2.12. Cell Cycle Analysis

To analyze cell cycle distribution, CAFs were cultured in regular medium and shifted in medium
containing 2.5% charcoal-stripped FBS at the 70% confluence. Next, miRNA sequences as indicated
were added to cells using X-treamGene9 reagent (Roche Diagnostics, Milan, Italy). After 24 h, 100 nM
E2 or 100 nM G-1 were put in the medium for additional 24 h. Cells were pelleted, once washed with
phosphate buffered saline and stained with a solution containing 50 μg/mL propidium iodide in 1 x
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PBS (PI), 20 U/mL RNAse-A and 0.1% Triton (Sigma-Aldrich, Milan, Italy). The DNA content was
measured using a FACScan flow cytometer (Becton Dickinson, Mountain View, CA, USA) and the
data acquired using CellQuest software. Cell cycle profiles were determined using ModFit LT. The
proportion of the cells in G0/G1, S and G2/M phases was each estimated as a percentage of the total
events (10,000 cells).

2.13. Statistical Analysis

Data were analyzed by one-way ANOVA with Dunnett’s multiple comparisons where applicable,
using GraphPad Prism version 6.01 (GraphPad Software, Inc., San Diego, CA, USA). p < 0.05 (*) was
considered statistically significant.

3. Results

3.1. miRNAs Expression by E2 in SkBr3 Cancer Cells and CAFs

In order to provide novel insights on the action of estrogens toward miRNAs modulation in
breast cancer, the ER-negative SkBr3 breast cancer cells and CAFs were treated with 100 nM E2 for 4 h
and then analyzed by TaqMan™ Array Human MicroRNA. A total amount of 754 miRNAs involved
in diverse pathophysiological conditions (www.thermofisher.com/order/catalog/product/4444913)
were evaluated, thereafter we focused our attention on miRNAs displaying a Ct< 32 along with at
least 2 fold increase or 50% reduction upon E2 exposure respect to vehicle-treated cells. On the basis
of these criteria, we identified 25 and 29 E2-regulated miRNAs in SkBr3 cancer cells (Figure 1A) and
CAFs (Figure 2A), respectively. In particular, in SkBr3 cancer cells 23 miRNAs were up-regulated
and 2 miRNAs were down-regulated by E2 treatment (Figure 1B). As it concerns CAFs, among the 29
E2-regulated miRNAs, 7 showed an increase and 22 a reduction upon E2 stimulation (Figure 2B). To
identify unique and shared E2-regulated miRNAs in both cell types, we then calculated a Venn diagram.
SkBr3s cancer cells and CAFs shared only the expression of 2 miRNAs (Figure 3A), namely miR-144
and miR-338-3p, which exhibited a similar response (Figure 3B). Considering that in our previous
studies we evaluated the role of miR-144 in tumor cell growth [25], in the present investigation we
aimed to determine the mechanisms leading to the estrogen regulation of miR-338-3p and its action in
breast cancer. Hence, we began our study ascertaining that miR-338-3p expression correlates positively
with the overall survival in 1283 breast tumor patients, as reported in the Molecular Taxonomy of
Breast Cancer International Consortium (METABRIC) database [40] (Figure 3C). Nicely fitting with
these findings, previous evidence has suggested that miR-338-3p may function as a tumor suppressor
in certain malignancies including breast cancer [30–34].
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Figure 1. E2-modulated miRNAs expression in SkBr3 breast cancer cells. (A) Heat Map representation
of E2-modulated miRNAs in SkBr3 cancer cells treated with 100 nM E2 for 4 h and analyzed by
TaqMan Low-Density Array Human miRNA. Row represents a miRNA and column represents the
treatment used. Each column is illustrated according to a color scale from green (low expression) to
red (high expression). The distance measured is Euclidean Distance and the clustering method is
complete linkage. Dendrograms of clustering analysis for miRNAs and samples are displayed on the
top and right, respectively. (B) Up- and down-regulated miRNAs in SkBr3 breast cancer cells upon E2
stimulation. The values are indicated as log2 fold change (R) calculated respect to vehicle (-).
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Figure 2. E2-modulated miRNAs expression in CAFs. (A) Heat Map representation of E2-modulated
miRNAs in CAFs treated with 100 nM E2 for 4 h and analyzed by TaqMan Low-Density Array
Human miRNA. Row represents a miRNA and column represents the treatment used. Each column
is illustrated according to a color scale from green (low expression) to red (high expression). The
distance measured is Euclidean Distance and the clustering method is complete linkage. Dendrograms
of clustering analysis for miRNAs and samples are displayed on the top and right, respectively. (B)
Up- and down-regulated miRNAs in CAFs upon E2 stimulation. The values are indicated as log2 fold
change (R) calculated respect to vehicle (-).
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Figure 3. Exclusive and shared expression of miRNAs between SkBr3 and CAFs. (A) Venn Diagram of
E2-modulated miRNAs in SkBr3 cancer cells and CAFs. (B) Up and down-regulated miRNAs by 100
nM E2 treatment for 4 h in SkBr3 cancer cells and CAFs. (C) The expression of miR-338-3p is associated
with higher overall survival in breast cancer patients. The evaluation was performed by Kaplan–Meier
Plotter (http://www.kmplot.com). Statistical analysis was made using the log-rank test.

3.2. GPER Is Involved in the Regulation of miR-338-3p by E2 and G-1 in SkBr3 Cancer Cells and CAFs

On the basis of the aforementioned results, we then attempted to define the molecular mechanisms
involved in the estrogenic regulation of miR-338-3p performing a time-course study upon 100 nM of E2
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and 100 nM of the selective GPER ligand G-1. Worthy, the inhibitory effects of E2 and G-1 on miR-338-3p
expression were no longer evident silencing GPER in SkBr3 cancer cells (Figure 4A–C) and in CAFs
(Figure 4D–F). Thereafter, we aimed to identify putative target genes of miR-338-3p by a bioinformatic
analysis of available algorithms (http://ophid.utoronto.ca/mirDIP; http://www.microrna.org;http:
//www.targetscan.org). Among others, two putative target sequences of miR-338-3p located within
the 3’-UTR of the oncogene c-Fos were found (Figure 5A). According to our previous studies showing
that estrogens regulate c-Fos levels in diverse cancer cell types [41–44], the induction of c-Fos mRNA
and protein expression upon a 4 h treatment with 100 nM E2 and 100 nM G-1 was abolished silencing
GPER in SkBr3 cancer cells (Figure 5B,C) and CAFs (Figure 5D,E). Next, we found that in SkBr3 cells
and CAFs transfected for 48 h with a miR-338-3p mimic sequence, the treatment for 4 h with 100 nM
E2 and 100 nM G-1 is no longer able to induce c-Fos mRNA and protein levels, a response rescued
transfecting the miR-338-3p mimic sequence in combination with a miR-338-3p inhibitor sequence
(Figure 6A–F).

Figure 4. E2 and G-1 down-regulate miR-338-3p levels in SkBr3 cancer cells and CAFs. SkBr3 breast
cancer cells (A) and CAFs (D) were stimulated with 100 nM E2 or 100 nM G-1 as indicated and analyzed
by RT-PCR. Each point is plotted as fold changes of cells receiving treatments respect to cells treated
with vehicle (-) and represents the mean ± SD of three independent experiments performed in triplicate.
MiR-338-3p expression upon a 4 h treatment with 100 nM E2 or 100 nM G-1 in SkBr3 cells (B) and CAFs
(E) previously transfected with shRNA or shGPER for 48 h. Each column represents the mean ± SD of
three independent experiments performed in triplicate. Efficacy of GPER silencing in SkBr3 cells (C)
and CAFs (F). β-actin serves as a loading control. (*) indicates p < 0.05, for cells receiving treatments vs
cells treated with vehicle.
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Figure 5. c-Fos is a target gene of miR-338-3p. (A) Schematic alignment between the miR-338-3p
sequence and the 3’-UTR mRNA region of c-Fos. mRNA expression of c-Fos in SkBr3 cancer cells (B)
and CAFs (D) transfected with shRNA or shGPER for 48 h and then treated for 4 h with 100 nM E2 or
100 nM G-1. Each column represents the mean ± SD of three independent experiments performed in
triplicate. c-Fos protein expression in SkBr3 cancer cells (C) and CAFs (E) transfected with shRNA or
shGPER for 48 h and then treated for 4 h with 100 nM E2 or 100 nM G-1. Side panels show densitometry
analysis of the blots normalized to the loading control β-actin.
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Figure 6. miR-338-3p prevents c-fos induction by E2 and G-1 in SkBr3 cancer cells and CAFs. mRNA
levels of c-Fos in SkBr3 cancer cells (A) and CAFs (B) transfected for 48 h with 25 nM miR-Ctrl or
miR-338-3p mimic (miR-338-3p m) in combination or not with 50 nM miR-338-3p inhibitor (miR-338-3p
i) and then treated for 4 h with 100 nM E2 or 100 nM G-1. Each column represents the mean ± SD
of three independent experiments performed in triplicate. c-Fos protein levels in SkBr3 cancer cells
(C, D) and CAFs (E, F) transfected for 48 h with 25 nM miR-Ctrl or miR-338-3p mimic (miR-338-3p
m) in combination or not with 50 nM miR-338-3p inhibitor (miR-338-3p i) and then stimulated for 4 h
with 100 nM E2 or 100 nM G-1. Side panels show densitometry analysis of the blots normalized to
the loading control β-actin. (*) indicates p < 0.05, for cells receiving treatments vs cells treated with
vehicle (-).

3.3. miR-338-3p Triggers Inhibitory Effects on the Proliferation Induced by E2 and G-1

As in our previous investigations c-Fos was involved in the regulation of cyclins [43,45], we
assessed that the transactivation of the Cyclin D1 promoter sequence by 100 nM E2 and 100 nM G-1
was prevented co-transfecting a dominant negative c-Fos expression construct (DN-Fos) in SkBr3
and CAFs (Figure 7A,B). Nicely recapitulating the aforementioned results, the Cyclin D1 promoter
luciferase activity induced by 100 nM E2 and 100 nM G-1 was inhibited using the miR-338-3p mimic,
an effect rescued by the miR-338-3p inhibitor sequence (Figure 7C,D). In addition, similar findings
were observed evaluating the regulation of Cyclin D1 at both mRNA (Figure 7E,F) and protein levels
(Figure 8A–D). As biological counterpart, the proliferative responses elicited by 100 nM E2 and 100 nM
G-1 in SkBr3 cancer cells and CAFs were prevented silencing GPER or transfecting the DN-Fos construct
(Figure 9A,B). Furthermore, the miR-338-3p mimic sequence decreased the proliferation induced
by 100 nM E2 and 100 nM G-1 (Figure 9A,B), however this effect was rescued co-transfecting the
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miR-338-3p inhibitor (Figure 9A,B). Further supporting the aforementioned findings, the treatment for
24 h with 100 nM E2 and 100 nM G-1 triggered inhibitory effects on cell cycle progression transfecting
CAFs with the miR-338-3p mimic sequence, however this response was rescued in the presence of
the miR-338-3p inhibitor sequence (Figure 9C). Overall, these results suggest that estrogenic GPER
signaling regulates miR-338-3p expression and function in SkBr3 cancer cells and CAFs.

Figure 7. c-Fos and miR-338-3p are involved in Cyclin D1 regulation in SkBr3 cancer cells and CAFs.
Luciferase activity of Cyclin D1 reporter gene in SkBr3 cancer cells (A) and CAFs (B) transfected for
8 h with a vector or a dominant-negative c-Fos construct (DN-Fos) before treatment with 100 nM
of E2 and 100 nM G-1 for 18 h. Luciferase activity of Cyclin D1 reporter gene in SkBr3 cancer cells
(C) and CAFs (D) transfected for 24 h with 25 nM miR-Ctrl or miR-338-3p mimic (miR-338-3p m) in
combination or not with 50 nM miR-338-3p inhibitor (miR-338-3p i) before treatment for 18 h with
100 nM E2 or 100 nM G-1. The luciferase activity was normalized to the internal transfection control,
values of cells receiving vehicle (-) were set as 1-fold induction upon which the activity obtained upon
the indicated treatments was calculated. mRNA expression of Cyclin D1 in SkBr3 cells (E) and CAFs
(F) transfected for 48 h with 25 nM miR-Ctrl or miR-338-3p mimic (miR-338-3p m) in combination or
not with 50 nM miR-338-3p inhibitor (miR-338-3p i) before treatment for 8 h with 100 nM E2 or 100 nM
G-1. Each column represents the mean ± SD of three independent experiments performed in triplicate.
(*) indicates p < 0.05 for cells receiving treatments vs cells treated with vehicle (-).
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Figure 8. miR-338-3p prevents Cyclin D1 protein induction by E2 and G1 in SkBr3 cancer cells and
CAFs. Cyclin D1 protein expression in SkBr3 cancer cells (A,B) and CAFs (C,D) transfected for 48 h with
25 nM miR-Ctrl or miR-338-3p mimic (miR-338-3p m) in combination or not with 50 nM miR-338-3p
inhibitor (miR-338-3p i) before treatment for 12h with 100 nM E2 or 100 nM G-1. Side panels show
densitometry analysis of the blots normalized to the loading control β-actin. (*) indicates p < 0.05 for
cells receiving treatments vs cells treated with vehicle (-).

Figure 9. Cont.
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Figure 9. miR-338-3p decreases the proliferation of SkBr3 cancer cells and CAFs induced by E2 and G-1.
Cell proliferation in SkBr3 cancer cells (A) and CAFs (B) transfected every 2 days with 100ng shRNA
or shGPER, 100ng vector or a dominant-negative c-Fos construct (DN-Fos) and 25 nM miR-Ctrl or
miR-338-3p mimic (miR-338-3p m) in combination or not with 50 nM miR-338-3p inhibitor (miR-338-3p
i). Cells were treated every day with 100 nM E2 or 100 nM G-1 and counted on day 6. Each column
represents the mean ± SD of three independent experiments performed in triplicate. (*) indicates p <
0.05 for cells receiving treatments vs cells treated with vehicle (-). (C) Representative pictures of cell
cycle analysis in CAFs transfected for 48 h with 25 nM miR-Ctrl or miR-338-3p mimic (miR-338-3p m)
in combination or not with 50 nM miR-338-3p inhibitor (miR-338-3p i) before the treatment for 24 h
with 100 nM E2 and 100 nM G-1. In each panel, the percentages of cells in G0/G1, S and G2/M phases
of the cell cycle are indicated. Values represent the mean ± SD of three independent experiments.

4. Discussion

Performing a microarray analysis of 754 miRNAs involved in diverse diseases, in the present study
we determined that diverse miRNAs are regulated by E2 in both SkBr3 breast cancer cells and CAFs.
In particular, we assessed that E2 increases 23 miRNAs and lowers 2 miRNAs in SkBr3 cells, while E2
triggers the up-regulation of 7 miRNAs and the down-regulation of 22 miRNAs in CAFs. In addition,
in both cell types E2 induced the expression of miR-144 and repressed the levels of miR-338-3p, which is
known as an inhibitor of cancer progression [30–34]. Considering that miR-144 was investigated in our
previous study [25], we attempted to provide novel insights into the estrogen regulation of miR-338-3p.
First, we performed a METABRIC analysis that revealed a positive correlation of miR-338-3p with
the overall survival in breast cancer patients. Then, we evidenced that a miR-338-3p mimic sequence
prevents the expression of c-Fos, Cyclin-D1 and the growth effects induced by E2 and G-1 through
GPER in SkBr3 cells and CAFs. Worthy, these effects triggered by E2 and G-1 were rescued using a
miR-338-3p inhibitor sequence. Altogether, the aforementioned results provide new insights on the
molecular mechanisms involved in the expression and function of certain miRNAs upon estrogen
exposure in both breast cancer cells and CAFs.

Breast tumor is the most common malignancy in females and its incidence is increasing
worldwide [46]. Several studies are ongoing in order to identify novels biological targets that may be
considered toward innovative therapeutic approaches. To date, few markers like the estrogen receptor
(ER), the progesterone receptor (PR) and the human epidermal growth factor receptor 2 (HER2), have
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been identified as predictors of clinical responses to breast cancer treatments [47]. None of these
markers, however, well evaluates tumor invasion or provides early detection of cancer progression [48].
In this context, GPER has been suggested as a further predictor of breast cancer aggressiveness as its
expression was found positively associated with clinic-pathological features of cancer progression
and poor survival rates [49,50]. Moreover, GPER has been also indicated as an independent factor to
predict a reduced disease-free survival in patients treated with tamoxifen [49]. The lack of GPER in
the plasma membrane was also related to excellent long-term prognosis in ER-positive breast tumors
treated with tamoxifen, an observation that highlighted the potential importance of GPER expression
in different cancer cell types [51].

Despite the stimulatory effects elicited by GPER on the growth of diverse cancer cells [3–6],
high doses of the GPER agonist G-1 (≥1 μM) have been shown to exert an inhibitory action on the
proliferation of certain cancer cell lines [52–56]. Therefore, the different biological responses mediated
by GPER in distinct tumor cell contexts may depend on the receptor expression repertoire, the signaling
pathways activated and other factors that remain to be fully elucidated.

The involvement of diverse miRNAs in breast cancer progression has been well established [6].
For instance, it has been reported that let-7d, miR-210 and miR-221 are down-regulated in the breast
ductal carcinoma in situ and up-regulated following the invasive transition. Moreover, miR-9, miR-10b,
miR-21, miR-29a, miR-155 and miR-373-520 family were found to promote the metastatic tumor
dissemination [57]. Next, member of the let-7, miR-200, miR-34 and miR-125b families, were able to
regulate the epithelial-mesenchymal transition in breast cancer [57]. According to the results obtained
in the present investigation, previous studies have indicated that in diverse pathophysiological
conditions, including breast cancer, the regulation of certain miRNAs by E2 may involve GPER
activation [21,25,58,59]. It has been shown that GPER activation by estrogens stimulates a network
of transduction pathways, which triggers key factors involved in cell growth, differentiation and
transformation, like c-Fos [5,44,60,61]. The proto-oncogene c-Fos represents a prototypical “immediate
early” gene since its expression is rapidly induced by different extracellular stimuli through the
activation of the serine-threonine kinases of mitogen-activated protein kinase (MAPK) family [62,63].
The nuclear protein encoded by c-Fos interacts with Jun family members to form the heterodimeric
activating protein-1 transcription factor complex (AP-1), which binds to TGAC/GTC/AA sequences
(AP-1 responsive elements) located within the promoter sequences of target genes [62,64]. Many studies
focusing on the oncogenic functions of c-Fos have demonstrated its involvement in tumor growth
through the modulation of Cyclin D1, which is a nuclear regulatory subunit of the cyclin-dependent
kinases (CDK)-4 and CDK-6 [65–67]. Nicely fitting with these data, we determined that in SkBr3
cancer cells and CAFs E2 and G-1 induce c-Fos and Cyclin D1 expression toward cell proliferation.
According to the inhibitory function of miR-338-3p in certain cancer types [30–34], we also found
that miR-338-3p abrogates the abovementioned effects triggered by E2 and G-1 in SkBr3 cells and
in important components of the tumor microenvironment as CAFs [35,36]. In this regard, our data
highlight additional mechanisms by which tumor cells and CAFs cooperate toward worse cancer
features. Well-fitting with the present findings, it has been established that cancer development
involves the functional interaction of malignant cells with the tumor microenvironment [68,69]. For
instance, stromal cells like CAFs generate a dynamic signaling network through the secretion of growth
factors and cytokines that stimulate the proliferation and dissemination of cancer cells [70,71]. In
this context, the regulation of miR-338-3p shared by breast cancer cells and CAFs may be a further
mechanism linking the estrogen stimulation of both the tumor microenvironment and tumor cells.

5. Conclusions

miRNAs target numerous genes involved in the cell growth and survival of diverse types of
tumors, including breast cancer [72]. Therefore, changes in miRNAs expression may have a prognostic
role along with a therapeutic perspective in cancer patients. Here, we have provided novel insights on
the molecular mechanisms through which estrogenic GPER signaling in both breast cancer cells and
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CAFs lowers the expression of miR-338-3p, which has been reported to act as an inhibitor of cancer cell
growth and invasion [30–34]. Further studies are needed to better define the functions of miR-338-3p
and its usefulness in innovative therapeutic approaches in breast cancer patients.
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Abstract: Oncolytic virus therapy of cancer is an actively pursued field of research. Viruses that
were once considered as pathogens threatening the wellbeing of humans and animals alike are with
every passing decade more prominently regarded as vehicles for genetic and oncolytic therapies.
Oncolytic viruses kill cancer cells, sparing healthy tissues, and provoke an anticancer immune
response. Among these viruses, recombinant adenoviruses are particularly attractive agents for
oncolytic immunotherapy of cancer. Different approaches are currently examined to maximize their
therapeutic effect. Here, knowledge of virus–host interactions may lead the way. In this regard, viral
and host microRNAs are of particular interest. In addition, cellular factors inhibiting viral replication
or dampening immune responses are being discovered. Therefore, applying RNA interference is an
attractive approach to strengthen the anticancer efficacy of oncolytic viruses gaining attention in recent
years. RNA interference can be used to fortify the virus’ cancer cell-killing and immune-stimulating
properties and to suppress cellular pathways to cripple the tumor. In this review, we discuss different
ways of how RNA interference may be utilized to increase the efficacy of oncolytic adenoviruses,
to reveal their full potential.

Keywords: RNA interference; small interfering RNA; microRNA; oncolytic virotherapy; conditionally
replicating adenovirus (CRAd)

1. Oncolytic Virotherapy

Despite many different types of treatments used to combat cancer, cancer is still one of the leading
causes of death worldwide. While on one hand the specific traits cancer cells acquire, such as infinite
replicative potential and evading apoptosis [1], provide angles for anticancer treatment, these traits
on the other hand complicate treatment and, in many cases, contribute to treatment failure. Constant
replication and genetic instability allow for adaptation to medication and emerged resistance. There
is, therefore, a great need for new treatments that are also effective against therapy-resistant cancers.
One promising approach is oncolytic virus therapy (OVT), using viruses that selectively replicate in
and kill cancer cells [2,3]. There are several reasons why OVT is considered an elegant option for
cancer treatment. Firstly, oncolytic viruses exhibit specific replication in cancer cells, often dependent
on the genetic changes that discriminate cancer cells from non-malignant cells [4,5]. Hence, genetic
changes underlying malignant cell growth are utilized for selective therapy. Secondly, oncolytic
viruses kill their host cell as an integral part of their life cycle. Replication in a host cell inevitably
leads to death of the host cell. Oncolytic viruses, thus, have profound direct anticancer cell activity.
Thirdly, selective replication in cancer cells produces large numbers of progeny viruses that upon their
release are capable of infecting new cancer cells causing subsequent cycles of lytic replication. Thus,
the anticancer effect is amplified in situ. On top of these direct anticancer effects, oncolytic viruses
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engage immune system responses of the host [6,7]. Oncolytic virus replication in a tumor can help
override the immune suppressive conditions that exist in the tumor microenvironment [7]. Upon
virus infection, an antitumor immune response is induced by the production of immune-stimulatory
cytokines by virus-infected cancer cells and the concerted release of endogenous danger-associated
molecular patterns, virus-derived pathogen-associated molecular patterns, and tumor-specific or
tumor-associated antigens from lysed cancer cells in a pro-inflammatory context. This may induce
tumor-specific immunity, also against cancer cells at distant sites not subjected to virus infection [7].

Several different viruses are considered for use in OVT. Some of them advanced to clinical trials.
Of these, an oncolytic herpes simplex virus (HSV) was recently approved for treatment of melanoma
by the competent authorities in the United States and Europe [8,9] and an oncolytic adenovirus
was already approved in 2005 in China for treatment of head and neck cancer in combination with
chemotherapy [10]. Generally, oncolytic viruses can be divided into three main groups. The first
group contains viruses with a natural propensity to preferentially replicate in cancer cells, while being
non-pathogenic in humans. Many of these viruses are of non-human origin. This group comprises
autonomous parvovirus, myxoma virus, Newcastle disease virus, and reovirus [11–13]. Many of
the second group consists of viruses that were attenuated by propagation in vitro. These attenuated
strains of, e.g., measles virus or vaccinia viruses were used safely in humans as vaccine vectors and
were, therefore, considered safe starting points to build oncolytic viruses. The third group consists of
viruses that were genetically engineered by introducing mutations in their genome to ensure selective
replication in cancer cells. The latter group includes oncolytic viruses derived from adenovirus,
HSV, and vesicular stomatitis virus (VSV), as well as an attenuated and genetically modified strain
of poliovirus [11–13]. Oncolytic adenoviruses, often also referred to as conditionally replicating
adenoviruses (CRAds), represent one of the most extensively researched oncolytic viruses. This review
focuses on oncolytic adenoviruses, but the general concepts discussed apply to other oncolytic viruses
as well.

Oncolytic Adenoviruses

Adenoviruses are small, non-enveloped double-stranded DNA viruses (34–36 kb), continuously
present in the population and responsible for self-limiting infections in immune-competent individuals,
including mild respiratory, conjunctival, and gastrointestinal diseases, or cystitis. Infections in
immunocompromised patients are much more severe, including infections in liver (hepatitis), lung
(pneumonia), or heart (myocarditis) that can result in death (reviewed by Lion [14]). Adenoviral
replication is strongly dependent on expression of the immediate early E1A region. To establish a
successful replication in a host cell, the adenovirus seizes control over retinoblastoma protein (pRb)
and p53 protein (using E1A and E1B viral proteins), which suspends the host cell cycle in the synthesis
(S) phase [15].

Non-replicating adenoviruses have been used as gene delivery vectors in cancer gene therapy
strategies for many years. Replication-deficient adenovirus vectors lack genes from the E1 region
and may also have E3 genes deleted to accommodate newly introduced genes [16]. Although these
adenoviruses showed low toxicity and promising results compared to conventional therapy, their
efficacy in clinical trials remained low, which minimizes their use.

Current research focuses mainly on CRAds that are considered much more promising agents
for the treatment of cancer. Replication of CRAds is controlled either by regulating mostly E1A
gene expression with a tumor-specific promoter or by deletions in the viral genome that require
cellular factors for compensation [17]. Examples of the first strategy include human telomerase
(hTERT) promoter-driven oncolytic adenoviruses [18–20]. The first CRAd to be evaluated for cancer
treatment, ONYX-015, was made following the second strategy. This adenovirus variant was designed
to selectively replicate in p53-deficient cancer cells by deletion of the E1B55K gene [21]. Although
ONYX-015 showed cancer cell-selective replication, its efficacy was disappointing [22]. Since then,
newer generations CRAds with improved selectivity and potency were developed, including Ad5-Δ24
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and ICOVIR-5 [23,24]. Nevertheless, despite very encouraging results from in vitro and animal studies,
the anticancer efficacy of CRAds, as well as of other oncolytic viruses, as a single agent in humans
is generally modest [25]. Thus, there is a clear need to increase the efficacy of OVT. This could be
achieved using more effective delivery methods or by enhancing the potency of CRAds to kill cancer
cells or to induce an antitumor immune response. In addition, while most efforts are on improving
anticancer treatment efficacy, studies are also undertaken to more stringently control CRAd replication
in healthy cells.

2. Strategies to Increase the Efficacy of Oncolytic Virus Therapy with CRAds

2.1. Achieving More Effective Delivery of Oncolytic Adenovirus to Tumors

Effective OVT with CRAds requires that viruses are delivered to tumors in the human body
and that they enter cancer cells to initiate oncolysis. Notably, cancer cells are sometimes resistant
to CRAd infection due to low expression of the primary receptor molecule coxsackie-adenovirus
receptor (CAR) [26]. Typical neoplasms in which downregulation of CAR expression was observed
include prostate, colon, and kidney cancers [27]. Retargeting strategies allow overcoming this obstacle,
specifically by diversion of the virus to other cell surface receptors. Strategies that were successfully
followed to accomplish this were, e.g., incorporation of a cyclic RGD4C peptide motif in the adenovirus
fiber knob to allow entry via αvβ3 and αvβ5 integrins [28], pseudotyping the viral capsid with
proteins from other serotype adenoviruses or with chimeric capsid proteins [29,30], or expressing
bispecific adapter molecules from the CRAd genome targeting virus entry via an alternative cell
surface receptor [31]. Generally, these modifications resulted in more effective CRAds with broader
applicability in OVT.

The administration route to deliver the virus to tumor cells in the human body poses another
challenge. Systemic administration of CRAds was proven quite ineffective since most injected virions
are eliminated before they reach their target. Much research is put into the development of methods
to chemically modify viral capsids to shield them from sequestration in the liver and inactivation
by the immune system [32]. Another interesting approach is to use carrier cells as temporary virus
hosts delivering oncolytic viruses, including CRAds, to tumor sites. This Trojan horse concept is very
attractive, because it not only hides the virus from the immune system, but also exploits the capacity of
cells to extravasate from the circulation and home to tissues [33,34]. However, several major challenges
remain, including premature expression of viral proteins in the carrier cell, complicated timing of the
delivery, acquired adaptive immunity to carrier cells, or the inability to pass through capillaries, which
results in the accumulation in, e.g., lungs, and subsequent release of the virus before delivering it to
the tumor [33,35,36]. Moreover, there is a contradiction in delivering a virus with cancer-selective
replication properties using a non-malignant carrier cell. At least a single virus lifecycle should be
completed in this cell to allow release of infectious progeny virus at the tumor site. This means that
either the virus should not be entirely cancer-selective, or the carrier cell should have cancer cell-like
properties, such as a deregulation in growth control. Both options may raise safety concerns that need
to be addressed.

2.2. Improving Oncolytic Adenovirus Specificity by Employing microRNA-Dependent Replication

A novel strategy to make CRAds safer by further limiting their replication in non-malignant cells
exploits microRNA (miRNA) technology. Here, a miRNA target sequence is incorporated in the 3′

untranslated region (UTR) of the transcript encoding a viral protein essential for replication, usually
E1A. Infection of cells expressing the relevant miRNA results in silencing of the essential protein and,
consequently, suppression of viral replication. In recognition of the fact that human adenoviruses have
strong tropism for liver cells and are efficiently delivered to liver cells when administered systemically,
which could lead to liver toxicity, particular efforts were made to inhibit CRAd replication in liver
cells. Ylösmäki et al. [37] constructed Δ24-type CRAds carrying three target sites for the liver-specific
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miRNA miR-122 in the Δ24-E1A 3′ UTR. While this reduced Δ24-E1A expression in miR-122-expressing
hepatoma cells by more than 90%, this did not inhibit virus replication. By introducing a second
mutation in the E1A messenger RNA (mRNA) that reduces overall expression levels, this problem was
successfully addressed. The resulting virus was severely attenuated, failing to induce cytopathic effects
in hepatoma cells and producing more than 10,000-fold reduced titers in hepatoma cells compared
to non-small lung cancer cells. The same approach was taken independently by others; CRAds with
miR-122 binding sites exhibited reduced E1A expression and virus replication in liver cells and almost
absent liver toxicity upon injection in mice [38,39].

Knowledge of differential expression of miRNAs in cancer cells versus non-malignant cells was
used similarly to construct CRAds with reduced replication in non-cancer cells. In particular, miR-199,
which is downregulated in cancer cells, was considered for this purpose [19,40]. Significantly reduced
virus replication and toxicity was observed in non-malignant cell cultures and in livers of newborn mice
if miR-199 target sequences were incorporated into the E1A 3′ UTR. By combining target sequences for
miR-199a and liver-specific miR-122a in the 3′ UTR of an hTERT promoter-driven E1A gene, a most
selective CRAd was obtained [19]. Oncolytic potency in cancer cell lines was fully retained. Others
translated the general concept of miRNA-dependent suppression of CRAd replication to more specific
applications, where viral toxicity might arise upon local tissue administration. MiRNA-regulated
CRAds were made in a wild-type adenovirus background for selective treatment of pancreatic cancer
and glioma [41,42]. The viruses were effective in animal models and exhibited strongly reduced
toxicity profiles. For this, insertion of four miRNA target sites appeared sufficient, but this might
depend on host miRNA expression levels and the strength of the viral gene promoter. Thus, preclinical
data suggest that host cell miRNA-regulation of adenovirus replication alone can already provide
sufficient CRAd selectivity. However, further development of this type of CRAd will likely be done in
the background of CRAds carrying mutations with proven clinical safety.

Another strategy to restrict CRAd replication in healthy cells was taken by Gürlevik et al. [43].
They expressed multiple artificial miRNAs targeting essential adenovirus genes from a single
polycistronic transcript, driven by a tumor suppressor p53-dependent promoter, inserted in the
adenovirus genome. In cells with functional p53 expression, but not in p53 mutant cells, the artificial
miRNAs were expressed and silenced their target genes. Although this attenuated viral replication
in p53 wild-type cells, virus progeny production was not prevented. The p53-dependent attenuated
phenotype was also observed in mice injected with the virus, where p53 wild-type mice carried lower
virus copy numbers in their liver than did p53 knockout mice. The inhibition of virus replication that
could be achieved in this study appeared inferior to that achieved when relying on host miRNAs. This
can possibly be explained by the fact that the latter are already highly expressed in the host cell at
the time of infection, whereas CRAd-encoded miRNAs need to be produced after cell entry and their
level of expression might be replication-dependent, as copy numbers increase tremendously during
replication. Hence, functional knockdown of viral genes by virus-encoded miRNAs is probably not
reached before viral replication is initiated.

2.3. Strategies for Improving the Potency of Oncolytic Adenoviruses

The strong selectivity of CRAd replication in cancer cells that is obtained with currently
available technology, providing excellent safety, allows exploration of methods to enhance the cancer
cell-killing potency of CRAds. Apart from the tropism modifications mentioned above, investigated
approaches include the introduction of potency-enhancing genome mutations and the expression
of potency-enhancing transgenes. The former is usually based on identification of such mutations
in virus variants that are either naturally occurring or were selected using molecular evolution
methods. A good example of this approach is the genetic bioselection of a virus with a truncating
mutation in the endoplasmatic retention domain of the E3/19K protein that promotes virus progeny
release from infected cells [44]. Incorporation of this T1 mutation in an Ad5-Δ24 backbone with
RGD4C fiber modification produced a CRAd with strong antitumor activity in vitro and in vivo,
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without compromising its selectivity toward cancer cells [45]. Another example is ColoAd1, a
recombination product between two naturally occurring serotypes selected for rapid replication
on human cancer cell lines, which exhibits increased potency in particular on colorectal carcinoma
cells [46]. Transgenes that can be carried by the virus to increase its potency include genes encoding
fusogenic proteins or tissue-remodeling peptides, enzymes for use in suicide gene therapy approaches,
pro-apoptotic or tumor suppressor proteins, and immune-modulating proteins. Expression of a
fusogenic protein induces cell–cell fusions, forming syncytia consisting of CRAd-infected cells and
adjacent non-infected cells, leading to death also of the fused non-infected cells and, thus, more
effective tumor eradication [47]. Another way to promote spread of CRAds through tumor tissues is to
express molecules that remodel the extracellular matrix, allowing better virus dispersion in a solid
tumor mass [48–50]. The suicide gene therapy concept, where an enzyme is expressed that converts
a non-toxic pro-drug into a toxic compound, was also applied in the context of CRAds [51,52]. This
was met with various levels of success, as premature death of the host cell inhibits virus propagation.
Careful timing of virus and pro-drug administration is, thus, essential, which makes the design of
clinical treatment schedules challenging. The same can be said about expression of apoptosis-inducing
proteins, where premature cell death inhibits, and properly timed cell death promotes virus spread [53].
In contrast, expression of tumor suppressor protein p53 was not met with this limitation, presumably
because adenovirus-encoded E1B55K protein interacts with p53 and regulates its activity during
adenovirus replication [54,55]. In the late phase of the virus lifecycle, p53 promotes cell death, thereby
accelerating virus progeny release [54,56]. In addition, p53 increases late adenoviral gene expression,
presumably by enhancing transcription from the virus major late promoter (MLP) [57] (Figure 1).
Exogenous p53 expression augmented CRAd replication in the majority of cancer cell lines, primary
tumor cell cultures, and xenograft tumor models tested [54,55,58–63]. Notably, transgene expression
from the adenovirus genome during virus replication in host cells can be delayed by coupling its
transcription to the MLP. Apart from avoiding premature transgene expression, this strategy offers the
additional advantage of confining transgene expression to cancer cells in which the CRAd replicates
selectively [64]. In addition to the aforementioned ways of enhancing the primary tumor-eradicating
potency of CRAds, there is currently much interest in promoting the secondary, immune-stimulating
effect of these viruses, by incorporating genes encoding immune-stimulatory molecules, such as
cytokines, chemokines, and checkpoint inhibitors (reviewed by de Gruijl et al. [7]). Altogether, these
developments led to substantially improved CRAd variants with more potent cancer cell-killing
properties than earlier generation viruses. Nevertheless, one area of potential CRAd improvement
was long overlooked. While cancers may lack certain molecules needed for effective OVT that can be
supplemented by transgene expression from the CRAd genome, they could also express molecules
inhibiting OVT that should, thus, be depleted. Currently available gene suppression techniques allow
investigating this and constructing even more powerful CRAds capable of overcoming obstacles for
OVT in cancer cells. The next section focuses on this new development.
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Figure 1. Tumor suppressor p53-dependent strategies to increase the potency of conditionally
replicating adenoviruses (CRAds). Expression of functional p53 in cancer cells promotes CRAd
propagation by stimulating late viral gene expression and accelerating cell lysis to release virus
progeny. In contrast, direct p53 target p21 inhibits the cell cycle and, thereby, viral DNA replication.
Silencing cyclin-dependent kinase inhibitors p21 or p27 through RNA interference (RNAi) alleviates
cell cycle arrest and, thus, promotes viral DNA replication. Potential other means of promoting
CRAd propagation include silencing of p53 inhibitors, which are known to inhibit CRAd replication,
and silencing of p53 transcriptional target microRNA (miR)-34a. Molecules in red depict confirmed
inhibitors of CRAd efficacy; molecules in green depict confirmed stimulators of CRAd efficacy;
molecules in blue depict proposed, but not yet experimentally confirmed modulators of CRAd efficacy;
orange delineated viral processes can be influenced to increase potency; cellular processes that are
affected by viruses during infection and that can be modulated by transgenes and RNAi molecules
expressed by armed CRAds are delineated in black.

3. Gene Suppression to Make Oncolytic Viruses More Effective

There are two requirements for improving OVT by suppressing inhibitors of CRAds in cancer cells,
i.e., (i) identification of the inhibitory gene products in cancer cells, and (ii) design of an effective way
of suppressing genes, using molecules that can be carried by CRAds. For the former, one may build
on available knowledge of virus–host cell interactions or use high-throughput functional screening
approaches. The latter, we know now, can be successfully achieved by using RNA interference (RNAi).

Currently, RNAi is the most widely used method to specifically downregulate functional
gene expression. RNAi is a conserved cellular surveillance system in eukaryotes that activates a
sequence-specific degradation of RNA species homologous to short non-coding double-stranded
RNA (dsRNA) molecules [65]. These dsRNA molecules, including miRNAs and short interfering
RNAs (siRNAs), are products of the RNase III enzymes Drosha and Dicer [66]. One of the strands of
the miRNAs and siRNAs, the active or leading strand, is incorporated into a multiprotein complex
called RNA-induced silencing complex (RISC) and directs the target RNA recognition leading to its
degradation. In addition, miRNAs direct translational repression and mRNA deadenylation, further
contributing to gene silencing [67]. The mechanism of this strongly conserved regulation of cellular
mRNAs by miRNAs was thoroughly reviewed in several publications [65,68,69].
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A means of producing exogenous siRNAs or miRNAs in a cell is to express small RNA molecules
as single transcripts that form a stem-loop structure, generally referred to as short hairpin RNAs
(shRNAs) and short hairpin miRNAs (shmiRNAs). Their structure is very similar to that of pre-miRNA,
i.e., the Drosha-cleaved product in endogenous miRNA biogenesis. The dsRNA in the stem of these
molecules is processed by Dicer to form mature siRNA and miRNA duplexes, respectively, that
will then incorporate their active strand into RISC and direct RNAi. Successful RNAi induced by
adenovirus-encoded exogenous shRNA was achieved initially using replication-defective vectors [70].
This opened the possibility of silencing genes in cancer cells with a therapeutic intent.

Because the efficiency of gene delivery with replication-defective vectors is generally considered
inadequate for effective cancer treatment, interest rose in using CRAds as shRNA delivery vectors.
However, achieving effective RNAi in cells infected with a replication-competent adenovirus was not
considered trivial. RNAi is recognized as a cellular defense mechanism against virus infection and this
led many viruses to evolve molecules that inhibit RNAi [71,72]. Although the importance of RNAi
as an antiviral response in mammalian cells is heavily debated (e.g., References [73,74]), there was
reason to assume that the process of RNAi would be hampered in cells in which a virus is replicating.
In fact, several independent reports showed that adenovirus-encoded virus-associated RNAs (VA
RNAs) inhibit the RNAi machinery (Figure 2). VA RNAs (I and II) were found to inhibit the host
cell RNAi pathway at the level of nuclear export, by competing with miRNA precursor molecules
for binding to Exportin 5; at the level of processing RNAi precursor molecules, by inhibiting the
activity of Dicer; and at the effector level, by competing with siRNA and miRNA for incorporation
into RISC [75,76]. In addition, it was later reported that the titration of Exportin 5 by VA RNA also
reduced Dicer mRNA nuclear export and, thereby, Dicer protein levels [77]. Apart from this direct
inhibition of the RNAi machinery by virus-encoded RNA, it was recently reported that the type I
interferon response evoked by adenovirus vectors in cells inhibits the processing of shRNAs by Dicer,
resulting in a less effective knockdown of target genes [78]. Altogether, there were reasons to expect
that effective CRAd replication and RNAi could be incompatible.

Nevertheless, in a proof-of-concept study using firefly luciferase as target, Carette et al. showed
that CRAd-induced shRNA can induce proper gene silencing in human cancer cells [79]. That
suggested that, although interferon-responses and VA RNAs inhibit the RNAi machinery, they do
not prohibit RNAi brought about by adenovirus-encoded shRNA. Still, Machitani et al. showed that
RNAi mediated by adenovirus-encoded shRNA can be improved by deleting VA RNA sequences [80].
Notably, this study was done with replication-defective adenovirus vectors. Since VA RNA expression
is highly replication-dependent, competitive incorporation into the RNAi machinery is expectedly
even higher in a replication competent context. Thus, to achieve highly effective RNAi using CRAds
it could be considered to (partly) delete VA RNA sequences. However, adenovirus lacking major
VA RNA I cannot efficiently translate viral mRNA in the late phase of the infection, resulting in
poor replication [81]. In addition, it was recently reported that VA RNA II-encoded viral miRNA
promotes adenovirus replication, presumably via suppression of cullin 4-mediated inhibition of Jun
N-terminal kinase (JNK) signaling [82]. VA RNA-depleted CRAds are, therefore, considered less
attractive agents for OVT. However, observations reported by Kamel et al. suggested that VA RNA I
expression is required primarily to counteract cellular anti-viral interferon responses, not so much the
RNAi machinery [83]. This notion is supported by the observation that processing of VA RNAs by
Dicer into viral miRNAs inhibits adenovirus replication, apparently by depleting VA RNAs capable of
inhibiting double-stranded RNA-activated kinase (PKR) [84]. Thus, the RNAi machinery appears to
contribute to the cellular defense against adenovirus infection indirectly, by inhibiting the capacity
of the virus to suppress the major anti-viral interferon–PKR response. This implies that if the PKR
and RNAi inhibitory functions of VA RNA I can be dissected by introducing specific mutations, or,
alternatively, VA RNA I is deleted and the interferon response is inhibited through other means, such
as an shRNA targeting PKR, more effectively replicating and gene-silencing CRAds could perhaps
be made.
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Figure 2. Interaction between adenovirus-encoded small RNA molecules and the host cell RNAi
machinery and interferon–double-stranded RNA-activated kinase (PKR) response in the late phase of
infection. Virus-associated (VA) RNAs I and II inhibit endogenous miRNA processing via competition
at several levels in the RNAi machinery, as well as by reducing Dicer messenger RNA (mRNA) nuclear
export. Upon processing of VA RNAs into viral miRNAs (mivaRNAs), they silence cellular mRNAs to
inhibit apoptosis and promote viral DNA replication. VA RNA I directly inhibits PKR to promote (viral)
mRNA translation and, thus, protein expression for capsid production. Regulation of type I interferons
evoking innate immune responses is complex, with on one hand mivaRNA II-mediated stimulation
and on the other hand VA RNA I-mediated inhibition of PKR-dependent stimulation. The type I
interferon response inhibits Dicer function, contributing to inhibition of miRNA processing. Colors
illustrate the different effects in cells in the late phase of infection: red, inhibited; green, stimulated;
blue, complex regulation; orange, virus-encoded and virus-related; black, cellular.

Although the efficacy of CRAd-mediated RNAi can probably be improved, the findings by
Carette et al. [79] fueled the development of CRAds capable of silencing a variety of target genes
in cancer cells to achieve more effective anticancer treatment. In many cases, the target genes
were not necessarily expected to impact the efficacy of OVT, but were chosen merely for their
known or anticipated anticancer effects. Examples include, among others, silencing an oncogene
to inhibit tumorigenicity, silencing a pro-angiogenic growth factor to inhibit angiogenesis, or
silencing an apoptosis inhibitor to promote cell death [85–87]. These RNAi-inducing CRAds could,
thus, be considered therapeutic agents providing a combination of OVT and targeted therapy.
The two independent activities provided by CRAd RNAi were often additive, resulting in a more
effective treatment in preclinical models than could be achieved with unarmed control CRAds or
replication-defective RNAi vectors. Below, we focus on approaches to achieve more effective OVT.

3.1. Combining OVT with Suppression of CRAd-Inhibitory Target Genes in Cancer Cells

As a logical extension of their above-described observation that Dicer inhibits adenovirus
replication, Machitani et al. developed a CRAd expressing an shRNA against Dicer [88]. While
replicating in cancer cells, the virus silenced Dicer expression, allowing an increase in VA RNA copy
numbers available for inhibiting PKR activity. Consequently, the virus produced higher genome copy
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numbers and functional progeny titers than did a control virus silencing luciferase. This resulted in
a more effective lysis of cancer cells in vitro and a more effective inhibition of tumor growth in vivo.
Apparently, in this respect, the gain of more effective VA RNA I-mediated PKR inhibition was more
important than the loss of VA RNA II-mediated JNK activation. Although expression of the shRNA
was driven by the H1 mammalian polymerase (Pol) III promoter, which is not expected to provide
cancer cell selectivity, Dicer expression was not significantly reduced in non-malignant cells. This
can best be explained by the fact that CRAds do not replicate in non-cancer cells and, consequently,
genome copy numbers in these cells remain very low. Thus, while it can be argued that inhibition of the
RNAi machinery in cells could interfere with endogenous miRNA processing causing unpredictable
and possibly detrimental effects, the efficiency of shRNA expression in the absence of viral replication
was apparently low enough to avoid such unwanted effects.

Another approach that was successfully taken to increase the potency of CRAds is to suppress
cell-cycle inhibition in cancer cells. Since CRAds, by design, lost their capacity to take control over
the cell cycle, to induce the S phase for efficient genome replication, their replication efficiency
depends on the spontaneous progression of cancer cells through the cell cycle. Although proper
regulation of the cell cycle is lost in cancer cells, partial regulation of cell-cycle progression may
still exist. It could, therefore, be conceived that cell-cycle inhibition, in particular at the Gap 1
(G1) checkpoint, inhibits adenovirus replication. This notion was supported by the finding that
overexpression of the major cyclin-dependent kinase (CDK) inhibitor p21WAF1/CIP1 in cancer cells
inhibited CRAd replication [89] and by the observation that CRAds replicated more efficiently, inducing
stronger cytopathic effects, in p21WAF1/CIP1 knockout cells [90]. In experiments where CRAds were
combined with siRNAs targeting the CDK inhibitors p21WAF1/CIP1 or p27KIP, virus progeny production
and cell-killing potency were increased, the latter depending on cellular p53 status [90] (Figure 1).
These observations provided incentive to construct a prostate-specific CRAd expressing an shRNA
targeting p21WAF1/CIP1 [91]. As expected, the virus exhibited increased replication in and oncolysis
of prostate cancer cells in vitro and provided enhanced tumor suppression and survival in a tumor
xenograft animal model. Interestingly, apart from the sought effect on adenovirus replication via
cell-cycle control, a less anticipated positive effect was observed as well. Silencing p21WAF1/CIP1

increased expression of the androgen receptor in prostate cancer cells, thereby stimulating expression
of the viral E1A gene driven by the used androgen receptor-dependent prostate-specific promoter.
While the relative contributions of both effects are difficult to dissect, the total effect of expressing a
p21WAF1/CIP1-silencing shRNA from the CRAd genome on the efficacy of OVT was evident.

A foreseeable further improvement of CRAd potency could be to arm the CRAd with both a p53
gene and a p21WAF1/CIP1-silencing shRNA. As discussed above, the utility of expressing p53 from the
CRAd genome to increase its potency was shown in a variety of cancer models. Since p21WAF1/CIP1 is
a direct transcriptional target of p53, an unwanted side effect of expressing p53 could be induction
of p21WAF1/CIP1 expression, limiting CRAd replication. Combined expression of p53 and an shRNA
targeting p21WAF1/CIP1 could then overcome this limitation. A replication-defective adenovirus vector
with cocistronic expression of p53 and a p21WAF1/CIP1-targeting artificial miRNA was already tested
for its anticancer properties [92]. This viral vector caused more effective apoptosis induction in
cancer cells and decreased xenograft tumor growth compared to control vectors expressing only
p53 or p21WAF1/CIP1-targeting miRNA. A similar favorable combination effect of expressing p53 and
silencing p21WAF1/CIP1 is to be expected in the context of OVT with a CRAd and, therefore, deserves to
be explored.

Along the same line of reasoning, CRAds expressing p53 could probably be made more effective
by silencing p53 inhibitors (Figure 1). Many p53 inhibitors are known and confirmed active in
cancer cells. Paradigm examples are human papillomavirus (HPV)-E6 protein in cervical cancer
cells and amplified mouse double minute 2 homolog (MDM2) in sarcomas. We already showed
that CRAds expressing p53 variants incapable of binding to HPV-E6 or MDM2 are more effective
in these cancers [61,62]. A limitation of this approach could be that the introduction of mutations
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in the p53 protein to abrogate binding to its inhibitor might compromise its transcriptional activity.
Therefore, combining the expression of wild-type p53 with an shRNA targeting the inhibitor could
perhaps be more effective. In addition, cancer cells often express multiple p53 inhibitors. This can
be deduced from functional screens for p53 modulators done on cancer cell lines [93–95]. Preventing
binding to a single inhibitor might, therefore, not be sufficient in many cases. It will be difficult, if
not impossible, to prevent binding of p53 to multiple inhibitors by mutating its amino-acid sequence.
In contrast, since their small size allows for multiple shRNAs to be inserted into a single CRAd genome,
it should not be too difficult to simultaneously silence multiple p53 inhibitors, maximizing the activity
of p53-expressing CRAds.

3.2. Combining OVT with Targeting Immune Suppression

As mentioned above, stimulation of the immune system to evoke an anti-tumor response is
currently considered a crucial property of oncolytic viruses. This inherent property can be further
enhanced by arming the virus with, e.g., immunostimulatory cytokines [7]. While this resulted
in much improved OVT systems, active immune suppression in the tumor microenvironment
was not fully addressed. Many immune-suppressive molecules, expressed by cancer cells or by
suppressive cells of the immune system, were already identified in the tumor microenvironment.
Surprisingly, with the technology to combine CRAds with RNAi at hand, arming CRAds with
shRNAs targeting such molecules is still quite an unexplored approach. The exception is a CRAd
encoding a combination of MART1 melanoma antigen, granulocyte-macrophage colony-stimulating
factor (GM-CSF) cytokine, and an shRNA silencing transforming growth factor β2 (TGF-β2) [96].
The rationale for the combination was that, while GM-CSF has many immune-stimulating properties,
such as inducing maturation of dendritic cells (DCs), expansion and differentiation of lymphocytes, and
recruitment of natural killer (NK) cells, it is also known to enhance the expansion of myeloid-derived
suppressor cells (MDSC). TGF-β2 antagonizes GM-CSF-induced DC maturation, inhibits tumor
antigen-specific T-cell activation, and stimulates MDSC. Concomitant expression of GM-CSF and
suppression of TGF-β2 was, thus, expected to provide a more potent induction of antitumor immunity
than expressing GM-CSF alone. This CRAd was tested in a prime-boost therapeutic vaccination
strategy, using immune-competent mice and mouse melanoma cells engineered to allow human
adenovirus replication. A plasmid expressing MART1 was injected intramuscularly to generate
MART1-specific memory T cells and the CRAd was injected intratumorally to boost the immune
response. The strategy significantly increased tumor infiltration with cytotoxic T cells, NK cells, NKT
cells, (mature) DCs, and macrophages, and decreased regulatory T cells. Immune cell activity was
evident from high levels of interferon-γ (IFN-γ) expressed. Together with the oncolytic activity of the
virus, this resulted in delayed tumor growth. The contribution of silencing TGF-β2 to the total effect
was, however, not entirely clear from the reported results.

Another CRAd that could reactivate antitumor immunity through suppressing an immune
suppressive target gene in cancer cells was made, but not tested as such. This CRAd expressing
antisense RNA against signal transducer and activator of transcription 3 (STAT3) was shown capable
of depleting STAT3 protein in infected cancer cells, as well as its downstream targets [97]. The virus
exhibited increased replication and more potent antitumor activity, presumably through counteracting
the effects of STAT3 on cell survival, cell migration, and angiogenesis. STAT3 is, however, also
involved in immune evasion. It would, therefore, be very interesting to investigate the effects of
the STAT3-suppressing virus on the antitumor immune response. The host specificity of human
adenoviruses is, however, a major challenge in the design of such experiments. It is very difficult to
develop an immune-competent animal model with available tools for immunological studies, that
allows replication of human adenoviruses. Although Syrian hamsters are semi-permissive for human
adenovirus replication and, thus, provide a useful immune-competent animal model for CRAd efficacy
studies [98], and CRAds armed with immune-stimulating transgenes were successfully tested in these
animals (e.g., References [99,100]), only few antibodies are available to study hamster immune cell
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subsets, precluding in-depth analysis of immune responses. For this, ex vivo cultures of human
whole tumor-derived single-cell suspensions or fresh tissue slides, or novel mouse models carrying
patient-derived xenograft tumors and reconstituted with immune cells from the same donor could
prove highly valuable.

3.3. Exploiting Virus–Host Interactions via MicroRNAs

Although, as mentioned above, a physiological role for RNAi in response to virus infection in
mammals is being challenged, miRNA-mediated virus–host interactions were described for a number
of mammalian viruses (reviewed in References [101–103]). This includes anti-viral or pro-viral effects
of host miRNAs, as well as virus-encoded miRNAs that modify host cell biology to establish an
environment conducive to completion of the virus lifecycle or that exploit the host RNAi machinery to
regulate viral gene expression. Paradigm examples of human miRNAs that promote virus replication
include miR-122 and miR-132 that promote hepatitis C virus replication and human immunodeficiency
virus 1 (HIV-1) replication, respectively [104,105]. Inhibitory effects of human miRNAs on viruses are,
however, more common. They could be part of the host innate antiviral response to recover from an
infection, or alternatively, be part of a strategy of the virus to establish a persistent infection [106].

In the case of adenovirus, the VA RNAs constitute the virus-encoded miRNAs (Figure 2).
They are processed by the RNAi machinery and are functional in directing silencing of target
sequences [76,107,108]. As mentioned above, VA RNA II-encoded viral miRNA was shown to
promote adenovirus replication [82]. The functional importance of VA RNA I acting as miRNAs
is, however, questioned. While specific inhibition of miRNA target site binding using chemically
modified oligonucleotides (i.e., antagomirs) reduced adenovirus replication [76], introduction of
mutations in the miRNA seed sequence did not appear to influence adenovirus propagation [83].
Nevertheless, specific cellular target genes for VA RNA I-encoded miRNA, including T-cell-restricted
intracellular antigen 1 (TIA-1), were identified and their silencing was confirmed in virus-infected
cells [109]. The relevance of silencing these genes for the virus lifecycle is so far mostly unresolved.
However, it seems unlikely that adenoviruses evolved specific silencing of target genes in host cells
without any functional importance.

Adenoviruses also modulate the expression of host miRNAs. We found that, on top of a general
suppression of miRNA levels in adenovirus-infected cancer cells, which is in agreement with the
described interferon- and VA RNA-dependent effects on the RNAi machinery, adenovirus serotype
5 significantly reduced expression of a subset of human miRNAs, in particular miR-27, miR-100,
miR-155, miR-181, and miR-222 in the late phase of replication [110]. Interestingly, others reported
that these miRNAs were also downregulated in cells infected with other viruses, suggesting that
these miRNAs could be involved in general antiviral responses, and that viruses evolved specific
countermeasures against them. In contrast, only very few miRNAs were induced upon adenovirus
infection [110]. Interestingly, among these was miR-132, which was also reported overexpressed
in human monocytes infected with several other viruses, suppressing innate antiviral immunity
and promoting viral replication [111]. Hence, different viruses exhibit striking similarities in their
communication with host cells via miRNAs. As miRNAs usually have many targets, modulation of
a single host miRNA by a virus can have complex biological effects, silencing multiple genes that
together impact virus replication. In addition, not all target genes predicted on the basis of sequence
complementarity are validated as genuine miRNA targets. They may not or only under certain
circumstances be silenced. This makes it very difficult to dissect virus–host interactions via miRNAs
and identify the crucial host genes contributing to virus biology.

Since miRNA expression is deregulated in cancer cells, CRAds that are replicating in cancer
cells might encounter miRNA expression patterns that differ from the ones that human adenoviruses
evolved to cope with in their natural differentiated host cells. Consequently, CRAds might not exploit
host miRNA expression to their full benefit, and host antiviral miRNA responses to viral infection
might not always be effectively counteracted. It can be envisioned, therefore, that overexpression or

189



Cells 2018, 7, 228

inhibition of certain miRNAs in cancer cells increases CRAd replication and, thus, oncolytic potency.
The identification of miRNAs or miRNA inhibitors for this purpose could perhaps be based on
known virus–host interactions and deregulated miRNA expression patterns. For example, tumor
suppressor miR-34a expression is often absent or low in cancer cells as a consequence of chromosomal
deletion or p53 deficiency. As a direct transcriptional target of p53 and silencer of genes required
for cell proliferation and survival, miR-34 mimics part of the p53 activities [112]. In view of the
established effects of expressing p53 on CRAd efficacy, it could, thus, be envisioned that expressing
miR-34a from the CRAd genome similarly promotes CRAd propagation and cancer cell killing (see
Figure 1). MiR-34a-expressing CRAds were presented in two studies. In the first study, hTERT
promoter-driven E1A-Δ24-type CRAds were armed with miR-34a and/or interleukin-24 (IL-24) and
tested in hepatocellular carcinoma models [20]. The cytokine IL-24 was chosen for its pro-apoptotic
and anti-angiogenic properties. Knockdown of miR-34a target genes was confirmed in infected cells.
The effects of miR-34a on cytotoxicity in vitro and tumor growth inhibition in vivo were minimal.
In contrast, the effects of expressing IL-24 were significant and most prominent anti-tumor effects,
including complete tumor regression, were achieved with the virus carrying both miR-34a and IL-24.
This suggests that the augmented efficacy of the CRAds depended primarily on the anti-tumor
activities of IL-24. In the second study, carcinoembryonic antigen promoter-driven E1A-type CRAds
were armed with miR-34a and/or miR-126 and tested in pancreatic cancer models [113]. These two
tumor suppressor miRNAs were chosen because of their low expression in pancreatic cancer and
confirmed anti-tumor effects. Also in this study the effect of expressing miR-34a was very small. The
significance of miR-34a expression for tumor growth control in comparison to a control CRAd was
not demonstrated. Interestingly, the miR-34a-expressing CRAd appeared to produce somewhat lower
virus titers in pancreatic cancer cell lines than the control virus. In this respect, the virus, thus, did not
reproduce previous observations made with p53-expressing CRAds.

Apart from rationally choosing miRNAs to empower CRAds, one may also take an unbiased
approach to identify useful miRNAs through functional screening. The availability of genome-wide
miRNA mimic and inhibitor libraries allows global analysis of miRNA effects on the lifecycle of
viruses [110,114]. Screening for miRNA effects on the replication of a number of human and mouse
herpes viruses, including human and mouse cytomegalovirus (CMV), as well as validation on
an evolutionary unrelated RNA virus, identified several miRNAs with broad proviral or antiviral
properties [114]. In particular, miR-30 broadly stimulated virus replication, and miR-199a and miR-214
inhibited virus replication. Since these observations were made on a diversity of viruses, the miRNAs
are not likely to act on viral elements. Instead, most probably, they regulate host cell pathways
that support or protect against virus replication. Interestingly, miR-199a and miR-214 are expressed
from the same intronic cluster [115] and were found downregulated in CMV-infected cells. Thus,
these viruses appear to counteract two antiviral miRNAs by suppressing a single transcript. While
miR-30 was not reported differentially expressed in this study, several other viruses were shown
to induce the expression of miR-30 variants [116,117]. Intriguingly, on one hand, this upregulation
appears IFN-dependent [116], whereas, on the other hand, miR-30 inhibited type-I IFN signaling,
allowing increased virus replication [117]. In any event, these findings suggest that certain virus–host
interactions via miRNAs are broadly conserved. Hence, observations made in miRNA screens with
one virus might be applicable to other viruses as well.

We performed screens for adenovirus replication and cytotoxicity on prostate cancer cells using
the same miRNA libraries as were used in the aforementioned study [110]. We identified several
miRNAs that stimulate adenovirus-induced cell death. Some of these inhibited adenovirus replication,
possibly as a consequence of premature cell death occurring before adenovirus replication was
completed. In general, strong induction of cell death was associated with reduced virus production.
The exception was miR-181a. Expression of this miRNA strongly induced cell death and slightly
increased virus production. The most striking results were obtained with miR-26b. Transfection
of miR-26b mimics increased adenovirus-induced cell death, as well as infectious virus production
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and release. Consequently, adenovirus propagated more rapidly in human prostate cancer cell lines,
producing larger plaque sizes. This makes miR-26 a promising candidate for incorporation in the
genome of CRAds, to augment OVT of prostate cancer and perhaps other cancers. Construction and
characterization of such a novel CRAd is, therefore, warranted. An important question that needs to
be answered then is if the timing and levels of miRNA expression obtained during CRAd replication
in cancer cells will reproduce the functional effects obtained by combining miRNA mimic transfection
and virus infection.

3.4. RNAi Screening for Inhibitors of Oncolytic Virus Efficacy in Cancer Cells

Clearly, virus–host interactions are complex and our current knowledge of the cellular pathways
involved is incomplete. There are, therefore, probably many more opportunities to improve the potency
of oncolytic viruses than we can rationally hypothesize. The advent of high-throughput screening
technology with whole-genome RNAi libraries offered the opportunity to functionally interrogate
every single gene, one by one, for its biological role. Many investigations used this technology to
identify cellular factors involved in susceptibility to virus infection (reviewed in Reference [118]).
These screens helped identify genes responsible for viral entry, uncoating of the virus, replication of
the genome, particle assembly, and spread of progeny viruses. Not surprisingly, these studies focused
primarily on viruses that constitute a threat to public health, where the knowledge obtained can be
used to develop novel antiviral treatments. However, genome-wide RNAi screening can also be used
to identify determinants of oncolytic virus anticancer efficacy. With the ultimate goal of increasing
the efficacy of OVT by arming the virus with an shRNA in mind, the most important factors of the
virus–host interaction to be studied are those involved in virus genome replication and infectious
progeny production, host cell killing, and modulation of the immune response. Early steps in the virus
lifecycle, such as entry, uncoating, and early gene expression are of less relevance, since these processes
cannot be influenced by virus-encoded shRNAs.

Functional genomic screens usually have a single readout of biological effect. Although
high-content (image) analyses can measure more complex phenotypes, such as multiple descriptors
of cellular morphology, most screens measure a single parameter, such as cell viability, reporter gene
expression, or binding/uptake/secretion of a (fluorescent) molecule. Hence, the most appropriate
readout for oncolytic virus efficacy needs to be carefully chosen. In addition, it is crucial that the
screening effort is followed by thorough examination of the effects of hits on other aspects of the virus
lifecycle that are not measured in the discovery screen. For example, in our miRNA library screens
described above [110], we identified a number of miRNAs that strongly promoted adenovirus-induced
cell death, but this was at the expense of reducing infectious progeny virus production. Thus,
interference with host cell gene expression can have opposing effects on different steps in the virus
lifecycle, negating the overall effect of gene silencing on OVT.

Until now, there are a few examples reported to show that genome-wide RNAi screening can be
used effectively to increase our understanding of the interactions between oncolytic viruses and their
host cancer cells and to identify determinants of their anticancer efficacy [119–121].

In the first example, an arrayed siRNA screen was performed, measuring effects on the killing of
three cancer cell lines by Maraba virus [119]. Although Maraba is not a widely used oncolytic virus,
it is related to the more commonly used VSV, and the major findings in this study could be validated
for both viruses. Among the hits identified in the screens, genes within endoplasmic reticulum (ER)
stress response pathways were enriched. Knocking down a key gene in the ER stress response pathway
activated caspase-dependent apoptosis in virus-infected cells. This increased oncolytic virus potency
in many cancer cell lines, reaching up to four orders of magnitude more effective killing. Importantly,
augmented killing was much less pronounced on non-malignant cells, providing a high therapeutic
index. Notably, in the screen design used, siRNAs were transfected three days before virus infection.
Thus, ER stress responses were already inhibited at the time of infection. In follow-up time scheduling
experiments with chemical compounds targeting key proteins in the ER stress response pathway,

191



Cells 2018, 7, 228

it was found that virus-induced cell killing was augmented when ER stress responses were inhibited
prior to infection, but not when they were inhibited during infection. This pointed at a preconditioning
process, where inhibition of ER stress response rewired cellular signaling, leading to increased cell
death upon subsequent virus infection. Hence, while the findings of this study can be used to develop
combination treatments consisting of preconditioning with a chemical compound followed by virus
administration, they do not provide footholds for arming viruses with transgenes or shRNAs. For this
purpose, it is probably better to delay gene silencing relative to virus infection in the screen design.

In the second example, a pooled shRNA cell depletion screen was done on breast cancer cells
that were infected with an oncolytic HSV [120]. This identified a component of the RNA splicing
machinery, arginine-rich splicing factor 2 (SRSF2). Although the effects of silencing SRSF2 were not
very strong, they could be reproduced on different cell lines and with different reagents. Silencing
SRSF2 changed the abundance of pro- and anti-apoptotic mRNAs, and increased apoptosis. In contrast,
it did not stimulate virus replication. In fact, a trend toward inhibition of infectious virus production
was observed. SRSF2 depletion appeared to dampen HSV-induced activation of mammalian target
of rapamycin (mTOR) signaling, thereby probably inhibiting multiple processes, including cell cycle,
virus replication, and cellular antiviral responses. Thus, the effects of targeting SRSF2 could promote,
as well as inhibit, the HSV oncolytic potency. Apparently, under the applied experimental conditions
the overall effect was more potent cytotoxicity. Importantly, also in this study, gene knockdown or
knockout was already established before cells were subjected to the virus. It is difficult to predict
if delayed silencing of SRSF2 after virus entry will also tip the scales toward increased oncolysis.
Interestingly, treatment of cancer cells with an mTOR inhibitor increased the oncolytic potency of
CRAds [122,123]. This suggests a similarity in the virus–host interactions of different oncolytic viruses
that could allow translation of the findings to broader applications.

The third example is the systematic analysis of human cell factors affecting replication of
Myxoma virus [121]. Genome-wide arrayed siRNA screens were done on a breast cancer cell line
that was infected with virus three days after siRNA transfection. A recombinant virus was used
that expresses a marker gene in the late phase of replication. Marker gene expression served as a
surrogate marker for virus replication. The screens yielded a large database of genes that either
enhance or inhibit Myxoma virus replication. Follow-up experiments zooming in on certain cellular
pathways provided support for their role in virus replication, but interpretation was difficult and
some observations seemed contradictory. This is illustrated, e.g., by the observations made when
silencing the Raf/mitogen-activated protein kinase kinase (MEK)/extracellular signal-regulated kinase
(ERK) pathway. Whereas silencing of many genes upstream of MEK/ERK enhanced virus replication,
silencing more downstream pathway genes, including ERK1, inhibited virus replication. Effects
of targeting single genes were usually modest. This is in agreement with the concept that viruses
modulate cellular pathways by converting multiple switches in a concerted manner, and that host
cells respond to virus infection by activating many systems that collectively create antiviral defenses.
Finally, based on the known involvement of RNA helicases in permissiveness of cells for replication
of a variety of viruses, Rahman et al. [124] performed a focused siRNA library screen on cervical
cancer cells using marker gene-expressing Myxoma viruses, followed by confirmation experiments in
other cell lines. This effort identified several RNA helicases that consistently increased or decreased
Myxoma virus production. An intriguing finding was that knockdown of retinoic acid-induced gene
1 (RIG-1) reduced Myxoma replication. This was highly unexpected, because of the known role of
RIG-1 in antiviral innate immune responses. Knockdown of five RNA helicases stimulated Myxoma
virus production, without an apparent effect on viral gene expression or replication. Although their
mechanism of action remains to be resolved, these genes could be appropriate targets to construct
more potent oncolytic Myxoma viruses.

Similar screens, as far as we are aware, are yet to be reported for CRAds. In addition, despite
the recognized crucial role of the immune system in the anticancer effects of oncolytic viruses, RNAi
screens with oncolytic viruses have not studied this important aspect. While the design of relevant
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high-throughput assays for modulation of the immune system will be a challenge, such efforts are
warranted. They are expected to provide highly valuable information to design next-generation CRAds
for more effective OVT.

4. Conclusions

For the past decades, molecular cancer and virology research advanced forward with incredible
speed and efficiency. This brought OVT from the bench to the bedside. Novel molecular targets
were identified, oncolytic virus constructs designed, and combined therapies proposed or tested in
clinical trials. So far, only a few OVTs obtained market authorization, but others are likely to follow.
Oncolytic virus therapy moved from a mere concept to a functioning approach. RNA interference
became one of the successfully applied methods to make OVT more effective. Here, knowledge of
miRNA expression in cancer and healthy cells, as well as of miRNA-mediated virus–host interactions,
is implemented. Clearly, a great amount of work needs to be done before OVT will reach its full
potential. The contribution of RNAi technology to reaching this goal is difficult to predict. However,
although the battle is not over, new research results are constantly made that bring us closer to victory.
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Abstract: Extracellular vesicles (EVs) are a heterogeneous collection of membrane-bound structures
that play key roles in intercellular communication. EVs are potent regulators of tumorigenesis and
function largely via the shuttling of cargo molecules (RNA, DNA, protein, etc.) among cancer cells
and the cells of the tumor stroma. EV-based crosstalk can promote proliferation, shape the tumor
microenvironment, enhance metastasis, and allow tumor cells to evade immune destruction. In many
cases these functions have been linked to the presence of specific cargo molecules. Herein we will
review various types of EV cargo molecule and their functional impacts in the context of oncology.

Keywords: extracellular vesicles; cancer; therapeutics

1. Introduction

Extracellular vesicles (EVs) are a collection of lipid-bilayer enclosed vesicles secreted by virtually
all cell types including cancer cells. EVs can be divided into subtypes based on their biogenesis,
size and morphology, and collection method [1]. While other subtypes certainly exist, we use the
term “EVs” to refer primarily to exosomes, ectosomes, and apoptotic bodies. Exosomes, the most
heavily studied subtype, are ≈50–150 nm EVs formed by invagination of the multivesicular body (MVB)
membrane. Once formed, exosomes are released into the extracellular space via fusion of the MVB
with the plasma membrane. Ectosomes (sometimes called microvesicles or shedding microvesicles)
are more heterogeneous, ranging in size from ≈100–1000 nm, and are formed through an outward
blebbing of the plasma membrane. Apoptotic bodies are vesicles secreted by cells undergoing apoptotic
cell death and range in size from ≈1000–5000 nm. Much of the work referenced herein is done on
populations of EVs isolated via differential ultracentrifugation, which are likely enriched for exosomes
compared to other subtypes. However, we use the term EVs to reflect the heterogeneous nature of these
vesicles and the imperfect methods used to isolate them (which can lead to a mixture of EV subtypes).
We occasionally use the term “exosomes” to refer to EVs pelleted by centrifugation at ≈100,000× g,
“ectosomes” for EVs pelleted at ≈10,000 g, and apoptotic bodies for EVs pelleted at ≈2000 g.

Although initially thought to function exclusively in the removal of unwanted molecules from
cells, EVs are now recognized as important mediators of cell–cell communication. EVs play key roles
in both normal and disease processes and are important regulators of cancer progression. EVs are
known to contain cell-type specific cargo, including RNA, DNA, and protein, which are selectively
sorted into EVs [2]. Once released, EVs can interact with cells in the immediate vicinity or at distant
locations via transfer through the circulation. EVs interact with recipient cells in a number of ways,
including ligand–receptor interaction [3], release of vesicle contents in the extracellular space by
bursting [4], direct fusion with the plasma membrane [5], and endocytosis into the cell [6]. The latter
mechanisms are of specific interest here as they result in a transfer of molecular cargo from EVs to
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the recipient cells [2,7]. In cancer, tumor cells both release and receive EVs. This crosstalk between
tumor and stromal cells regulates numerous aspects of tumorigenesis, including growth of tumor
vasculature [8], recruitment of cancer-associated fibroblasts [9], metastatic potential [8], and evasion
of immune destruction [10]. Herein we describe each of the major cargo types associated with EVs,
assess the functional impact of EVs on cancer biology, and address the potential clinical uses of EVs
relating to their roles as biomarkers and therapeutics.

2. EV Cargo

2.1. EV Isolation and Cargo Profiling

The identification and accurate functional characterization of EV cargo requires appropriate
isolation and purification methods. Currently, the most popular method of EV isolation remains
differential ultracentrifugation (DU) [11]. DU involves removal of contaminating material through
a series of low-speed centrifugations followed by pelleting of EVs at higher speeds. DU is a
low-cost, high-throughput method, making it an ideal means of EV isolation in many labs. However,
co-purification of non-vesicular proteins and other contaminants is an issue [12]. Combination of DU
with other purification methods, such as ultrafiltration or density gradient centrifugation, can improve
the purity of the collected vesicles at the expense of particle yield [12]. Furthermore, density gradient
centrifugation can be laborious and is unable to separate EVs from contaminants of similar density.
The use of alternative techniques, such as size-exclusion chromatography, immunoaffinity capture,
microfluidics, and precipitation-based methods are on the rise, each with their own advantages
and disadvantages that have been thoroughly examined elsewhere [13]. Briefly, size-exclusion
chromatography results in excellent purity, but dilutes samples and therefore requires EVs be
re-concentrated following isolation. In contrast, precipitation methods tend to result in high yield but
relatively low purity. Immunoaffinity capture and microfluidics can be used to isolate EVs sharing a
specific characteristic; for example, all EVs expressing CD63 on their surface [14]. However, markers
capable of distinguishing between exosomes, ectosomes, apoptotic bodies, and other EVs have not
yet been identified, and markers such as CD63 can be found on various EV subtypes [13]. It is worth
noting that because these techniques isolate EVs according to different characteristics (e.g., size, density,
presence of specific surface markers, etc.), they may enrich different vesicle subpopulations, potentially
generating misleading results [15].

Once EVs have been isolated and purified, consideration must be given to how the cargo of
interest (i.e., RNA, protein, DNA, etc.) is to be extracted and profiled. Highlighting the importance of
extraction technique, EV RNA yield and size distribution were found to differ greatly depending on
the method used, with column-based methods resulting in both the highest yield and broadest size
range [16]. In some cases, additional treatment may be required to remove protein and nucleic acids
from the outside surface of EVs. Indeed, the International Society of Extracellular Vesicles recommends
investigators quantify EV RNA before and after vesicles are treated with proteinase/RNase to determine
the contribution of surface-bound RNAs to the total RNA content collected [15]. For additional detail,
we refer the reader to excellent recent reviews [13,15]. These studies serve to highlight the need for
consistent and detailed reporting of experimental methods for the accurate interpretation of EV studies.

2.2. MicroRNA

Next-generation sequencing (NGS) of EV RNA cargo has revealed the presence of various classes
of RNA in EVs derived from normal and cancer cells, including messenger RNA, transfer RNA,
ribosomal RNA, microRNA, and more [17–22]. Among these, microRNAs (miRNAs), ≈22-nucleotide
non-coding RNA molecules, are perhaps the most intriguing and heavily studied. A single miRNA
species can regulate the translation and degradation of numerous mRNA targets, which makes
miRNAs powerful regulators of cell phenotype. Although EV-mediated miRNA transfer has been
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strongly linked to cancer progression, the mechanisms underlying miRNA sorting into EVs are
poorly understood.

MiRNA abundance in EVs is highly variable and depends on the cell line under study. MiRNAs
were reported to comprise from 5–30% of EV small RNA content in colorectal and breast cancer cell
lines [18,19], ≈50% in non-tumorigenic murine hepatocyte cells [23], and <1% in HEK293T cells [22].
The miRNA content of EVs is distinct from that of the parental cell, indicating that specific miRNA are
selectively sorted into or excluded from EVs [7]. Although the mechanisms by which sorting occurs
remain unclear, recent work has suggested that the recognition of specific miRNA motifs by RNA
binding proteins (RBPs) may play a role. Specifically, the RBP hnRNPA2B1 was found to selectively sort
miRNAs containing the GGAG motif in the 3′ half of their sequence [24], and the RBP synaptotagmin
binding cytoplasmic RNA interacting protein (SYNCRIP) was found to selectively sort miRNAs
containing the guanine-guanine-cytosine-uracil (GGCU) motif [23]. Furthermore, hnRNPA2B1 must
be attached to small ubiquitin-like modifiers (SUMOylated) in order for sorting to occur, thus adding
an additional layer of regulation [24]. How the RBP-miRNA complex is then selected for sorting
remains an open question. In some cases, such as for hnRNPA2B1, the protein can be detected within
EVs, suggesting the entire complex is sorted [24]. However, this may not be the case for all RBPs.
Ubiquitination of the RBP HuR causes the protein to release its bound miRNA; ubiquitinated HuR
was found to associate primarily with the MVB, where sorting into exosomes occurs, and had low
affinity for its target miRNA compared to the non-ubiquitinated protein [25]. Interestingly, silencing of
the RBP hnRNPH1 increased the total RNA in EVs, suggesting that RBPs may also exclude specific
miRNAs from EVs [26]. In many cases, RBP-mediated changes in EV miRNA sorting have been linked
to tumorigenesis. For example, major vault protein (MVP) regulates sorting of tumor suppressive
miR-193a into EVs, effectively removing it from cells and leading to more aggressive disease [27].
The tumor suppressor VPS4A was found to have the opposite effect; in this case, overexpression of
VPS4A was found to cause can accumulation of tumor suppressive miRNAs in cells and oncogenic
miRNAs in their EVs, thus decreasing the growth, migration, and invasion of the cancer cells [28].
Additional examples of RBPs with known oncogenic or tumor suppressive functions that have been
linked to EV miRNA sorting include Annexin A2 (ANXA2) [29], Kirsten rat sarcoma (KRAS) [18],
Y-box binding protein 1 (YB-1) [22,30], MEX3C [31], and Argonaute 2 (AGO2) [32–34].

Interestingly, AGO2 is not the only component of the miRNA processing machinery found in EVs.
The major components of the RNA-induced silencing complex (RISC)-loading complex machinery,
including AGO2, Dicer, and trans-activation responsive RNA-binding protein (TRBP), were found
in EVs of breast cancer cells where they actively processed pre-miRNA to mature miRNA, and Dicer
sorting was found to be CD43-dependent [33]. In contrast, EVs of cultured monocytes were found to
contain single-stranded, mature miRNAs but only low levels of AGO2 [35], suggesting that miRNA
sorting occurs independently of RISC. Thus, two independent pathways, one involving the sorting
of pre-miRNAs along with the RISC machinery and one involving the sorting of mature miRNAs,
may exist [36].

In addition to RBPs, 3′-end nucleotide additions (NTAs) also regulate miRNA sorting. MiRNAs
with 3′-end adenylation tend to be overrepresented in cells whereas those with 3′-end uridylation are
overrepresented in EVs, particularly exosomes [37]. However, the underlying mechanisms remain
unclear. It is unknown if uridylated miRNAs are specifically sorted into EVs and, if so, how sorting
occurs. NTAs change the stability and activity of miRNAs, which may in turn affect their availability
for sorting. Adenylation stabilizes miRNAs, allowing them to interact with their mRNA targets in
the cell, whereas uridylation achieves the opposite [38]. The poor activity of uridylated miRNAs may
decrease miRNA-mRNA interaction, allowing for the sorting of the free miRNA. Indeed, altering the
expression level of a miRNA or its target mRNA can alter the quantity of that miRNA in EVs [39].

Finally, the biogenesis of EVs and the sorting of miRNA contents is regulated by the membrane
lipid ceramide. In the case of exosomes, ceramide is produced via the breakdown of sphingomyelin by
neutral sphingomyelinases (nSMases) at the MVB membrane. Inhibition of ceramide generation by the
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nSMase inhibitor GW4869 greatly reduces the small RNA content of EVs [40] and decreases the quantity
of EVs released by cells in vitro [2]. Further, treatment of breast cancer cells with GW4869 decreased EV
sorting of pro-angiogenic miR-210, thereby inhibiting tumor angiogenesis [8]. Ceramide is thought to
play a role in sorting via the formation of ceramide-rich lipid microdomains. Sorting may occur directly
via interaction of miRNA with ceramide-rich microdomains in the MVB membrane or indirectly
via microdomain-dependent recruitment of proteins to the site of sorting [41]. Specific miRNA
sequences show greater affinity for ceramide than others, thus providing a potential mechanism
for sequence-based miRNA sorting [41]. Interestingly, ceramide appears to be required for miRNA
sorting by some RBPs. Ceramide has been shown to co-localize with hnRNPA2B1 in the cytoplasm,
and GW4869 inhibited HuR-mediated sorting of miR-122 and MEX3C-mediated sorting of miR-451a
into exosomes [24,25,31]. Sorting of miR-451a was independent of the endosomal sorting complexes
required for transport (ESCRT) pathway [31], discussed below.

EV miRNA content can also be modified by external factors, including hypoxia [42],
carcinogens such as asbestos [43] or toluene [44], and infection with oncogenic viruses [45–47].
As with RBPs, these factors can alter EV miRNA content in ways that may promote or inhibit
tumorigenesis. Viral infection provides an especially intriguing example of the power of EV miRNAs to
promote tumorigenesis by influencing the tumor microenvironment. The genome of Kaposi’s sarcoma
herpesvirus (KSHV) encodes a set of 12 latency-associated miRNAs, all of which have been found in
the EVs of infected host cells [47]. Transfer of the viral miRNAs to non-infected cells via EVs results in
a shift toward aerobic glycolysis which supports the growth of cancer cells by providing them with
energy-rich metabolites [47]. In this way, virally-encoded EV miRNAs are used to reprogram the
tumor microenvironment to enhance growth of KSHV-infected cancer cells.

The sensitivity of EV miRNA content to genetic and environmental stimuli suggests their use
as biomarkers. EV miRNA biomarkers show great promise; among their most exciting aspects
are stability in the face of non-ideal collection methods, ability to be collected non-invasively,
and specificity to certain disease states. With regard to non-invasive collection, potential EV miRNA
biomarkers have been identified in numerous body fluids, including blood [43,48–58], urine [59–62],
pleural effusion [63,64], and saliva [65]. Intriguingly, EV miRNA biomarkers appear exquisitely
sensitive to specific disease states, and have been shown to discriminate among closely-related
diseases, such as metastatic versus non-metastatic tumors [50], recurrent versus non-recurrent
tumors [60], and high-grade versus low-grade tumors [56,60]. In addition, numerous studies
have shown that EV miRNA biomarkers return to normal levels upon surgical resection of the
tumor [51,56,61], suggesting their use in monitoring disease progression. While these results are
encouraging, large-scale validation studies are required before EV miRNA biomarkers can be approved
for clinical use. Along these lines, it is worth noting a few particularly promising biomarkers which
have been found numerous times in separate studies. The oncomiR miR-21 has been proposed as
a biomarker for various cancer types, including breast [49], prostate [59], bladder [61], brain [56],
larynx [66], and liver [67]. MiR-375 [59,60,68] and the miR-200 family [21,51,63] show similar promise.

2.3. mRNA and Other RNA Types

Like miRNA, mRNA appears to make up a minority of EV RNA. In EVs derived from glioma
stem-like cultures, mRNA accounted for <10% of the total RNA reads as assayed by NGS, and it is
unclear what proportion of mRNA reads can be attributed to full-length mRNAs as opposed to mRNA
fragments [18,69]. This may reflect a difference among EV subtypes, since mRNA appears to be more
enriched in ectosomes compared to exosomes [69]. Despite uncertainty regarding mRNA abundance,
numerous studies have shown that functional mRNAs can be transferred via EVs to recipient cells
where they are translated and alter recipient cell phenotype [70–73]. For example, hTERT mRNA, which
encodes the catalytic subunit of the telomerase enzyme, is transferred via EVs into nearby fibroblasts,
thus increasing their proliferation, extending their life span, postponing senescence, and protecting
from DNA damage [72]. Furthermore, hTERT mRNA was found in serum-derived EVs from 67.5% of
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133 individuals with various cancers, but none of the 45 healthy controls [74], suggesting its use as a
biomarker for detection of multiple cancer types.

Recent studies suggest that the presence of specific sequence motifs play a key role in mRNA
sorting into EVs. Interestingly, the YB-1 protein, which has also been linked to miRNA sorting [22,30],
has been found to interact specifically with mRNAs whose 3′ untranslated region (UTR) contains any of
three motifs, while the methyltransferase NSUN interacts with one motif [75,76]. YB-1 is overexpressed
in numerous cancer types and drives cell proliferation [77], thus providing a link between cancer
progression and EV packaging. Similarly, a 25-nucleotide motif was found to be enriched in the 3′

UTR of exosomal mRNAs from glioblastoma cells [78], whereas mRNAs harboring the signal peptide
sequence were excluded from EVs [79].

Additional classes of RNA found in EVs include ribosomal RNA, transfer RNA, mitochondrial
RNA, long non-coding RNA, piwi-interacting RNA, small nucleolar RNAs, and circular
RNA [20,22,80–82]. Recent results have linked EV long non-coding RNAs to chemosensitivity [83] and
cancer progression [84]. While outside the scope of the current manuscript, we refer the reader to an
excellent recent review on this topic [85].

2.4. DNA

Extracellular vesicles carry DNA, which may be genomic (gDNA) [86,87] or mitochondrial
(mtDNA) [88–90] in origin. Depending on the cell line and context, DNA may be single- or
double-stranded, and may reside within the lumen or on the surface of EVs [88,91–95]. Surface-bound
DNA can alter the ability of EVs to adhere to fibronectin [89], suggesting it may help determine how
EVs interact with extracellular matrix molecules, such as those found in the tumor microenvironment
or pre-metastatic niche. Luminal DNA, like other cargo types, can be transferred from donor to
recipient cells resulting in increased mRNA and protein production, and oncogenes can be distributed
among different cell types via this mechanism [92,94]. Intriguingly, EV-mediated spread of oncogenes
has been shown to promote disease progression in mice. EVs derived from chronic myeloid
leukemia (CML) cells transfer DNA encoding the breakpoint cluster region/Abelson murine leukemia
viral oncogene homolog (BCR/ABL) fusion oncogene to the neutrophils of Sprague-Dawley rats
and non-obese diabetic/severe combined immunodeficient (NOD/SCID) mice in vivo resulting in
increased BCR/ABL mRNA and protein in the recipient murine cells and the eventual onset of
CML-like characteristics [96]. Mitochondrial DNA in EVs also appears to be functional in recipient
cells, and cancer-associated fibroblast-derived mtDNA has been found to play a role in the resistance
of breast cancer cells to hormone therapy [90].

While current work has shed light on the functions of EV DNA, little is known regarding how
it is sorted into EVs. Numerous studies have reported that cancer cell-derived EVs contain gDNA
from all chromosomes [86,93,95,97], and at least one study has provided evidence for the packaging
of the entire mitochondrial genome within EVs [90]. These results suggest that selective sorting of
specific DNA sequences may not occur. Interestingly, knockdown of EV release in human fibroblasts
and various cancer cell lines results in the accumulation of damaged DNA in the cytoplasm [98].
Such cytoplasmic DNA can be recognized by DNA sensing proteins, the activation of which results in
genomic DNA damage, senescence, or apoptosis [98]. Considering this evidence, it is possible that EVs
play a role in maintaining cellular homeostasis through non-selective removal of cytoplasmic DNA [98].
In contrast to the idea of non-specific gDNA packaging, apoptotic bodies, ectosomes, and exosomes
were found to contain shared and unique DNA sequences [86], suggesting that independent DNA
packaging mechanisms for each of the vesicle subtypes may exist. More work is required to clarify the
mechanisms underlying EV DNA packaging and its functional relevance to normal and cancer cells.
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Intriguingly, cells with specific mutations in their gDNA release EVs containing DNA that harbor
identical mutations. Indeed, EV DNA containing mutations identical to the gDNA has been found in
cell culture supernatants [86,93,95], the plasma of tumor-bearing mice [95], and the blood (serum and
plasma) of human cancer patients [93,97,99–102] (Table 1). Blood-derived EV DNA provides a rich
source of clinically relevant information. NGS was used to detect at least 10 potentially clinically
actionable mutations in the EV DNA of patients with pancreatic cancer [97], and a similar approach
was used to detect specific mutations in three well-known oncogenes in patients with different cancer
types with an overall sensitivity of 95% [100]. A major advantage of mutational analysis of EV DNA
compared to other techniques, such as standard biopsies, is the ability to collect samples throughout the
course of treatment, thus decreasing the need for invasive biopsies. This flexibility allows physicians
to monitor genomic changes in the tumor over time.
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Interestingly, recent reports suggest that cell-free circulating tumor DNA (cfDNA), which was
previously thought to derive primarily from apoptotic and necrotic tumor cells, is comprised largely
of EV DNA [103]. Many companies offer panels for the comprehensive detection of cfDNA mutations
in cancer-related genes, and analysis of mutations in cfDNA is currently being used to guide patient
management [104]. By simultaneously collecting and analyzing cfDNA, exosomal DNA, and exosomal
RNA from the serum of non-small cell lung cancer patients, Castellanos-Rizaldo and colleagues
detected the EGFR T790M mutation with 92% specificity and 89% sensitivity when compared to
tissue biopsy [102]. These results highlight the exciting clinical applications of EV DNA. A deeper
understanding of EV biology-such as how specific molecular targets are selected for packaging and the
identification of markers for the separation of tumor and non-tumor-derived EVs-will serve to further
refine the utility of EV-based biomarkers in the clinic.

2.5. Protein

In addition to being transferred to recipient cells and influencing cell phenotype, proteins also
regulate the sorting of other EV components, determine which cell types are able to receive EVs
(i.e., determine tropism), provide markers for the separation of EV subtypes, bind to and activate
receptors on recipient cells, and carry out cell-independent reactions inside of EVs after their release.
Here we will discuss the sorting of specific proteins followed by a brief discussion of a few of their
various other functions in relation to cancer biology.

A key pathway of EV protein sorting involves the endosomal sorting complexes required
for transport (ESCRT), a series of four protein complexes (ESCRT-0, I, II, and III), and accessory
proteins. ESCRTs recognize and bind ubiquitinated proteins, facilitating their sorting into EVs [105].
In addition to ubiquitination, other post-translation modifications appear to play an important role in
EV protein sorting through both ESCRT-dependent and ESCRT-independent pathways, at least for
some proteins. Phosphorylation may either promote or inhibit EV sorting, as evidenced by EPHA2 and
AGO2, respectively [34,106]. As mentioned above, SUMOylation of the RBP hnRNPA2B1 regulates
sorting into exosomes [24]. Other mechanisms of protein sorting into EVs involve dimerization [107],
and recruitment via other proteins, such as tetraspanins [108].

The oncogenic activity of EVs is dependent not only upon their intraluminal cargo, but also on
the array of proteins that span the EV membrane. One intriguing function of such transmembrane
proteins involves determining EV tropism; i.e., which cell types are most likely to take up, and thus
be influenced by, EVs. EV tropism has been observed in vitro among different cell types. In vivo,
EVs from metastatic cell lines are more likely to be taken up by resident cells at sites to which those
lines commonly metastasize [109,110]. Especially important in this process are integrins (ITGs),
a class of proteins known to facilitate cell-extracellular matrix interactions. ITGα6, and its partners
ITGβ4 and ITGβ1, are abundant in EVs that distribute mainly to the lung where they are taken
up primarily by S100A4-positive fibroblasts, ITGβ5 and ITGαV are abundant in EVs that distribute
mainly to the liver where they are taken up primarily by Kupffer cells, and ITGβ3 is abundant in
EVs that distribute mainly to the brain where they are primarily taken up by endothelial cells [110].
The uptake of EVs at specific locations within the body appears to play a key role in determining the
location of metasteses, as evidenced by the observation that injection of lung-tropic EVs into mice
increased the lung metastatic capacity of breast cancer cells which normally metastasize preferentially
to bone [110]. Moreover, EVs can alter gene expression in recipient cells of the pre-metastatic niche,
which may include cancer and stromal cells [109–112]. For example, astrocyte-derived EV miRNAs
inhibit the tumor suppressor PTEN in cells that metastasize to the brain, thus priming them for
metastatic outgrowth [111]. In addition, miR-122-containing breast cancer cell-derived EVs prime the
premetastatic niche by decreasing expression of the glucose metabolizing enzyme pyruvate kinase
in nearby stromal cells, thus increasing nutrient availability for metastasizing cancer cells [112].
In contrast to integrins, which direct EVs to their preferred targets, additional proteins have been
identified which function to modify or block EV uptake. Along these lines, REG3β interferes with the

207



Cells 2018, 7, 93

uptake of EVs into target cells by binding to glycoproteins on the EV surface [113]. Similarly, CD47,
an anti-phagocytic signal, was found to block uptake of EVs by immune cells, thus prolonging their
time in circulation [114]. These results suggest that manipulation of the surface proteins of EVs could
be used to alter their tropism and block their pro-tumor effects.

In addition to tropism-determining proteins, the presence of which is dependent upon cell type,
other proteins have been shown to be more ubiquitously found in EVs and can provide information
on their cellular origin. In an intriguing example, immunoaffinity capture was used to separate
A33-positive and EpCAM-positive exosomes secreted from colorectal cancer organoids, and each
population was found to be enriched for distinct proteins [115]. These results suggest that even within
the EV subpopulation of exosomes, additional subpopulations, which may differ in aspects of their
biogenesis and cargo, are likely to exist, a result supported by others [116]. Tetraspanins, a family of
membrane-spanning proteins which includes CD63, CD9, and CD81, are among the most commonly
cited “exosome markers”. Unfortunately, the assumption that such markers are found on all exosomes
is an over-simplification; truly specific markers that are found on all exosomes do not exist. CD63 and
CD9 were also found, to differing degrees, to be present on other EV subtypes including ectosomes
and apoptotic bodies [116], and particles isolated by ultracentrifugation (which are assumed to be
enriched for exosomes) can be separated into CD63+, CD9+, CD81+, and non-tetraspanin-bearing
subpopulations, although overlap between markers on a single EV is common [116]. The distinction
among exosome subtypes may be an important one due to the many key roles tetraspanins play in
EV biology, including regulation of biogenesis [117], cargo sorting [117], and tropism [118]. Thus,
subpopulations of exosomes that differ in their tetraspanin content may also differ in their biological
function. Further detailed investigation into how best to obtain and purify EVs based on protein
markers, and whether such distinctions are truly biologically relevant, is warranted.

The separation of EV subtypes based on surface proteins may prove clinically useful. By studying
the surface proteins of EVs collected from cancer and non-cancer cell lines, Melo and colleagues
found dozens of cancer cell-specific markers [119]. One of these, GPC1, was found to increase in
the blood of patients with breast and pancreatic cancer compared to controls, suggesting its use as
a disease detection biomarker [119]. Using similar methodology, Castillo and colleagues identified
proteins specific to the EVs of pancreatic cancer cells but not normal controls [120]. Unfortunately,
GPC1 was not found in pancreatic cancer EVs, and appeared instead to be selectively expressed in
non-cancerous tissues [120]. Once refined, separation of cancer and normal EVs will increase the yield
of tumor-specific material and decrease unwanted background in downstream analyses.

3. Extracellular Vesicle Function in Cancer

3.1. Impact of EVs on Fibroblasts

Release of EVs by tumor cells is believed to play a major role in intercellular communication,
facilitating signaling to surrounding tumor cells and to distant sites via blood or other biological fluid
transportation (Figure 1). A primary focus of inquiry has been the impact of EVs on the tumor stroma,
including fibroblasts, endothelial cells, and immune cells.

Fibroblasts comprise a major component of the tumor stroma. Under tumorigenic conditions,
fibroblasts can undergo morphological changes that confer a phenotype similar to myofibroblasts,
which are activated, mobile fibroblasts. Interestingly, tumor-derived EVs are able to induce
the transformation of normal stromal fibroblasts into activated cancer-associated fibroblasts
(CAFs) [121–125]. For instance, TGFβ-containing prostate cancer-derived EVs are sufficient to induce
fibroblast transformation to a CAF-like phenotype [123]. Further, the resultant increases in wound
healing and endothelial cell growth were more pronounced in EV-exposed fibroblasts as compared to
fibroblasts transformed by soluble TGFβ alone [123]. The ability of EVs to promote CAF activation
was found to correlate with the aggressiveness of the tumor cells, with EVs from a more aggressive
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cell line prompting higher CAF marker expression, proliferation rate, and enzyme release by treated
fibroblasts than EVs from a less aggressive cell line [126].

 

Figure 1. Extracellular vesicle-mediated transfer of specific cargo molecules alters the phenotype of
recipient cells, including neighboring tumor cells, fibroblasts, endothelial cells, and immune cells.

Once activated, CAFs secrete EVs that promote tumorigenesis by increasing proliferation, motility,
epithelial-mesenchymal transition, migration, and metabolic changes in tumor, endothelial cells,
and other fibroblasts [126–129]. Especially intriguing is the role of EVs in mediating resistance to
chemotherapy [127,130]. For instance, exposing pancreatic ductal carcinoma cells to conditioned
pancreatic fibroblast media was sufficient to confer resistance to gemcitabine, potentially due to
up-regulation of snail family transcriptional repressor 1 (SNAIL) and miR-146a in the recipient
cells [127]. Gemcitabine treatment also led to an increase in CAF EV secretion, indicating a potential
mechanism of drug resistance in pancreatic cancer [127].

3.2. EVs Induce Angiogenesis in Endothelial Cells

The ability to induce angiogenesis is a hallmark of cancer, and recent evidence suggests that EVs
are key regulators of tumor vascularization via transfer of pro-angiogenic molecules from tumor to
endothelial cells. Indeed, EVs have been shown to increase tube formation, migration, cell–cell adhesion,
and proliferation in endothelial cells in a variety of cancer types [8,122,131–138]. For example, activated
EGFR found in EVs is sufficient to induce EGFR and VEGFR signaling in recipient endothelial cells, and
blocking EV-mediated EGFR transfer decreased tumor growth and angiogenesis [131,139]. Furthermore,
EVs produced by hypoxic tumor cells have been shown to have a more pronounced effect on endothelial
cells in promoting angiogenesis than those derived from normoxic cells [134,137]. Hypoxia increases the
production of tumor and stromal cell-derived EVs and alters their cargo [42,137,140–142]. For example,
miR-23a is found in the EVs of hypoxic, but not normoxic, lung cancer cells and promotes angiogenesis
through the inhibition of prolyl hydroxylase in recipient endothelial cells [141]. Increased EV production

209



Cells 2018, 7, 93

by hypoxic endothelial cells was abrogated by siRNA targeting hypoxia inducible factor 1α, thus providing
a clear link between cell response to hypoxia and EV production [142]. Other EV-derived molecules that
have been shown to play a role in promoting angiogenesis include miR-9, miR-105, miR-142-3p, miR-210,
and H19 lncRNA [132,133,135,138,141,143,144].

Several groups have looked at the impact of sub-populations with cell markers indicative of
tumor initiating cells. In renal cell carcinoma cell lines, CD105-positive cells were found to release
EVs that increase proliferation, vessel formation, and invasion in HUVEC endothelial cells, whereas
CD105-negative cells did not [134]. Similarly, in liver cancer cells, CD90-positive cells were found
to secrete EVs that promote tube formation and cell–cell adhesion via transfer of H19 lncRNA [132].
These results highlight the heterogeneity found within tumors and suggest that subsets of tumor cells
secrete EVs carrying a unique set of cargo capable of altering stromal cell phenotypes in specific ways.

3.3. Extracellular Vesicles in Immunomodulation

EVs are an important mode of communication among cells of the immune system and are key
regulators of the anti-cancer immune response. Initial reports showed that EVs secreted by dendritic
cells induce an antitumor immune response, suggesting the use of immune cell-derived EVs as an
anti-cancer vaccine as discussed below [145]. This work was strengthened by the observation that EVs
contain proteins involved in antigen presentation and immune stimulation, including tumor antigens
and major histocompatibility complex (MHC) proteins [146,147]. However, additional work indicated
that tumor-derived EVs often promote immune suppression.

Among the most heavily studied immune cell recipients of tumor-derived EVs are dendritic
cells and T cells. In many instances, tumor-derived EVs have been found to have an inhibitory effect
on dendritic cell function [146,148]. For instance, pancreatic cancer-derived EVs containing miR-203
were found to impair dendritic cell function via reduction of toll-like receptor 4 expression [146].
Furthermore, pancreatic cancer cell-derived EVs were found to alter the transcriptional profile of
recipient dendritic cells via transfer of miRNA, specifically miR-212-3p [148]. This led to a decrease
in MHCII expression and suppressed immune function. There are conflicting reports on the role
of tumor-derived EVs in dendritic cell maturation, with different studies citing either inhibitory or
stimulatory effects [149–152].

EVs can also impact T-cell function either directly or via inhibition of other immune cell types,
such as dendritic cells [152]. Several studies found that tumor-derived EVs can affect T-cell function,
specifically by increasing proliferation, differentiation, and induction of T regulatory cells that
function to blunt the immune response [151,153]. Interestingly, direct inhibition of T cell function
via EV-associated PD-L1 has also been reported [154]. Furthermore, prostate cancer cell-derived EVs
have been found to down-regulate NKG2 in natural T-killer cells and this could contribute to immune
suppression [150]. These examples serve to underscore the variety of ways in which tumor-derived
EVs can inhibit the immune system.

EVs may also act on cells of the immune system to promote tumor-supportive inflammation.
For example, tumor cell-derived EVs can stimulate macrophages to release pro-inflammatory cytokines
via activation of the NFκB pathway [155,156]. In breast cancer cells, this pathway activation led to an
increase in the secretion of pro-inflammatory cytokines including IL-6, TNFα, GCSF, and CCL2 [156].
Furthermore, tumor EV-associated miR-21 and miR-29a can trigger a pro-inflammatory response in
immune cells [157]. Interestingly, these miRs appear to function by acting as EV-associated ligands for
toll-like receptors, rather than through their internalization into the cell [157].

3.4. Tumor Promoting Effects of Other Extracellular Vesicles

As noted above, the majority of studies have focused on the functional impact of EV populations
collected via ultracentrifugation at 100,000× g, which are assumed to be enriched for exosomes.
Several papers, however, have also assessed larger EV species, including ectosomes and large
oncosomes, which arise from non-apoptotic blebbing of the plasma membrane [124,158,159].
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This subset of EVs is obtained by collecting pellets from cell culture media supernatant centrifuged at
10,000× g and further purified by density gradient centrifugation. Minciacchi and colleagues found that
large oncosomes were able to reprogram prostate fibroblasts via alterations in MYC/AKT1 pathways,
rather than via TGFβ as was observed by exosomes [123,158]. Thus, different subtypes of EV reprogram
fibroblasts using different mechanisms. Interestingly, by comparing the tumorigenic capabilities of the
10,000 g and 100,000 g EV fractions from the same cell line, Lindoso and colleagues found that EVs
collected after centrifugation at 10,000× g were more effective at stimulating angiogenesis, whereas EVs
collected after centrifugation at 100,000× g were more effective at increasing migration of endothelial
cells [124]. These results strengthen the conclusion that different EV subtypes perform unique functions
within the tumor niche.

4. Therapeutic Implications of Extracellular Vesicles

In addition to EV biomarkers derived from serum or other biological fluids, a topic that has
been thoroughly reviewed above and by others [160,161], EVs have significant potential for use in
anti-cancer therapy. Strategies include using EVs as potential cancer vaccines or drug delivery systems,
developing interventions to sequester tumor-derived EVs in patients, and developing drugs that target
factors involved in EV release.

One of the first indications that EVs may have utility as cancer therapeutics was the observation
that dendritic cells secrete antigen-presenting vesicles and that tumor peptide-pulsed dendritic
cell-derived EVs decrease tumor growth in mice [145]. This finding drove interest in using dendritic
cell-derived EVs as tumor vaccines and spurred multiple clinical trials. Three Phase I trials confirmed
the safety of use of dendritic cell-derived EVs in anti-cancer treatments; however, the injected EVs
exhibited poor potential in stimulating a T-cell response in the patients [162–164]. More recently,
a Phase II trial was completed using dendritic cell-derived EVs as a vaccine. This involved EVs derived
from IFN-γ-matured dendritic cells rather than immature dendritic cells [165]. Unfortunately, the
endpoint goal (4 months of disease-free survival in 50% of patients) was not reached. A major hurdle
in the use of EVs as therapeutics involves the standardization of techniques used to collect and analyze
EVs and their molecular cargo, as discussed in Section 2.1 [13]. Interestingly, Tkach and colleagues
found that EVs derived from immature dendritic cells are functionally heterogeneous, with large
(2000 g) and small (100,000 g) EVs resulting in different cytokine expression profiles in recipient
cells [166]. However, no such heterogeneity was observed for EVs derived from mature dendritic
cells [166]. While promising, further work is required to develop a suitable strategy for use of dendritic
cell-derived EVs as a form of anti-cancer therapy.

EVs display characteristics that make them ideal options for drug delivery. They are well
tolerated in the body, easily taken up by cells, and can be targeted for uptake by specific tissues [167].
A general strategy involves engineering EVs to contain a specific cargo, such as pro-apoptotic proteins,
miRNAs, or siRNAs, chemotherapeutic drugs, or molecules targeting specific oncogenes [114,168–173].
Indeed, several papers have described the successful insertion of siRNAs into exosomes [114,169–171].
For example, Alvarez-Erviti and colleagues successfully used self-derived dendritic cell EVs loaded
with siRNA to target the brains of mice, finding that this approach did indeed facilitate knockdown
of target mRNAs [169]. Further, injection of mice with EVs engineered to contain siRNA targeting
mutant KRAS suppressed pancreatic cancer growth and improved overall survival [114].

An additional approach involves counteracting the pro-tumorigenic effects of EVs. One approach
is to directly remove EVs from circulation. For example, Marleau and colleagues describe an
extracorporeal hemofiltration system which filters blood for components under 200 nm and removes
them using affinity agents for target molecules [174]. However, additional studies are required to
test the clinical utility of this device. As another example, Nishida-Aoki and colleagues found that
treatment of mice with anti-CD9 or anti-CD63 antibodies stimulated EV removal by macrophages,
thus greatly decreasing EV concentration in the blood [118]. Although this treatment had no effect
on the primary tumor, the authors observed a significant reduction in metastasis [118]. Blocking EV
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biogenesis in tumor cells by silencing genes encoding EV-related machinery is another potential avenue
for inhibiting tumorigenesis. For example, knockdown of SMPD3 and RAB27A resulted in reduced EV
secretion and decreased tumorigenesis in mouse models [127,133,143]. However, such strategies may
interfere with the normal process of EV-mediated communication; thus, a strategy which serves to
minimize off-target effects is required.

5. Summary

In the past few years we have learned a great deal regarding the myriad of cargo molecules
contained within EVs and the complex roles EVs play in the tumor microenvironment. The pace of
research on this topic has vastly increased in the past couple of years, and we will no doubt make
great strides in the years ahead in understanding the complexities underlying the role of EVs in cancer.
Though much of this research is still in its infancy, there no doubt there lies many exciting therapeutic
and biomarker opportunities ahead.

Author Contributions: Conceptualization, J.J., R.T., and C.G.; Writing-Original Draft Preparation, J.J. and R.T.;
Writing-Review & Editing, J.J., R.T., and C.G.

Funding: This research received no external funding.

Acknowledgments: We thank Timon Buys for helpful discussion.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Gould, S.J.; Raposo, G. As we wait: Coping with an imperfect nomenclature for extracellular vesicles.
J. Extracell. Vesicles 2013, 2, 20389. [CrossRef] [PubMed]

2. Trajkovic, K.; Hsu, C.; Chiantia, S.; Rajendran, L.; Wenzel, D.; Wieland, F.; Schwille, P.; Brügger, B.; Simons, M.
Ceramide triggers budding of exosome vesicles into multivesicular endosomes. Science 2008, 319, 1244–1247.
[CrossRef] [PubMed]

3. Abusamra, A.J.; Zhong, Z.; Zheng, X.; Li, M.; Ichim, T.E.; Chin, J.L.; Min, W.P. Tumor exosomes expressing
fas ligand mediate CD8+ T-cell apoptosis. Blood Cells Mol. Dis. 2005, 35, 169–173. [CrossRef] [PubMed]

4. Taraboletti, G.; D’Ascenzo, S.; Giusti, I.; Marchetti, D.; Borsotti, P.; Millimaggi, D.; Giavazzi, R.; Pavan, A.;
Dolo, V. Bioavailability of VEGF in tumor-shed vesicles depends on vesicle burst induced by acidic pH.
Neoplasia 2006, 8, 96–103. [CrossRef] [PubMed]

5. Montecalvo, A.; Larregina, A.T.; Shufesky, W.J.; Stolz, D.B.; Sullivan, M.L.; Karlsson, J.M.; Baty, C.J.;
Gibson, G.A.; Erdos, G.; Wang, Z. Mechanism of transfer of functional microRNAs between mouse dendritic
cells via exosomes. Blood 2011. [CrossRef] [PubMed]

6. Tian, T.; Zhu, Y.L.; Zhou, Y.Y.; Liang, G.F.; Wang, Y.Y.; Hu, F.H.; Xiao, Z.D. Exosome uptake through
clathrin-mediated endocytosis and macropinocytosis and mediating miR-21 delivery. J. Biol. Chem. 2014,
289, 22258–22267. [CrossRef] [PubMed]

7. Valadi, H.; Ekström, K.; Bossios, A.; Sjöstrand, M.; Lee, J.J.; Lötvall, J.O. Exosome-mediated transfer of mrnas
and microRNAs is a novel mechanism of genetic exchange between cells. Nat. Cell Biol. 2007, 9, 654–659.
[CrossRef] [PubMed]

8. Kosaka, N.; Iguchi, H.; Hagiwara, K.; Yoshioka, Y.; Takeshita, F.; Ochiya, T. Neutral sphingomyelinase
2 (nSMase2)-dependent exosomal transfer of angiogenic microRNAs regulate cancer cell metastasis.
J. Biol. Chem. 2013, 288, 10849–10859. [CrossRef] [PubMed]

9. Webber, J.; Steadman, R.; Mason, M.D.; Tabi, Z.; Clayton, A. Cancer exosomes trigger fibroblast to
myofibroblast differentiation. Cancer Res. 2010, 70, 9621–9630. [CrossRef] [PubMed]

10. Wieckowski, E.U.; Visus, C.; Szajnik, M.; Szczepanski, M.J.; Storkus, W.J.; Whiteside, T.L. Tumor-derived
microvesicles promote regulatory T cell expansion and induce apoptosis in tumor-reactive activated CD8+ T
lymphocytes. J. Immunol. 2009, 183, 3720–3730. [CrossRef] [PubMed]

11. Gardiner, C.; Di Vizio, D.; Sahoo, S.; Thery, C.; Witwer, K.W.; Wauben, M.; Hill, A.F. Techniques used for the
isolation and characterization of extracellular vesicles: Results of a worldwide survey. J. Extracell. Vesicles
2016, 5, 32945. [CrossRef] [PubMed]

212



Cells 2018, 7, 93

12. Webber, J.; Clayton, A. How pure are your vesicles? J. Extracell. Vesicles 2013, 2, 19861. [CrossRef] [PubMed]
13. Ramirez, M.I.; Amorim, M.G.; Gadelha, C.; Milic, I.; Welsh, J.A.; Freitas, V.M.; Nawaz, M.; Akbar, N.;

Couch, Y.; Makin, L.; et al. Technical challenges of working with extracellular vesicles. Nanoscale 2018, 10,
881–906. [CrossRef] [PubMed]

14. Kanwar, S.S.; Dunlay, C.J.; Simeone, D.M.; Nagrath, S. Microfluidic device (exochip) for on-chip isolation,
quantification and characterization of circulating exosomes. Lab Chip 2014, 14, 1891–1900. [CrossRef]
[PubMed]

15. Mateescu, B.; Kowal, E.J.; van Balkom, B.W.; Bartel, S.; Bhattacharyya, S.N.; Buzas, E.I.; Buck, A.H.;
de Candia, P.; Chow, F.W.; Das, S.; et al. Obstacles and opportunities in the functional analysis of extracellular
vesicle RNA—An isev position paper. J. Extracell. Vesicles 2017, 6, 1286095. [CrossRef] [PubMed]

16. Eldh, M.; Lotvall, J.; Malmhall, C.; Ekstrom, K. Importance of RNA isolation methods for analysis of exosomal
RNA: Evaluation of different methods. Mol. Immunol. 2012, 50, 278–286. [CrossRef] [PubMed]

17. Ji, H.; Chen, M.; Greening, D.W.; He, W.; Rai, A.; Zhang, W.; Simpson, R.J. Deep sequencing of RNA from
three different extracellular vesicle (ev) subtypes released from the human lim1863 colon cancer cell line
uncovers distinct miRNA-enrichment signatures. PLoS ONE 2014, 9, e110314. [CrossRef] [PubMed]

18. Cha, D.J.; Franklin, J.L.; Dou, Y.; Liu, Q.; Higginbotham, J.N.; Beckler, M.D.; Weaver, A.M.; Vickers, K.;
Prasad, N.; Levy, S. Kras-dependent sorting of miRNA to exosomes. eLife 2015, 4, e07197. [CrossRef]
[PubMed]

19. Fiskaa, T.; Knutsen, E.; Nikolaisen, M.A.; Jørgensen, T.E.; Johansen, S.D.; Perander, M.; Seternes, O.M.
Distinct small RNA signatures in extracellular vesicles derived from breast cancer cell lines. PLoS ONE
2016, 11, e0161824. [CrossRef] [PubMed]

20. Amorim, M.G.; Valieris, R.; Drummond, R.D.; Pizzi, M.P.; Freitas, V.M.; Sinigaglia-Coimbra, R.; Calin, G.A.;
Pasqualini, R.; Arap, W.; Silva, I.T. A total transcriptome profiling method for plasma-derived extracellular
vesicles: Applications for liquid biopsies. Sci. Rep. 2017, 7, 14395. [CrossRef] [PubMed]

21. Endzelin, š, E.; Berger, A.; Melne, V.; Bajo-Santos, C.; Sobol,evska, K.; Ābols, A.; Rodriguez, M.; Šantare, D.;
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Abstract: MicroRNAs (miRNAs) are important post-transcriptional gene expression regulators.
Here, 448 different miRNA genes, including 17 novel miRNAs, encoding for 589 mature Atlantic
salmon miRNAs were identified after sequencing 111 samples (fry, pathogen challenged fry, various
developmental and adult tissues). This increased the reference miRNAome with almost one hundred
genes. Prior to isomiR characterization (mature miRNA variants), the proportion of erroneous
sequence variants (ESVs) arising in the analysis pipeline was assessed. The ESVs were biased towards
5’ and 3’ end of reads in unexpectedly high proportions indicating that measurements of ESVs rather
than Phred score should be used to avoid misinterpreting ESVs as isomiRs. Forty-three isomiRs
were subsequently discovered. The biological effect of the isomiRs measured as increases in target
diversity was small (<3%). Five miRNA genes showed allelic variation that had a large impact on
target gene diversity if present in the seed. Twenty-one miRNAs were ubiquitously expressed while
31 miRNAs showed predominant expression in one or few tissues, indicating housekeeping or tissue
specific functions, respectively. The miR-10 family, known to target Hox genes, were highly expressed
in the developmental stages. The proportion of miR-430 family members, participating in maternal
RNA clearance, was high at the earliest developmental stage.

Keywords: Teleostei; embryogenesis; tissue-enriched miRNAs; post-transcriptional gene regulation

1. Introduction

MicroRNAs (miRNAs) are short non-coding RNAs that play an important role in
post-transcriptional regulation of gene expression [1]. After transcription, the large primary miRNA
transcripts (pri-miRNAs) are cleaved into shorter miRNA precursors (pre-miRNAs) that are exported
out of the nucleus by Exportin 5. Here they are processed further by Dicer to produce the mature 5p
and 3p miRNAs that are about 20–24 nts long. The mature miRNAs are then loaded onto Argonaute
proteins and incorporated in the RNA induced silencing complex (miRISC). As part of the miRISC
they form partially complementary bindings with their target mRNAs which subsequently leads
to degradation or translational repression of the target transcripts [1,2]. The characteristics of these
miRNA precursors and the mature miRNAs produced from Dicer cleavage of the miRNA precursors
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may be utilized to design bioinformatics tools that identify the miRNA genes and their mature miRNAs.
High-throughput sequencing of small RNAs that are analyzed with such dedicated bioinformatics
tools against a reference genome allows for massive parallel identification of a large number of miRNA
genes [3,4].

Several studies have demonstrated that miRNAs are involved in many biological processes such
as development, growth, tissue differentiation and apoptosis [5,6]. There is also evidence that some
miRNAs are important regulators of immune function and immune responses [7,8]. As their biological
function is defined by the sequence of the mature miRNAs, characterization of the miRNA repertoire
is a first step to understand how miRNAs participate in the regulation of a species gene networks.

Genomic research in Atlantic salmon (Salmo salar) has been carried out due to the cultural
and recreational importance of this species, and more importantly, its economic importance as an
aquaculture species (www.fao.org/fishery/affris/species-profiles/atlantic-salmon/atlantic-salmon-
home/en/). Atlantic salmon miRNAs were first characterized in 2013 by Andreassen et al. [9] and
Bekaert et al. [10] utilizing the first assembly of the Atlantic salmon genome sequence. These miRNA
reference sequences (miRNAome) has been used to develop RT-qPCR methods to measure miRNA
expression, to investigate the role of miRNAs in host-virus responses, miRNAs that may affect sea
louse infestation and miRNAs that may affect testis development [11–14].

The development of sequencing technology and the increased sensitivity of deep sequencing has
led to the discovery of isomiRs [15–17]. IsomiRs are mature miRNA sequence variants with different 5’
and/or 3’ ends compared to their corresponding canonical mature miRNAs. IsomiRs are assumed
to be products of imprecise cleavage of pre-miRNAs, RNA editing and non-templated nucleotide
additions at the 3′ end of miRNAs [17,18]. Knowledge about the function of isomiRs is limited, but
it has been suggested that isomiRs cooperate with their corresponding canonical miRNAs to target
common biological pathways. Any post-transcriptional modification of the 5’ end of a mature miRNA
(5’ isomiRs) is of particular importance as such changes affect the “seed” sequences. Any change
of “seed” would affect target specificity, and by this, potentially increase the number of transcripts
targeted [18,19].

Small-RNA sequencing datasets consist of a huge number of reads. Some differences in length
or sequence among reads are due to errors arising in the sequencing pipeline like RNA degradation,
sequence errors introduced in cDNA synthesis or during sequencing [20,21]. Such artefacts may be
misinterpreted as isomiRs. Therefore, to characterize isomiRs that are true products of biological
post-transcriptional processing one need to distinguish isomiRs from such artefacts arising in the deep
sequencing pipeline.

So far, there have been no studies to characterize isomiRs in Atlantic salmon. Although the
first miRNA discovery studies provided an important species-specific reference [9,10], the materials
sequenced were from relative few samples. No samples from different developmental stages or tissues
from fish challenged with pathogens were investigated.

In the present study, about ten times more samples have been included compared to the initial
study [9]. One hundred and eleven small RNA libraries from different tissues sampled from adult
fish, from different developmental stages, from normal fry, as well as from fry challenged with
pathogens were sequenced. Thus, the materials investigated has allowed us to identify miRNAs likely
to have tissue and developmental stage specific functions. The proportion of isomiR-like artifacts
generated in the small-RNA sequencing pipeline was also revealed. On this background, the first
characterization of isomiRs in Atlantic salmon was carried out. Nearly one hundred new miRNA
genes, both miRNAs conserved in teleosts, as well as novel miRNAs, were discovered. The new
reference miRNAome, where miRNA gene locations are assigned to the present genome sequence [22],
forms an important updated resource for miRNA expression studies, as well as for comparative studies
of miRNA gene evolution.

224



Cells 2019, 8, 42

2. Materials and Methods

2.1. Materials

A total of 111 samples were sequenced in this study. Samples 1–96 in Table S1 were from fry,
while samples 97–111 were tissue samples from particular organs from fully developed adults (intestine,
gills, gonads, head-kidney or mid-kidney) and from early developmental stages. The samples from
different developmental stages comprised of embryos sampled at 4, 19, 39, and 50 days post fertilization
(dpf), an eyed-egg 63dpf, and an alevin one-day post hatching (alevin 1dph). These 111 samples
were used in the miRdeep2 analysis (version 0.0.7) [4], the analysis of tissue enriched miRNAs and
for isomiR characterization (Table S1). Results from the eleven small-RNA sequenced samples in
Andreassen et al. [9] were also included in the datasets to identify miRNAs enriched in particular
tissues. An additional 24 tissue samples (Table S2) from brain (n = 4), gills (n = 3), heart (n = 4), intestine
(n = 5), liver (n = 5) and white muscle (n = 3) were included to investigate miRNAs enriched in those
particular tissues. These samples were used for RT-qPCR analysis as described in Section 2.9.

Fry materials, sampled in Scotland were euthanized using a procedure specifically listed on
the appropriate Home Office (UK) license, and all experiments were performed under the approval
of Cefas ethical review committee and complied with the Animals Scientific Procedures Act. Some
of the pathogens challenged fry were part of a challenge study using infectious pancreatic necrosis
virus (IPNV) described in in Robledo et al. [23]. Sacrifice procedure of the other fish in the materials
sampled in Norway was approved by the official ethics board FOTS (forsøksdyrutvalgets tilsyns-og
søknadssystem). Dissection and sampling of materials were performed in agreement with the
provisions enforced by the Norwegian Animal Research Authority.

2.2. Small RNA Extraction

Sampling and extraction of RNA from the fry materials (samples 1–96, Table S1) were carried
out, as described in Robledo et al. [23]. Total RNA was isolated using TRI reagent (Sigma–Aldrich®,
St. Louis, MO, USA) following the manufacturer’s instructions. The RNA quantity and quality
were determined using spectrophotometry (NanoDrop ND-1000, Thermo Scientific, Wilmington,
DE, USA) and agarose gel electrophoresis, respectively. Total RNA from the remaining materials
was extracted by using the mirVana Isolation Kit (Ambion, Life Technologies, Carlsbad, CA, USA)
according to the manufacturer’s protocol. The RNA concentration and purity were determined using
spectrophotometry (NanoDrop ND-1000, Thermo Scientific, Wilmington, DE, USA).

2.3. Library Preparation and Small-RNA Sequencing

Small-RNA library construction and the small-RNA sequencing was performed at the Norwegian
Genomics Consortium’s genomic core facility (NGC). The Illumina NEBNext small RNA Library Prep
Set (New England Biolabs, Inc. Ipswich, MA, USA) was used to prepare the 96 libraries from the
96 fry samples, while Illumina® TruSeq Small RNA sample preparation kit (Illumina, San Diego, CA,
USA) was used to construct 15 libraries from the tissue and developmental stage specific samples.
1 μg of total RNA was used per sample as input in the library preparation in accordance with the
manufacturer’s protocols. The sequencing was carried out on the Illumina Genome Analyzer IIx
sequencing platform.

2.4. Pre-Processing and Quality Assesment of Small-RNA Sequence Reads

The raw sequencing reads (fastq-files) from each sample were pre-processed to ensure that the
raw data used in downstream analysis were of good quality and desired sizes. An assessment of the
raw sequence reads was first carried out using FASTQC (v.0.11.5) [24], to ensure that the small RNA
read quality was satisfactory before adaptor sequences were removed using cutadapt (v.1.13) [25].
Additional size filtering was carried out to discard reads that were outside the expected size range of
mature miRNAs (18–25 nts). The quality of the trimmed and size filtered reads were analyzed by a

225



Cells 2019, 8, 42

second FASTQC analysis. Reads that passed this post-trim QC were used in the downstream analysis
of the small RNA sequenced samples.

2.5. Identification of Atlantic Salmon miRNA Precursors, Their Mature miRNAs and miRNA Gene Locations

High quality reads from 108 samples (samples 1–97, 99, 102–111, Table S1) were used for
identification of miRNAs applying the miRDeep2 software package. Default settings were used [3,4] to
predict miRNA precursors along with their 5p and 3p mature miRNAs. Each sample was independently
analyzed with miRDeep2 to allow for detection of miRNAs expressed in particular tissues or
developmental stages. The present version of the Atlantic salmon genome assembly, ICSASG_v2,
GenBank accession number: GCA_000233375.4 [22], and a genome index consisting of the existing
reference Atlantic salmon miRNAs [9,10] was also used in the miRdeep2 analysis. The characterization
pipeline is illustrated in Figure 1. The reads were mapped to the Atlantic salmon genome sequence
using the miRDeep2 mapper module. Guided by the mapped reads genomic sequences that showed
features expected from precursor sequences (e.g., ability to form hairpins) and with aligned reads
showing expected characteristics of mature miRNAs processed by Dicer/Drosha were identified.
These were assigned a log-odds score (the miRDeep2 score) based on an algorithm that integrates the
statistics of the read positions, the frequencies of reads within hairpins, and the posterior probability
that the hairpin was derived from a true miRNA gene [3]. To prevent false positive detection
of miRNA precursors, a miRDeep2 score of ≥ 2 was used as a cut-off. All predicted precursors
with miRDeep2 scores equal to or above the threshold were included in the downstream analysis.
They were further analyzed by Basic Local Alignment Search Tool (BLAST) searches, using the
putative precursor sequences as input, against miRNAs in the miRNA sequence database (miRBase)
(version 22) (http://www.mirbase.org/search.shtml) [26]. A significant hit was defined as matches
with an e-value of ≤ 1 × 10−7 against any hairpin precursor in the database. Those identified as
Atlantic salmon miRNA genes in the first study [9] were annotated with new genome locations in
the present Atlantic salmon genome. Other matches were identified as Atlantic salmon orthologs of
miRNA genes discovered in other teleost species. These were annotated according to the miRBase
nomenclature guidelines (ssa-prefix and same number as in other teleosts) [27,28]. The precursors
that did not provide significant matches with any of the miRNAs in miRBase were potentially novel
miRNAs. These were further analyzed by blastn (http://blast.ncbi.nlm.nih.gov/Blast) searches
against RNA databases in GenBank (http://blast.ncbi.nlm.nih.gov/Blast), the small RNA databases
Rfam v.13.0. (http://rfam.xfam.org/search) [29], and the functional RNA database fRNAdb v.3.0.
(https://dbarchive.biosciencedbc.jp/blast) [30]. Candidates that matched other kinds of small RNAs in
these databases were removed (e-value threshold of ≤ 1 × 10−7). The remaining precursors were used
as queries in blastn analysis against the Atlantic salmon genome sequence. Any putative precursor that
provided a significant hit (e-value threshold of ≤ 1 × 10−7) against more than 15 loci in the genome
reference sequence were annotated as interspersed repeats and removed. RNA secondary structure of
the remaining miRNA precursors and their aligned reads were manually inspected. Novel miRNA
genes were identified based on passing the following miRBase criteria [26]; (1) detected in at least two
independent samples, (2) at least 10 sequence reads of mature and star miRNAs mapped (with no
mismatches) to the hairpin precursor, (3) the mature microRNAs were paired with the precursor hairpin
with 0–4 nt overhang at their 3’ ends, (4) the reads mapped supported a consistent pre-processing of 5’
end (5’ homogeneity) and (5) more than 60% of the bases of the mature sequences paired in the hairpin
structure. Those that passed all these criteria were annotated as novel Atlantic salmon miRNAs. These
were designated “ssa-miR-novel-x” with identifying numbers (x; e.g., ssa-mir-novel-1). All miRNAs,
including the novel ones discovered in this study have been submitted to miRBase. When assigned
unique miRNA identities by miRBase these will be added as Addendum to this paper.
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Figure 1. Identification and characterization of Atlantic salmon microRNAs (miRNAs). (I) Candidate
miRNAs with miRdeep2 score ≥ 2 were regarded as putative miRNAs. (II) miRNA precursors were
used as input for BLAST search against miRBase to identify; (a) Atlantic salmon miRNAs already
in the database and new paralogs, (b) Orthologues of other teleost miRNAs not discovered in prior
studies of Atlantic salmon. (III) Candidate miRNAs with no significant matches (e ≤ 1 × 10−7) to
miRBase were considered as putative novel Atlantic salmon miRNAs. (IV) Putative novel miRNA
precursor sequences were BLAST analyzed against other RNA databases (Rfam, NCBI RefSeq and
fRNAdb) to remove those that were other kinds of small RNA. (V) Sequences with no matches in
these databases were further used for BLAST analysis against the Atlantic salmon reference genome
sequence. Significant matches (e ≤ 1 × 10−7) to more than 15 loci in the Atlantic salmon genome were
annotated as interspersed repeats and removed. (VI) The remaining putative novel miRNAs were
compared against expected features of precursors and their mature miRNAs. The candidates that
passed all these criteria were regarded as novel Atlantic salmon miRNAs.

2.6. Annotation of Clustered miRNA Genes

The genome location of all Atlantic salmon miRNA genes was identified using the second and
improved version of the Atlantic salmon genome assembly. The amount of clustered miRNA genes in
the Atlantic salmon genome was examined by comparing their locations in ICSASG_v2. Any miRNA
genes located in the same direction in a contig, within a distance of 10 kb or less were annotated as
clustered miRNA genes (same definition as used by miRBase). We also compared the miRNA clusters

227



Cells 2019, 8, 42

from our study to miRNA clusters in zebrafish (Danio rerio) and Atlantic cod (Gadus morhua), as given
in miRBase to reveal evolutionarily conserved miRNA gene clusters.

2.7. Sequence Errors Arising in the Sequencing Pipeline and IsomiR Detection

Prior to characterizing the abundance of isomiRs the amount and type of reads with erroneous
sequences (erroneous sequence variants, ESVs) that arise in the sequencing pipeline (extraction, cDNA
synthesis, library prep, small RNA sequencing) must be assessed. High quality reads from 48 fry
samples were pooled (441,320,712 reads with Phred quality score above 32). This dataset was collapsed
into a total of 7,004,792 unique reads annotated with their read count number. The phiX Control
is commonly used as an internal control to measure the proportion of ESVs when larger fragments
are sequenced [31,32]. This control can however, not be applied in small RNA sequencing. Instead,
we used two highly abundant and ubiquitously expressed Atlantic salmon RNAs; (18S rRNA (Genbank
accession: FJ710886.1), and 60S ribosomal protein L37 (GenBank accession: BT058368.1)) for this
purpose. The two RNAs, the rRNA (1750 bp) and the short mRNA (540 bp), were used as references
as reads that are derived from anywhere out of these larger sequences are not expected to be RNA
edited. All reads were aligned against these two references. The aligned reads with bp differences
compared to the references would be ESVs (or polymorphism). By aligning the unique sequence
reads to those reference sequences in Sequencher software version 5.4.6 (Gene Codes Corporation,
Ann Arbor, MI, USA), the ESVs were visualized. Reads that aligned perfectly to the references and
reads that represented reads with ESVs were counted. Any bias in error rate within reads (e.g., higher
error rate in 3’ end) was also assessed. The ratio between perfectly aligned reads and ESVs were used
to set an error threshold. Reads present in lower amount than this threshold and with non-templated
sequence variation compared to the canonical reference miRNAs are likely to be ESVs, not isomiR
variants that are products of RNA editing.

Detection of isomiRs was carried out by use of isomiR Seed Extension Aligner (isomiR-SEA)
software (version 1.60) [33]. The tool detects mature miRNAs and mature miRNA isoforms by a
seed-based alignment procedure. The unique reads were aligned to reference miRNAs (mature
canonical miRNAs identified in this study) using default settings and commands. The tool classifies
miRNA variations into four categories with respect to the reference miRNA sequence. The reads
matching perfectly to the reference miRNA (canonical miRNAs), reads with any nucleotide variation
in the 5’ end (5’ isomiRs), reads with any nucleotide variation in the 3’ end (3’ isomiRs and 3’ length
isomiRs), and reads with mismatches anywhere in their sequences. Count number of the reads identical
to canonical miRNA sequences was used to set a lower threshold based on the error ratios revealed
in alignments to the reference sequences. If below this threshold, they were removed assuming they
were erroneous sequence variants (ESVs) that had arisen in the pipeline, not isomiRs. All reads
variants passing the error rate cut-off filtering were aligned to their reference miRNA sequences using
Sequencher software. Degraded miRNAs would be identical, but shorter than reference miRNAs.
Shorter 5’ and 3’ isomiR variants could therefore not be reliably identified. The total RNA extracted
also consists of precursor miRNAs, occasionally present in a larger amount than the mature miRNAs
derived from the precursor [34]. Any templated 3’ length isomiRs larger in size than the reference
miRNAs could therefore not be reliably detected as such reads could arise from degradation of
precursor molecules. These shorter and longer template sequences were excluded from further
analysis. The isomiR variants that could be reliably detected in small RNA sequencing data sets were
therefore non-templated 5’ isomiRs, non-templated 3’ isomiRs and non-templated 3’ length isomiRs.
The identification of miRNAs (Section 2.4) is based on the alignment of reads to the genome sequence.
Only reads that aligned perfectly would identify a miRNA gene. As ESVs would be approximately one
fifth of all reads aligning, and those not aligning perfectly, they would not interfere with detection of a
miRNA gene and it‘s templated, canonical mature miRNAs (reads aligning perfectly to the template).
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2.8. Examinating the Biological Effect on Target Gene Specificity from IsomiR Variation

Target gene predictions of isomiRs and their corresponding canonical mature miRNAs was
carried out using the target gene prediction software RNAhybrid version 2.2 [35]. The mature miRNAs
(canonical and isomiR variants) were tested against 3’UTRs from all Atlantic salmon mRNA transcripts
in the Refseq database of Genbank (https://www.ncbi.nlm.nih.gov/refseq/). The analysis was
performed applying the following conditions: Helix constraint 2–8 and no G:U in seed. This allowed
only target genes with perfect seed complementarity to be detected. Minimum free energy threshold
for RNA hybrids was set to −18 kcal/mol to retrieve results (target site matches) from RNA hybrids
with high stability.

2.9. Identification of Tissue Enriched miRNAs

The high-quality reads from 23 tissue samples (samples 6, 7, 97, 98, 100, 102, 104, 106–111 (Table S1)
and the 10 samples sequenced in a previous study [9]) were used to provide rough estimations of
the expression of individual miRNAs across the different tissues. Each mature miRNA was counted
using the reference miRNAome and STAR aligner (version 2.5.2b) [36]. The number of miRNAs in
each sample was normalized by reads per million scaling factor (RPM) [37]. In cases where there
were biological replicates of same tissue (liver, spleen, kidney, head-kidney and intestine) we used
the average RPM values for these tissues. The normalized read counts of individual miRNAs within
each tissue were compared to identify miRNAs that were highly expressed. The fifteen most abundant
miRNAs in each of the tissues, a total of 43 miRNAs, were identified in this manner. The RPM values
from these 43 miRNAs were then compared to identify those miRNAs highly expressed across all
tissues (three-fold or less difference) and those highly expressed in one or a few particular tissues
(more than ten-fold increase in one or a few tissues). Additional tissue enriched miRNAs that were
not among the fifteen most abundant miRNAs from a tissue, were identified in the same manner
(RPM comparison). These were also analyzed by RT-qPCR to validate they were enriched in particular
tissues (see Section 2.9). Those that showed more than ten times higher expression in a particular
tissue (measured by RPM and RT-qPCR or RPM only) was termed highly expressed or tissue enriched.

2.10. RT-qPCR Analysis of Tissue Enriched miRNAs

Nineteen miRNAs (ssa-miR-9a/b-5p, ssa-miR-153a-3p, ssa-miR-122-5p, ssa-miR-499a-5p,
ssa-miR-194b-5p and ssa-miR-192a-5p, ssa-miR-96, ssa-miR-129, ssa-miR-132, ssa-miR-135c,
ssa-miR-212, ssa-miR-219, ssa-miR-723, ssa-miR-734a, ssa-miR-8163, ssa-miR-736, ssa-miR-459 and
ssa-miR-140) were analyzed by RT-qPCR as their RPM values indicated high enrichment in one or
few particular tissues. A summary of the samples used for verification of tissue enriched miRNA
expression by RT-qPCR, a total of 24 samples, is given in Table S2.

First strand cDNA synthesis was performed using the miScript II RT kit (Qiagen, Hilden,
Germany) according to the manufacturer’s instructions. miRNAs were then detected using the miScript
SYBR® Green PCR kit (Qiagen, Hilden, Germany) as described by the manufacturer. The qPCR
assays were carried out by means of custom designed forward primers together with a universal
reverse primer provided with the miScript qPCR kit. An overview of the primers specific to each
mature miRNA is given in Table S3. The qPCR reactions were performed on Mx3000p qPCR system
(Stratagene, Agilent Technologies, LA Jolla, CA, USA) using 96-well plates, with thermocycling
conditions of 95 ◦C for 15 min, followed by 40 cycles of 94 ◦C for 15 s, 55 ◦C for 30 s and 70 ◦C for
30 s. Cq values were obtained using the MX3000p software package (Stratagene, Agilent Technologies,
USA). The relative expression of each miRNA was normalized against miR-25-3p and miR-107-3p,
based on their good stability across tissues [10]. The mean normalized Cq values for each of the
different tissues was calculated. The relative difference in expression between tissues was calculated
using the ΔΔCt-method [38]. Statistical significance of the observed relative difference in expression
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was tested using student’s t-test and significance levels corresponding to P-values ≤ 0.05 that were set
after Bonferroni-correction based on number of tests.

3. Results

3.1. Small RNA Sequencing and Identification of Atlantic Salmon miRNAs

3.1.1. Generation of RNA Libraries and Results from Small RNA Sequencing

Small RNA libraries were successfully generated for 111 samples from salmon fry (n = 24),
pathogen challenged fry (n = 72), tissue samples (intestine, gills, gonads, head-kidney and mid-kidney)
from fully developed adults (n = 9), and samples from different developmental stages; embryos
sampled at 4, 19, 39, 50 dpf, eyed-egg 63dpf, and an alevin 1dph. After pre-processing the raw reads
(see methods), there were a total of 656,748,326 high quality, adapter trimmed and size filtered reads
from fry samples and 46,047,362 reads from the different tissues and developmental stage samples.
A detailed overview of sample origin, RNA concentration, quality and read numbers are given in
Table S1.

3.1.2. Results from Discovery and Characterization of Atlantic Salmon miRNAs

The miRdeep2 algorithm has been shown to be a sensitive and reliable method for identifying
miRNAs in different species [3,4]. Here it was successfully used to analyze the processed high-quality
reads from each of the 111 samples separately. The results from the miRdeep2 analysis was 941
predicted miRNA precursors with their corresponding 5p and 3p mature reads. These were further
processed as described in Figure 1 (see Section 2.4). Out of the 371 different Atlantic salmon miRNA
genes already annotated and deposited in the database [9], all but one of each of the miRNA paralogs
ssa-mir-210-1 and ssa-mir-29b-4 were re-discovered. In addition, new identical paralogs (i.e., identical
precursor miRNA sequences at different genome locations) and new miRNA paralogs with small
sequence differences, altogether a total of 533, were discovered. The re-discovery of these miRNAs in
this new material provided additional confidence that they are true Atlantic salmon miRNAs. Another
20 miRNAs were identified as orthologues of miRNA genes in other teleosts and annotated as new
Atlantic salmon miRNA genes in accordance with miRBase guidelines. Three of these miRNA genes
had two copies (paralogs) in Atlantic salmon. We thus identified 556 evolutionary conserved miRNA
genes with their corresponding mature 5p and 3p miRNAs (Table S4).

The remaining precursor candidates retrieved from the miRdeep2 analysis showed very low
sequence similarity to any of the miRNA genes in miRBase. Seventy-nine of these candidates provided
significant matches (e-value ≤ 1 × 10−7) to other kinds of small RNA (e.g., rRNA, snoRNAs),
and were removed. Hundred and twenty sequences provided multiple hits against the salmon
genome sequence indicating they were different kinds of repetitive sequences rather than miRNA
genes, and thus removed.

Finally, we applied the miRBase guidelines to identify high confidence novel miRNA genes
among the remaining precursors retrieved from the miRdeep2 analysis [26]. Following these guidelines
(see Section 2.4), 17 novel miRNA genes were identified. The precursor sequences from all novel
miRNAs with their corresponding mature 5p and 3p sequences, annotation of arm dominance and
the genome location of each precursor is given in Table 1. One of the novel miRNA genes revealed
a perfect match in miRBase, (e-value ≤ 1 × 10−18) to a salmon fluke (Gyrodactylus salaris) miRNA
(gsa-mir-9404). However, this precursor sequence aligned perfectly (100% identity) to the Atlantic
salmon genome, while there were no matches to the Gyrodactylus salaris genome (GenBank accession:
GCA_000715275.1) (e-value > 0.5). This one was also identified as an Atlantic salmon miRNA in
Bekaert et al. (miR-new156-5p) [10]. This strongly indicates that this is an Atlantic salmon miRNA
rather than originating from G. salaris. This miRNA was annotated as ssa-miR-novel-17 in our new
reference miRNAome. One novel precursor (ssa-miR-novel-15) had several identical copies clustered
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at two unique genomic locations, and two novels (ssa-miR-novel-6 and ssa-miR-novel-7) had two and
three identical copies respectively, while the other 14 novel miRNA genes were present as single copies.

Table 1. Novel Atlantic salmon miRNAs identified in this study.

miRNA ID 1 Mature-5p (5´-3´) 2 Mature-3p (5´-3´) 2 Precursor Sequence (5´-3´)

ssa-mir-
novel-1

UCAGUGAUGUGU
ACGCCAAAGGU

UCGGCAUACACA
UCACUGACA

UCAGUGAUGUGUACGCCAAAGGUGUAAAGCU
UCAAGUUCCUCGGCAUACACAUCACUGACA

ssa-mir-
novel-2

AGUUUCCCGGAC
ACAGAUUAAGCC

UUUUGUCUGUC
UGGGAAACCGG

AGUUUCCCGGACACAGAUUAAGCCUAGUCAU
AAUUAUUAUGUUUUGUCUGUCUGGGAAACCGG

ssa-mir-
novel-3

UGACGAUACCUU
UGGAACAAGA

UUGUACCAAUAGU
AAAGUCUGA

UGACGAUACCUUUGGAACAAGAGGUGAAUUAC
GUCUUAUGCUCUUGUACCAAUAGUAAAGUCUGA

ssa-mir-
novel-4

CGGAUCGCUGCG
UUCACCAUU

AUGGUGAAUGCAAC
GAUAAGGC

CGGAUCGCUGCGUUCACCAUUAUAUUUAACU
UCAACAGAAUGGUGAAUGCAACGAUAAGGC

ssa-mir-
novel-5

UACGGUAUGUA
CUGUAGGCUAC

UAGGCUACGGUA
UGUACUGAAG

UACGGUAUGUACUGUAGGCUACGGUAUGUUA
UGUACUGUAGGCUACGGUAUGUACUGAAG

ssa-mir-
novel-6

UGAGCCUUGUC
CUGGACUAAGA

UCAGUCCAUGAC
UAGGCUUAAC

UGAGCCUUGUCCUGGACUAAGAAGUACUUCCA
AUGGCUAUUUUCAGUCCAUGACUAGGCUUAAC

ssa-mir-
novel-7

UUGCUGGUGA
CACUGUCUGUGA

AAGGCACACUUC
ACCAGUAUGG

UUGCUGGUGACACUGUCUGUGAUUUAUUUAG
AAUUCAAGGCACACUUCACCAGUAUGG

ssa-mir-
novel-8

AGACACCUGA
CACAGCCCCCAUU

UGGGUCUGUGU
CUAUUGUCUCU

AGACACCUGACACAGCCCCCAUUCUAUCUCA
UAAAAGUGGGUCUGUGUCUAUUGUCUCU

ssa-mir-
novel-9

UAGGCGUGUC
ACUGCGUGUCACA

UGCGCACGGGG
CCACGCUCUGC

UAGGCGUGUCACUGCGUGUCACAGUCACUG
CUUGCGCACGGGGCCACGCUCUGC

ssa-mir-
novel-10

AGGUCUGUUU
GUGCUGUCUUCC

GUGACUGCACA
AACGGAUCUGG

AGGUCUGUUUGUGCUGUCUUCCAUGGCUUU
GGUGACUGCACAAACGGAUCUGG

ssa-mir-
novel-11

AUUGUUCAG
GGCAUUCAUUUCU

UAAGUGAACC
CUUGAGACAAUU

AUUGUUCAGGGCAUUCAUUUCUUGUGAACC
AAUCAAUAAGUGAACCCUUGAGACAAUU

ssa-mir-
novel-12

UUCGCCCCU
GAGGACACACGGU

CCGAAUCCACA
GAAGUGAUGC

UUCGCCCCUGAGGACACACGGUGUUUUCUU
UUAAUAGCACCGAAUCCACAGAAGUGAUGC

ssa-mir-
novel-13

CCUUGACCA
CGUAACCUGACCA

UUAGGUCAGAU
GUGGUCAGGAGA

CCUUGACCACGUAACCUGACCAUAGUUUUC
UUGGUUAGGUCAGAUGUGGUCAGGAGA

ssa-mir-
novel-14

GGGAAUAUA
CAUGACUGUGAUU

UCACAGUCGUG
UAUAUUCCCUC

GGGAAUAUACAUGACUGUGAUUAUGAUUGA
AGAGAAUAAUCACAGUCGUGUAUAUUCCCUC

ssa-mir-
novel-15

CAGAGCUCU
GCUAUCUGCUGUCU

AAGGAGAAAA
CAGAGCUCUGCU

CAGAGCUCUGCUAUCUGCUGUCUGUAUCUU
GUUAAAGGGGAAGGAGAAAACAGAGCUCUGCU

ssa-mir-
novel-16

UUGCUGUUG
ACACUGUCUGUG

UCAAGGCACACU
UAACCAGCAUGG

UUGCUGUUGACACUGUCUGUGAUUUAUUUA
AGGCACACUUCAAGGCACACUUAACCAGCAUGG

ssa-mir-
novel-17

GCGUCUCAG
AGGUCAAACACAGU

UGUGUUAGGCC
UCCGAGUCUGA

GCGUCUCAGAGGUCAAACACAGUAAGUCA
UAUUAAGCUGUGUUAGGCCUCCGAGUCUGA

1 Temporary annotation for the novel miRNAs identified. These will be renamed by miRBase when uploaded in the
miRNA database. 2 The dominant mature miRNA is given in bold. Genomic location of the novel precursors is
given in Table S4.

In summary, there were 448 different miRNA genes, including 17 novel miRNAs discovered.
Adding the 102 identical paralogs there were 577 miRNA genes. Their locations in the present Atlantic
salmon genome is given in supplemental material (Table S4). The new mature Atlantic salmon
miRNAome reference sequences originating from these genes were a total of 589 unique 5p and 3p
mature miRNAs. These are given in FASTA format to be used as a reference miRNAome in miRNA
expression studies in supplemental file S5.

miRNA genes are often located in clusters [9,39–41] that may be co-transcribed as a single
pri-miRNA [2]. Furthermore, miRNA genes located in the same cluster have been shown to work
together to control the same gene pathways when regulating various cellular processes [42–44].
With the discovery of more than one hundred new miRNAs and new genome annotation of all miRNA
genes, the amount of clustered miRNA genes was re-examined. miRNA gene clusters were defined as
suggested by miRBase as two or more miRNA genes located less than 10 kb from each other in the
same direction (on the same genomic strand) [45]. Applying this definition, we identified 235 miRNA
genes that were grouped into 93 distinct clusters. These clusters account for 40% of all Atlantic salmon
miRNA genes. All gene clusters, the miRNA genes in the cluster and their genomic locations are listed
in Table S6.
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Only six gene clusters were present in single copies (1–6, Table S6). The remaining clusters
could be further subdivided into groups where each gene cluster within a group were paralogous
copies. There were 23 such groups, including one miRNA gene cluster with a novel miRNA gene
(ssa-mir-novel-15, group XXIII, Table S6). In the previous discovery of Atlantic salmon miRNA genes,
Andreassen et al. reported a total of 84 miRNA gene clusters [9]. All these, as well as nine additional
clusters were revealed in the new genome sequence. A simple comparison of all groups of Atlantic
salmon miRNA gene clusters to the orthologue miRNA gene clusters discovered in zebrafish and
Atlantic cod (miRBase release 22) showed that 86% of these gene clusters were present in Atlantic cod
with at least one copy, while 90% of these were present in zebrafish with at least one copy. Those present
in zebrafish and Atlantic cod are also shown in Table S6. The large percentage of orthologous gene
clusters in these three species indicates that the majority of gene clusters are evolutionarily conserved
in teleosts. In general, most of the evolutionarily conserved miRNA gene clusters showed a higher
copy number in Atlantic salmon compared to zebrafish and Atlantic cod. This is in agreement with
findings that miRNA genes have been retained in the Atlantic salmon genome in the process of
re-diploidization from the evolutionary recent salmonid specific genome duplication [9,46].

3.2. Characterization of IsomiRs and Polymorphics miRNAs in Atlantic Salmon

3.2.1. Sequence Errors Arising in the Sequencing Pipeline

The characterization of isomiRs requires that the proportion of reads with ESVs that arise in the
sequencing pipeline is measured. A threshold that assures that ESVs are not incorrectly reported as
isomiRs can then be set. Alignment of reads to the references (see Section 2.6) allowed us to examine
the number of sequence errors arising in all parts of the sequencing pipeline. Figure 2 illustrates the
results from the alignment of reads against a small part (bp 150–170) of the reference 18S rRNA.

 

Figure 2. Illustration of aligned reads to the reference (18S rRNA) applying Sequencher software.
(A) This window shows each collapsed read identified by a unique number followed by the count
numbers of this particular read. (B) The sequence of each collapsed read is given in this window (C)
The sequence at the bottom is the reference sequence (18S rRNA). Bullets below bases of the reference
indicate that some of the reads differ from the reference at these basepair positions (erroneous sequence
variants, ESVs). All collapsed reads shown in red boxes have 3’ ESVs. The collapsed reads shown in
blue boxes are reads with correct bp in their 3’ end position. The ratio of reads with 3’ ESVs compared
to reads with correct 3’ end bp’s in this short part of the sequence (bp 150–bp 170) was 0.10. The other
reads below 3’ ESV were all identical to reference at these base positions (e.g., bases in blue color)
verifying that the misaligned bases are 3’ ESVs not polymorphic variants.
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This revealed the amount of ESVs, as well as the position of the ESVs within reads. The ratio of
ESVs distributed across any position within the reads were 0.0004. This was approximately as expected
from the Phred quality of reads as a Phred score of 32 means there are less than 0.00063 bp errors due
to sequencing alone. However, the alignments revealed that there was a strong bias in ESV position
across reads. Almost all ESVs were positioned in the 3’ end (independent of read length). The average
ratio of ESVs in these positions (last bases at 3’ end) was 0.21. The most 5’ bases also revealed a higher
ratio of ESVs (0.02), but far from the ESV frequency observed at the 3’ end. This showed that other
steps in the sequencing pipeline than the sequencing itself, e.g., the cDNA synthesis [19], generated
a large amount of ESVs. If not accounted for, these ESVs could be misinterpreted as 3’ or 5’ isomiR
variants. Alignment of reads to the two controls also showed that all different sizes of reads (18–25 nts)
identical to the references were present in large numbers in the data sets. This showed, as expected,
that any characterization of templated size variants (e.g., from imprecise Dicer processing) of canonical
miRNAs could not be carried out as they could not be distinguished from those reads with small size
variations that were just products of the pipeline itself (e.g., degradation).

3.2.2. IsomiR Characterization

After a series of filtering steps and accounting for the ratio of ESVs (see Section 3.2.1), we identified
41 isomiR variants derived from 37 mature miRNAs, including four isomiR variants of novel miRNAs.
Thirty-two of these were non-templated 3’ isomiRs, while eight were non-templated isomiR length
variants (3’ length isomiRs). One non-templated 5’ isomiR was also identified (Table S7). The most
common variants observed were, thus, the 3’ end variants (98%). Analysis of the ratio of isomiR
variants vs. their canonical forms showed, in general, the predominance of the canonical mature
miRNAs (Table S7). However, ten isomiR variants that were more abundant than their respective
canonical forms were also observed. The most prominent change of non-templated nucleotides was
from cytosine (C) to uracil (U). All eight of the 3’ length isomiRs had uracil (U) added in their 3’
ends. Such uridylation is a common RNA modification found for different RNA species, including
miRNAs [47,48]. These findings indicated that the editing of mature miRNAs was not random.

The biological significance of these isomiRs was further investigated by predicting the targets
of canonical miRNAs and their isomiR forms using RNAhybrid [31]. All the thirty-seven mature
miRNAs and their isomiRs were analyzed against the 3’UTRs of Atlantic salmon mRNAs (Refseq,
Genbank). The results (Figure 3 and Table S8) showed that the 37 canonical miRNAs together could
putatively target 3916 transcripts.

 

Figure 3. A Venn diagram depicting the overlap and difference between the predicted target genes of
canonical miRNAs (green color), 3’ isomiRs (yellow color), 3’ length isomiRs (red color), and 5’ isomiRs
(blue color).
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The 3’ isomiRs (yellow color, Figure 3) were predicted to share 2831 common targets with their
canonical miRNAs. The 3’ length isomiRs (red color, Figure 3) were predicted to share 1124 targets
with their canonical miRNAs, while the 5’ isomiRs (blue color, Figure 3) were predicted to share
23 targets with their canonical miRNAs. Furthermore, the 3’ isomiRs were also predicted to target
additional 65 transcripts, the 3’ length isomiRs could target 40 additional transcripts, while the 5’
isomiRs could target 5 additional transcripts not predicted as targets of their canonical forms. These
comparisons showed that the isomiR variants did not lead to a large increase in putative target
transcripts. Only 110 new transcripts (<3%) were added as targets when including the additional
transcripts targeted by all isomiR variants. Thus, the biological effect, measured as the increase in the
number of targets was small.

3.2.3. Polymorphic Mature miRNAs

Five polymorphic miRNAs (allelic variants) were also identified (Table 2). In all cases,
the proportion of reads with the new variant was larger than 40%. In one of the variants
(ssa-miR-100a-2-3p), the polymorphism (T to C transition) was in the seed sequence. The biological
significance of the variants was, similarly as with isomiRs, investigated by prediction of putative
targets of both the reference and the new variants. Figure 4 and Table S9 show the results from
this analysis.

Table 2. Polymorphic variants of canonical mature miRNAs.

miRNA Reference Sequence 1 Variant Sequence 2

ssa-miR-16a-1-3p CCAGTATTGTTCGTGCTGCTGA CCAGTATTGCTCGTGCTGCTGA
ssa-miR-100a-2-3p ACAAGCTTGTGTCTATAGGTATG ACAAGCTCGTGTCTATAGGTATG
ssa-miR-2188-3p GCTGTGTGAGGTCAGACCTATC GCTGTGTGAGGTCGGACCTATC
ssa-miR-29b-1-5p ACTGATTTCTTCTGGTGTTTAGA ACTGATTTCCTCTGGTGTTTAGA
ssa-let-7a-2-3p CTATACAACTTACTGTCTTTCC CTATACAACATACTGTCTTTCC

1 The reference sequence of mature miRNA. 2 Variant sequence with the polymorphic base given in bold. The most
common variant is underlined.

 

Figure 4. A Venn diagram illustrating the overlap and difference between the predicted target genes of
the five reference mature miRNAs (green color) and the new mature miRNA variants identified in this
study (light red color).

As shown in Figure 4, the reference mature miRNAs were predicted to target 722 transcripts.
The new variants and their reference miRNAs were predicted to share 488 common targets.
One hundred-thirty-six transcripts were predicted to be targeted by the new variants (increase of more
than 15%) (Table S9a). The effect of allelic variation on target diversity was, thus, larger than the effect
observed for isomiRs. However, this was mostly caused by the one variant where the polymorphic site
was within the seed. This ssa-miR-100a-2-3p seed variant contributed 81 (60%) of all the additional
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targets (Table S9b). The reference mature and the new seed variant of the ssa-miR-100a-2-3p were
in this case predicted to share only six common target transcripts, but mostly at different target sites
on the same transcript. This indicated that a single base change in seed can significantly affect target
gene specificity.

3.3. Characterization of miRNA Expression Profiles in Different Tissues and Developmental Stages

3.3.1. Housekeeping miRNAs vs. miRNAs Predominantly Expressed in Particular Tissues

Several studies have demonstrated that miRNAs play an important role in tissue development
and/or in the maintenance of tissue specific functions [5,40,49–54]. Such miRNAs are often highly
expressed in one or a few tissues. On the other hand, there are miRNAs with ubiquitous high
expression across most tissues assumed to maintain housekeeping functions [54]. To identify miRNAs
that are likely to have such housekeeping functions the fifteen most abundant miRNAs in each of
the tissues brain, liver, heart, head-kidney, muscle, intestine, kidney, spleen, gonads and gills were
revealed. Together, there were 43 such miRNAs. Twenty-one of these did not reveal any large
expression differences when comparing across tissues (three-fold or less). Further examining the
enrichment patterns of these 21 miRNAs showed that seven of these miRNAs were among the top ten
most abundant miRNAs in all tissues. These were miR-143-3p, miR-181a-3p, miR-21b-5p, mir-26a-5p,
miR-10b-5p, mir-10d-5p and mir-10a-5p (Table S10). Together, these seven miRNAs accounted for more
than 30% of all miRNAs expressed in any tissue. Their ubiquitous nature and high expression in many
or all tissues suggest that these miRNAs are constitutively expressed and have housekeeping functions.

Other miRNAs showed a predominant expression in particular tissues. Although they were
among the 15 most highly expressed miRNAs in one tissue, they showed very little or no expression in
the other tissues. All of these showed 10–100 times higher expression in one or few particular tissues.
These are shown in the heat map in Figure 5.

 

Figure 5. The heatmap illustrates the predominant expression of 16 mature miRNAs in particular
tissues. The tissues compared are given at the bottom of the columns, while the miRNAs are given in the
horizontal rows to the right. Four of these miRNAs (ssa-miR-9a-5p, ssa-miR-499a-5p, ssa-miR-192a-5p
and ssa-miR-122-5p) were also analyzed by RT-qPCR (see Table 2). The expression values (log2)
of the miRNAs are depicted in the color scale. Very little or no expression is shown in dark blue,
while other colors indicate increased expression (10–100 times) with dark red color as those with the
higher expression.
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Six of these miRNAs (ssa-miR-128-3p, ssa-miR-153b-3p, ssa-miR-182-5p, ssa-miR-183-5p,
ssa-miR-92b-3p and ssa-miR-9a-5p), were predominantly expressed in brain. Two miRNAs from
the miR-499-family (ssa-miR-499a/b-5p) showed about 70 times higher expression in cardiac tissue,
while all 3p mature miRNAs in the miR-133 family (ssa-miR-133-1-4-5/2-3-3p) showed higher
expression in both muscle and cardiac tissue. Another miRNA that was predominantly expressed in
muscle tissue was ssa-miR-26d-5p (about 20 times increase). Two miRNAs, ssa-miR-203a/b-3p, were
highly expressed in gills. Ssa-miR-192a-5p was predominantly expressed in intestine, but this miRNA
also showed an eight to twenty times higher expression in kidney and liver than in all other tissues
indicating it was serving a function common to a cell type present in these three tissues. One more
miRNA, ssa-miR-122-5p also showed a predominant expression in the liver.

Another 15 miRNAs showed lower abundance (i.e., not among the 15 most abundant miRNAs in
one or more tissues), but were still enriched in specific tissues. Additional measurements by RT-qPCR
were used to show that there was a significantly higher expression (>10× higher) of these in the
particular tissues (p-adjusted ≤ 0.05). The results from RT-qPCR analysis of all these miRNAs (Table 3)
agreed with the patterns revealed by the RPM comparisons.

Table 3. Results from RT-qPCR analysis.

miRNA Tissue 1 ΔΔCT 2 Enrichment 3

ssa-miR-9a-5p 4 B −11.13 2241
ssa-miR-9b-3p B −10.21 1184
ssa-miR-96-5p B −5.18 36
ssa-miR-129-5p B −3.56 12
ssa-miR-132-5p B −7.46 176
ssa-miR-135c-5p B −7.05 133
ssa-miR-153a-3p B −10.08 1082

ssa-miR-212ab-3p B −7.29 156
ssa-miR-219a-3p B −7.66 202
ssa-miR-723-5p B −6.83 114
ssa-miR-734a-3p B −4.68 26
ssa-miR-122-5p4 L −12.3 5043
ssa-miR-8163-3p L −8.6 388

ssa-miR-192a-5p 4 L −7.96 249
ssa-miR-499a-5p 4 H −9.7 832

ssa-miR-736-3p H −14.7 26616
ssa-miR-192a-5p 4 I −11.9 3822

ssa-miR-459-5p I −12.9 7643
ssa-miR-194b-5p I −10.8 1783
ssa-miR-140-3p G −3.7 13

1 Tissue where the particular mature miRNA is highly expressed (B = brain, L = liver, H = heart, I = intestine, G =
gills, M = muscle). 2 Logfold difference in highly expressed tissue relative to mean of all other. 3 Times increase
in the highly enriched tissue.4 These four miRNAs are also among those shown in Figure 4. All differences were
significant at adjusted p-values ≤ 0.05.

A complete overview of all 31 miRNAs that showed a tissue specific expression pattern is given
in Table 4. Brain tissue was the one tissue showing largest number of miRNAs expressed in a tissue
specific manner, both among those miRNAs with highly enriched expression (Figure 4), as well as
those investigated by RT-qPCR (16 miRNAs, Table 4).
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3.3.2. Expression Patterns of miRNAs at Development Specific Stages

It has been reported that miRNAs show developmental stage-specific abundance during the
embryonic development of teleosts [32,37]. The miRNA diversity showed, in general, an increase
from less than one hundred to close to 600 different miRNAs during development. Embryo 4dpf,
corresponding to the earliest developmental stage in our materials, showed the smallest diversity
with only 63 different miRNAs expressed (Figure 6). There was a very large increase in the number of
miRNAs that were expressed during the next 15 days as the embryo 19dpf sample revealed there were
318 different miRNAs expressed. The number of miRNAs detected increased by another hundred the
next 20 days (embryo 39dpf), and at the eyed-egg stage (63dpf) it was at its maximum (585 different
miRNAs).

Figure 6. miRNA diversity measured as a number of different miRNAs detected across
developmental stages.

Due to the limited number of samples and lack of proper normalization, we could not compare
expression differences between the developmental stages. We could however compare the expression
differences of miRNAs within each of the developmental stages. A few miRNAs showed high
expression at specific stages, while others exhibited a ubiquitous expression pattern and were highly
enriched in all the developmental stages. This was the case for the three members of the mir-10 family
(ssa-miR-10b-5p, ssa-miR-10d-5p and ssa-miR-10a-5p) that constituted a large proportion (>50%) of
all miRNAs at most developmental stages (Figure 7A–F), while their abundance was very low in fry
(1% of all miRNAs) (Figure 8). The proportion of miRNAs from the ssa-miR-430 cluster was relatively
large at the earliest stages of development (embryo 4dpf, Figure 7A), but appeared to decline rapidly
as the proportion was 3% at 19dpf and less than 1% at all other stages (Figure 7B–F and Figure 8).
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Figure 7. Abundance as a proportion of the total number of miRNAs within each of the developmental
stages. The ssa-miR-10a/b/d-5p family, the miR-430 family, ssa-miR-143-3p and ssa-miR-192a-5p are
shown in blue, green, orange and brown colors, respectively, in the figures (A–F).

 

Figure 8. A pie chart demonstrating the miRNA expression diversity (511 miRNAs) in fry.
The ssa-miR-10a/b/d-5p family, the miR-430 family, ssa-miR-143-3p and ssa-miR-192a-5p are shown
in blue, green, orange and brown colors, respectively, in Figure 8.
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The proportion of ssa-miR-143-3p and ssa-miR-192 was about 5% in embryo 4dpf (Figure 7A),
but the proportion of these miRNAs declined about a tenfold in the following stages (19dpf to eyed-egg
63dpf, Figure 7B–E). These two miRNAs seemed to increase their expression post hatching (Figure 8).

4. Discussion

4.1. Small RNA Sequencing and Identification of Atlantic Salmon miRNAs

In this study, we performed a comprehensive analysis for miRNA characterization and identified
448 different miRNA genes in Atlantic salmon, including 17 novel miRNAs. Although a high
number of Atlantic salmon miRNAs had been identified in 2013, nearly one hundred new miRNA
genes, both miRNAs conserved in teleosts, as well as novel miRNAs, were discovered in this study.
The increase in number of miRNA genes discovered could largely be attributed to the large number
of materials included (111 samples from different tissues, developmental stages, fry and pathogen
challenged fry). This miRNAome will be the new, improved reference to apply when investigating
differential miRNA expression in Atlantic salmon. Furthermore, the genomic locations of all miRNA
genes and their clustering patterns annotated in the updated Atlantic salmon genome sequence will
facilitate further studies of the comparative evolution of miRNA genes.

4.2. Characterization of IsomiRs and Polymorphics miRNAs in Atlantic Salmon

With the advancement of high throughput sequencing techniques, many recent studies have
reported the presence of a number of mature miRNA sequence variants with different 5’ and/or 3’
ends compared to their corresponding canonical mature miRNAs termed as isomiRs. Small-RNA
sequencing projects generate datasets consisting of millions of reads differing in length and quality.
Before characterizing isomiRs one need to control size variations and bp errors that arise in the
pipeline. The read alignments to the larger sized quality control references indicated that most of
the size variations (variation in read length) were artificial and generated in the RNA extraction or
the first steps of the sequencing pipeline. There may be some templated isomiR length variants in
Atlantic salmon, but due to the platform related high proportion of read length variation, they could
not be detected. While there are some studies that report that they have accounted for sequence
errors when characterizing isomiRs, many either have used Phred quality score estimates as an error
threshold or spike-in controls to measure the sequence errors [15,55]. Despite the fact that Phred
score is a good measure of sequence quality, such estimates will only account for the errors caused by
the sequencing itself, not other sources of sequence errors that could be generated at other steps of
the pipeline (e.g., cDNA synthesis). A high frequency of site-specific bias (especially at the 3’ ends),
that would otherwise not be identified by a Phred quality score, was revealed when we estimated the
average ratio of ESVs in our data (see Section 3.2.1). As isomiRs are mature miRNA sequence variants
with non-templated nucleotide differences in the 5’ or 3’ ends, a large proportion of the erroneous
sequence variants revealed could potentially be mistaken for isomiRs. This illustrates the importance
of incorporating measurements of error beyond Phred quality to distinguish ESVs from isomiRs.
The proportion of ESVs may, however, differ between library preparation methods and sequencing
platforms. Nevertheless, controlling the error rate seems crucial.

Most isomiRs identified in our study were the non-templated 3’ isomiRs in the form of nucleotide
substitution and/or nucleotide addition. This result is not surprising, as the 3’ isomiR variants are the
most common isomiR variants observed in animals and plants [19]. As shown in Figure 3, the isomiRs
variants were predicted to cause only very small changes in the number of targeted transcripts.
Our findings are consistent with those reported in other studies, as targeting is mainly mediated
through complementary binding of the 5’ seed (2–8 nts of mature miRNA sequence) [17,19]. Moreover,
the total amount of isomiR variants was small (43 isomiRs). Together, these findings suggest that these
types of modifications may have less biological impact than anticipated [56]. Allelic variation in the
seed did however have a major effect on target gene diversity. The target gene analysis of the two
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allelic variants of miR-100a-2-3p (Table 2) showed that the new variant practically acted as a “new
miRNA”, with a completely new set of target transcripts. The negative selective pressure against
such variation, that could allow miRNAs to adapt new regulatory functions, may be less strict when
miRNAs are from families where the other members maintain regulation of their original target genes.
As the partially tetraploid Atlantic salmon miRNAome has a much larger number of very similar
miRNA genes (paralogs) than other diploid fish (e.g., zebrafish, Atlantic cod), this would allow for
WGD-derived paralogs to change in seed and develop new functions.

Although the biological significance of 3’ isomiRs and 3’ length isomiRs seems small,
these may still cause methodological issues when analyzing miRNAs by quantitative real time PCR
(RT-qPCR) [12,16]. This miRNA detection methodology mainly depends on amplification that is
initiated with a miRNA-specific primer. A nucleotide difference in the 3’ end (3’ isomiRs and 3’
length variants) could lead to the detection of products with different melting temperatures and thus,
affect precise measurements of specific miRNA levels as both the canonical miRNA and the isomiR
variant may be cross detected [57]. It is therefore important to be aware of such variants, as they
may explain some of the methodological challenges one may come across when measuring miRNA
expression by RT-qPCR [16].

4.3. Characterization of miRNA Expression Profiles in Different Tissues and Developmental Stages

Identifying expression patterns of Atlantic salmon miRNAs in different tissues and developmental
stages provides important insight into the function of individual miRNAs. The miRNAs discovered in
our study showed a wide range of expression profiles in the different tissues and developmental stages.
The miRNAs ssa-miR-143-3p, ssa-miR-181a-3p, ssa-miR-21b-5p, ssa-mir-26a-5p, ssa-miR-10b-5p,
ssa-mir-10d-5p and ssa-mir-10a-5p were ubiquitously expressed in all tissues tested. The high
abundance and ubiquitous expression profile of most of these miRNAs have been reported in several
other species [58–61]. The evolutionarily conserved high expression profiles of these miRNAs suggest
they are associated with common signaling pathways in vertebrates and have the same housekeeping
functions in Atlantic salmon. Other miRNAs showed a tissue specific expression pattern suggesting a
specialized role for these miRNAs in tissue differentiation or maintenance of tissue specific functions.
The brain-enriched miRNAs, such as the miR-9 family are e.g., known to have important roles in
neurogenesis and brain development in other fish and mammals [43,53,54,58]. Also consistent with
previous findings in salmon and other teleosts was the tissue specific high enrichment pattern of
miR-122-5p in liver [39,51,52,62]. The high expression of miR-192 shown in liver, kidney and intestine
tissues have also been reported in other fish species [39,63]. Finally, there was a high expression
of the miR-133 family in both muscle and cardiac tissue, whereas the miR-499 family members
were only enriched in cardiac tissue. The miR-133 family are amongst others known to regulate
cardiomyocyte differentiation and proliferation, cardiac morphogenesis and stress responsive cardiac
remodeling process in other species [64,65]. As demonstrated in other species, a majority of the
orthologous miRNAs that showed tissue specific expression have specialized functions in different
tissues. When revealing same tissue enriched expression in Atlantic salmon it is likely that they also
have similar specialized functions in this species.

Several studies have suggested that miRNAs have essential roles in the developmental
progression in vertebrates [66,67]. The increase in miRNA diversity along with the different stages of
development (Figure 6) indicates that the developmental processes are under miRNA regulation during
Atlantic salmon development. The largest change in the proportion of miRNAs within the different
developmental stages was observed for the miR-430 family members. This miRNA family were
highly abundant during the earliest stages of development, while their abundance decreased rapidly
throughout the later stages (Figures 7 and 8). This pattern of expression agreed with those of miR-430
reported in zebrafish. It is assumed that this family of miRNAs are involved in maternal RNA clearance
during early embryogenesis [49,68,69]. We also found three members of the miR-10 family that were
highly abundant throughout all developmental stages up to one-day post-hatching (Figure 7). Previous
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studies in other teleosts have identified members of the miR-10 family members as key regulators of Hox
genes, which are important regulators of embryonic development in vertebrates [50]. The expression of
miR-10 family members is, among others, also shown to be associated with mediating cell proliferation
and differentiation [70]. The sequences of these Atlantic salmon miRNA family members are highly
conserved across species [70]. Together, this implies that they may have similar functions in Atlantic
salmon development. The proportion of ssa-miR-143-3p and ssa-miR-192 was higher in embryo
4dpf (Figure 7A) and fry (Figure 8) (Section 3.3) compared to all the other developmental stages.
The investigation of tissue specific expression showed that they have very high expression levels in all
tissues (ssa-miR-143-3p) or in particular tissues (ssa-miR-192a-5p). In addition, miR-143 accounted for
a large proportion (10%) in female gonads, which suggests that these two miRNAs have important
functions in adults. Thus, the high abundance of these miRNAs in embryo 4dpf could reflect the
maternal contribution rather than a particular function at the earliest stage of development. The rapid
disappearance in the later stages could be essential to allow the expression of genes important in
development. Further experimental studies are necessary to reveal the particular roles of the miRNAs
that showed a specific expression in some tissues and developmental stages.

5. Conclusions

We discovered nearly one hundred new miRNA genes, both miRNAs conserved in teleosts,
as well as novel miRNAs, thus, contributing to a major expansion in the number of different miRNAs
characterized in Atlantic salmon. The resulting new reference miRNAome provides an important
updated resource for miRNA expression studies. Further, a subset of miRNA genes highly abundant in
one or more tissues and developmental stages were revealed, suggesting important biological functions
of particular miRNAs in the maintenance of tissue specific functions and in the regulation of embryonic
development. Together, results from this study provide insight on miRNA regulation that includes
those biological processes, and that may be of economic importance to the aquaculture industry.
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Author Contributions: Conceived and coordinated the study, R.A. and B.H.; Methodology, R.A.; Software,
O.A.; Validation, R.A. and N.T.W.; Formal analysis, R.A., O.A and N.T.W.; Investigation, R.A. and N.T.W.;
Resources, R.A., R.D.H. and J.B.T.; Data curation, R.A. and N.T.W.; Writing—original draft preparation, N.T.W.;
Writing—review and editing, N.T.W., R.A. and B.H.; Visualization, R.A. and N.T.W.; Supervision, R.A. and B.H.;
Project administration, R.A.; Funding acquisition, R.A. All authors revised and approved the final draft.

Funding: This research was supported by funding from the Norwegian Research council, grant number 254849/E40.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Bartel, D.P. MicroRNAs: Genomics, biogenesis, mechanism, and function. Cell 2004, 116, 281–297. [CrossRef]
2. Ha, M.; Kim, V.N. Regulation of microRNA biogenesis. Nat. Rev. Mol. Cell Biol. 2014, 15, 509–524. [CrossRef]
3. Friedlander, M.R.; Chen, W.; Adamidi, C.; Maaskola, J.; Einspanier, R.; Knespel, S.; Rajewsky, N. Discovering

microRNAs from deep sequencing data using miRDeep. Nat. Biotechnol. 2008, 26, 407–415. [CrossRef]
4. Friedlander, M.R.; Mackowiak, S.D.; Li, N.; Chen, W.; Rajewsky, N. miRDeep2 accurately identifies known

and hundreds of novel microRNA genes in seven animal clades. Nucleic Acids Res. 2012, 40, 37–52. [CrossRef]
5. Bushati, N.; Cohen, S.M. microRNA functions. Annu. Rev. Cell Dev. Biol. 2007, 23, 175–205. [CrossRef]
6. Lynam-Lennon, N.; Maher, S.G.; Reynolds, J.V. The roles of microRNA in cancer and apoptosis. Biol. Rev.

2009, 84, 55–71. [CrossRef]
7. Forster, S.C.; Tate, M.D.; Hertzog, P.J. MicroRNA as Type I Interferon-Regulated Transcripts and Modulators

of the Innate Immune Response. Front. Immunol. 2015, 6, 334. [CrossRef]
8. Sonkoly, E.; Stahle, M.; Pivarcsi, A. MicroRNAs and immunity: Novel players in the regulation of normal

immune function and inflammation. Semin. Cancer Biol. 2008, 18, 131–140. [CrossRef]

242



Cells 2019, 8, 42

9. Andreassen, R.; Worren, M.M.; Hoyheim, B. Discovery and characterization of miRNA genes in Atlantic
salmon (Salmo salar) by use of a deep sequencing approach. BMC Genom. 2013, 14, 482. [CrossRef]

10. Bekaert, M.; Lowe, N.R.; Bishop, S.C.; Bron, J.E.; Taggart, J.B.; Houston, R.D. Sequencing and characterisation
of an extensive Atlantic salmon (Salmo salar L.) microRNA repertoire. PLoS ONE 2013, 8, e70136. [CrossRef]

11. Andreassen, R.; Woldemariam, N.T.; Egeland, I.O.; Agafonov, O.; Sindre, H.; Hoyheim, B. Identification of
differentially expressed Atlantic salmon miRNAs responding to salmonid alphavirus (SAV) infection. BMC
Genom. 2017, 18, 349. [CrossRef]

12. Johansen, I.; Andreassen, R. Validation of miRNA genes suitable as reference genes in qPCR analyses of
miRNA gene expression in Atlantic salmon (Salmo salar). BMC Res. Notes 2014, 8, 945. [CrossRef]

13. Valenzuela-Munoz, V.; Novoa, B.; Figueras, A.; Gallardo-Escarate, C. Modulation of Atlantic salmon
miRNome response to sea louse infestation. Dev. Comp. Immunol. 2017, 76, 380–391. [CrossRef]

14. Skaftnesmo, K.O.; Edvardsen, R.B.; Furmanek, T.; Crespo, D.; Andersson, E.; Kleppe, L.; Taranger, G.L.;
Bogerd, J.; Schulz, R.W.; Wargelius, A. Integrative testis transcriptome analysis reveals differentially
expressed miRNAs and their mRNA targets during early puberty in Atlantic salmon. BMC Genom. 2017,
18, 801. [CrossRef]

15. Ebhardt, H.A.; Tsang, H.H.; Dai, D.C.; Liu, Y.; Bostan, B.; Fahlman, R.P. Meta-analysis of small
RNA-sequencing errors reveals ubiquitous post-transcriptional RNA modifications. Nucleic Acids Res.
2009, 37, 2461–2470. [CrossRef]

16. Lee, L.W.; Zhang, S.; Etheridge, A.; Ma, L.; Martin, D.; Galas, D.; Wang, K. Complexity of the microRNA
repertoire revealed by next-generation sequencing. RNA 2010, 16, 2170–2180. [CrossRef]

17. Guo, L.; Chen, F. A challenge for miRNA: Multiple isomiRs in miRNAomics. Gene 2014, 544, 1–7. [CrossRef]
18. Cloonan, N.; Wani, S.; Xu, Q.; Gu, J.; Lea, K.; Heater, S.; Barbacioru, C.; Steptoe, A.L.; Martin, H.C.;

Nourbakhsh, E.; et al. MicroRNAs and their isomiRs function cooperatively to target common biological
pathways. Genome Biol. 2011, 12, R126. [CrossRef]

19. Neilsen, C.T.; Goodall, G.J.; Bracken, C.P. IsomiRs-the overlooked repertoire in the dynamic microRNAome.
Trends. Genet. 2012, 28, 544–549. [CrossRef]

20. Lin, W.; Piskol, R.; Tan, M.H.; Li, J.B. Comment on “Widespread RNA and DNA sequence differences in the
human transcriptome”. Science 2012, 335, 1302, author reply 1302. [CrossRef]

21. Robasky, K.; Lewis, N.E.; Church, G.M. The role of replicates for error mitigation in next-generation
sequencing. Nat. Rev. Genet. 2014, 15, 56–62. [CrossRef]

22. Lien, S.; Koop, B.F.; Sandve, S.R.; Miller, J.R.; Kent, M.P.; Nome, T.; Hvidsten, T.R.; Leong, J.S.; Minkley, D.R.;
Zimin, A.; et al. The Atlantic salmon genome provides insights into rediploidization. Nature 2016, 533,
200–205. [CrossRef]

23. Robledo, D.; Taggart, J.B.; Ireland, J.H.; McAndrew, B.J.; Starkey, W.G.; Haley, C.S.; Hamilton, A.; Guy, D.R.;
Mota-Velasco, J.C.; Gheyas, A.A.; et al. Gene expression comparison of resistant and susceptible Atlantic
salmon fry challenged with Infectious Pancreatic Necrosis virus reveals a marked contrast in immune
response. BMC Genom. 2016, 17, 279. [CrossRef]

24. Andrews, S.; Krueger, F.; Seconds-Pichon, A.; Biggins, F.; Wingett, S. FastQC: A Quality Control Tool for High
Throughput Sequence Data; Babraham Institute: Cambridge, UK, 2012.

25. Martin, M. Cutadapt removes adapter sequences from high-throughput sequencing reads. EMBnet. J. 2011,
17, 10–12. [CrossRef]

26. Kozomara, A.; Griffiths-Jones, S. miRBase: Annotating high confidence microRNAs using deep sequencing
data. Nucleic Acids Res. 2014, 42, D68–D73. [CrossRef]

27. Ambros, V.; Bartel, B.; Bartel, D.P.; Burge, C.B.; Carrington, J.C.; Chen, X.; Dreyfuss, G.; Eddy, S.R.;
Griffiths-Jones, S.; Marshall, M.; et al. A Uniform System for microRNA Annotation. RNA 2003, 9, 277–279.
[CrossRef]

28. Griffiths-Jones, S.; Grocock, R.J.; van Dongen, S.; Bateman, A.; Enright, A.J. miRBase: MicroRNA sequences,
targets and gene nomenclature. Nucleic Acids Res. 2006, 34, D140–D144. [CrossRef]

29. Kalvari, I.; Argasinska, J.; Quinones-Olvera, N.; Nawrocki, E.P.; Rivas, E.; Eddy, S.R.; Bateman, A.; Finn, R.D.;
Petrov, A.I. Rfam 13.0: Shifting to a genome-centric resource for non-coding RNA families. Nucleic Acids Res.
2018, 46, D335–D342. [CrossRef]

243



Cells 2019, 8, 42

30. Mituyama, T.; Yamada, K.; Hattori, E.; Okida, H.; Ono, Y.; Terai, G.; Yoshizawa, A.; Komori, T.; Asai, K.
The Functional RNA Database 3.0: Databases to support mining and annotation of functional RNAs. Nucleic
Acids Res. 2009, 37, D89–D92. [CrossRef]

31. Sanger, F.; Air, G.M.; Barrell, B.G.; Brown, N.L.; Coulson, A.R.; Fiddes, J.C.; Hutchison Iii, C.A.;
Slocombe, P.M.; Smith, M. Nucleotide sequence of bacteriophage ϕX174 DNA. Nature 1977, 265, 687.
[CrossRef]

32. Manley, L.J.; Ma, D.; Levine, S.S. Monitoring Error Rates In Illumina Sequencing. J. Biomol. Tech. 2016, 27,
125–128. [CrossRef]

33. Urgese, G.; Paciello, G.; Acquaviva, A.; Ficarra, E. isomiR-SEA: An RNA-Seq analysis tool for
miRNAs/isomiRs expression level profiling and miRNA-mRNA interaction sites evaluation. BMC Bioinform.
2016, 17, 148. [CrossRef]

34. Schmittgen, T.D.; Lee, E.J.; Jiang, J.; Sarkar, A.; Yang, L.; Elton, T.S.; Chen, C. Real-time PCR quantification of
precursor and mature microRNA. Methods 2008, 44, 31–38. [CrossRef]

35. Rehmsmeier, M.; Steffen, P.; Hochsmann, M.; Giegerich, R. Fast and effective prediction of microRNA/target
duplexes. RNA 2004, 10, 1507–1517. [CrossRef]

36. Dobin, A.; Davis, C.A.; Schlesinger, F.; Drenkow, J.; Zaleski, C.; Jha, S.; Batut, P.; Chaisson, M.; Gingeras, T.R.
STAR: Ultrafast universal RNA-seq aligner. Bioinformatics 2013, 29, 15–21. [CrossRef]

37. Stokowy, T.; Eszlinger, M.; Swierniak, M.; Fujarewicz, K.; Jarzab, B.; Paschke, R.; Krohn, K. Analysis options
for high-throughput sequencing in miRNA expression profiling. BMC Res. Notes 2014, 7, 144. [CrossRef]

38. Schmittgen, T.D.; Livak, K.J. Analyzing real-time PCR data by the comparative C(T) method. Nat. Protoc
2008, 3, 1101–1108. [CrossRef]

39. Andreassen, R.; Rangnes, F.; Sivertsen, M.; Chiang, M.; Tran, M.; Worren, M.M. Discovery of miRNAs and
their corresponding miRNA genes in Atlantic Cod (Gadus morhua): Use of stable miRNAs as reference genes
reveals subgroups of miRNAs that are highly expressed in particular organs. PLoS ONE 2016, 11, e0153324.
[CrossRef]

40. Chen, P.Y.; Manninga, H.; Slanchev, K.; Chien, M.; Russo, J.J.; Ju, J.; Sheridan, R.; John, B.; Marks, D.S.;
Gaidatzis, D.; et al. The developmental miRNA profiles of zebrafish as determined by small RNA cloning.
Genes Dev. 2005, 19, 1288–1293. [CrossRef]

41. Li, S.C.; Chan, W.C.; Ho, M.R.; Tsai, K.W.; Hu, L.Y.; Lai, C.H.; Hsu, C.N.; Hwang, P.P.; Lin, W.C. Discovery
and characterization of medaka miRNA genes by next generation sequencing platform. BMC Genom. 2010,
11 (Suppl. S4), S8. [CrossRef]

42. Baskerville, S.; Bartel, D.P. Microarray profiling of microRNAs reveals frequent coexpression with
neighboring miRNAs and host genes. RNA 2005, 11, 241–247. [CrossRef]

43. Giraldez, A.J.; Cinalli, R.M.; Glasner, M.E.; Enright, A.J.; Thomson, J.M.; Baskerville, S.; Hammond, S.M.;
Bartel, D.P.; Schier, A.F. MicroRNAs regulate brain morphogenesis in zebrafish. Science 2005, 308, 833–838.
[CrossRef]

44. Sokol, N.S. The role of microRNAs in muscle development. Curr. Top. Dev. Biol. 2012, 99, 59–78. [CrossRef]
45. Kozomara, A.; Griffiths-Jones, S. miRBase: Integrating microRNA annotation and deep-sequencing data.

Nucleic Acids Res. 2011, 39, D152–D157. [CrossRef]
46. Berthelot, C.; Brunet, F.; Chalopin, D.; Juanchich, A.; Bernard, M.; Noël, B.; Bento, P.; Da Silva, C.; Labadie, K.;

Alberti, A.; et al. The rainbow trout genome provides novel insights into evolution after whole-genome
duplication in vertebrates. Nat. Commun. 2014, 5, 3657. [CrossRef]

47. Song, J.B.; Song, J.; Mo, B.X.; Chen, X.M. Uridylation and adenylation of RNAs. Sci. China Life Sci. 2015, 58,
1057–1066. [CrossRef]

48. Wyman, S.K.; Knouf, E.C.; Parkin, R.K.; Fritz, B.R.; Lin, D.W.; Dennis, L.M.; Krouse, M.A.; Webster, P.J.;
Tewari, M. Post-transcriptional generation of miRNA variants by multiple nucleotidyl transferases
contributes to miRNA transcriptome complexity. Genome Res. 2011, 21, 1450–1461. [CrossRef]

49. Giraldez, A.J.; Mishima, Y.; Rihel, J.; Grocock, R.J.; Van Dongen, S.; Inoue, K.; Enright, A.J.; Schier, A.F.
Zebrafish MiR-430 promotes deadenylation and clearance of maternal mRNAs. Science 2006, 312, 75–79.
[CrossRef]

50. Giusti, J.; Pinhal, D.; Moxon, S.; Campos, C.L.; Münsterberg, A.; Martins, C. MicroRNA-10 modulates Hox
genes expression during Nile tilapia embryonic development. Mech. Dev. 2016, 140, 12–18. [CrossRef]

244



Cells 2019, 8, 42

51. Mennigen, J.A.; Martyniuk, C.J.; Seiliez, I.; Panserat, S.; Skiba-Cassy, S. Metabolic consequences of
microRNA-122 inhibition in rainbow trout, Oncorhynchus mykiss. BMC Genom. 2014, 15, 70. [CrossRef]

52. Mennigen, J.A.; Plagnes-Juan, E.; Figueredo-Silva, C.A.; Seiliez, I.; Panserat, S.; Skiba-Cassy, S. Acute
endocrine and nutritional co-regulation of the hepatic omy-miRNA-122b and the lipogenic gene fas in
rainbow trout, Oncorhynchus mykiss. Comp. Biochem. Physiol. B Biochem. Mol. Biol. 2014, 169, 16–24.
[CrossRef] [PubMed]

53. Radhakrishnan, B.; Alwin Prem Anand, A. Role of miRNA-9 in Brain Development. J. Exp. Neurosci. 2016,
10, 101–120. [CrossRef] [PubMed]

54. Ludwig, N.; Leidinger, P.; Becker, K.; Backes, C.; Fehlmann, T.; Pallasch, C.; Rheinheimer, S.; Meder, B.;
Stahler, C.; Meese, E.; et al. Distribution of miRNA expression across human tissues. Nucleic Acids Res. 2016,
44, 3865–3877. [CrossRef] [PubMed]

55. Luo, G.Z.; Hafner, M.; Shi, Z.; Brown, M.; Feng, G.H.; Tuschl, T.; Wang, X.J.; Li, X. Genome-wide annotation
and analysis of zebra finch microRNA repertoire reveal sex-biased expression. BMC Genom. 2012, 13, 727.
[CrossRef] [PubMed]

56. Fernandez-Valverde, S.L.; Taft, R.J.; Mattick, J.S. Dynamic isomiR regulation in Drosophila development.
RNA 2010, 16, 1881–1888. [CrossRef]

57. Schamberger, A.; Orban, T.I. 3’ IsomiR species and DNA contamination influence reliable quantification of
microRNAs by stem-loop quantitative PCR. PLoS ONE 2014, 9, e106315. [CrossRef] [PubMed]

58. Bizuayehu, T.T.; Babiak, I. MicroRNA in teleost fish. Genome Biol. Evol. 2014, 6, 1911–1937. [CrossRef]
59. Lagos-Quintana, M.; Rauhut, R.; Yalcin, A.; Meyer, J.; Lendeckel, W.; Tuschl, T. Identification of tissue-specific

microRNAs from mouse. Curr. Biol. 2002, 12, 735–739. [CrossRef]
60. Herkenhoff, M.E.; Oliveira, A.C.; Nachtigall, P.G.; Costa, J.M.; Campos, V.F.; Hilsdorf, A.W.S.; Pinhal, D.

Fishing into the MicroRNA transcriptome. Front. Genet. 2018, 9, 88. [CrossRef] [PubMed]
61. Juanchich, A.; Bardou, P.; Rue, O.; Gabillard, J.C.; Gaspin, C.; Bobe, J.; Guiguen, Y. Characterization of an

extensive rainbow trout miRNA transcriptome by next generation sequencing. BMC Genom. 2016, 17, 164.
[CrossRef]

62. Trattner, S.; Vestergren, A.S. Tissue distribution of selected microRNA in Atlantic salmon. Eur. J. Lipid Sci.
Tech. 2013, 115, 1348–1356. [CrossRef]

63. Xia, J.H.; He, X.P.; Bai, Z.Y.; Yue, G.H. Identification and characterization of 63 MicroRNAs in the Asian
seabass Lates calcarifer. PLoS ONE 2011, 6, e17537. [CrossRef] [PubMed]

64. Mitchelson, K.R.; Qin, W.Y. Roles of the canonical myomiRs miR-1, -133 and -206 in cell development and
disease. World J. Biol. Chem. 2015, 6, 162–208. [CrossRef] [PubMed]

65. Wu, G.; Huang, Z.P.; Wang, D.Z. MicroRNAs in cardiac regeneration and cardiovascular disease. Sci. China
Life Sci. 2013, 56, 907–913. [CrossRef] [PubMed]

66. Alberti, C.; Cochella, L. A framework for understanding the roles of miRNAs in animal development.
Development 2017, 144, 2548–2559. [CrossRef]

67. Rosa, A.; Brivanlou, A.H. MicroRNAs in early vertebrate development. Cell Cycle 2009, 8, 3513–3520.
[CrossRef] [PubMed]

68. Takacs, C.M.; Giraldez, A.J. miR-430 regulates oriented cell division during neural tube development in
zebrafish. Dev. Biol. 2016, 409, 442–450. [CrossRef]

69. Wienholds, E.; Kloosterman, W.P.; Miska, E.; Alvarez-Saavedra, E.; Berezikov, E.; de Bruijn, E.; Horvitz, H.R.;
Kauppinen, S.; Plasterk, R.H. MicroRNA expression in zebrafish embryonic development. Science 2005, 309,
310–311. [CrossRef]

70. Tehler, D.; Hoyland-Kroghsbo, N.M.; Lund, A.H. The miR-10 microRNA precursor family. RNA Biol. 2011, 8,
728–734. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

245



cells

Article

Predicting MicroRNA Mediated Gene Regulation
between Human and Viruses

Xin Shu †, Xinyuan Zang †, Xiaoshuang Liu, Jie Yang * and Jin Wang *

The State Key Laboratory of Pharmaceutical Biotechnology and Jiangsu Engineering Research Center for
MicroRNA Biology and Biotechnology, NJU Advanced Institute for Life Sciences (NAILS), School of Life Science,
Nanjing University, Nanjing 210023, China; cpu_shuxin@126.com (X.S.); hsinring@foxmail.com (X.Z.);
xsliunju@foxmail.com (X.L.)
* Correspondence: yangjie@nju.edu.cn (J.Y.); jwang@nju.edu.cn (J.W.)
† These authors contributed equally to this work as first authors.

Received: 26 June 2018; Accepted: 6 August 2018; Published: 8 August 2018

Abstract: MicroRNAs (miRNAs) mediate various biological processes by actively fine-tuning gene
expression at the post-transcriptional level. With the identification of numerous human and viral
miRNAs, growing evidence has indicated a common role of miRNAs in mediating the interactions
between humans and viruses. However, there is only limited information about Cross-Kingdom
miRNA target sites from studies. To facilitate an extensive investigation on the interplay among the
gene regulatory networks of humans and viruses, we designed a prediction pipeline, mirTarP, that
is suitable for miRNA target screening on the genome scale. By applying mirTarP, we constructed
the database mirTar, which is a comprehensive miRNA target repository of bidirectional interspecies
regulation between viruses and humans. To provide convenient downloading for users from both the
molecular biology field and medical field, mirTar classifies viruses according to “ICTV viral category”
and the “medical microbiology classification” on the web page. The mirTar database and mirTarP
tool are freely available online.

Keywords: miRNA; virus; host; Cross-Kingdom; target prediction

1. Introduction

MicroRNAs (miRNAs) are a class of small (~24 nt), non-coding RNA molecules that play a critical
role in fundamental cellular processes and many types of diseases. They negatively regulate gene
expression by binding to the 3′-untranslated regions (3′UTR) of the target mRNAs in cells [1]. Recent
studies have found that they are involved in viral infections and play a key role in the host–virus
interaction network. Host miRNAs modulate the expression of viral genes by targeting on virus
transcripts, while viruses encode miRNAs that protect them from the host’s antiviral response
by acting on cellular mRNAs [2–5]. Skalsky et al. [5] reported a comprehensive survey of viral
and cellular miRNA targetome in Epstein-Barr virus (EBV)-infected lymphoblastoid cell lines using
photoactivatable ribonucleoside-enhanced crosslinking and immunoprecipitation (PAR-CLIP) and
deep sequencing technique combined with bioinformatics. In this survey, over 500 target sites of EBV
miRNAs on cellular transcripts were detected in addition to the cellular miRNA targets on virus. This
result may imply that viral miRNAs have a similar mode of multiple targeting as cellular miRNAs.
Although the detection of miRNA targets by high throughput techniques remains a big challenge,
there has been growing interest in the role of miRNAs in host–virus interactions.

The virus miRNAs can target both the host genes and viral genes in order to contribute
to the creation of a propagating environment in the host cell [2]. EBV-encoded miRNA
miR-BHRF1-2-5p blocks Interleukin-1 (IL-1) signaling by directly targeting the IL-1 Receptor 1
(IL1R1) [6]. Hancock et al. [7] found that human Cytomegalovirus (HCMV) also uses its own miRNAs,
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miR-US5-1 and miR-UL112-3p, which bind to IkB kinase (IKK) complex components IKKα and IKKβ,
in order to avoid the immune response of the host. Some viral miRNAs show sequence similarity with
host miRNAs and thus, may take part in the conserved cellular gene regulation network [8]. In Kaposi’s
sarcoma-associated herpesvirus (KSHV)-infected human cell line, Manzano et al. [9] identified that
KSHV miR-K3+1 and miR-K3 share perfect and offset 5′ homology with cellular miR-23, respectively.
KSHV miR-k12-11 is an ortholog of miR-155, which can inhibit the 3′UTR region of BACH-1 [10].

Host miRNAs were found to target the viral RNA transcripts to inhibit viral pathogenesis, which
essentially involves being a defense against viral infections [3–5]. It was reported that human miRNA
effectively restricts the accumulation of the retrovirus primate foamy virus type 1 (PFV-1) in human
cells, which involves hsa-miR-32 inhibiting the proliferation of PFV-1 by targeting PFV-1 F11 sequence.
However, PFV-1 also encodes a protein named Tas, which suppresses miRNA-directed functions in
mammalian cells and displays Cross-Kingdom anti-silencing activities [4]. This new report focused on
an EBV-encoded protein EBNA2, which subverts immune surveillance by downregulating miR-34a
that targets an important immune checkpoint PD-L1 in lymphoma B cells [11]. Human liver-specific
miRNA hsa-miR-122 can induce hepatitis C virus (HCV) replication by targeting the 5′-non-coding
region (NCR) of the viral genome [3]. The human miRNAs let-7b and mir-199a target the 5′UTR of
HCV to decrease viral replication [12,13]. Pedersen et al. [14] also found that the overexpression of
miR-196 and miR-448 significantly reduced the replication of HCV as they target the NS5A coding
region and core of the HCV genome, respectively.

These findings indicate a common role of miRNAs in mediating the diversified interactions
between humans and viruses. A total of 2588 mature human miRNAs and 181 mature miRNAs
of human-related viruses have been recruited in mirBase so far (release 21) [15]. To facilitate
the extensive investigation on the interplay among the gene regulatory network of humans and
viruses, computational tools and comprehensive miRNA target repositories pertaining to human–virus
interactions is necessary. These resources could provide the researchers with an efficient approach and
potential miRNA targets to facilitate the investigation of miRNA function and regulation mechanisms.
In particular, in the era of omics when it is possible to obtain a complete set of molecular data of
gene expression, prediction tools and database are essential for genome-scale or microbiome-scale
data analysis and help to decipher the panorama of the gene regulation network of human–virus
interplay. This will ultimately facilitate the discovery of new drug targets for viruses, including
HIV [16], HCMV [7] and HCV [3].

MiRNAs suppress interspecies gene expressions by targeting the 3′-UTRs of mRNAs during the
infection or antiviral processes. Although many algorithms [17–21] are available for miRNA target
prediction, only a few of them can be directly used to predict the interspecies regulation between viruses
and hosts [20]. Most of the tools were designed for intra-species application by predicting the miRNA
targets on their own genome, such as TargetScan, PicTar, miRanda and DIANA-microT [18,22–24].
In this situation, the databases of Cross-Kingdom miRNA target sites were produced by using the
multiple intra-species target prediction tools mentioned above, which may possibly create concerns
regarding the methodology and thus, the accuracy.

ViTa [25] provides predicted targets of host miRNAs from humans, mice, rats and chickens
(mirBase release 8.2), which are located on 2108 virus species from 23 families. VHoT [26] houses
predictions of 271 viral miRNAs on six hosts, which are namely humans, mice, rats, rhesus monkeys
and cows. VmiReg [27] contains predicted targets of 169 viral miRNAs (from 10 types of viruses)
on humans. VIRmiRNA [28] provides experimentally validated viral miRNAs and their targets on
human and other species. All of these databases provide information of interspecies miRNA targeting
in one direction only, which include either the target of viral miRNAs on host genes or the target
of host miRNAs on viruses. To investigate the complex and dynamic interactions between the gene
regulatory network of humans and infectious viruses that are mediated by miRNAs, the database
mirTar was constructed that provides a comprehensive miRNA target repository pertaining to 2588
human miRNAs (mirBase release 21) that target 386 genomes of human-related viruses as well as
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181 viral miRNAs that target the human genome. The new computational pipeline that was specially
designed for human–virus interspecies miRNA target prediction was presented.

2. The prediction Tool and Results

2.1. Data Collection

A total of 2588 mature human miRNAs and 181 mature viral miRNAs were downloaded from
mirBase (Release 21). Human genome and virus genomes as well as their classification information
and taxonomy annotation were obtained and organized from NCBI [29,30]. Meanwhile, the annotation
of gene name and protein name pertaining to the mRNA transcripts were acquired from Ensemble [31].
A total of 386 human-related viral species were collected that are belong to 34 families and fall under
the following 7 genome types: (1) Deltavirus; (2) dsDNA viruses, no RNA stage; (3) dsRNA viruses;
(4) Retro-transcribing viruses; (5) ssDNA viruses; (6) ssRNA viruses; and (7) unclassified viruses [32].
These viruses are all human infections. Some of them (79/386) are common and medically important
viral species as categorized in medical microbiology, which mostly cause diseases of the respiratory
tract, gastrointestinal tract and liver.

2.2. The Prediction Tool

Mainstream miRNA target prediction tools were limited to intra-species applications as they were
only capable of predicting the miRNA targets on their own genome. Thus, the databases of interspecies
miRNA targets were produced by using a combination of these methods as an approach to improve
the reliability of the prediction results. For example, ViTa applied miRanda and TargetScan to identify
the host miRNA target sites in virus genomes [18,23]. VHot combined five miRNA target prediction
tools, which were namely TargetScan, miRanda, RNAhybrid, DIANA-microT and PITA, to form its
prediction engine [18,23,24,33,34]. VmiReg predicted targets of viral miRNAs by four established
prediction programs, which were namely miRanda, TargetScan, RNAhybrid and PITA [18,23,33,34].
This approach may create problems in inter-species target prediction as the sequence specificity of
intra-species miRNA-target interaction are included. In addition, most of these calculations are quite
time-consuming and require huge processing resources for a genome-scale prediction. To find miRNA
targets across different kingdoms, we designed a prediction pipeline, mirTarP, that directly seeks the
potential miRNA target. This can produce results quickly and thus, is very suitable for miRNA target
screening using large-scale calculations.

MirTarP was designed by integrating two classical algorithms of sequence analysis, which were
Blast [35] and RNAhybrid [34]. They work as the cores of two modules included in mirTarP, which are
quick match and duplex assessment. Blast uses heuristics to accelerate searches for similar segments
of a sequence. A window of consecutive perfect match can be set when running the algorithm. To
improve the calculation efficiency, mirTarP introduced the sequence similarity tool Blast to produce
preliminary matches between the miRNA and its target mRNA sequences. The results from the quick
match module were subsequently delivered to duplex assessment module, which uses the RNAhybrid
program for the calculation of minimum free energy (mfe) of miRNA–mRNA hybridization duplexes
based on the principles of thermodynamics. The mfe value stands for the stability of miRNA binding.
To assess the influence of local secondary structures on the target accessibility, RNAfold [36] was
used to calculate the minimum folding energy around the target sites. The results were listed as
the supplementary data of predicted targets. The default parameters set in mirTarP include the
7-consecutive base matches as the seed of targeting and the cutoff of mfe of −25 kcal /mol for local
dimer formation. The flow chart of mirTarP is illustrated in Figure 1. The advantage of mirTarP over
the current prediction tools is that it operates independent of conservation and thus, can be used to
find miRNA targets on virus genomes or obtain other interspecies miRNA target predictions. This
tool runs quickly and is easy to use with only 2 parameters to be set. Therefore, it will be helpful to
wet-lab researchers dealing with new viruses. A comparison of mirTarP to TargetScan and PITA on a
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dataset of 221 experimentally validated miRNA-target pairs is included in the website along with the
tool mirTarP.

The prediction tool mirTarP is free for downloading in the web page.

 

Figure 1. Flow chart of mirTarP for human–virus interspecies miRNA target prediction. The parameter
‘-b’ represents the number of consecutive base matches between miRNA and target sequence, while ‘-e’
represents the cutoff of minimum free energy of miRNA-target binding.

2.3. Prediction of miRNA Targets

By applying mirTarP, 2557 human mature miRNAs were found to have targets in 3133 viral genes,
which corresponds to 3376 viral proteins. A total of 181 miRNA records from 13 viral species of 3
families were used for the prediction of targets on human genome. The calculation results showed that
these viral miRNAs had potential target sites in 16,439 human genes.

A total of 2,680,194 entries about the miRNAs target sites within human and viral genomes
were produced.

3. MirTar Database

3.1. Web Interface Development

MirTar is designed to adapt a wide variety of screen formats and devices (PCs, tablets,
smartphones, etc.). All data were organized by MySQL and the website is implemented in PHP,
JavaScript and HTML.

3.2. Data Download

The web page provides two ways of data downloads, i.e., customized download and the complete
download. The customized download is associated with the items or viruses selected by the user. To
provide easy downloading for users from both the molecular biology field and medical field, mirTar
database classified the viruses in the following two ways: (1) according to the definition by medical
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microbiology; and (2) according to ICTV virus category [32]. Currently, the International Committee
on the Taxonomy of Viruses (ICTV) provides the most comprehensive, fully annotated compendium of
information on virus taxa and taxonomy. Thus, the web page provides a search function for convenient
categories when retrieving an input virus. In addition, a python script of the prediction tool mirTarP
is available on the web page to facilitate a quick screening of miRNA targets on new viruses. The
mirTar database and mirTarP tool are freely available at http://mcube.nju.edu.cn/jwang/mirTar/
docs/mirTar/ or http://118.89.139.70/mirTar/docs/mirTar/. The interface of mirTar is shown in
Figure 2.

Figure 2. The interface of mirTar database.

4. Conclusions

In this paper, we provide a comprehensive miRNA target database that includes the bidirectional
interspecies actions between human and the infectious viruses along with a fast miRNA target
prediction program to facilitate a quick screening of miRNA targets on new viruses. The database
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mirTar contains 2,200,076 candidate target sites on 386 viral genomes for 2577 human mature miRNAs
and 480,118 targets of 181 viral mature miRNAs on human genome. The web page of the database was
designed for convenient data querying and downloading by classifying the virus species by the two
categories of molecular biology and medicine. The database will benefit investigations on the crosstalk
between the host and virus gene regulations and the new role of miRNAs in infections and diseases
caused by latent viruses, including many cancers.
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Abstract: MicroRNA (miRNA) transfection is known to degrade target mRNAs and to decrease
mRNA expression. In contrast to the notion that most of the gene expression alterations caused
by miRNA transfection involve downregulation, they often involve both up- and downregulation;
this phenomenon is thought to be, at least partially, mediated by sequence-nonspecific off-target
effects. In this study, I used tensor decomposition-based unsupervised feature extraction to identify
genes whose expression is likely to be altered by miRNA transfection. These gene sets turned out to
largely overlap with one another regardless of the type of miRNA or cell lines used in the experiments.
These gene sets also overlap with the gene set associated with altered expression induced by a Dicer
knockout. This result suggests that the off-target effect is at least as important as the canonical
function of miRNAs that suppress translation. The off-target effect is also suggested to consist
of competition for the protein machinery between transfected miRNAs and miRNAs in the cell.
Because the identified genes are enriched in various biological terms, these genes are likely to play
critical roles in diverse biological processes.

Keywords: tensor decomposition; miRNA transfection; sequence-nonspecific off-target regulation

1. Introduction

MicroRNA (miRNA) is short noncoding (functional) RNA whose primary function is mRNA
degradation and disruption of translation [1]. Thus, it is generally expected that the primary effect
of miRNA transfection (or overexpression) on mRNA expression is suppression. Based on this
assumption, numerous miRNA transfection and/or overexpression experiments have been conducted
to identify genes that are directly targeted by miRNAs [2]; during these analyses, only genes with
expression levels inversely related to those of miRNA have been sought. Nevertheless, it was
found that many mRNAs whose expression was likely to be altered by miRNA transfection and/or
overexpression turned out to positively correlate with miRNA expression. For example, Khan et al. [3]
identified multiple genes that are upregulated by miRNA transfection. They reasoned that this effect
means competition with endogenous miRNAs because upregulated genes were often targeted by
endogenous miRNAs. The protein machinery that binds to endogenous miRNAs was occupied by the
transfected miRNAs, and as a result, the genes targeted by endogenous miRNAs were upregulated [4].
In addition, Carroll et al. [5] identified a positive correlation between mRNA expression and transfected
miRNA. They theorized that the positive correlations are mediated by interactions with transcription
factor E2F1.

Despite these findings, to my knowledge, sequence-nonspecific off-target regulation by miRNA
transfection has not been extensively studied to date [2]. Most of the miRNA transfection and/or
overexpression experiments have been aimed at identifying canonical targets of miRNAs. Most of
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these experiments have not been analyzed in the context of sequence-nonspecific off-target regulation
by miRNA transfection. Although it is unclear why no one has tried to systematically investigate
sequence-nonspecific off-target regulation mediated by miRNA transfection, one possible reason
is the lack of a suitable methodology. By definition, miRNA transfection experiments cannot be
composed of many samples. Typically, a pair of data points consists of miRNA-transfected cells
and mock-transfected cells. Although a few more biological and/or technical replicates are possible,
the number of samples available is usually less than 10. This number is often too small to detect
significantly altered expression of mRNAs whose total number is up to 104. In the case when the
aim of a study is identification of canonical interactions between miRNA and mRNA, additional
information that can reduce the number of mRNAs under study, e.g., bioinformatically predicted
mRNAs targeted by transfected miRNAs, is available. This information can enable researchers to
identify significant correlations between transfected miRNAs and mRNAs. Nonetheless, this kind of
information is usually not available for the analysis of sequence-nonspecific off-target regulation by
miRNA transfection.

In this study, with the aim to resolve this difficulty, I applied tensor decomposition (TD)-based
unsupervised feature extraction (FE) to miRNA transfection experiments. TD-based unsupervised
FE [6–10] is an extension of principal component analysis (PCA)-based unsupervised FE [11–33],
which can identify critical genes even when there is only a small number of samples. TD-based
unsupervised FE can also identify critical genes by means of a small number of samples available.
Because of the use of this methodology, genes whose mRNA expression was likely to be altered by
miRNA transfection were identified here in various combinations of cell lines and transfected miRNAs.
Most of sets of genes significantly overlapped with one another regardless of transfected cell types
and types of miRNA. These genes also showed altered mRNA expression under the influence of a
Dicer knockout (KO). This finding suggests that the primary factor that mediated sequence-nonspecific
side effects of miRNA transfection is competition for protein machinery with endogenous miRNAs,
as suggested by Khan et al. [3]. In addition, these sets of genes significantly overlapped with various
sets of genes whose biological functions and significance have been validated experimentally. Thus,
sequence-nonspecific off-target regulation caused by miRNA transfection is expected to also play
critical roles in various biological processes.

2. Materials and Methods

2.1. Mathematical Formulation of the Tensor and Tensor Decomposition

Because a tensor or tensor decomposition (TD) is not a popular mathematical concept, I briefly
formulate them here. Suppose a three-mode tensor, xijk ∈ R

N×M×K, is the expression level of the ith
mRNA when the jth miRNA is transfected into the kth sample. Samples are typically composed of
biological replicates and/or treated and untreated (or mock-treated, i.e., control) samples, but situations
vary. xijk can also be formulated as two-mode tensor xi(jk), where (jk) represents a pair of a miRNA
and a sample, especially when samples are not paired. xijk can be decomposed to

xijk = ∑
�1,�2,�3

G(�1, �2, �3)x�1ix�2 jx�3k,

where G(�1, �2, �3) ∈ R
N×M×K is a core tensor, x�1i ∈ R

N×N , x�2 j ∈ R
M×M and x�3k ∈ R

K×K are
singular value matrices that are orthogonal. Because this construct is obviously overcomplete, there is
no unique TD. In this paper, I employed higher-order singular value decomposition [34] (HOSVD) to
perform TD.

254



Cells 2018, 7, 54

2.2. Using TD-Based Unsupervised FE for Identification of Genes Whose Expression Is Likely to Be Altered by
MiRNA Transfection

To this end, first I need to specify which sample singular value vectors, x�3k, have different
values between treated (i.e., miRNA-transfected) samples and control (e.g., mock-transfected) samples.
Suppose x�′3k turned out to represent a dissimilarity between a treated sample and control sample in
some ways (see Figure 1B as an example). Next, I need to find miRNA singular value vectors, x�2 j,
that have constant values for all j (see Figure 1A as an example) because I would like to find genes
affected constantly by miRNA transfection independently of the type of transfected miRNA, since it
should represent sequence-nonspecific off-target regulation. Let us assume that x�′2 j fulfilled this
requirement. Then, I rank core tensors G(�1, �′2, �′3) in the order of absolute values (largest at the top).
This approach enables me to select �1 such that x�1i is associated with constant sequence-nonspecific
off-target regulation. After identifying �′1 as those associated with larger absolute values of G(�′1, �′2, �′3),
is representing larger absolute values of x�′1i were selected. For this purpose, P-values, Pis (see
Figure 1C as an example), were assigned to each i assuming that x�′1i obeys the χ2 distribution

Pi = Pχ2

⎡
⎣> ∑

�′1

(
x�′1i

σ�′1

)2
⎤
⎦

where Pχ2 [> x] is cumulative probability that the argument is greater than x, assuming the χ2

distribution and that σ�′1
is the standard deviation. The number of degrees of freedom of the χ2

distribution is equal to the number of �′1s in the summation. The above equation means that I presume
that x�′1i obeys a multiple Gaussian distribution (null hypothesis). Then, Pis were adjusted via the
Benjamini–Hochberg (BH) criterion [35]. Genes associated with adjusted Pi < 0.01 were finally selected
(see the red bin in Figure 1C as an example).

(A) (B) (C)

Figure 1. The results on the artificial data: (A) x�2=1,j averaged across 100 independent trials.
The horizontal red dashed line is x�2=1,j = 0 (B) x�3=1,k averaged across 100 independent trials.
The horizontal red dashed line is x�3=1,k = 0 (C) A histogram of 1− P computed from x�1=1,i. A vertical
red segment represents the bin with the smallest P-values.

2.3. Explanatory Discussion of TD-Based Unsupervised FE

Readers may wonder why a simple procedure using TD successfully identifies genes whose
expression is likely to be altered by sequence-nonspecific off-target regulation mediated by various
transfected miRNAs. This result can be explained as follows. Let us say most xijks are a random
number while a limited number of xijks, e.g., xi′ jks are coexpressed, i.e.,

xi′ jk = xjk, i′ = 1, . . . , N′
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Then, the contribution of xi′ jk has the order of magnitude of N′, while that of other N − N′

(random) xijk, i 
= i′ has the order of magnitude of
√

N − N′. Thus, even if N′ � N, if N′ ≈ √
N − N′,

then the contribution of xi′ jk outperforms that of xijk, i 
= i′. Thus, the contribution of xi′ jk should
be detected as a singular value vector, x�1i within which x�1i′ should have a greater contribution
than the others (x�1i, i 
= i′). Given that the contribution of x�1i, i 
= i′ is expected to be a Gaussian
distribution, x�1i′ can be detected as outliers that do not follow the Gaussian distribution. This is
the possible explanation why simple TD-based unsupervised FE successfully identified genes whose
expression was likely to be altered by sequence-nonspecific off-target regulation mediated by various
transfected miRNAs.

2.4. Artificial Data

To demonstrate the usefulness of TD-based unsupervised FE, I prepared artificial dataset
xijk ∈ R

N×M×2, where N is the number of genes, and M is the number of samples (k = 1 for control
and k = 2 for treated samples). Each treated sample is supposed to be transfected with distinct
miRNA, and each control sample is supposed to be either untransfected or transfected with mock
miRNA. In these artificial data, at first xijk ∈ N (0, 1). After that, they are ordered such that xijk > xi′ jk
when i > i′ with fixed j and k. This situation introduces complete correlations between distinct
pairs of js and ks (e.g., rank correlation coefficients between xijk and xij′k′ , j 
= j′, k 
= k′ are always
equal to 1.0). Then, xijk, i > N0 were shuffled at fixed j and k to eliminate the correlation. Next,
xijk ← (a − 1)xijk + aε, ε ∈ N (0, 1), a > 0 for i ≤ N0 in order to introduce randomness into correlating
rows. After that, xij2 ← −xij2 to introduce a difference between control and treated samples. Finally,
N0
2 < i ≤ N0 were shuffled at fixed j to generate a sample-specific difference between control and

treated samples. This means that 1 ≤ i ≤ N0
2 correspond to a sample-nonspecific (i.e., independent of

j) dissimilarity between control and treated samples that represents sequence-nonspecific off-target
regulation, and N0

2 < i ≤ N0 correspond to a sample-specific (i.e., dependent on j) dissimilarity
between control and treated samples that represents sequence-specific regulation. The task at hand is
to identify 1 ≤ i ≤ N0

2 as precisely as possible. Specifically, N = 2000, M = 5, N0 = 50, a = 0.5.

2.5. Gene Expression Profiles

In this subsection, I explain 11 analyzed profiles of gene expression (Table 1) in more detail. All of
them were retrieved from Gene Expression Omnibus (GEO) [36]. In some cases (Experiments 1, 2, 3,
and 5), I used a two-mode tensor, xi(jk), which is simply denoted as xij, instead of three-mode tensor
xijk, by expanding the second (j) and the third (k) modes into one column (jk) because matched data
were not available. In this case, HOSVD is equivalent to simple singular value decomposition. xijk and
xi(jk) were standardized as ∑i xijk = ∑i xi(jk) = 0 and ∑i x2

ijk = ∑i x2
i(jk) = N before TD was applied.

Table 1. Eleven experiments conducted for this analysis. More detailed information is available in
the text.

Exp. GEO ID Cell Lines (Cancer) miRNA Misc

1 GSE26996 BT549 (breast cancer) miR-200a/b/c
2 GSE27431 HEY (ovarian cancer) miR-7/128 mas5
3 GSE27431 HEY (ovarian cancer) miR-7/128 plier
4 GSE8501 Hela (cervical cancer) miR-7/9/122a/128a/132/133a/142/148b/181a
5 GSE41539 CD1 mice cel-miR-67,hsa-miR-590-3p,hsa-miR-199a-3p
6 GSE93290 multiple miR-10a-5p,150-3p/5p,148a-3p/5p,499a-5p,455-3p
7 GSE66498 multiple miR-205/29a/144-3p/5p,210,23b,221/222/223
8 GSE17759 EOC 13.31 microglia cells miR-146a/b (KO/OE)
9 GSE37729 HeLa miR-107/181b (KO/OE)
10 GSE37729 HEK-293 miR-107/181b (KO/OE)
11 GSE37729 SH-SY5Y 181b (KO/OE)

OE: overexpression.
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2.5.1. No. 1: GSE26996

File GSE26996_RAW.tar was downloaded and unpacked. Six files, GSM665046_miR200a_1.txt.gz,
GSM665047_miR200b_1.txt.gz, GSM665048_miR200c_1.txt.gz, GSM665049_miR200a_2.txt.gz,
GSM665050_miR200b_2.txt.gz, and GSM665051_miR200c_2.txt.gz, were loaded into R using the
read.csv function. Then, after the exclusion of probes with ControlType=0, gProcessedSignal
and rProcessedSignal were extracted as treated and control samples, respectively. Thus, I have
xij, 1 ≤ j ≤ 12, 1 ≤ i ≤ 43376. Here, 1 ≤ j ≤ 6 and 7 ≤ j ≤ 12 are treated and control samples,
respectively. For this dataset, gene expression profiles are regarded as a two-mode tensor (matrix).
Applying PCA to xij, I found that x�2=2,j are different between treated and control samples (Figure S1)
independently of the type of miRNA transfected. Next, genes were selected by means of x�1=2,i.

2.5.2. No. 2: GSE27431

File GSE27431_series_matrix.txt.gz was downloaded. It was loaded into R using the read.csv
function. Each column corresponds to individual gene expression profiles named as GSEMXXXXXX,
which is the GEO ID. Among those, mas5-processed samples are regarded as No. 2. GSM678153 and
GSM678154 are miR-7-treated, GSM678156 and GSM678157 are miR-128-treated, whereas GSM678158,
GSM678159, and GSM678160 are control samples. Then, xij, 1 ≤ i ≤ 54675, 1 ≤ j ≤ 7 are obtained
(two-mode tensor). Applying TD to xij, I found that x�2=2,j reflects the inverse regulation between
miR-128 and miR-7 while the control samples are in between (Figure S2). This finding can be interpreted
as follows. Target genes of miR-128 (miR-7) are downregulated, but they are upregulated when miR-7
is transfected because of sequence-nonspecific off-target regulation caused by miRNA transfection.
Accordingly, I decided to select genes using x�1=2,i again.

2.5.3. No. 3: GSE27431

GSE27431_series_matrix.txt.gz was again downloaded. It was loaded into R using the read.csv
function. Each column corresponds to individual gene expression profiles named as GSMXXXXXX,
which is a GEO ID as well. Among those, plier-processed samples are regarded as No. 3. GSM678164
and GSM678165 are miR-7-treated, GSM678167 and GSM678168 are miR-128-treated, and GSM678169,
GSM678170, GSM678171, GSM678172, GSM678173, and GSM678174 are control samples. Next, xij,
1 ≤ i ≤ 54675, 1 ≤ j ≤ 10 are obtained (two-mode tensor). Applying PCA to xij, I found that x�2=2,j
reflects the inverse regulation between miR-128 and miR-7, while the control samples are in between
(Figure S3). This result can be interpreted as in No. 2. Thus, I decided to select genes by means of
x�1=2,i again.

2.5.4. No. 4: GSE8501

Eighteen raw data files were downloaded from GSMXXXXXX, 210896 ≤ XXXXXX ≤ 210913,
which are GEO IDs. Columns named as INTENSITY1 and INTENSITY2 are 18 control samples and
18 samples transfected with miR-7/9/122a/128a/132/133a/142/148b/181a (two replicates each),
respectively. Then, I generated tensor xijk, 1 ≤ i ≤ 23651, 1 ≤ j ≤ 18, k = 1, 2, where js are two
replicates of each of nine miRNA-transfected samples and k = 1, 2 are control (mock-transfected)
and transfected samples, respectively. After applying HOSVD to xijk, I found that x�3=2,k reflects
an inverse relation of expression levels between controls and treated samples, while x�2=1,j reflects
constant expression regardless of the type of transfected miRNA (Figure S4). Next, I decided to use
x�1i associated with large absolute values of G(�1, �2 = 1, �3 = 2). Given that G(�1 = 6, �2 = 1, �3 = 2)
has the largest absolute value, I decided to use x�1=6,i to select mRNAs.

2.5.5. No. 5: GSE41539

Four files,
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GSM1018808_topo_1_empty_trimmed_RNA-Seq.txt.gz,
GSM1018809_topo_2_cel_mir_67_trimmed_RNA-Seq.txt.gz,
GSM1018810_topo_4_mir_590_3p_trimmed_RNA-Seq.txt.gz, and
GSM1018811_topo_3_mir_199a_3p_trimmed_RNA-Seq.txt.gz,

were downloaded from GSE41539. The fourth column (“Unique gene reads”) reflected gene expression.
Then, I got xij, 1 ≤ i ≤ 36065, 1 ≤ j ≤ 4 (two-mode tensor). Applying PCA to xij, I found that
x�2=2,j represents the difference between controls (mock-transfected and cel-miR-67-transfected)
and miR-509/199a-3p-transfected samples (Figure S5). After that, I decided to use x�1=2,i for
mRNA selection.

2.5.6. No. 6: GSE93290

File GSE93290_RAW.tar was downloaded and unpacked. Sixteen files, from GSM2450420 to
GSM2450435, were loaded into R using the read.csv function. In each file, columns named as
gProcessedSignal and rProcessedSignal served as controls and treated samples, respectively. Then,
I generated three-mode tensor xijk, 1 ≤ i ≤ 62976, 1 ≤ j ≤ 16, k = 1, 2, where js are 16 samples
and k = 1, 2 are control (mock-transfected) and transfected samples. After applying HOSVD to xijk,
I found that x�3=2,k reflects inversely related expression levels between controls and treated samples,
whereas x�2=1,j reflects constant expression regardless of the type of transfected miRNAs (Figure S6).
Next, I decided to use x�1i associated with large absolute values of G(�1, �2 = 1, �3 = 2). Because
G(�1 = 7, �2 = 1, �3 = 2) has the largest absolute value, I decided to apply x�1=7,i to select mRNAs.

2.5.7. No. 7: GSE66498

File GSE66498_RAW.tar was downloaded and unpacked. Among these data, 19 files were
used, i.e., GSM1623420 to GSM1623422 (miR-205 transfected into cell lines PC3, DU145, and C4-2),
GSM1623423 and GSM1623424 (miR-29a transfected into cell lines 786O and A498), GSM1623425 to
GSM1623427 (miR-451/144-3p/5p transfected into the T24 cell line), GSM1623434 and GSM1623435
(24 and 48 h after miR-210 transfection into the 786O cell line), GSM1623436 to GSM1623439
(miR-145-5p/3p transfected into BOY and T24 cell lines), GSM1623440 (miR-23b transfected into
786O cells), GSM1623444 to GSM1623446 (miR-221/222/223 transfected into the PC3 cell line),
and GSM1623447 (miR-223 transfected into the PC3M cell line). In each file, columns named
as gProcessedSignal and rProcessedSignal served as controls and treated samples, respectively.
I generated three-mode tensor xijk, 1 ≤ i ≤ 62976, 1 ≤ j ≤ 19, k = 1, 2, where js are the 19 samples
and k = 1, 2 are control (mock-transfected) and transfected samples. After applying HOSVD to
xijk, I found that x�3=2,k reflects an inverse relation of expression levels between controls and treated
samples, whereas x�2=1,j reflects constant expression regardless of the type of transfected miRNAs
(Figure S7). After that, I decided to use x�1i associated with large absolute values of G(�1, �2 = 1, �3 = 2).
Because G(�1 ∈ (2, 3), �2 = 1, �3 = 2) have the largest and almost the same absolute values, I decided
to employ x�1=2,i and x�1=3,i to select mRNAs.

2.5.8. No. 8: GSE17759

File GSE17759_RAW.tar was downloaded and unpacked. Among these data, six replicates
of miR-146a–overexpressing samples (GSM443535 to GSM443540), four replicates of
miR-146b–overexpressing samples (GSM443541 to GSM443544), eight replicates of miR-146a
knockout samples (GSM443557 to GSM443564), i.e., in total, 18 files were processed. In each file,
columns named as gProcessedSignal and rProcessedSignal served as controls and treated samples,
respectively. I generated three-mode tensor xijk, 1 ≤ i ≤ 43379, 1 ≤ j ≤ 18, k = 1, 2, where js are
the 18 samples and k = 1, 2 are control (mock-transfected) and transfected samples. After applying
HOSVD to xijk, I found that x�3=2,k reflects an inverse relation of expression levels between controls and
treated samples, while x�2=1,j means constant expression regardless of the type of transfected miRNAs
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(Figure S8). Then, I decided to use x�1i associated with large absolute values of G(�1, �2 = 1, �3 = 2).
Given that G(�1 = 5, �2 = 1, �3 = 2) has the largest absolute value, I decided to apply x�1=5,i to
select mRNAs.

2.5.9. No. 9: GSE37729

Two files SE37729-GPL6098_series_matrix.txt.gz and GSE37729-GPL6104_series_matrix.txt.gz in
the section “Series Matrix File(s)” were downloaded. The two files were merged such that only
shared probes were included. Gene expression of HeLa cell lines is considered in Experiment
No. 9. GSM926188, GSM926189, GSM926193, GSM926194, GSM926198, and GSM926201 are control
samples. GSM926164 and GSM926165 are anti-miR-107-transfected samples. GSM926180, GSM926181,
GSM926190, and GSM926191 are miR-107-transfected samples. GSM926162 and GSM926163 are
anti-miR-181b-transfected samples. GSM926182, GSM926183, GSM926195, and GSM926196 are
miR-181b-transfected samples. Then, I generated three-mode tensor xijk, 1 ≤ i ≤ 9987, 1 ≤ j ≤ 6,
1 ≤ k ≤ 3, where k = 1, 2, 3 correspond to control, miR-7, and miR-181b, respectively. For k = 2, 3,
1 ≤ j ≤ 2 are anti-miR-transfected samples and 3 ≤ j ≤ 6 are miR-transfected samples. After applying
HOSVD to xijk, I found that x�3=2,k reflects an inverse relation of expression levels between controls and
treated samples, while x�2=1,j indicates constant expression regardless of the type of transfected miRNA
(Figure S9). Next, I decided to employ x�1i associated with large absolute values of G(�1, �2 = 1, �3 = 2).
Because G(�1 = 2, �2 = 1, �3 = 2) has the largest absolute value, I decided to use x�1=2,i to
select mRNAs.

2.5.10. No. 10: GSE37729

Two files, SE37729-GPL6098_series_matrix.txt.gz and GSE37729-GPL6104_series_matrix.txt.gz,
in the section “Series Matrix File(s)” were downloaded. The two files were merged so that only
shared probes are included. Gene expression of HEK 293 cell lines was considered in Experiment
No. 10. GSM926206, GSM926207, GSM926211, GSM926212, GSM926216, and GSM926217 are control
samples. GSM926168 and GSM926169 are anti-miR-107-transfected samples. GSM926184, GSM926185,
GSM926208, and GSM926209 are miR-107-transfected samples. GSM926166 and GSM926167 are
anti-miR-181b-transfected samples. GSM926186, GSM926187, GSM926213, and GSM926214 are
miR-181b-transfected samples. Next, I generated three-mode tensor xijk, 1 ≤ i ≤ 9987, 1 ≤ j ≤ 6,
1 ≤ k ≤ 3. k = 1, 2, 3 corresponding to control, miR-7, and miR-181b, respectively. For k = 2, 3,
1 ≤ j ≤ 2 are anti-miR-transfected samples, and 3 ≤ j ≤ 6 are miR-transfected samples. After applying
HOSVD to xijk, I determined that x�3=2,k reflects an inverse relation of expression levels between
controls and treated samples, while x�2=1,j reflected constant expression regardless of the type of
transfected miRNAs (Figure S10). Thus, I decided to use x�1i associated with large absolute values
of G(�1, �2 = 1, �3 = 2). Because G(�1 = 2, �2 = 1, �3 = 2) has the largest absolute value, I decided to
employ x�1=2,i to select mRNAs.

2.5.11. No. 11: GSE37729

Two files, SE37729-GPL6098_series_matrix.txt.gz and GSE37729-GPL6104_series_matrix.txt.gz,
in the section “Series Matrix File(s)” were downloaded. The two files were merged such that
only shared probes were included. Gene expression of SH-SY5Y cell lines was considered in
Experiment No. 11. GSM926170, GSM926171, GSM926178, and GSM926179 are control samples.
GSM926176 and GSM926177 are anti-miR-181b-transfected samples. GSM926174 and GSM926175
are miR-181b-transfected samples. After that, I generated three-mode tensor xijk, 1 ≤ i ≤ 9987,
1 ≤ j ≤ 4, 1 ≤ k ≤ 2, where k = 1, 2 correspond to control and miR-181b, respectively. For k = 2, 3,
1 ≤ j ≤ 2 are anti-miR-transfected samples, whereas 3 ≤ j ≤ 6 are miR-transfected samples.
After applying HOSVD to xijk, I found that x�3=2,k reflects an inverse relation of expression levels
between controls and treated samples, whereas x�2=1,j reflects constant expression independently of
transfected miRNAs (Figure S11). Then, I decided to use x�1i associated with large absolute values of
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G(�1, �2 = 1, �3 = 2). Because G(�1 = 2, �2 = 1, �3 = 2) has the largest absolute value, I decided to use
x�1=2,i to select mRNAs.

3. Results

To demonstrate the usefulness of TD-based unsupervised FE, I applied it to artificial data
composed of a three-mode tensor, xijk ∈ R

N×M×2, which is the expression level of the ith gene
of the jth sample, where k = 1 is control and k = 2 is a treated (transfected with distinct miRNAs)
sample. Among N genes, N0 genes are affected by miRNA transfection while the other N − N0 genes
are not affected. Among the N0 genes affected by miRNA transfection, N0

2 genes are supposed to be
regulated independently of samples (hence, a sequence-nonspecific off-target effect) while the other N0

2
genes vary from sample to sample (i.e., miRNA-specific regulation). Applying TD-based unsupervised
FE to the artificial dataset (averaged across 100 independent trials), I got a result (Figure 1). x�2=1,j
(Figure 1A) and x�3=1,k (Figure 1B), which are always associated with core tensor G(1, 1, 1) with the
largest absolute values, represent constant gene expression across M samples and inverted expression
levels between control (k = 1) and treated (k = 2) samples. Accordingly, genes associated with these
two are expected to represent sample- or transfected miRNA-independent (thus, sequence-nonspecific
off-target) regulation. Given that x�1=1,i is always associated with core tensor G(1, 1, 1) with the largest
absolute values, P-values (Figure 1C) are computed using x�1=1,i. It is obvious that there is a sharp
peak at the smallest P-values in the histogram of 1 − P, which presumably does not correspond to
the null hypothesis (that x�1=1,i follows the normal distribution). To test whether genes associated
with these much smaller P-values include genes i ≤ N0

2 , the probabilities to be selected by TD-based
unsupervised FE are averaged across i ≤ N0

2 and i > N0
2 , respectively. Then, the former is as large

as 0.86, while the latter is as small as 0. (This means that genes i > N0
2 have never been selected by

TD-based unsupervised FE.) This observation suggests that TD-based unsupervised FE is effective
at sorting out genes—that are expressed independently of samples—from genes expressed only
in a limited number of samples and genes not expressed at all. To determine whether TD-based
unsupervised FE can outperform the conventional supervised method, the t test and significance
analysis of microarrays (SAM) [37] were carried out. For these two methods, P-values obtained were
also corrected by means of the BH criterion, and genes associated with adjusted P-values less than 0.01
were selected. Then, the average probability for i ≤ N0

2 is 0.43 according to the t test and 0.62 according
to SAM. The average probability for i > N0

2 is 2 × 10−4 according to the t test and 3 × 10−5 according
to SAM. Therefore, TD-based unsupervised FE is more effective than either the t test or SAM.

To identify genes whose expression alteration is likely to be mediated by sequence-nonspecific
off-target regulation caused by miRNA transfection, integrated analysis of gene expression profiles
after transfection of various miRNAs was performed. Simultaneous analysis of multiple experiments
each of which employs single miRNA transfection will blur sequence-specific regulation of mRNAs
while a sequence-nonspecific off-target effect will remain. Furthermore, to avoid biases due to research
groups or individual studies, 11 experiments collected from studies involving distinct combinations of
transfected miRNAs and cell lines were analyzed simultaneously (Table 1).

Genes—whose expression alteration is likely to be caused by sequence-nonspecific off-target
regulation that was induced similarly by various transfected miRNAs—were selected using TD-based
unsupervised FE in each of the 11 experiments. The reason why TD-based unsupervised FE was
employed is as follows. First, PCA-based unsupervised FE, from which TD-based unsupervised FE
was developed, is known to function even when only a small number of samples is available [16,26].
Tensor representation is also more suitable for the present experiments, where multiple genes, multiple
miRNAs and controls, or transfected samples are simultaneously considered (they can be represented
as a three-mode tensor; see Methods). Second, we can check whether there are miRNAs associated with
a common expression pattern among all the miRNA transfection experiments by studying outcomes;
we have opportunities to exclude experiments not associated with sequence-nonspecific off-target
regulation caused by miRNA transfection.
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These 11 analyzed experiments—in which mRNAs associated with sequence-nonspecific off-target
regulation caused by miRNA transfection were successfully identified—deal with distinct cell lines
into each of which distinct miRNAs were transfected. Nevertheless, gene sets identified in individual
experiments not only significantly overlapped with one another but also were associated with a large
enough odds ratio (from 300 to 500, Table 2), although the number of genes detected in each experiment
varied from ∼100 to ∼800 (“#” in Table 2). This finding suggests that there are some sets of genes
whose expression was robustly altered via sequence-nonspecific off-target regulation that was induced
similarly by various transfected miRNAs.

Table 2. Fisher’s exact tests for coincidence among 11 miRNA transfection experiments. Upper triangle:
P-value; lower triangle: odds ratio.

Exp. 1 2 3 4 5 6 7 8 9 10 11

# 232 711 747 441 123 292 246 873 113 104 120
1 232 4.14 × 1019 6.59 × 1022 3.96 × 1041 4.12 × 1071 9.41 × 1070 2.90 × 1060 1.34 × 1017 1.15 × 1027 6.84 × 1026 2.66 × 107

2 711 7.68 0.00 1.89 × 1018 4.93 × 1027 5.59 × 1020 2.69 × 1032 4.62 × 1013 9.23 × 1016 8.66 × 1012 1.37 × 103

3 747 8.30 345.52 3.63 × 1020 7.96 × 1021 5.70 × 1012 1.82 × 1027 9.52 × 1012 1.18 × 1014 1.01 × 1012 3.90 × 106

4 441 18.23 5.19 5.34 6.14 × 1041 1.01 × 1034 1.44 × 1069 4.61 × 1011 2.16 × 1030 4.09 × 1028 1.35 × 1010

5 123 53.86 9.04 7.27 17.48 2.9 × 10179 1.27 × 1063 6.24 × 1015 3.16 × 1025 2.37 × 1017 4.69 × 109

6 292 61.50 8.15 5.52 17.71 204.39 3.53 × 1053 2.57 × 1015 6.65 × 1022 1.65 × 1012 5.60 × 105

7 246 20.27 5.35 4.67 12.39 20.11 22.03 6.91 × 1042 1.77 × 1036 4.50 × 1031 2.78 × 1014

8 873 18.61 7.22 6.51 8.29 15.61 18.53 20.73 1.81 × 107 1.37 × 106 2.76 × 102

9 113 39.34 9.87 8.77 25.98 32.44 34.90 21.94 16.02 3.7 × 10125 9.27 × 1018

10 104 40.29 8.22 8.27 26.64 23.34 20.86 21.56 15.18 517.87 6.82 × 1016

11 120 10.15 3.19 4.43 9.19 11.55 8.11 8.28 4.92 19.57 18.70

#: the number of genes selected for each of 11 experiments via TD- or PCA-based unsupervised FE.

Although this finding itself is remarkable enough to be reported, the observed coincidences may
be accidental for some unknown reason and may not be associated with anything biologically valid.
To validate biological significance of the identified genes, they were uploaded to Enrichr [38], which is
an enrichment analysis server validating various biological terms and concepts. As a result, these genes
were found to be enriched with various biological terms and concepts (see below).

First, the identified gene sets mostly included various target genes of transcription factors (TFs)
(Table 3). Although the number of TFs detected varied from ∼10 to ∼100 (#2 in Table 3), the detection
of multiple instances of enrichment with genes that TFs target may be evidence that these genes
cooperatively function in the cell because common TFs’ target genes often have shared biological
functions [39,40]. In particular, the most frequent cases of enrichment of TFs are common among the
11 experiments analyzed. These include EKLF, MYC, NELFA, and E2F1. These data can be biologically
interpreted as follows.
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Table 3. In each of 11 experiments, 20 top-ranked significant TFs whose sets of target genes significantly
overlap with the set of genes selected for each experiment were identified. Then, EKLF, MYC, NELFA,
and E2F1 turned out to be among the 20 top-ranked significant TFs for all 11 experiments.

EKLF MYC NELFA E2F1

Exp. #1 #2 OL adj. P-Value OL adj. P-Value OL adj. P-Value OL adj. P-Value

1 232 30 40/1239 2.16 × 107 53/1458 6.22 × 1012 59/2000 8.94 × 1010 61/1529 1.30 × 1015

2 711 77 94/1239 1.51 × 1010 106/1458 1.01 × 1010 134/2000 3.26 × 1011 100/1529 6.14 × 108

3 747 97 100/1239 2.28 × 1011 98/1458 2.96 × 107 152/2000 1.93 × 1015 108/1529 3.89 × 109

4 441 43 83/1239 4.77 × 1018 99/1458 2.08 × 1022 105/2000 1.06 × 1015 85/1529 9.29 × 1014

5 123 45 26/1239 2.16 × 106 25/1458 9.12 × 105 31/2000 4.26 × 105 28/1529 7.41 × 106

6 292 19 51/1239 2.38 × 109 65/1458 5.54 × 1014 63/2000 2.72 × 107 69/1529 8.31 × 1015

7 246 11 37/1239 5.11 × 105 48/1458 5.97 × 108 46/2000 1.45 × 103 64/1529 7.02 × 1016

8 873 55 188/1239 8.33 × 1052 189/1458 8.58 × 1042 222/2000 3.52 × 1039 157/1529 8.24 × 1023

9 113 36 24/1239 4.47 × 106 30/1458 2.86 × 108 32/2000 2.33 × 106 40/1529 6.84 × 1015

10 104 22 27/1239 1.16 × 108 25/1458 4.83 × 106 36/2000 1.07 × 109 35/1529 3.63 × 1012

11 120 22 21/1239 8.02 × 104 27/1458 2.25 × 105 29/2000 4.68 × 104 25/1529 3.57 × 104

#1: the number of genes selected for each of 11 experiments via TD- or PCA-based unsupervised FE; #2: the
number of TFs whose sets of target genes significantly (adjusted P-values < 0.01) overlap with the set of
genes selected for each experiment; OL: overlaps, (the number of genes coinciding with the genes selected for
each experiment)/(genes listed in Enrichr as TF target genes).

The apparent significant alteration of expression of MYC target genes may be due to miRNAs
regulating MYC [41–43]. The apparent alteration of expression of E2F1 target genes may be explained
similarly because these miRNAs also target E2F1 [41,43]. In actuality, 1551 genes targeted by only one
miRNA but associated with altered gene expression caused by miRNA transfection are significantly
targeted by MYC and E2F1. Enrichment with EKLF target genes among these 1551 genes not targeted
by more than one miRNA—but showing altered expression caused by transfection with one of
miRNAs—is a puzzle, although Yien and Beiker suggested that some miRNAs are likely also regulated
by EKLF [44]. Identification of NELFA target genes is explained by the tight interaction between
NELFA and c-MYC [45,46]

Additionally, I checked “TargetScan microRNA” in Enrichr to test whether enrichment with genes
targeted by the transfected miRNAs would be detected. As a result, only for two of the 11 experiments
(Experiments No. 2 and 3), enrichment with genes targeted by nonzero miRNAs was detected. This is
possibly because x�2=2,j for these two experiments also detected genes targeted by transfected miRNAs
(Figures S2 and S3). In any case, the fact that most of experiments (9 out of 11) did not show enrichment
with genes targeted by transfected miRNAs is consistent with the hypothesis that gene expression
alteration caused by miRNA transfection is primarily due to the competition for protein machinery
between endogenous miRNAs and transfected miRNAs; this pattern can remain unchanged among
transfection experiments with different miRNAs.

Next, I checked KEGG pathway enrichment data. Primary enriched KEGG pathways among
the identified genes are related to diseases (Table 4). Seven ((ii), (iii), (v), (vi), (vii), (viii), and (x))
out of 10 most frequently enriched KEGG pathways in the 11 experiments are directly related to
various diseases. Among the remaining three ((i), (iv), and (ix)), oxidative phosphorylation is a
disease-related KEGG pathway because its malfunction causes combined oxidative phosphorylation
deficiency (https://www.omim.org/entry/609060). Another one, “endoplasmic reticulum”, is also a
disease-related pathway because its malfunction is observed in neurological diseases [47]. Therefore,
these genes may also contribute to the onset or progression of various diseases and could be therapeutic
targets. As a result, sequence-nonspecific off-target regulation caused by miRNA transfection may be a
therapeutic method.
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Table 4. In each of 11 experiments, 20 top-ranked significant KEGG pathways whose associated genes
significantly match some genes selected for each experiment were identified. Thus, the following
KEGG pathways are most frequently ranked within the top 20.

Exp. # (i) (ii) (iii) (iv) (v) (vi) (vii) (viii) (ix) (x)

1 (232) 31/137 7/168 10/142 6/133 9/55 9/193 7/169 8/203
[10] 3.69 × 1029 3.18 × 102 1.66 × 104 3.45 × 102 1.02 × 106 6.85 × 103 3.18 × 102 3.01 × 102

2 (711) 36/137 18/168 14/142 12/133 13/55 16/169 18/203
[12] 3.43 × 1019 1.48 × 103 1.05 × 102 3.20 × 102 5.92 × 106 8.12 × 103 8.12 × 103

3 (747) 23/137 15/168 14/55 18/169 19/203
[15] 3.58 × 107 1.94 × 102 1.20 × 106 2.02 × 103 4.78 × 103

4 (441) 50/137 15/168 19/142 18/133 6/55 19/193 7/78 12/151 9/169
[10] 2.92 × 1045 1.91 × 104 3.97 × 108 6.42 × 108 2.49 × 102 3.40 × 106 2.74 × 102 4.44 × 103 1.29 × 101

5 (123) 9/137 8/78 6/169 8/203
[23] 2.97 × 106 6.08 × 107 4.29 × 103 3.03 × 104

6 (292) 45/137 20/168 19/142 18/133 4/55 19/193 11/78 12/151
[14] 1.35 × 1046 3.32 × 1011 2.27 × 1011 4.00 × 1011 7.95 × 102 2.24 × 109 4.90 × 107 4.87 × 105

7 (246) 40/137 9/168 10/142 9/133 11/193 4/78 7/151 6/203
[6] 5.61 × 1042 6.60 × 103 5.80 × 104 1.32 × 103 1.16 × 103 2.57 × 101 6.31 × 102 4.52 × 101

8 (873) 75/137 30/168 32/142 32/133 36/193 14/78 24/151 25/169
[24] 5.59 × 1063 2.09 × 109 9.32 × 1013 1.89 × 1013 7.51 × 1012 1.39 × 104 1.62 × 106 3.11 × 106

9 (113) 18/137 11/168 12/142 10/133 6/55 12/193 4/78 11/151
[20] 8.24 × 1018 7.10 × 108 1.66 × 109 8.42 × 108 8.85 × 106 2.96 × 108 6.64 × 103 2.96 × 108

10 (104) 11/137 8/168 9/142 8/133 5/55 10/193 8/151
[20] 1.98 × 108 6.68 × 105 3.23 × 106 1.71 × 105 1.56 × 104 3.23 × 106 3.60 × 105

11 (120) 6/137 4/142 5/55 5/203
[3] 9.04 × 103 8.49 × 102 2.98 × 103 6.83 × 102

(i) Ribosome: hsa03010; (ii) Alzheimer’s disease: hsa05010; (iii) Parkinson’s disease: hsa05012; (iv) Oxidative
phosphorylation: hsa00190; (v) Pathogenic Escherichia coli infection:hsa05130; (vi) Huntington’s disease:
hsa05016; (vii) Cardiac muscle contraction: hsa04260; (viii) Nonalcoholic fatty liver disease (NAFLD): hsa04932;
(ix) Protein processing in endoplasmic reticulum: hsa04141; and (x) Proteoglycans in cancer: hsa05205.
(numbers): gene; [numbers]: KEGG pathways. Upper rows in each exp: (the number of genes coinciding with
the genes selected for each experiment)/(genes listed in Enrichr in each category). Lower rows in each exp:
adjusted P-values provided by Enrichr.

Actually, gene expression alteration mediated by sequence-nonspecific off-target regulation is
analogous to treatments with various candidate drugs (Tables 5 and 6). Thus, combinatorial transfection
with miRNAs may replace drug treatment in some conditions and can be used for therapeutic purposes,
too. For example, LDN-192189 ((ii) in Table 5) is reported to improve neuronal conversion of human
fibroblasts [48] and was proposed as a therapy for Alzheimer’s disease [49]. GSK-1059615b ((i) and (iii)
in Table 5) was once considered a PI3K-kt pathway inhibitor in clinical development for the treatment
of cancers [50]. WYE-125132 ((iv) in Table 5) is also known to suppress tumor growth [51] (although
the name WYE-125132 does not appear in that article, compound 8a was named WYE-125132 later).
Afatinib ((v) in Table 5) is a famous drug for non-small cell lung cancer [52]. PI-103 ((vi) in Table 5) is
a drug for acute myeloid leukemia [53]. PD-0325901 was reported to affect heart development [54].
Chelerythrine chloride ((viii) in Table 5) has been reported to affect embryonic chick heart cells [55].
GDC-0980 ((i) in Table 6) is a known anticancer drug [56]. PLX-4720 ((ii) in Table 6) has been considered
for both cancer and heart disease treatment [57]. Dinaciclib is another anticancer drug [58]. Because
these are related to diseases reported in Table 4, sequence-nonspecific off-target regulation caused by
miRNA transfection may be a therapeutic strategy.
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Table 5. In each of 11 experiments, 20 top-ranked significant treatments with compounds whose
downregulated genes significantly coincide with some genes selected for each experiment were
identified. Thus, treatments with the following compounds are most frequently ranked within top 20.

Exp. # (i) (ii) (iii) (iv) (v) (vi) (vii) (viii)

1 (232) OL 10/85 16/154
[129] adj P-value 6.14 × 105 6.59 × 107

2 (711) OL
[329] adj P-value

3 (747) OL
[417] adj P-value

4 (441) OL 16/85 14/105 15/109 16/144
[67] adj P-value 8.56 × 107 1.15 × 104 5.10 × 105 1.56 × 104

5 (123) OL 17/141 12/154
[219] adj P-value 2.87 × 1013 2.26 × 107

6 (292) OL 13/105 19/137
[132] adj P-value 9.69 × 106 3.04 × 109

7 (246) OL 9/85 12/154
[61] adj P-value 1.41 × 103 8.88 × 104

8 (873) OL 30/85 46/141 35/162
[255] adj P-value 1.19 × 1015 1.62 × 1023 5.21 × 1012

9 (119) OL 9/85 11/141 8/109 8/144 8/162 12/137
[74] 6.25 × 106 3.48 × 106 3.50 × 104 1.45 × 103 2.33 × 103 2.76 × 107

10 (104) OL 9/85 9/105 9/109 10/144 12/137
[155] adj P-value 1.87 × 106 4.96 × 106 6.22 × 106 4.96 × 106 7.01 × 108

11 (120) OL 10/141 9/162
[127] adj P-value 4.74 × 105 5.26 × 104

(i) LJP005_BT20_24H-GSK-1059615-3.33; (ii) LJP005_HS578T_24H-LDN-193189-10; (iii) LJP005_MCF10A_
24H-GSK-1059615-10; (iv) LJP006_BT20_24H-WYE-125132-10; (v) LJP006_HS578T_24H-afatinib-10; (vi)
LJP006_MCF10A_24H-PI-103-10; (vii) LJP007_HT29_24H-PD-0325901-0.12; and (viii) LJP009_HEPG2_
24H-chelerythrine_chloride-10. #: (numbers): genes; [numbers]: compounds. Upper rows in each exp:
OL, overlaps, (the number of genes coinciding with the genes selected for each experiment)/(genes listed in
Enrichr in each category). Lower rows in each exp: adjusted P-values provided by Enrichr.

Table 6. In each of the 11 experiments, 20 top-ranked significant treatments with compounds whose sets of
upregulated genes significantly overlap with the set of genes selected for each experiment were identified.
Therefore, treatment with the following compounds is most frequently ranked within the top 20.

Exp. # (i) (ii) (iii)

1 (232) 16/166
[191] 2.16 × 107

2 (711) 23/125 30/163
[450] 1.58 × 107 1.11 × 109

3 (747) 34/163
[559] 6.14 × 1012

4 (441) 15/125
[85] 2.12 × 104

5 (123)
[116]

6 (292) 18/163
[190] 2.46 × 107

7 (246)
[145]

8 (873) 22/125 31/166
[69] 6.56 × 105 1.80 × 107

9 (119) 8/166
[0] 1.95 × 102

10 (104)
[0]

11 (120)
[33]

(i) LJP005_A375_24H-GDC-0980-0.37; (ii) LJP005_HEPG2_24H-PLX-4720-10; and (iii) LJP007_MCF7_24H-
dinaciclib-0.12 #: (numbers): genes; [numbers]: compounds. Upper rows in each exp: OL, overlaps (the
number of genes coinciding with the genes selected for each experiment)/(genes listed in Enrichr in each
category). Lower rows in each exp: adjusted P-values provided by Enrichr.
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Next, I studied tissue specificity of the gene expression alteration caused by sequence-nonspecific
off-target regulation that was induced by miRNA transfection. Associations with GTEx tissue
samples were also observed. For example, in GTEx up (Table 7), enrichment cases were observed
in the brain and testes, both of which were reported to be outliers in clustering analysis [59].
Thus, it is not surprising that cases of enrichment in these two tissues were identified primarily.
On the other hand, in GTEx down (Table 8), enrichment instances in the skin were mostly observed.
Readers may wonder how sequence-nonspecific off-target regulation caused by miRNA transfection
can contribute to the tissue specificity of gene expression profiles. Võsa et al. [60] observed that
polymorphisms in miRNA response elements (MRE-SNPs) that either disrupt a miRNA-binding site
or create a new miRNA-binding site can affect the allele-specific expression of target genes. Therefore,
sequence-nonspecific off-target regulation caused by miRNA transfection may have the ability to
contribute to tissue specificity of the gene expression profiles through distinct functionality of genetic
variations in distinct tissues. Despite these coincidences, how the sequence-nonspecific off-target
effect contributes to differentiation is unclear. These coincidences may simply be consequences,
not causes. More studies are needed to directly implicate the sequence-nonspecific off-target effect in
differentiation itself.

Table 7. In each of the 11 experiments, 20 top-ranked significant tissues whose set of upregulated genes
significantly overlapped with the set of genes selected for each experiment were identified.

Exp. # (i) (ii) (iii) (iv) (v) (vi) (vii) (viii) (ix) (x)

1 (232) 68/1509 51/1066 65/1384 74/1773 77/1764 69/1770 53/1174 68/1710
[216] 1.11 × 1020 3.65 × 1016 1.28 × 1020 8.31 × 1021 8.66 × 1023 8.65 × 1018 8.12 × 1016 7.14 × 1018

2 (711) 78/625
[470] 3.13 × 1020

3 (747) 72/625
[441] 1.93 × 1015

4 (441) 80/1509 61/1066 82/1384 87/1764 54/625 54/525
[151] 3.20 × 1011 1.01 × 109 7.82 × 1014 1.08 × 105 6.23 × 1015 6.83 × 1018

5 (123) 31/1509 29/1066 32/1384 33/1773 34/1770 26/1174 33/1710
[150] 2.48 × 107 9.29 × 109 1.75 × 108 5.68 × 107 1.99 × 107 9.17 × 107 2.90 × 107

6 (292) 80/1509 66/1066 70/1384 80/1773 85/1764 46/625 78/1770 50/525 63/1174 76/1710
[196] 7.02 × 1022 3.72 × 1021 4.91 × 1018 4.91 × 1018 4.97 × 1021 2.53 × 1017 4.73 × 1017 4.99 × 1023 2.53 × 1017 7.45 × 1017

7 (246) 64/1509 53/1066 57/1384 68/1773 68/1764 34/625 63/1770 35/525 52/1174 63/1710
[135] 7.77 × 1016 1.13 × 1015 1.02 × 1013 3.42 × 1015 3.28 × 1015 5.23 × 1011 1.16 × 1012 1.03 × 1013 1.10 × 1013 2.75 × 1013

8 (873) 164/1509 131/1066 156/1384 155/1773 168/1764 161/1770 128/1174 157/1710
[178] 1.61 × 1025 8.18 × 1025 1.61 × 1025 2.25 × 1015 4.48 × 1020 2.02 × 1017 1.31 × 1019 2.38 × 1017

9 (119) 39/1509 28/1066 40/1384 38/1773 37/1764 24/625 25/525
[225] 1.13 × 1013 8.60 × 1010 2.22 × 1015 5.07 × 1011 1.92 × 1010 3.31 × 1011 1.13 × 1013

10 (104) 29/1509 22/1066 30/1384 31/1773 29/1764 28/1770 15/525 23/1174 27/1710
[156] 2.83 × 107 5.82 × 106 1.93 × 108 4.52 × 107 4.31 × 106 1.19 × 105 1.35 × 105 5.82 × 106 1.51 × 105

11 (120) 13/625 12/525
[5] 1.54 × 102 1.38 × 102

(i) GTEX-QDT8-0011-R10A-SM-32PKG_brain_female_30-39_years; (ii) GTEX-QMR6-1426-SM-32PLA_brain_
male_50-59_years; (iii) GTEX-TSE9-3026-SM-3DB76_brain_female_60-69_years; (iv) GTEX-PVOW-0011-R3A-
SM-32PKX_brain_male_40-49_years; (v) GTEX-PVOW-2526-SM-2XCF7_brain_male_40-49_years; (vi) GTEX-
XAJ8-1326-SM-47JYT_testis_male_40-49_years; (vii) GTEX-N7MS-0011-R3a-SM-33HC6_brain_male_60-69_years;
(viii) GTEX-OHPM-2126-SM-3LK75_testis_male_50-59_years; (ix) GTEX-PVOW-0011-R5A-SM-32PL7_brain_
male_40-49_years; and (x) GTEX-PVOW-2626-SM-32PL8_brain_male_40-49_years. (numbers): gene;
[numbers]: tissues. P-values are the ones adjusted by Enrichr.
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Table 8. In each of the 11 experiments, 20 top-ranked significant tissues whose set of downregulated
genes significantly overlapped with the set of genes selected for each experiment were identified.

Exp. # (i) (ii) (iii) (iv) (v) (vi)

1 (232) 57/1709 54/1488 53/1027 53/1121 55/1599 52/1103
[201] 4.88 × 1011 1.40 × 1011 4.65 × 1017 1.13 × 1015 4.65 × 1011 1.96 × 1015

2 (711) 166/1709 133/1121 175/1599
[414] 4.72 × 1032 1.27 × 1033 2.48 × 1040

3 (747) 174/1709 165/1599
[365] 1.44 × 1033 2.20 × 1032

4 (441) 98/1709 89/1488 73/1027 98/1599 70/1103
[219] 2.41 × 1016 8.07 × 1016 2.17 × 1016 5.24 × 1018 1.38 × 1013

5 (123) 35/1027 35/1121 37/1103
[486] 9.87 × 1015 1.04 × 1013 2.03 × 1015

6 (292) 69/1488 60/1027 53/1121 61/1103
[171] 2.30 × 1015 3.96 × 1017 5.96 × 1012 9.15 × 1017

7 (246) 55/1488 57/1027 49/1121 53/1599 51/1103
[113] 2.46 × 1011 7.80 × 1019 1.81 × 1012 3.39 × 109 1.38 × 1013

8 (873) 188/1709 137/1027 136/1121 182/1599 138/1103
[185] 1.15 × 1030 8.37 × 1030 1.34 × 1025 3.79 × 1031 3.16 × 1027

9 (119) 31/1709 36/1488
[224] 4.11 × 107 6.46 × 1011

10 (104) 31/1709 33/1488
[156] 3.24 × 108 1.64 × 1010

11 (120)
[20]

(i) GTEX-Q2AH-0008-SM-48U2J_skin_male_40-49_years; (ii) GTEX-O5YT-0126-SM-48TBW_skin_male_20-29_years;
(iii) GTEX-P4PQ-0008-SM-48TDX_skin_male_60-69_years; (iv) GTEX-R55D-0008-SM-48FEV_skin_male_50-59_years;
(v) GTEX-R55E-0008-SM-48FCG_skin_male_20-29_years; and (vi) GTEX-RU72-0008-SM-46MV8_skin_female_50-59_years.
(numbers): gene; [numbers]: tissues. Upper rows in each exp: OL, overlaps (the number of genes coinciding
with the genes selected for each experiment)/(genes listed in Enrichr in each category). Lower rows in each
exp: adjusted P-values provided by Enrichr.

Genes whose expression alteration is likely to be caused by sequence-nonspecific off-target
regulation that miRNA transfection induces are also enriched in pluripotency (Table 9). Because
miRNAs are known to mediate reprogramming [61], sequence-nonspecific off-target regulation caused
by transfection of multiple miRNAs may contribute to reprogramming too. In actuality, primary
binding TFs include MYC ((i) and (iv) in Table 9) and KLF4 ((vi) and (vii) in Table 9), which are
two of four Yamanaka factors that mediate pluripotency. Other TFs in Table 9 are DMAP1 (iii) and
TIP60 (v). DMAP1 is a member of the TIP60-p400 complex that maintains embryonic stem cell
pluripotency [62]. The remaining one, ZFX (x), has been reported to control the self-renewal of
embryonic and hematopoietic stem cells [63]. In addition, two gene KO experiments have been
conducted ((viii) and (ix)). One of the genes in question, SUZ12, encodes a polycomb group
protein that mediates differentiation [64], whereas the other, ZFP281, is a known pluripotency
suppressor [65]. There are no known widely accepted mechanisms by which miRNA transfection can
induce pluripotency. Because sequence-nonspecific off-target regulation seems to alter expression of
genes critical for pluripotency, it may contribute to the mechanism.
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Table 9. In each of the 11 experiments, 20 top-ranked significant terms in the Embryonic Stem Cell
Atlas from Pluripotency Evidence (ESCAPE) whose set of associated genes significantly overlapped
with the set of genes selected for each experiment were identified.

Exp. # (i) (ii) (iii) (iv) (v) (vi) (vii) (viii) (ix) (x)

1 (232) 53/1458 90/2469 55/1789 56/1200 24/705 38/1700 40/1502 15/315 17/186 66/3249
[15] 3.85 × 1012 1.63 × 1022 7.36 × 1010 1.35 × 1017 7.38 × 105 1.40 × 103 2.40 × 105 1.13 × 104 2.84 × 109 6.10 × 105

2 (711) 106/1458 184/2469 96/1789 90/1200 33/315 182/3249
[22] 1.29 × 1010 2.83 × 1021 5.46 × 104 1.09 × 109 1.43 × 106 4.08 × 109

3 (747) 98/1458 199/2469 106/1789 93/1200 55/705 32/315 19/186 184/3249
[28] 4.59 × 107 7.29 × 1025 2.60 × 105 1.88 × 109 8.48 × 106 1.09 × 105 1.17 × 103 9.00 × 108

4 (441) 99/1458 153/2469 109/1789 95/1200 51/705 64/1700 60/1502 23/186 145/3249
[18] 1.37 × 1022 1.91 × 1032 1.74 × 1021 2.31 × 1026 3.51 × 1012 3.44 × 104 1.21 × 104 8.71 × 1010 1.39 × 1016

5 (123) 25/1458 46/2469 26/1789 19/315
[32] 3.65 × 105 9.91 × 1011 3.38 × 104 1.66 × 1011

6 (292) 65/1458 108/2469 54/1789 59/1200 24/705 47/1700 37/1502 13/315 19/186 68/3249
[8] 2.14 × 1014 3.68 × 1025 1.03 × 105 1.26 × 1014 3.96 × 103 6.28 × 104 2.48 × 102 1.89 × 102 2.10 × 109 2.34 × 102

7 (246) 48/1458 78/2469 43/1789 49/1200 17/705 31/1700 33/1502 13/315 15/186
[6] 2.16 × 108 1.87 × 1013 6.95 × 104 8.53 × 1012 1.48 × 101 2.48 × 101 2.70 × 102 5.72 × 103 6.01 × 107

8 (873) 189/1458 303/2469 184/1789 159/1200 89/705 130/1700 116/1502 38/315 38/186 247/3249
[28] 5.44 × 1042 6.58 × 1067 1.81 × 1027 6.07 × 1036 4.59 × 1018 4.78 × 109 2.74 × 108 3.67 × 107 4.46 × 1014 1.89 × 1018

9 (119) 30/1458 54/2469 37/1789 28/1200 16/705 23/1700 28/1502 9/186 32/3249
[14] 1.76 × 108 4.54 × 1018 1.22 × 1010 6.09 × 109 6.01 × 105 1.46 × 103 5.60 × 107 3.47 × 105 1.15 × 102

10 (104) 25/1458 56/2469 33/1789 21/1200 13/705 23/1700 19/1502 10/186
[11] 3.77 × 106 3.80 × 1022 4.45 × 109 2.91 × 105 1.53 × 103 4.39 × 104 4.56 × 103 2.87 × 106

11 (120) 27/1458 44/2469 17/1200 13/705 23/1700 25/1502 7/315
[14] 1.28 × 105 1.60 × 109 1.20 × 102 5.75 × 103 4.08 × 103 1.97 × 104 3.00 × 102

(i) CHiP_MYC-19079543; (ii) mESC_H3K36me3_18692474; (iii) CHiP_DMAP1-20946988; (iv) CHiP_MYC-
18555785; (v) CHiP_TIP60-20946988; (vi) CHiP_KLF4-18358816; (vii) CHiP_KLF4-19030024; (viii)
SUZ12-17339329_UP; (ix) ZFP281-21915945_DOWN; and (x) CHiP_ZFX-18555785. (numbers): gene;
[numbers]: TF binding, histone modification and a gene KO or overexpression. Upper rows in each exp:
OL, overlaps (the number of genes coinciding with the genes selected for each experiment)/(genes listed in
Enrichr in each category). Lower rows in each exp: adjusted P-values provided by Enrichr.

Besides, I checked whether protein–protein interactions (PPIs) are enriched in each of the 11
gene sets selected for each of the 11 experiments (Table 10). Gene sets were uploaded to the STRING
server [66]. For all the gene sets, instances of PPI enrichment were highly significant. Given that
proteins rarely function alone and often function in groups, this is evidence that our analysis is
biologically reliable.

Table 10. PPI enrichment by the STRING server. Column “genes” shows numbers of genes recognized
by the STRING server.

Exp. Genes Edges P-Values

Observed Expected

1 195 1638 591 0
2 623 4271 2577 0
3 658 4506 2920 0
4 392 3418 1273 0
5 118 539 197 0
6 276 2048 569 0
7 182 1167 303 0
8 640 10176 4342 0
9 112 464 165 0
10 103 323 127 0
11 118 143 104 1.58 × 104

I demonstrated enrichment of various biological processes in gene sets. Although there were
more cases of enrichment of biological terms in Enrichr, it is impossible to consider and discuss all of
them. Instead, I discuss the enrichment cases identified in GeneSigDBs in Enrichr that include various
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biological properties (Table 11). Numerous GeneSigDBs that reflect a wide range of functional genes
were enriched too. This result also suggested that the identified genes may contribute to a wide range
of biological activities.

Table 11. In each of the 11 experiments, 20 top-ranked significant terms in GeneSigDB whose set
of associated genes significantly overlapped with the set of genes selected for each experiment
were identified.

(i) (ii) (iii) (iv)

Exp. #1 #2 OL adj. P-Value OL adj. P-Value OL adj. P-Value OL adj. P-Value

1 232 154 97/1548 7.60 × 1044 36/663 1.68 × 1012 77/2585 1.72 × 1013 36/238 6.63 × 1027

2 711 194 152/1548 4.03 × 1029 72/663 3.28 × 1015 222/2585 8.96 × 1036 44/238 3.05 × 1017

3 747 285 149/1548 4.32 × 1025 87/663 1.58 × 1022 222/2585 4.01 × 1032 30/238 2.05 × 107

4 441 106 146/1548 7.43 × 1052 62/663 6.57 × 1020 145/2585 1.51 × 1025 46/238 2.15 × 1027

5 123 183 44/1548 4.46 × 1016 13/663 1.84 × 103 37/2585 1.34 × 105 24/238 1.54 × 1019

6 292 106 103/1548 1.21 × 1038 36/663 1.79 × 109 94/2585 1.51 × 1015 39/238 5.50 × 1027

7 246 95 81/1548 5.23 × 1028 30/663 1.34 × 107 66/2585 3.88 × 107 30/238 2.86 × 1019

8 873 269 256/1548 1.82 × 1081 100/663 8.26 × 1026 229/2585 4.03 × 1025 86/238 7.47 × 1053

9 119 93 60/1548 6.98 × 1034 30/663 9.55 × 1017 48/2585 9.73 × 1013 22/238 4.26 × 1018

10 104 77 52/1548 1.67 × 1027 25/663 1.59 × 1012 45/2585 4.60 × 1012 15/238 2.49 × 1010

11 120 68 36/1548 6.11 × 1010 17/663 4.25 × 105 40/2585 1.07 × 106 13/238 6.73 × 107

(i) A multiclass predictor based on a probabilistic model, i.e., application to gene expression profiling-based
diagnosis of thyroid tumors; (ii) A redox signature score identifies diffuse large B-cell lymphoma patients
with a poor prognosis; (iii) A comparison of the gene expression profile of undifferentiated human embryonic
stem cell lines and differentiating embryoid bodies; and (iv) A gene expression profile of rat left ventricles
reveals persisting changes after a chronic mild-exercise protocol: implications for cardioprotection. #1: genes;
#2: terms. OL: overlaps (the number of genes coinciding with the genes selected for each experiment)/(genes
listed in Enrichr in each category).

As readers can see, top four most frequently significant terms are related to either diseases or
differentiation, which are often said to be biological concepts to which miRNAs contribute to. Although
canonical target genes of miRNA have mainly been sought to understand biological functions of
miRNAs, sequence-nonspecific off-target regulation may be important as well.

Figure 2 shows the summary of results obtained in this section.

Gene expression omnibus

PCA/TD based unsupervised FE

Enrichr

Transcription 
Factor

KEGG
pathway

Compounds
treatment

Tissue
specificity

Embryonic Stem Cell Atlas from 
Pluripotency Evidence

PPI 
enrichment

GeneSigDB

Figure 2. A schematic diagram that summarizes the obtained results.

268



Cells 2018, 7, 54

4. Discussion

Many biological conceptual cases of enrichment were observed in the identified sets of genes
across the 11 experiments. Nonetheless, detailed mechanisms by which sequence-nonspecific
off-target effects (that transfected miRNAs produce) can regulate expression of these genes are
unclear. To identify such a mechanism, enrichment of genes associated with the altered expression
pattern caused by a Dicer KO within these 11 gene sets was studied by means of Enrichr.
Among 16 experiments included in Enrichr (“Single Gene Perturbations from GEO up” and “Single
Gene Perturbations from GEO down”), most of them are associated with enrichment of the identified
genes in 11 miRNA transfection experiments (Table 12). In addition, these sets of genes significantly
overlap with the set of genes associated with binding to Dicer according to immunoprecipitation
(IP) experiments (Table 12). There are also data supporting the hypothesis that sequence-nonspecific
off-target regulation is due to the competition for protein machinery between transfected miRNAs and
endogenous miRNAs in the cell.

Table 12. GEO DICER KO: The number of experiments among the 16 experiments included in Enrichr
whose set of listed genes significantly overlapped with the set of genes identified in each of the
11 experiments. IP: Fisher’s exact test for the overlap between the set of genes that bind to Dicer in
immunoprecipitation (IP) experiments and the set of genes selected in each of the 11 experiments.

Experiments 1 2 3 4 5 6

GEO DICER KO up 12/16 12/16 12/16 12/16 14/16 11/16
down 13/16 12/16 12/16 13/16 14/16 10/16

IP P-value 2.49 × 1023 7.22 × 1022 1.31 × 1017 5.55 × 1029 5.21 × 1035 1.78 × 1020

odds 47.4 20.6 15.9 38.7 64.2 41.2

Experiments 7 8 9 10 11

GEO DICER KO up 12/16 14/16 12/16 13/16 12/16
down 12/16 12/16 14/16 14/16 10/16

IP P-value 4.72 × 1032 4.29 × 1016 2.19 × 1011 3.96 × 1010 4.64 × 108

odds 37.0 41.4 42.6 39.6 27.3

On the other hand, the number of miRNAs that target genes whose expression was likely to
be altered by miRNA transfection significantly correlated with the number of experiments where
individual genes were selected among the 11 conducted experiments (see Figure 3. Pearson’s and
Spearman’s correlation coefficients are 0.13, P = 3.9 × 10−11 and 0.29, P < 2.2 × 10−16, respectively).
Genes targeted by a greater number of individual miRNAs are likely to be affected by miRNA
transfection, which occupies the protein machinery binding to transcripts of these genes. Therefore,
the significant correlation is consistent with the hypothesis that sequence-nonspecific off-target
regulation is due to competition for protein machinery between a transfected miRNA and endogenous
miRNAs in cells.
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Figure 3. A boxplot of the number of miRNAs that target individual genes as a function of the
number of experiments that select individual genes within 11 experiments (most frequently selected
genes were selected in nine experiments): (Left) raw numbers (Pearson’s correlation coefficient
= 0.13, P = 3.9 × 10−11); and (Right) ranks of numbers (Spearman’s correlation coefficient = 0.29,
P < 2.2 × 10−16)

Thus, primarily, gene expression alteration by sequence-nonspecific off-target regulation caused
by miRNA transfection is likely due to suppression of miRNA functionality because of a reduction in
the amount of available protein machinery owing to occupation by transfected miRNAs.

Despite the above arguments, it cannot be proven that competition for protein machinery is the
primary cause of sequence-nonspecific off-target regulation. Upregulation of genes can also be caused
by indirect effects, e.g., genes that suppress expression of other genes are repressed by transfected
miRNA, although this mechanism is unlikely to cause upregulation of common genes regardless of the
transfected miRNAs. Additional experimental validation will clarify which one is the correct scenario.

Furthermore, I compared the performance of TD-based unsupervised FE with the performance of
major supervised methods. Previously, when PCA-based unsupervised FE, on which TD-based
unsupervised FE is based, has been applied to various problems, PCA-based unsupervised FE
often outperformed other (supervised) methods. For example, when PCA-based unsupervised FE
was successfully used to identify genes commonly associated with aberrant promoter methylation
among three autoimmune diseases [19], no supervised methods—except for PCA-based unsupervised
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FE—could identify common genes. On the other hand, when PCA-based unsupervised FE was applied
to identify common HDACi target genes between two independent HDACis [16], two supervised
methods (Limma [67] and categorical regression, i.e. analysis of variance (ANOVA)) identified the
same number of common genes as did PCA-based unsupervised FE. Nevertheless, biological validation
of the selected genes supported the superiority of PCA-based unsupervised FE. In contrast to the
many instances of biological-term enrichment that were observed among genes selected by PCA-based
unsupervised FE, such cases of enrichment among the genes selected by a supervised method were
not detected.

Although these are only two examples, this kind of advantages of PCA-based unsupervised FE
have often been observed. To confirm the superiority of TD-based unsupervised FE too, I consider
Experiments No. 9 and No. 10 in Table 1 for the comparisons with other (supervised) methods. The
reason for this choice is as follows. At first, these two were taken from the same dataset (GSE37729)
and the same miRNAs (miR-107/181b) were transfected; thus, these two experiments are expected
to have a greater number of common genes selected than do other pairs of experiments in Table 1.
Second, the pair No. 9 and No. 10 has the highest odds ratio in Table 2, as expected. Thus, these data
are suitable for the comparison with another method.

When using ANOVA and SAM [37], I found that P-values and the odds ratio computed by
Fisher’s exact test are 0.09 and 2.9, respectively, for both methods (the number of genes selected is
taken to be 103 and 104 for Experiments No. 9 and No. 10, respectively, using ranking based upon
P-values assigned to each gene because these numbers are the same as those selected by TD-based
unsupervised FE, see “#” in Table 2).

A more sophisticated and advanced supervised method may show somewhat better performance
than do SAM and categorical regression. Because TD-based unsupervised FE highly outperformed
these two conventional and frequently used supervised methods, it is unlikely that another
supervised method can compete with TD-based unsupervised FE (advantages of PCA-based
unsupervised FE over various conventional supervised methods have been reported repeatedly
too [14–33]). More comprehensive performance comparisons with the t test are provided in the
Supplementary Materials.

Readers may also wonder whether the null assumption that x�1,i obeys a normal distribution
is appropriate because x�1,i is not proven to follow a normal distribution. This approach is not
problematic for the following reasons. First, the null hypothesis that x�1,i obeys a normal distribution
is supposed to be rejected later. Thus, even if x�1,i does not follow the normal distribution, this is
not a problem. Second, it is reasonable to assume that x�1,i follows the normal distribution under the
assumption that xijk is drawn from a random number (Figure 1C); this statement is suitable as the
null hypothesis. Be that as it may, a question may arise whether the null hypothesis that x�1,i obeys
the normal distribution is not suitable if this assumption is mostly violated. To evaluate how well
the null hypothesis is fulfilled, I demonstrate the result for GSE26996 as a typical example. Figure 4A
presents the scatter plot of x�1,i, �1 = 1, 2 where x�1=2,i served for selection of genes as mentioned in the
Section 2.5.1. Considering the fact that the total number of probes in the microarray is more than 20,000
and the number of probes selected is 379, these 379 probes are obviously outliers along the direction
of x�1=2,i. Figure 4B depicts the histogram of 1 − P under the null hypothesis that x�1=2,i follows the
normal distribution. Although smaller 1 − P (<0.3) s deviate from constant values that are expected
under the null hypothesis, a sharp peak that includes the selected 379 probes is evidently located at
the largest 1 − P. Consequently, it is satisfactory for identifying genes i associated with much larger
(that is, invalidating the null hypothesis) absolute x�1=2,i values.
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(A) (B)

Figure 4. (A) The scatter plot of x�1,i, �1 = 1(horizontal axis), 2(vertical axis) for GSE26996; 379 red
dots are selected probes; and (B) a semilogarithmic plot of the histogram of 1 − P under the null
hypothesis that x�1=2,i obeys a normal distribution. A sharp peak is observed in the red bin with the
largest 1 − P, which includes all the probes selected in (A).

Finally, I would like to consider possible objections to the hypothesis proposed in this study:
sequence-nonspecific off-target regulation of mRNA mediated by miRNA transfection is primarily
mediated by competition for the protein machinery. The first possible objection is that some miRNA can
bind to a promoter region directly. This process in not mentioned in the above discussion. For example,
Kim et al. [68] found that miR-320 can bind to the promoter region of POLR3D. Nevertheless, this kind
of direct binding to DNA by transfected miRNA cannot be the interpretation of the present findings,
because it is still sequence specific. Thus, direct binding to DNA cannot be an alternative interpretation
of the sequence-nonspecific regulation presented in Table 2. The second objection is that miRNA can
sometimes bind to mRNA with insufficient support by proteins. For example, Lima et al. [69] found
that single-stranded siRNAs can bind to mRNA. Given that single-stranded siRNAs do not have to
be processed by the DICER that is mentioned in Table 12, this topic apparently seems to be outside
the scope of this study. Nonetheless, single-stranded siRNAs that Lima et al. identified still need
the AGO2 protein. Thus, the regulation of mRNA expression by single-stranded siRNAs can still be
under the control of competition for protein machinery. Therefore, it is hard to say whether the process
identified by Lima et al. is independent of protein machinery competition. The third objection to the
scenario proposed in this study is that miRNA can often upregulate target mRNAs [70,71]. This means
that observation of upregulation caused by miRNA transfection—which was brought up as one of
side proofs for protein machinery competition in the text above—does not always have to be mediated
by competition for protein machinery. On the other hand, this process is also sequence specific. Thus,
direct upregulation by transfected miRNA still cannot explain the sequence-nonspecific regulation of
mRNAs presented in Table 2. Therefore, at the moment, protein machinery competition is the only
possible explanation of the sequence-nonspecific regulation of mRNAs shown in Table 2.

5. Conclusions

In this study, I applied recently proposed PCA- and TD-based unsupervised FE to mRNA profiles
of miRNA-transfected cell lines. mRNAs associated with significant dysregulation turned out to be
independent of transfected miRNAs to some extent. This sequence-nonspecific off-target regulation is
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associated with various biological functions according to enrichment analysis. It is also likely to be
caused by protein machinery competition between endogenous miRNAs and transfected miRNAs.

Supplementary Materials: The following files are available online at www.mdpi.com/2073-4409/7/6/54/s1,
Supplementary Document: the t test applied to a real dataset; Supplementary Data: a full list of the identified
genes; Supplementary Figures: Figures S1–S11; and Video Abstract.
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Abstract: Bone formation and regeneration is a multistep complex process crucially determined by
the formation of blood vessels in the growth plate region. This is preceded by the expression of growth
factors, notably the vascular endothelial growth factor (VEGF), secreted by osteogenic cells, as well as
the corresponding response of endothelial cells, although the exact mechanisms remain to be clarified.
Thereby, coordinated coupling between osteogenesis and angiogenesis is initiated and sustained.
The precise interplay of these two fundamental processes is crucial during times of rapid bone
growth or fracture repair in adults. Deviations in this balance might lead to pathologic conditions
such as osteoarthritis and ectopic bone formation. Besides VEGF, the recently discovered important
regulatory and modifying functions of microRNAs also support this key mechanism. These comprise
two principal categories of microRNAs that were identified with specific functions in bone formation
(osteomiRs) and/or angiogenesis (angiomiRs). However, as hypoxia is a major driving force behind
bone angiogenesis, a third group involved in this process is represented by hypoxia-inducible
microRNAs (hypoxamiRs). This review was focused on the identification of microRNAs that were
found to have an active role in osteogenesis as well as angiogenesis to date that were termed
“CouplingmiRs (CPLGmiRs)”. Outlined representatives therefore represent microRNAs that already
have been associated with an active role in osteogenic-angiogenic coupling or are presumed to
have its potential. Elucidation of the molecular mechanisms governing bone angiogenesis are of
great relevance for improving therapeutic options in bone regeneration, tissue-engineering, and the
treatment of bone-related diseases.

Keywords: bone angiogenesis; osteogenesis; angiogenic-osteogenic coupling; microRNAs; bone
regeneration; bone formation; bone tissue-engineering; angiomiRs; osteomiRs; hypoxamiRs

1. Introduction

The replacement of large bone defects and the availability of adequate tissue-engineered bone
remains a major clinical challenge. This tremendous demand results from the high incidence of large
segmental bone defects due to trauma, congenital malformations, ageing, or bone-related diseases such
as osteoporosis, inflammation or tumors [1]. However, the development of gene therapy approaches in
recent years demonstrated that tissue-engineered bone offers new therapeutic strategies to repair tissue
defects. Thereby, one of the major disadvantages in the clinical use of engineered bone constructs so
far, i.e., the inability to provide sufficient blood supply in the initial phase after implantation which
leads to insufficient cell integration and cell death, could be overcome [2]. As an explanation for this
shortcoming, the function of angiogenesis—the process of forming new blood vessels from pre-existing
vasculature—in bone regeneration is still poorly defined, and the molecular mechanisms that regulate
angiogenesis in bone are only just starting to be unraveled. Angiogenesis, a term that was coined
in 1935 to describe the formation of blood vessels in the placenta, occurs during normal vertebrate
embryogenesis but also as a response to pathophysiological circumstances during the processes of
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tumor formation, wound healing and tissue regeneration [3,4]. Elucidating the wide orchestrating
variety of signal pathways and stimuli linking angiogenesis and bone formation on the molecular
level is therefore of great interest. In this context, the gained information will yield improved bone
replacement in fracture healing, or prevention of bone loss in osteoporosis and therapeutically-induced
reparative angiogenesis.

Bone, with its main function in supporting and withstanding mechanical forces, is a mineralized
mesenchymal tissue that also possesses an important role in maintaining mineral homeostasis and
the energy metabolism of the organism [5]. The formation of bone, which is either developed by the
endochondral or by the intramembranous ossification program, is a complex process which depends
on physiological interaction with blood vessels that are simultaneously formed [6–9]. Endochondral
ossification designates the process of long bone formation which results from the intermediate
generation of a primordial cartilage skeleton composed of mesenchymal stem cells (MSCs) that
differentiate into chondrocytes and only at a later stage gradually transform into mature bone recruited
by different types of bone-forming cells [6]. Intramembranous ossification, in contrast, denominates the
process of establishing flat bones where condensed MSCs directly differentiate into osteoblasts, forming
an ossification center. This pathway leads to the formation of craniofacial, calvarial, and clavicle
bones [10]. In either type of bone development, angiogenesis—the invasion of small blood vessels
derived from preexisting blood vessels—is required [11–13]. Bone angiogenesis is induced by growth
factors expressed by osteogenic cells such as hypertrophic chondrocytes and osteoblasts at an early
stage during osteogenesis [14]. Thereby, the transport of oxygen and nutrients, as well as the further
recruitment of osteoprogenitor cells (MSCs) and osteoblasts, are facilitated. In the later phase of
bone formation, angiogenesis is essential for trabecular (spongy, cancellous) bone formation and for
maturation of the newly-formed bone by close coordination of mineralization and vascularization
in either type of bone. In addition, endochondral angiogenesis is particularly important for the
replacement of cartilaginous structures at the primary ossification center which generates the bone
marrow cavity, and, at a later stage, in establishing the secondary ossification center at the epiphyses
(the distal end of long bones) [15,16]. Recent in vitro experiments in transgenic mice demonstrated that
this task is accomplished by a specialized type of blood vessel, i.e., the so-called H-type that is present
in long bones [17]. This underlines the fact that, comparable to other organs, the acquisition and
maintenance of specialized properties by endothelial cells (ECs) is very important for the functional
homeostasis in bone.

Bone is a tissue that has to undergo permanent remodeling and requires a counterbalanced
process between the anabolic activities of bone formation (osteogenic) cells and the catabolic activities
of bone resorption (osteoclast) cells. This activity enforces continuous self-renewal of bone, thereby
maintaining an appropriate bone mass and calcium equilibrium. Interference with bone homeostasis
could prevent tissue formation, leading to immature or abnormal bone formation [18]. Impaired
blood vessel formation, as found in age-related or disease-induced bone loss, therefore, could also
result in imbalanced or defective bone formation [19]. In support of this, a reduced density of blood
vessels altering the microcirculation was found to be present in osteoporotic bone in mice and humans,
that may lead to local abnormal bone metabolism and provoke an increased risk of fracturing [20,21].
Furthermore, the genetic program of bone angiogenesis needs reactivation during callus formation in
fracture healing, which represents a complex process that has not yet been fully elucidated [22].

2. Molecular Regulation of Bone Angiogenesis

Bone angiogenesis is mainly governed by a spectrum of transcription factors and growth factors
which have been mostly elaborated for endochondral ossification so far [23,24]. It involves interactive
signaling between cells of the skeletal system, namely chondrocytes and osteoblasts, and cells derived
from the bone vascular system, primarily ECs. Initially, the formation of blood vessels is promoted
by osteogenic cells producing pro-angiogenic factors which, in turn, later support the settlement of
osteoprogenitor cells [25]. One of the major driving forces behind angiogenic-osteogenic coupling in
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bone, where oxygen concentrations below 1% are encountered, is the necessity of supplying the tissue
with oxygen [15,26,27]. Via tightly hypoxia-regulated induction of the transcriptional activator hypoxia
inducible factor (HIF), a cascade of target genes which are involved in a wide variety of biological
processes including energy metabolism, erythropoiesis, cell survival, apoptosis and angiogenesis
including the major angiogenic regulator vascular endothelial growth factor (VEGF) are expressed
in osteogenic cells [28]. The direct mediator of oxygen-dependent modifications of the HIF factors
is the von Hippel-Lindau tumor suppressor protein (pVHL), an E3 ubiquitin ligase that targets
HIF-1a for proteasomal degradation. During endochondral ossification, VEGF-A is produced by both
chondrocytes, particularly in a later stage in which they undergo hypertrophy, and by osteoblasts [29].
As proof of principle, it has been demonstrated that in mice which produce only altered expression
levels of a soluble form of VEGF (VEGF120), delayed blood vessel invasion into the primary ossification
center and altered osteoblast differentiation in vitro occurs [11]. In addition to HIFs also the fibroblast
growth factor (FGF) family of signaling molecules with the members FGF2 and FGF9, and their
receptors FGFR1 and 2, were found to be involved in the transcriptional regulation of VEGFA and
VEGFR2 expression during formation of blood vessels in bone [30]. Recently, Notch signaling has
been implicated as a response to VEGF signaling in ECs in osteogenic-angiogenic coupling [31]. While
in other tissues NOTCH expression generally negatively regulates angiogenesis, it seems to have
the opposite role in enchondral bone formation by promoting EC proliferation and vessel growth.
In a reciprocal fashion, ECs respond by an angiocrine release of NOGGIN, an antagonist of the bone
morphogenetic protein (BMP) pathway that stimulates the maturation of hypertrophic chondrocytes
expressing VEGF in the growth plate. This could be nicely demonstrated in mice lacking Notch
specifically in ECs, which demonstrated reduced bone angiogenesis due to a loss of type-H blood
vessels, as well as mutant bone formation and VEGF expression. Other major players are represented
by members of matrix metalloproteases (MMPs) due to their proteolytic activity originating from
osteoclasts and vascular cells [32]. MMPs also seem to mediate intracellular signaling involving
extracellular matrix-integrin interactions necessary during bone angiogenesis and bone remodeling.
Besides VEGFA, the placental growth factor (PlGF/PGF), a member of the VEGF family which
binds to VEGFR1, has been found to play an exclusively important role in callus remodeling during
fracture healing [33,34]. Other known modulating factors of angiogenesis during bone repair include
transforming growth factor beta (TGF-β), BMPs, and growth differentiation factor (GDF) [35].

3. The Role of MicroRNAs

MicroRNAs (miRs/miRNAs) are a newly discovered expanding class of endogenous small,
non-coding RNAs that positively or negatively regulate gene expression and cellular processes via the
RNA interference pathway [5,36–44]. By targeting messenger RNA transcripts post-translationally, they
provoke either translational repression or degradation, depending on the degree of sequence homology.
Upon precursor transcription from intronic or polycistronic genomic loci by RNA polymerase II,
biogenesis of the primary miRNA (pri-miRNA) transcript takes place by a two-step processing
mechanism involving the RNAses Drosha and DICER (DGCR8 RNase III complex) [45–47]. Thereby,
single or multiple miRNAs that form hairpin-like structures are exported to the cytoplasm by an
exportin 5- and RAN-GTP-dependent process, and cleaved. However, in an alternative non-canonical
pathway, miRNAs can be configured by direct transcription or refolded spliced introns as endo-shRNAs
(endogenous short hairpin RNAs) or as mirtrons, respectively [48]. Subsequently, the targeting strand
of the double-stranded mature miRNAs that are 18 to 22 nucleotides in length is integrated into the
RNA-induced silencing complex (RISC) with the help of Argonaute proteins. RISC can finally bind
specific target (or so-called “seed”) sequences of mRNAs represented by 2 to 8 nucleotides located
mostly in their 3´-untranslated regions (UTRs) [49,50]. Up- or down- regulation of the miRNA itself by
stage- and tissue-specific expression patterns during development can lead to modified expression
of its target genes. Thus, miRNAs function as decisive regulatory molecules in many different
cellular activities such as development, proliferation, and differentiation, metabolism, or apoptotic
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cell death, or even cell fate determination and maintenance (e.g., pluripotency control of embryonic
stem cells) [51–60]. Moreover, relevant to bone biology, miRNAs have also been identified to acquire
endocrine or paracrine functions by their secretion into the blood stream where they subsequently
circulate [61]. Consistent with this finding, it was determined that a single miRNA can be involved in
coordinating genetic networks by simultaneously regulating the endogenous expressions of multiple
target genes. While miRNAs seem to function rather as auxiliary factors during normal physiological
processes, their task seems to become more important under stress or disease-related conditions.
Accordingly, disturbed miRNA expression is increasingly identified in a number of pathological
conditions such as tumorigenesis or viral infection [53,62].

4. MicroRNAs in Bone Angiogenesis: OsteomiRs, AngiomiRs, and HypoxamiRs

It is now well established that miRNAs are physiologically relevant to all steps of bone as well as
blood vessel formation during embryonic development and in maintenance during adulthood [63].
OsteomiRs have been identified to regulate chondrocyte, osteoblast, and osteoclast differentiation
by positively targeting the principal osteogenic transcription factors and signaling molecules of
osteogenesis [5,38,64–69]. In addition to regulating MSC commitment—i.e., the differentiation of
precursor cells into chondrocytic and osteoblastic lineages—several studies showed that miRNAs
also contribute to the maturation and function of these cells, suggesting also important roles
in bone regeneration. Nevertheless, the exact mechanisms of skeletal miRNAs governing the
complex interactions and signaling pathways of different bone-forming cells are only beginning
to be elucidated. Deregulated miRNAs expression or even genetic variation by mutations or single
nucleotide polymorphisms in miRNAs or their binding sites have been identified furthermore in bone
disorders such as osteoporosis, osteosarcoma, osteopetrosis, osteogenesis imperfecta, osteoarthritis,
and furthermore in bone fracture [63,70–74].

Increasing evidence further indicates that miRNAs act as pro- and anti-angiogenic regulators of
adaptive blood vessel growth in normal cardiovascular development and in tumor angiogenesis [75–80].
The role of these so-called angiomiRs or vascular microRNAs in angiogenic development was initially
discovered by the detection of severely disrupted blood vessel formation and delayed angiogenic
capabilities of ECs in mid-gestational lethal mouse mutants for the miRNA precursor-processing
enzyme Dicer [81]. These mutants die around embryonic day 12 to 14 of development due to vascular
defects in the embryo and the yolk sac. Furthermore, a smooth muscle-specific Dicer deletion in
the mouse exerted late embryonic lethality associated with extensive internal hemorrhage which
could be explained by a significant loss of vascular contractile function, smooth muscle cell (SMC)
differentiation, and vascular remodeling [82]. Knockdown experiments of Dicer in zebrafish moreover
provoked a phenotype of pericardial edema and inadequate circulation. But also, loss-of-function
of the EC-specific miR-126 in homozygous deficient mice caused defects in vascular integrity and
angiogenesis [83]. These findings suggested that angiomiRs modulate crucial target genes in cells
derived from angioblastic precursor cells and SMC, which are indispensable during embryonic
angiogenesis. By investigating the function of Dicer in adult mice and human cells, considerable
dysregulated angiogenesis related to growth factor release, ischemia, and wound healing could be
revealed, reflecting important postnatal angiogenic functions [80,84,85]. To date, miRNA have been
implicated in a long list of cardiovascular diseases comprising myocardial infarction, heart failure,
stroke, peripheral and coronary artery disease and several more [86,87]. Nevertheless, the pathological
implications of angiomiRs surfaced also with the help of endothelium-specific Dicer-deficient mice,
as the ablation led to reduced tumor progression due to diminished angiogenesis, which is a
prerequisite for tumor development [88]. For example, two miRNAs induced by VEGF expression
(miRs-296, miRs-132) have been identified as candidates supporting the angiogenic switch during
tumor formation i.e., the transition from a pre-vascular to a vascularized tumor phenotype [89,90].
In conclusion, the combination of Dicer-deficient angiogenic phenotypes suggests crucial roles for
miRNAs in regulating structure and function of embryonic and postnatal blood vessel development.
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In the context of angiogenesis, an additional, very important category is a specialized subset
of hypoxia-inducible miRNAs, whose increasing number of representatives was also termed
hypoxamiRs [91–96]. Thus, reduced oxygen supply in ossification centers of bone stimulate the
expression of VEGF and other angiogenic factors that lead to the development of blood vessel
structures [97]. Additionally, hypoxia-regulated pathways have been attributed to regulatory functions
such as smooth muscle cell proliferation and contractility, cardiac remodeling, cardiac metabolism and
ischemic cardiovascular diseases [94]. Together with a variety of other target genes which are important
for physiological low oxygen adaption, their expression is initiated by upregulation of the transcription
factor hypoxia-inducible factor alpha (HIF) [98]. One group of hypoxamiRs are therefore upregulated
following HIF expression (HIF-dependent hypoxamiRs), with the master hypoxamiR-210 being the
most prominent example [99,100]. Hypoxia-dependently expressed miRNAs that affect HIF expression
itself also belong to hypoxamiRs. Thus, for the adaptation to low oxygen conditions and induction of
angiogenesis, HIF displays a unique role by controlling further upregulation of hypoxamiR-424 in ECs,
which promotes its own protein stabilization [101]. A last group of hypoxamiRs, moreover, influences
HIF expression in the absence of hypoxia. As an example, miR-31 decreases HIF-1α expression
via the “factor-inhibiting HIF (FIH)” while the miR17-92 cluster suppresses HIF-1α upon c-MYC
induction [102,103].

5. Specific MicroRNAs Implicated in Angiogenic-Osteogenic Coupling

Taken together, the functions of osteomiRs, angiomiRs, and hypoxamiRs suggest the possibility
that miRNAs will also have crucial roles in bone angiogenesis. Subsequently, miRNAs will be outlined
that were found to have a significant function in osteogenesis as well as angiogenesis, and therefore
represent miRNAs that have already been identified to have an active role in angiogenic-osteogenic
coupling or are presumed to have its potential (Figure 1, Table 1). Collectively, these may also be
referred to as “CouplingmiRs/CPLGmiRs”. MiRNAs with a confirmed function in this process could
be employed as therapeutic targets in bone regeneration. Consequently, they could improve the
coordination and enhancement of the endogenous osteogenesis and angiogenesis process. Elucidation
of the molecular mechanisms governing osteoblast differentiation and angiogenesis are furthermore of
great importance for improving the treatment of bone-related diseases.

5.1. MiR-9

miR-9 is a highly conserved microRNA, but exhibits a divergent expression pattern, and seems
to modulate different targets in a cellular context- and developmental stage-specific manner [104].
The studies of Han et al. have demonstrated a regulatory role for miR-9 in the development and
differentiation of human bone marrow derived MSCs (hBM-MSCs) and neural progenitor cells on
proliferation, migration and differentiation [105]. In this regard, cell-autonomous effects have been
described in vertebrates by effecting Notch, Wnt, and BAF53a expression. Furthermore, miR-9 has
also been related to tissue repair processes involving human MSCs (hMSCs). Qu et al. provided
evidence that increased miR-9 expression levels closely correlate with enhanced differentiation of
MC3T3-E1 osteoblasts [106]. The effects of miR-9 on angiogenesis were studied by the same authors by
using human umbilical vein endothelial cells (HUVECs). Here, miR-9 mimics transfection effectively
increased VEGF, VE-cadherin, and FGF concentrations in the culture medium, leading to increased EC
migration and capillary tube formation in vitro. The underlying molecular mechanism for both the
regulation of osteoblast differentiation and angiogenesis was found in the activation of AMP-activated
(AMPK) signaling. Conclusively, the results of Qu et al. imply a potential important role of miR-9
in regulating the process of bone injury repair, and therefore, a potential therapeutic target for the
treatment of bone injury-related diseases.
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Figure 1. MicroRNAs (miRs/miRNAs) involved in the regulation and coupling of bone angiogenesis
(“CouplingmiRs/CPLGmiRs”). Reported miRNAs contributing to the formation of blood vessels
during the processes of formation, repair and regeneration of bone were allocated with the individual
functions of their target genes during osteogenesis, angiogenesis, or hypoxic regulation of bone
angiogenesis. OB, osteoblast; OC, osteoclast; CC, chondrocyte; EC, endothelial cell.

A different study that analyzed the function of miR-9 in C2C12 mesenchymal cells further
supported the role of miR-9 in osteoblast differentiation. By significantly decreasing the expression
of DKK1 protein, but not of its mRNA, miR-9 stimulated alkaline phosphatase (ALP) activity and
osteoblast mineralization, as well as the expression of several osteoblast marker genes, such as COL I
(collagen I), OCN (osteocalcin), and BSP (bone sialoprotein) [107]. MiR-9 furthermore was detected as
a tumor-secreted pro-angiogenic miRNA that promoted EC migration and tumor angiogenesis in vitro.
Mechanistically, this was explained by interference with the expression levels of SOCS5, and thereby,
the activation of the JAK-STAT pathway [108].

Moreover, altered expression of miR-9 was found during screening osteoarthritis cartilage
involved in the control of tumor necrosis factor α (TNFα) expression. Here, miR-9 has been implicated
as a key regulator in the process of endochondral ossification, since its expression varied significantly
between the early and late stage of chondrocyte development [73,109]. Functional experiments in a
mouse tibial plateau fracture model implicated that miR-9 and miR-181a significantly downregulated
Bim concentration. Thereby, osteoclast survival was stimulated and the migration ability of osteoclasts
was effected [110].

5.2. MiR-10a

The function of miR-10a during osteoblast differentiation and angiogenesis in vitro was analyzed
in MC3T3-E1 and MUVEC (mouse umbilical vein endothelial cells) by the research group of Li et
al., respectively [111]. Upon BMP2-induced osteoblast differentiation of MC3T3-E1 cells, miR-10a
was downregulated. In contrast, when miR-10a was overexpressed, a suppressive effect on β-catenin
and LEF1 expression could be demonstrated. Overexpression inhibited osteogenic differentiation,
as demonstrated by reduced expression of the osteoblast-differentiation markers ALP, runt-related
transcription factor 2 (RUNX2), Osterix (OSX), and distal-less homeobox 5 gene (DLX5). Moreover,
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it led to a decrease in MUVEC proliferation, migration and tube formation in combination with reduced
concentrations of the angiogenesis-related genes VEGF, VE-cadherin, cyclin D1, and MMP2. As the
canonical WNT/β-catenin signaling pathway was found to play an important role in osteogenic cell
proliferation, differentiation, and bone regeneration, miR-10a offers a potential therapeutic target for
the treatment of bone regeneration and bone-related diseases [112].

A further report referred to the role of miR-10a in regulating endothelial progenitor cell (EPC)
senescence in the mouse [113]. Zhu et al. provided evidence that upon upregulation of miR-10A
and miR-21, Hmga2 (High-mobility group AT-hook 2) expression is gradually decreased during
aging in bone-marrow cells that were enriched for EPCs. Suppression of miR-10A* and miR-21
in aged EPCs, on the other hand, increased Hmga2 expression and improved EPC angiogenesis
in vitro and in vivo. This could be demonstrated by rejuvenated EPCs, which resulted in decreased
senescence-associated β–galactosidase expression, increased self-renewal potential and decreased
p16Ink4a/p19Arf expression. In conclusion, the study demonstrates that the miR-10A*/miR-21–
Hmga2–P16Ink4A/P19Arf axis controls EPC senescence and angiogenesis and may represent a
potential therapeutic intervention target for improving EPC-mediated angiogenesis and vascular repair.

5.3. MiR-10a/10b

Hassel et al. investigated the function of miR-10 in zebrafish blood vessel formation. During
embryogenesis, the knockdown of miR-10a/10b impaired blood vessel outgrowth due to an altered
tip cell differentiation behavior, and led to defects of intersegmental vessel growth by modulating
fms-related tyrosine kinase 1 (flt1) levels post-transcriptionally [114]. However, as the knockdown
of flt1 did not fully rescue the angiogenic phenotypes in miR-10 mutant zebrafish, as well as in
miR-10-deficient HUVECs, the authors concluded that in ECs, flt1 could not represent a direct
exclusive target of miR-10. They provided evidence that miR-10a/10b regulated angiogenesis in
a Notch-dependent manner by directly targeting mib1 (mindbomb E3 ubiquitin protein ligase 1) in
zebrafish ECs. Inhibition of mib1 and Notch signaling partially rescued the angiogenic defects in
miR-10 morphants, suggesting that the observed angiogenic defects in miR-10a/10b morphants are
caused by up-regulation of Notch signaling [115].

5.4. MiR-20a

As a member of the extensively studied miR-17-92 cluster with prominent roles in tissue and
organ development, the role of miR-20a was elucidated during osteogenesis by Zhang et al. [116].
They disclosed that, together with several osteoblast markers (BMP2, BMP4, RUNX2, OSX, OCN
and OPN), miR-20a was upregulated during osteogenic differentiation of hBM-MSCs derived from
bone marrow from differently aged persons. Adipocyte markers, however, such as PPARγ and
the osteoblast antagonists, BAMBI and CRIM1, were down-modulated. By introducing miR-20a
mimics and lentiviral-miR20a-expression vectors into hBM-MSCs, they verified that miR-20a enhances
osteogenic differentiation. Simultaneous direct interaction with all the aforementioned positive and
negative effectors of BMP/RUNX2 signaling could be confirmed.

In a report by Doebele et al., miR-20a was investigated with respect to its cell-intrinsic angiogenic
activity in EC, as different members of the miR-17-92 cluster that are highly expressed in tumor cells
were found to be expressed at increased levels during ischemic conditions [117]. They determined
that in vitro overexpression of miR-20a (together with miR-17, -18a, -19a) rigorously inhibited EC
sprout formation, whereas their inhibition using antagomiR treatment led to an increase of spheroid
sprouting (irrespective of miR-19a). Interestingly, in vivo matrigel plug assays employing antagomiRs
for miRs-17-20a as inhibitors demonstrated enhanced angiogenic sprouting, but in contrast to
in vitro results, they were unaltered in tumor angiogenesis, indicating context-sensitive regulation.
In particular, the pro-angiogenic target gene Janus kinase 1, but also the cell cycle inhibitor p21 and the
S1P receptor EDG, were shown to be downregulated by miR-17/20a.
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Deng et al. provide evidence that miR-20a and miR-31 serve as stimulators of angiogenesis [118].
As an underlying mechanism, they found that the expression of both miRNA molecules is upregulated
via AKT and ERK signals that are themselves activated by the angiogenic factor VEGF. As target
genes, miR-20a and miR-31 were found to directly associate with the 3´-UTR of the tumor necrosis
factor superfamily-15 (TNFSF15) gene, thereby clarifying its by then unknown mechanistic role in
vascular homeostasis. TNFSF15 is expressed in ECs of mature vasculature, and is a known inhibitor
of angiogenesis. Interestingly, VEGF-stimulated downregulation of TNFSF15 could be attenuated
by treatment of HUVECs with AKT inhibitor LY294002, leading to reduced miR-20a and miR-31
levels, while ERK inhibitor U0126 prevented VEGF-induced expression of miR-20a only. In contrast,
inactivation of either ERK or AKT signals restored TNFSF15 gene expression and elevated miR-20a or
miR-31 levels which led to enhanced capillary-like tube formation in an in vitro angiogenesis assay.

5.5. MiR-26a/b

Luzi et al. investigated and confirmed an important function of miR-26a during human adipose-
derived MSCs (hADSCs) differentiation towards the osteogenic lineage induced by treatment with
dexamethasone, ascorbic acid, and beta-glycerol phosphate [119]. Upon inhibition of miR-26a by
antisense RNA, upregulation of the transcription factor SMAD1—which was predicted in silico—and
its regulated osteogenic differentiation marker genes could be observed in treated osteoblasts. In a
follow-up study of Luzi et al., these results were extended to include the interaction between menin
and miR-26a as regulators of osteogenic differentiation in hADSCs [120]. Menin is a presumable
transcriptional regulator that modulates mesenchymal cell commitment to the myogenic or osteogenic
lineages. It is encoded by the MEN1 oncosuppressor gene which causes the multiple endocrine
neoplasia type-1 syndrome. The results demonstrated orchestrated down-regulation of MEN1 mRNA
and miR-26a, with a consequent up-regulation of SMAD1 protein in hADSCs.

Su et al., however, reported an opposing role of miR-26 in hBM-MSC during osteogenic differentiation,
suggesting distinct post-transcriptional regulation of tissue-specific hMSC differentiation [121].
Using bioinformatics and functional assays, they confirmed that miR-26a directly regulates SMAD1,
but added GSK3β as a target to regulate BMP and WNT signaling pathways. The distinct activation
pattern and comparative analysis revealed that miR-26a significantly inhibited SMAD1 to suppress
BMP signaling for interfering with the osteogenic differentiation of hADSCs, whereas it targeted on
GSK3β to activate WNT signaling for promoting osteogenic differentiation of hBM-SCs. Overall,
they concluded that the BMP pathway was more essential for promoting osteogenic differentiation
of hADSCs, whereas WNT signaling was enhanced more potently and played a more important
role than BMP signaling in osteogenic differentiation of hBM-SCs. In conclusion, although miR-26a
enhances osteogenic differentiation in both cell types, different signaling pathways were employed in
hBM-MSCs and hADSCs.

In to addition unrestricted somatic stem cells (USSC), the studies of Trompeter et al. investigated
a rare population in human cord blood with respect to osteogenic differentiation. Gene expression
profiling of two different USSC cell lines (SA5/73 and SA8/25) identified, among other candidates,
miRs-26a/b and miR-29b to be consistently upregulated during osteogenic differentiation [122].
As osteo-inhibitory targets of these miRNAs, CDK6 and HDAC4 were evaluated that were
downregulated during osteogenic differentiation of USSC, whereas SMAD1 was found as an osteo-
promoting target. During osteogenic differentiation of USSC or following ectopic expression of
miR-26a/b, SMAD1 exhibited an unchanged expression level, however.

Entangling of miR-26a in pathological and physiological angiogenesis was investigated by
Icli et al. in ECs [123]. They studied the effects of modifying the expression of BMP/SMAD1 signaling.
Upregulation of miR-26a led to EC cycle arrest, inhibited EC migration, sprouting angiogenesis, and
network tube formation in matrigel. Upon inhibiting miR-26a expression, a contrasting phenotype
could be detected. At the molecular level, Icli et al. demonstrated direct binding of miR-26 to the
3′-UTR of SMAD1 thereby reducing its mRNA levels, which subsequently suppressed ID1 expression
and increased p21WAF/CIP and p27 protein expression.
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5.6. MiR-29b

MiRNA profiling of MC3T3 preosteoblastic cells derived from fetal mouse calvaria and
differentiated to osteoblasts led to the identification of miR-29b, among other members of the miR-29,
miR-let-7, and miR-26 families by Li et al. [124]. Versatile effects of miR-29b were found to promote
osteoblastogenesis at multiple stages as a key regulator. One mechanism pursues the silencing of
negative regulators of osteogenic differentiation, such as TGF-β3, HDAC4, ACTVR2A, CTNNBIP1,
and DUSP2 that involve particularly the osteogenic function of RUNX2, as well as the SMAD, ERK,
p38 MAPK, and WNT signaling pathways. A second path seeks the suppression of extracellular matrix
protein synthesis relevant to bone development (such as COL1A1, COL5A3, and COL4A2) to preserve
the differentiated phenotype during mineralization of mature osteoblasts. This alternative mechanism
seems to enhance mineral deposition and to prevent fibrosis.

Rossi et al. also disclosed a link of miR-29b to osteoclastogenesis and proposed it for the treatment
of multiple myeloma-related bone disease as its expression declined increasingly during human
osteoclast differentiation and affected proper bone resorption [125]. Several findings indicated that
miR-29b is a negative regulator of human OCL differentiation and activity. Thus, lentiviral transduction
of miR-29b into OCLs was associated with diminished tartrate acid phosphatase expression, lacunae
generation, and collagen degradation. Attenuated resorptive osteoclast capabilities, due to miR-29b
inhibition of proteolytic enzymes, were documented by reduced cathepsin K, MMP-9, and MMP-2
expression. Overall, downstream phenotypic effects along the M-CSF and RANK-L axes that led
to impaired action of the master transcription factor NAFTc-1 were explained by miR-29b targeting
of c-FOS.

Zhang et al. found inhibitory activity of miR-29b on VEGF secretion via the anti-angiogenic
cytokine TNFSF15 (VEGI; TL1A) in the mouse EC line bEnd.3, which defines a new angiogenesis-
related signaling pathway [126]. In contrast, down-modulation of TNFSF15 activity by a specific siRNA
against its receptor DR3/TNFRSF25, or a neutralizing antibody against TNFSF15, reinstated VEGF
generation but suppressed miR-29b expression. TNFSF15-enhanced activation of the JNK-GATA3
signaling pathway was furthermore able to stimulate miR-29b expression but silenced VEGF
production, as demonstrated by a specific JNK inhibitor or siRNA.

Li et al. described an anti-angiogenic and anti-tumorigenic role for miR-29b by the regulation
of AKT3 expression [127]. AKT is known to induce tumor vascularization via VEGF, and cancer cell
activity via c-MYC arrest, in breast tumor. In vitro and in vivo ectopic expression of miR-29b therefore
blocked angiogenesis, as well as tumor cell formation, evidencing it as a potential useful anti-cancer
therapeutic agent.

5.7. MiR-31

Granchi et al. detected miR-31 by profiling miRNA expression during osteogenic differentiation
and mineralization of hBM-MSCs that were derived from three individual donors [128]. As an
identified direct target gene, miR-31 differentially modulated the expression of the bone-specific
transcription factor OSX during osteogenic differentiation [129]. This could be demonstrated by an
inverse miRNA-target expression ratio in osteosarcoma cell lines and an increase in OSX expression
upon specific miR-31 inhibition.

Deng et al. provided evidence that the expression of miR-31 increasingly declined during
the osteogenic differentiation of hBM-MSC cells [130]. This regulation coincided with increased
ALP activity, mineralization of hBM-MSC cultures and expression of the osteogenic transcription
factors OPN, BSP, OSX, and OCN, with the exception of RUNX2. Mechanistically, they uncovered
a RUNX2, SATB2, and miR-31 regulatory feedback loop that determined hBM-MSC differentiation
using inhibitors and mimics of miR-31. RUNX2 directly regulates miR-31 expression levels which itself
controls the translation of SATB2 protein.

In a study of Suarez et al. that investigated TNF-mediated induction of endothelial adhesion
molecules, the expression of miR-155, -31, -17, and -191 were found to be increased without a change
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of miR-20a, -222, and -126 levels in HUVECs [84]. By miRNA target prediction algorithms, the 3′-UTR
of E-selectin was identified as target molecule, which was verified experimentally by reporter assays
using miR-31 mimics. miR-31-mediated regulation of E-selectin expression not only regulates binding
of neutrophil granulocytes to HUVECs, but is also involved in inhibition of angiostatin-induced
angiogenesis by affecting cell migration [131].

An angiogenesis-related function of miR-31 reported by Deng et al. has already been described
above in the subsection of miR-20a [118].

5.8. MiR-34a

Opposing roles for miR-34a in differentiation of hMSC towards osteoblast have been reported.
Chen et al. identified miR-34a in a microarray screening, and stated that it inhibits osteoblast
differentiation in hMSC and in vivo bone formation in a preclinical model of heterotopic bone
formation in mice [132]. Thus, when miR-34a was overexpressed in hMSC, it inhibited early and late
OB commitment, as well as differentiation and hMSC proliferation, while anti-miR oligonucleotide
treatment reversed these effects. In addition to several cell cycle regulator and cell proliferation
proteins (including CDK4, CDK6, and Cyclin D1), JAGGED1, a NOTCH1 receptor ligand, was elicited
as a target gene of miR-34a that was regulated at both the transcriptional and translational levels,
as determined by RNA interference. JAGGED1 has previously been implicated in human bone biology,
as its deficiency causes skeletal abnormalities in the Alagille syndrome.

Kang et al., however, claimed that miR-34a-5p-induced activation of the Notch signaling
pathway is a positive regulator of glucocorticoid-mediated osteogenic differentiation of hMSCs [133].
They demonstrated dexamethasone-inhibited osteoblastic differentiation of murine BM-MSC via
miR-34a-5p-mediated gene silencing of coincidently identical target genes, as published by Chen et al.
Differences in both reports were discussed to be due to different roles of the Notch signaling pathway
in osteogenic differentiation of hMSCs that were derived from different species.

A more recent publication by Fan et al. found miR-34a upregulation during osteogenic
differentiation of hADSCs [134]. Elevated levels of miR-34a in hADSCs promoted mineralization, ALP
activity, and the expression of the key regulatory osteogenic transcription factor RUNX2 by targeting
the retinoblastoma binding protein 2 (RBP2); furthermore, heterotopic bone formation was enhanced
in vivo. Expression of NOTCH1 and Cyclin D1 genes, that were also involved in this coregulatory
network, were found to be downregulated on the other hand, which facilitates cell cycle exit [135,136];
this is the consequence of suppressed proliferation but enforced terminal maturation of osteoblasts
by RUNX2.

When investigating the role of miR-34a in glucocorticoid-induced osteonecrosis of the femoral
head (GIOFH), Zha et al. verified the findings of Kang et al., but extended this knowledge [137].
By investigating dexamethasone-treated rat subjected to miR-34a-overexpressing lentiviruses,
decreased blood vessel development was observed, indicating that VEGF presents a regulatory target
of miR-34a. In vitro, miR-34a overexpression enhanced the inhibitory effects of dexamethasone on the
viability and activity of ECs and downregulated VEGF protein expression levels.

A study by Zhao et al. investigated the angiogenic role of miR-34a in EPCs derived from adult
male Spraque-Dawley rats [138]. The rationale behind this project was the previous implication of
miR-34a in targeting silent information regulator 1 (SIRT1), provoking cell cycle arrest or apoptosis.
The results confirmed the inhibitory effects of raised miR-34a expression levels on SIRT1 and, thus,
on EPC-mediated angiogenesis by inducing senescence. Mechanistic causes could be found in increased
acetylated levels of the FOXO1 transcription factor, regulated by SIRT1, which could be demonstrated
by knockdown of SIRT1. The angiogenesis-promoting role of miR-34a and Sirt1 in this context
seems to lie in its previously discovered function in vascular endothelial homeostasis by preventing
stress-induced senescence in health and disease [139].
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A negative regulatory role for miR-34a could also be documented by Kumar et al. in tumor
angiogenesis in head and neck squamous cell carcinoma (HNSCC) [140]. MiR-34a expression was
markedly decreased in HNSCC tumors and cell lines, and ectopic expression of the miR-34a therefore
affected cell proliferation and migration in HNSCC cell lines and in a SCID mouse xenograft model.
These effects seemed to be mediated by the regulation of survivin expression via the transcription
factor E2F3a that is critical for cell cycle progression. Furthermore, tumor angiogenesis was found to be
dysregulated by interference of miR-34a with VEGF secretion in tumor cells, as well as EC proliferation,
migration, and tube formation, by downregulating a number of key proteins including E2F3, SIRT1,
survivin, and CDK4.

5.9. MiR-92a

The autosomal dominant Feingold syndrome that is characterized by microcephaly, short stature,
and digital anomalies was identified in individuals carrying hemizygous deletions of the miR-17-92
cluster [172]. To dissect this complex phenotype that could be partially mirrored in mice deficient
of the miR-17-92 cluster, and due to postnatal lethality, a single miR-92a targeted mouse line was
established by Penzkofer et al. [173]. Surviving mice exhibited reduced body weight and skeletal
defects represented by reductions in body length, skull, and tibia length, as well as metacarpal bone
size; these defects were presumably also the result of osteoblast proliferation and differentiation
phenotypes, as found in hemizygous miR-17-92 mouse mutants [174]. In contrast, however, single
miR-92a deletion does not cause low bone mineral density attributed to reduced type-I collagen mRNA,
ALP activity, and mineralization ability. Phenotypic differences could be explained by the design of
the genomic deletion of miR-92a that partially attenuated expression levels of miR-18a in skeletal
tissue. The direct molecular targets of miR-92a responsible for regulation of osteogenesis have not yet
been elicited.

A recent study of Mao et al., however, identified aggrecanase-1 and aggrecanase-2 (ADAMTS4/5)
as direct miR-92a targets in chondrogenic hMSCs and human chondrocytes by reporter assays [175].
These two members of the ADAMTS family represent MMPs that are important for normal chondrocyte
differentiation, but which also promote the progression of osteoarthritis by cartilage degeneration. In
comparison to normal cartilage, real-time-PCR analyses also revealed higher miR-92a-3p expression
levels in chondrogenic hMSCs, whereas markedly reduced miRNA expression could be detected
in ostearthritis cartilage. Moreover, miR-92a-3p-modified expression of ADAMTS-4/5 could be
downregulated by IL-1β transfected primary human chondrocytes. The study was preceded by
previous findings about miR-92a-3p upregulation in hADSC-derived chondrocytes and chondrogenic
hMSCs, as well as osteoarthritis cartilage, where histone deacetylase 2 (HDAC2) was identified as a
target gene of miR-92a-3p [176,177].

MiR-92a was first reported as a part of the miR-17-92 cluster by Bonauer et al., and was found
to be abundant in human ECs [178]. MiR-92 was established as a suppressor of angiogenesis which
targets the expression of several proangiogenic proteins, including the integrin subunit alpha 5
(ITGA5) that is well known for severe vascular defects in gene targeted mice. Systemic administration
of miR-92a antagomiR therefore improved the growth of blood vessels and functional recovery of
damaged tissue in mouse models of limb ischemia and myocardial infarction, possibly by indirectly
inhibiting apoptosis [58]. Thus, miR-92a may serve as a valuable therapeutic target in the setting of
ischemic disease.

Daniel et al. further elaborated the function of miR-92a upon re-endothelialization and neointimal
formation after wire-induced injury of the femoral artery in mice [144]. By using specific LNA (locked
nucleic acids)-based antimiRs as well as miR-92a-deficient ECs in the mouse, they found enhanced
re-endothelialization and inhibited neointimal formation induced by de-repression of the miR-92a
targets integrin a5 and sirt1 [179]. Thus, an important role can be attributed to miR-92a in blood vessel
regeneration in ischemic tissues and after vascular injury.
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In a subsequent study, Zhang et al. investigated the ability of miR-92a to influence apoptosis
and angiogenesis in ECs in the presence of oxidative stress [180]. It was previously determined
that senescent ECs that undergo apoptosis, and which are frequent in ageing and atherosclerosis,
have diminished miR-92a levels [181]. The results provided evidence that pre-miR-92a treatment of
HUVECs prevented oxidative stress-induced apoptosis in EC, whereas capillary tube formation i.e.,
angiogenesis, was maintained. Mechanistically, it was determined that pre-miR-92 directly repressed
PTEN, and thereby, activated the AKT signaling pathway that regulates EC apoptosis and angiogenesis.

In a study of Kalinina et al., paracrine effects of miR-92a on hMSCs were studied [143].
Conditioned medium of hMSCs transfected with pre-miR-92a prevented tube formation by HUVECs,
which could be attributed to significantly lower secretion of hepatocyte growth factor (HGF) and
angiopoetin-1 independent of VEGF secretion. HGF is a factor required for stimulation of proliferation
of ECs, whereas angiopoietin-1 regulates vessel stabilization and maturation. As neither gene was
predicted as direct miR-92a targets, these still have to be identified. Restoration of tube formation was
achieved by replenishment of HGF, but not with anti-miR-92a treatment of hMSCs. This led to the
conclusion that miR-92a suppresses hMSC-induced angiogenesis by downregulating the secretion of
HGF and, therefore, is involved in the control of anti-angiogenic activities in hMSCs.

5.10. MiR-125b

MiR-125b is an early discovered miRNA that plays a key role in cellular functions. Experiments
by Mizuno et al. using BMP-4-induced or exogenous miRNA-transfected murine MSC ST2 cells
found miR-125b to inhibit osteoblastic (and adipogenic) differentiation through modulating cell
proliferation [146]. Further experiments with transfection of siRNA identified ErbB2 as a target gene.
miR125b-gene targeted mice, generated by Lee et al., identified further supported the important
function of miR-125b in regulating stem cell directional differentiation, but did not reveal its molecular
role [182].

Decreasing levels of miR-125b were also identified by Huang et al. during the differentiation of
C3H10T1/2 cells, and reporter gene assays led to the identification of a putative target binding site in
the 3´-UTR of the Cbfβ gene, a master regulatory gene of osteogenesis [148]. Therefore, silencing of
miR-125b increased the mRNA levels of Cbfβ and of osteoblastic marker genes ALP, OCN, and OPN.
Conclusively, RUNX2 is considered as an indirect target of miR-125b as well.

Transient expression of miR-125b expression in hypoxic VEGF-or or bFGF stimulated ECs was
moreover shown by Muramatsu et al. to directly bind and block the translation of vascular endothelial
(VE)-cadherin mRNA and therefore inhibit in vitro tube formation by ECs [150]. Thus, miR-125b may
be tested in tumor therapy for inducing disruption of blood vessel formation.

5.11. MiR-135b

During the osteogenic differentiation of several USSC, miR-135b was identified as the most
consistently down-regulated candidate by Schaap-Oziemlak et al. [151]. Retroviral overexpression
resulting in decreased mineralization confirmed a function of miR-135b in osteogenesis of USSC.
Furthermore, quantitative RT-PCR analysis of USSC that overexpressed miR-135b showed decreased
expression of the bone mineralization markers IBSP and OSX.

In a profiling study by Xu et al. that investigated the exosomal content of hBM-MSCs during
osteogenic differentiation, miR-135b was found to be significantly increased [183]. Bioinformatic
analysis led to the conclusion that several important pathways related to osteoblastic differentiation
were engaged, and that exosomal miRNA is a regulator thereof.

By establishing hypoxia-resistant multiple myeloma (MM) cells through exposure to chronic
hypoxia, Umezu et al. presumably identified a new mechanism of hypoxia-induced angiogenesis
targeting the FIH-1/HIF-1 signaling pathway via exosome-contained miRNAs [152,184]. In contrast
to the transiently hypoxia-upregulated miR-210 transcriptional levels which decline gradually
under normoxic conditions, miR-135b levels were maintained high, even under normoxic
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conditions. By delivering exosomes to HUVECs, miR-135b is enabled to target the factor-inhibiting
hypoxia-inducible factor-1 gene (FIH-1) that encodes an asparaginyl hydroxylase enzyme which
inhibits HIF-1a. The positive correlation between miR-135b, HIF-1a, and microvessel density was
initially identified by Zhang et al. in a HNSCC model [185]. As a result, endothelial tube formation
could be promoted under hypoxic as well as normoxic environments.

5.12. MiR-181a

Among other functions, the miR-181 family has been implicated in genetic regulation of early
hematopoiesis and lymphangiogenesis [60,186,187]. Microarray analysis of human HCS-2/8 cells led
to the characterization of miR-181a. Sumiyoshi et al. accredited miR-181a with an important function
in the maintenance of cartilaginous metabolism by a negative feedback system employing repression of
the CCN family member 1 (CCN1) and aggrecan (ACAN) genes, which are both known to be involved
in chondrocyte differentiation [154].

In another study, the examination of synovial fluid cells in a mouse model of tibial plateau fractures
led to the detection of two downregulated miRNAs, miR-9 and miR-181a [110]. Cbl, an important E3
ubiquitin ligase for bone resorption that was tested as a putative target gene of miR-9 and miR-181a,
elicited increased amounts of ubiquitinated Bim, a pro-apoptotic gene in mouse primary osteoclast
cells. Therefore, Wang et al. concluded that upregulated Cbl might regulate the survival rate of
primary mouse osteoclast cells, as previously Cbl-dependent apoptosis via ubiquitinated Bim was
reported [188].

Sun et al. implicated miR-181a as a potential oncomiR (cancer-associated miRNA) in the
angiogenesis and metastasis of chondrosarcoma in a xenograft mouse model [156]. They found that
miR-181 increases VEGF and MMP1 expression, as well as CXCR4 signaling, via negatively regulating
RGS16 (regulator of G-protein signaling 16) under hypoxic cell culture conditions. RGS16 is an
inhibitor of CXCR4 which regulates, upon amplified signaling, angiogenesis, invasion, and metastasis
in chondrosarcoma. The therapeutic usefulness of this mechanism was proven by miR-181a antagomiR
treatment, which decreased proangiogenic gene expression as well as tumor growth and metastasis in
a xenograft mouse model.

5.13. MiR-195

Together with miR-497, miR-195 was downregulated in a microarray screen of primary hMSCs
performed by Almeida et al. [158]. hMSCs underwent induced osteogenic differentiation with the
aim of identifying candidates that are capable of contributing to bone fracture repair. Osteogenic
markers were therefore found to be diminished upon overexpression or increased upon inhibition
of miR-195 in hMSCs. Using the chicken CAM assay, studying the paracrine effects of hMSCs, the
authors furthermore demonstrated decreased blood vessel formation in vivo. VEGF was identified
as the target gene that mediates this phenotype, at least in part. MiR-195 interacted with the VEGF
3´-UTR in bone cancer cells and also regulated mRNA and protein expression levels.

Reduced expression of miR-195 furthermore resulted in increased angiogenesis and metastasis in
HCC tissues, whereas either loss-of-function or gain-of-function abrogated the ability of HCC cells
to migrate and induce capillary tube formation of ECs, as reported by Wang et al. [159]. In xenograft
tumors, upregulated miR-195 expression provoked reduced microvessel densities and the formation
of metastases. Detailed molecular investigations disclosed VEGF and the prometastatic factors VAV2
and CDC42 as direct targets of miR-195, which could be proven by mirroring the phenotype either
by knockdown or overexpression of these target genes. The group also demonstrated that higher
VEGF levels due to miR-195 down-regulation promoted EC-mediated tumor angiogenesis by the
involvement of VEGF receptor 2 signaling.
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5.14. MiR-200b

miR-200b was identified by microarray screening as a miRNA that exhibits downregulated
expression upon exposure of osteoblasts to collagen and to silicate-based periodontal grafting material
(PerioGlas, P-15) that is used to promote bone formation [189]. Rønbjerg et al. demonstrated miR-200b
as a potent regulator of the target gene ZFHX1B via direct interaction [190]. ZFHX1B is a transcriptional
repressor involved in the regulation of the TGFβ signaling pathway and epithelial-mesenchymal
transitions by E-cadherin, a mediator of cell-cell adhesion, in mesenchymal cells.

In addition to the known communication of interacting cells by the exosomal release of
miRNAs (e.g., mir-135b [153,191]), Fan et al. discovered angiogenic-osteogenic cell coupling and
reciprocal interactions via gap junctions [161,192]. They provided evidence that in a direct co-culture,
miR-200b was transferred in a TGF-β-stimulated process from rat BM-MSCs to HUVECs through
gap junctions formed of connexin 43. By this transfer and decrease of miR-200b, VEGF-A-induced
expression enhanced osteogenic differentiation in BM-MSCs. In HUVECs, increasing miR-200b levels
down-modulated ZEB2, ETS1, KDR and GATA2 transcription factors, which led to a decline of the
angiogenic potential of HUVECs, in contrast. In vitro angiogenesis in this co-culture could therefore be
partially rescued by employing the TGF-β inhibitor SB431542 or TGF-β-neutralizing antibody. These
findings could provide a new strategy for cell-based bone regeneration.

In lung epithelial carcinoma cells (A549 cells), direct negative regulation of VEGF, VEGFR1 (Flt-1)
and VEGFR2 (KDR) by binding of miR-200b to the corresponding 3´-UTR could be demonstrated by
Liu et al. [193]. This interaction could be furthermore confirmed in an in vitro angiogenesis assay by
transfection of HUVECs, which resulted in reduced capillary tube formation and significantly reduced
VEGF-induced phosphorylation of ERK1/2. In addition, miR-200b targets the Ets-1 transcription factor,
that might concomitantly downregulate VEGFR2, as found in human mammalian epithelial cells by
Chan et al. [194]. Thus, miR-200b may be used as a therapeutic angiogenesis inhibitor.

5.15. MiR-210

Upregulated expression of miR-210 was detected in BMP-4-induced osteoblastic differentiation
of murine stromal BM-MSC ST2 cells by Mizuno et al. [163]. Transfection experiments of sense
and antisense miR-210 therefore promoted or repressed osteogenesis, respectively. As a target gene
mediating the positive regulation, the activin A receptor type-1B (AcvR1b) gene was elicited that
effects the TGF-β/activin signaling pathway negatively.

Studies of Fasanaro et al. proved that the expression of miR-210 progressively increases upon
exposure to hypoxia. The overexpression of miR-210 in HUVECs using miRNA mimics stimulated
the formation of capillary-like structures and enhanced VEGF-induced cell chemotaxis [165,195,196].
Thus, miR-210 up-regulation is a crucial hypoxia response element of ECs, affecting cell survival,
migration, and differentiation and might participate in the modulation of the angiogenic response
to ischemia [99,197,198]. As a consistently reported target gene mediating these effects, Ephrin-A3
receptor tyrosine kinase ligand (EFNA3) was validated. EFNA3 was previously shown to play a role in
the regulation of angiogenesis and VEGF signaling during vascular development and remodeling via
EFNA1/EphA2 interaction [199,200]. Overexpression of an Ephrin-A3 allele that is not targeted by
miR-210 therefore prevented miR-210-mediated stimulation of tube formation and EC migration.

In its function of promoting osteoblast differentiation by increased VEGF, ALP and OSX expression
in rat MSCs and suppression of adipocyte differentiation, due to decreased PPAR-γ in vitro, miR-210
was also implicated in the regulation of postmenopausal osteoporosis [164]. Although the exact
mechanism still needs to be elaborated, Liu et al. also found that HIF-1α and VEGF expression was
increased in 17β-estradiol (E2)-treated osteoblasts.
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5.16. MiR-222

Yan et al. identified miR-222-3p as a negative regulator involved in osteogenic differentiation of
hBM-MSCs [166]. Enhancement of miR-222-3p function in hBM-MSCs was blocking protein levels of
SMAD5 and RUNX2. miR-222-3p-specific inhibition via lentivirus infection, in contrast, led to their
enhanced expression and increased phosphorylation of Smad proteins (1, 5, 8) that are responsible for
expression of osteogenic genes. Thus, in addition to the Smad5-RUNX2 signaling pathway elevated
levels of the osteoblast markers OSX, ALP, and OC, as well as increased matrix mineralization, could
be detected.

The role of miR-222-3p in c-Src-mediated regulation of osteoclastogenesis was proven by
Takigawa et al. [167]. Depending on the use of miR-222-3p inhibitor or mimics in RAW264.7
pre-osteoclastic cells, either upregulation, or downregulation of the mRNA expression levels of
osteoclast marker genes NFATc1 or TRAP, were observed, respectively. Inhibition of of c-Src activity
and activation of osteoclastogenesis via miR-222-3p was implemented by increased amounts of
RANKL-induced expression of TRAP and cathepsin K protein levels. Thereby, the number of
multi-nucleated osteoclasts and their pit formation was reduced.

Poliseno et al. investigated the role of miR-221 and miR-222 during in vitro angiogenesis [168].
Both miRNAs were identified among 15 upregulated miRNAs that allegedly target receptors
of angiogenic factors in a large-scale screen of HUVECs. Mechanistically, they were found to
post-translationally modify the angiogenic effects of stem cell factor (SCF) by targeting its receptor,
c-KIT. Together with other angiogenic growth factors, such as VEGF, bFGF, or HGF, SCF is able to
stimulate proliferation and migration of ECs and induce capillary-like tube formation when performing
in vitro angiogenesis assays [201]. Consistently, tube formation, wound healing, or cell migration was
suppressed in miR-221/miR-222– transfected and SCF-treated HUVECs.

5.17. MiR-424

miR-424 was identified by differential screening in a miRNA microarray of isolated primary
hMSCs from four individuals that were, or were not, osteo-differentiated using osteogenic
differentiation medium. In combination with miR-31, miR-106a, and miR-148a, Gao et al. found
that miR-424 was suppressed, and predicted it to target RUNX2, CBFB (core-binding factor, beta
subunit), and BMPs [169]. In a similar experimental setting of Vimalraj et al., miR-424, together with
miR-106a, miR-148a, let-7i and miR-99a, were detected as hMSC-specific miRNAs that were found to
be expressed only in undifferentiated hMSCs [170]. Here, bioinformatics analysis mostly predicted the
MAPK, WNT, and insulin signaling pathways as targets.

A recent study of Li et al. elucidated further specific functional mechanisms of miR-424 during
bone formation and oxidative stress [171]. It was reported that miR-424 was downregulated by the
transcription factor FOXO1 using consensus binding sites in the promoter. Subsequently, via miR-424
mediated upregulation of FGF2 under oxidative stress, proliferation and osteogenic differentiation of
hMSCs was accomplished. Uncovering the miR-424/FGF2 pathway revealed a new mechanism how
FOXO1 promotes bone formation and could potentially enhance bone repair.

miR-424 was furthermore recognized by Gosh et al. as an important hypoxamiR in human ECs
by revealing a novel pathway for HIF regulation [101]. Under hypoxic conditions levels miR-424 or its
rodent homolog, mu-miR-322, were found to be elevated in ECs and in ischemic tissues undergoing
vascular remodeling in an experimental myocardial infarction rat model. It was elicited that the target
of miR-424 is represented by cullin 2 (CUL2), which serves the purpose of stabilizing the hypoxic
transcription factor HIF-1α. CUL2 is an essential component for assembling the ubiquitin ligase system,
normally leading to its continuous degradation. MiR-424 expression was experimentally evaluated
to be regulated by the transcription factor PU.1 that itself was found to be regulated by RUNX-1 and
C/EBPα transcription factors. Ectopic expression of miR-424 in retrovirally-transduced HUVECs
therefore stimulated angiogenesis in vivo in athymic mice that were subcutaneously implanted.
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6. Outlook and Future Directions: MiRNAs in Therapeutic Applications

Bone is a highly vascularized tissue, and is thus reliant on the coordinated interaction between
osteogenesis and angiogenesis which occurs between osteoblastic and ECs during development,
remodeling and regeneration of the skeletal system [22,27,202]. Deciphering the molecular nature of
the mechanisms that couple bone formation to blood vessel formation should therefore be of great
interest to enhance bone formation capabilities in vitro and in vivo [203]. These specific underlying
mechanisms are gaining growing attention under physiologic and pathologic conditions such as
fracture healing, prevention of osteoporosis, tissue engineering or bone regeneration. Thus far,
mostly a combination of different growth factors controlling osteogenesis and angiogenesis (e.g.,
such VEGF, angiopoietins, BMPS, RUNX2) have succeeded in achieving bone formation to a certain
degree [33,204–206]. Nevertheless, each of these factors has individual roles at certain stages of
development, and may disturb the subtle orchestration of required regulation steps.

MicroRNAs provide potent modifiers which coordinate a broad spectrum of biological processes.
In contrast to transcription factors, single miRNAs may only modestly affect individual mRNA
target expression. However, on the one hand a specific target mRNA can experience increased
repression if it has multiple binding sites in the 3′-UTR. On the other hand, the same 3′-UTR of a
gene can be targeted by many different miRNAs simultaneously that intervene with its regulation of
expression [207]. Bioinformatic analysis of target prediction databases, such as TargetScan, miRanda
and Pictar, suggest that a single average miRNA is capable of modulating up to several hundred target
genes by perfect or imperfect base-pairing in combination with tissue-specific expression [208–211].
Additionally, by feedforward or feedback loops that form a regulatory network, miRNA effects can
be amplified [212]. And it is estimated that approximately one-third of genome-encoded proteins
are effected by miRNA regulation [213]. Therefore, these regulatory RNAs which control multiple
endogenous signaling processes simultaneously possess a unique capacity to interfere with all cellular
processes and have become an important tool in biological and medical research. As the application
of miRNA-based methods for the treatment and monitoring of different pathological conditions is
constantly becoming more prevalent, their therapeutic engagement could establish a refined method
to stimulate inartificial bone development.

There is increasing evidence that miRNAs play important roles in controlling osteogenesis
and angiogenesis. One study identified mutations in miR-2861 in two related adolescents that
likely contributed to primary osteoporosis [214]. miR-2861 regulates osteoblast differentiation by
targeting HDAC5, which enhances RUNX2 degradation. Moreover, a recent study showed accelerated
osteoblast differentiation of hMSCs in a three-dimensional scaffold in vitro through manipulation of
miR-148b and miR-489 expression [215]. Several studies also explored the use of miRNA mimicking or
inhibitory agents for bone regeneration in animal studies. However, only a few studies have found
that miRNAs are positive regulators of these processes. As outlined, miR-29b has been reported to
promote osteoblast differentiation by targeting several well characterized inhibitors of bone formation
in vitro [124]. Single site-specific delivery of miR-29b into a two-week post fracture callus by Lee et al.
significantly improved mouse femoral fracture healing [216]. This was documented radiographically by
a decrease of callus width and area; histomorphometrical and micro-computed tomographical analyses
demonstrated increased bone volume fraction and bone mineral density of the callus. A single report
further delineated the use of miRNAs as a therapeutic strategy to modulate angiogenesis-osteogenesis
coupling during bone regeneration or repair in a subcutaneous assay in the mouse. The studies
of Li et al. preferred miR-26a over miR-21 and miR-29b, which were all identified as the most
potent candidates to mediate both angiogenesis and osteogenesis by microarray profiling of primary
osteoblasts [217]. miR-26a was found to be a factor that is upregulated in newly-formed bone, and
itself stimulates the expression of osteoblast-specific makers RUNX2, ALP, and OCN, mineralization
of osteoblasts as well as VEGF secretion in murine primary BM-MSCs and in MC3T3-E1 cells in vitro.
The enhancement of miR-26a expression in vivo by transfection of BM-MSCs with miR-26a mimicking
agents led to complete repair of a critical-size calvarial bone defect, mainly due to simultaneously
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regulating endogenous angiogenesis-osteogenesis coupling. To date, its ability to integrate multiple
signaling pathways thus makes miR-26a an ideal candidate for regenerating bone by miRNA-based
therapy. Murata et al. detected significantly decreased levels of miR-92a in patients with trochanteric
fractures, and investigated its significance in a mouse femoral fracture model [142]. Systemic as well
as local administration of antimir-92a via LNA-stabilized oligonucleotide increased callus volume
and enhanced fracture healing in the early phase by promoting neovascularization in the mouse
femur. Nevertheless, as outlined previously, the direct osteogenesis-related molecular targets for
this mechanism, which offers therapeutic potential for repairing bone, still remain to be clarified. In
addition to the basic osteogenic functions of miR-31, Deng et al. investigated the therapeutic potential of
hAD-MSC combined with beta-calcium triphosphate scaffolds in repairing a rat critical-sized calvarial
defect [130,217]. The group reported that a knockdown of miR-31 significantly enhanced the repair of
the defect, as could be noticed by an increased bone volume and mineral density in combination with
a decreased scaffold. As the molecular basis of the osteogenic differentiation and bone regeneration
program, in vitro results using lentiviral expression constructs revealed a BMP-2-inducible regulatory
loop between Runx2, miR-31, as well as the miR-31 target gene, AT-rich sequence-binding protein
2 (Satb2). As a negative modulator of angiogenesis, Yoshizuka et al. locally administered miR-222
inhibitor mixed with atelocollagen to a rat femoral transverse fracture with the purpose of enhancing
bone healing by stimulating osteogenesis, chondrogenesis, as well as angiogenesis [218]. Bone union
at the fracture site with increased capillary density could be confirmed by radiographic, μCT and
histological evaluation at 8 weeks after administration. Inhibition of miR-222 promoted osteogenic
(RUNX2, COL1A1, OCN) or chondrogenic (COL2A1, aggrican, SOX9) differentiation in hMSCs,
as determined by expression of osteogenic or chondrogenic markers, respectively.

In this review, miRNAs or “CouplingmiRs/CPLGmiRs” were identified that are known so
far to regulate, either positively or negatively, angiogenesis as well as osteogenesis function—as
potent molecular managers—that may simultaneously regulate multiple endogenous signaling
cascades. This has been summarized in Figure 2, where the described miRNAs have also been
depicted with regard to their allocation during the developmental fate of osteogenic or angiogenic
cells. As for many miRNAs in general, also for coupling miRs/CPLGmiRs, most mechanisms of
action are negative/inhibitory in nature for the regulation of osteogenesis as well as angiogenesis.
Also noteworthy, but not surprising, is the finding that most miRNAs potentially involved in
angiogenic-osteogenic coupling are encountered in the osteoblastic lineage rather than in chondroblasts
or osteoclasts. And miRNAs are particularly present during the differentiation of osteoblasts, while
they exert their modulatory effects during angiogenesis mostly in mature endothelial cells. Delivery
of miRNAs may provide a way to maximally mimic the native bone development environment,
and thus possess the therapeutic potential to enhance bone regeneration and repair. In contrast,
miR inhibitors, i.e., antisense oligonucleotides directed against miRNAs, can be applied in the form
of antagomiRs or LNA-antimiRs [58,179,219]. RNA/DNA hybrids modified by this locked nucleic
acid-technology represent single stranded modified antisense oligonucleotides with increased stability
and affinity and also facilitate cell penetration. Furthermore, they are biocompatible, as they cause
no cellular immune response, are highly soluble, and have already been tested by various in vitro
and in vivo studies as well as clinical trials (e.g., miR-122 LNA anti-miRNA oligonucleotides for
Hepatitis C virus or miR-34 for solid cancers) [220,221]. Additionally, any new findings in this field of
research might additionally yield considerable anti-angiogenic targets for tumor therapies, as tumor
angiogenesis—i.e., the formation of tumor-associated angiogenic vessels—is a key requirement in
tumor growth, progression, and metastasis. As an example, it would be very favorable to identify
angiomiRs that negatively regulate VEGF expression in combination with current anti-VEGF therapies.
Inversely, the identification of novel oncomiRs could also pave the way and lead to the description of
unknown miRNAs with a function in bone angiogenesis [222–224]. Currently, microRNA-targeting
therapy is still in development due to new challenges compared to conventional drugs, and results of
experimental studies in animal models need to be transferred to clinical applications. Nevertheless, in

298



Cells 2019, 8, 121

addition to their role as potential angiogenic or bone regenerative therapeutic targets, miRNAs are
emerging as distinguished disease biomarkers relevant to specific physiologic or pathologic conditions
which could serve for immediate use in cardiovascular and bone diseases.

Figure 2. Regulating effects of microRNAs (miRs/miRNAs) involved in the regulation and coupling
of bone angiogenesis (“CouplingmiRs”) during cell fate determination. MiRNAs were assigned with
their individual positive/stimulatory (green colored) or negative/inhibitory (red colored) function
and occurrence during the specific differentiation steps of osteogenic and angiogenic cells. Cell images
from Servier Medical Art by Servier licensed under a Creative Commons Attribution 3.0.
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Abstract: A critically ill polytrauma patient is one of the most complex cases to be admitted to the
intensive care unit, due to both the primary traumatic complications and the secondary post-traumatic
interactions. From a molecular, genetic, and epigenetic point of view, numerous biochemical interactions
are responsible for the deterioration of the clinical status of a patient, and increased mortality rates. From
a molecular viewpoint, microRNAs are one of the most complex macromolecular systems due to the
numerous modular reactions and interactions that they are involved in. Regarding the expression and
activity of microRNAs in sepsis, their usefulness has reached new levels of significance. MicroRNAs can
be used both as an early biomarker for sepsis, and as a therapeutic target because of their ability to block
the complex reactions involved in the initiation, maintenance, and augmentation of the clinical status.

Keywords: microRNAs; epigenetic biomarker; sepsis; inflammation

1. Introduction

Critically ill polytrauma patients present one of the most complex clinical pictures that the intensivist
and trauma team will encounter in their careers [1–5]. The complexity of these cases is due both to the
initial traumatic injury, and to the secondary post-traumatic responses to injury [2–16]. Moreover, through
the interactions of molecular mechanisms with other, initially functional systems, and through molecular
denaturation reactions, the critically ill polytrauma patient becomes a complex medical case from a
clinical and molecular point of view. A series of complex mechanisms involved in the pathophysiology
and biochemistry of sepsis have been studied for the past several years. However, the critically ill
polytrauma patient is so complex biochemically and molecularly that no specific biochemical pathways
have been found in which intervention could increase survival rates, or decrease the incidence of sepsis
and multiple organ dysfunction syndrome (MODS) [3–25]. However, in the last few years, a series of
microRNA epigenetic species have been identified. These species are responsible for the modulation
of certain complex molecular reactions. Furthermore, numerous studies have shown the importance of
microRNAs in early diagnosis and possible future epigenetic therapies [6–33]. By examining microRNAs
with respect to critically ill polytrauma patients, we can see important links between the development and
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modulation of the systemic inflammatory response, the immune system, coagulation status, and response
to infections [7–22]. The paper aims to systematize the microRNA expressions that are closely related to
the pathophysiological events involved in a critically ill polytrauma patient with sepsis. Moreover, we
wished to highlight the most important microRNA expression studies conducted to date that could be
used as biomarkers for the early diagnosis of sepsis.

2. Biochemical and Biosynthesis Aspects of MicroRNAs

From a molecular point of view, microRNAs are synthesized in the cell nucleus through the action of
RNA polymerase II on certain specific genes. Hence, the initial species, the pri-microRNAs, are formed
following complex reactions [13–35]. In the next step, RNAse III endonuclease, also called Drosha, activates
the pri-microRNAs. This reaction is catalyzed by the DiGeorge Syndrome Critical Region 8 (DGCR8)
complex, which leads to the formation of pre-microRNAs [15,34–74].

Once these almost final species are formed, the pre-microRNAs bind with the Exportin-5 transporter
protein, which shifts them from the nucleus into the cytoplasm. Inside the cytoplasm, a new reaction,
initiated by an RNAse III endonuclease called Dicer and by the RNA binding protein (TRBP), takes place,
which leads to the formation of the final microRNA species [17,20,66–88]. The last step involves coupling
the RNA-induced silencing complex (RISC) [18,78–91]. The final molecular species is then transported
outside the cell through different mechanisms and in various forms, such as ribonucleoprotein complexes,
microvesicles, exosomes, and high-density lipoproteins (Figure 1) [14].

Figure 1. MicroRNA biosynthesis mechanisms. For further explanation, please see the details in
the text. RNA pol II—RNA polymerase II; pri-microRNA—primitive microRNA; DGCR8—DiGeorge
Syndrome Critical Region 8; Drosha—RNAse III endonuclease; pre-microRNA—precursor of microRNA;
AGO2—endonuclease Argonaute 2; Dicer—Rnase III endonuclease; TRBP—transactivation response
element RNA-binding protein.
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3. MicroRNA Identification from Different Body Fluids

MicroRNAs have been proposed as possible biomarkers because of the research evidence that shows
that changes in a range of cellular microRNAs correlate with various pathophysiological conditions, including
inflammation, oxidative stress, sepsis diabetes and different types of cancer [33–45,73–93]. These molecules
have also been known for their low complexity, simple detection and amplification, tissue-restricted expression
profiles, and sequence conservation between human and model organisms [94–98]. However, they have not
been incorporated into clinical practice due to several factors such as the lack of a universal and comprehensive
measurement technique that would be convenient enough in terms of handling, the rate of analysis, and
reliability [96–101]. Apart from the measurement technique, another factor that has been holding back the use
of microRNAs is that their concentration in the body is relatively low. However, there exist measurement
methods that have been routinely used, although they have their advantages and disadvantages. These
techniques include small RNA sequencing, quantitative reverse transcription polymerase chain reaction
(qPCR), and microarray hybridization. All of these are applied according to the respective propose of analysis
(Figure 2). When it comes to the successful identification of these microRNAs, the factors that are critical,
such as the choice of the measurement sample and the appropriate normalization strategy come into play.
The profiles of these important biomarkers are also influenced considerably by exogenous factors such as
medication, nutrition, and certain environmental conditions [98–114].

Figure 2. MicroRNA identification workflow from different body fluids.

4. Importance of MicroRNAs for Clinical Use

Due to their unique features, such as disease specificity, relative stability, and easy accessibility,
microRNAs are considered the future biomarkers for the diagnosis and prognosis of specific diseases as
well as monitoring therapeutic responses in clinical settings [75–79]. MicroRNAs have been identified in
different clinical settings, and their importance as biomarkers is still under investigation [80–117]. For
example, a number of these molecules have been associated with sepsis, acute lung injury and acute
organ dysfunction diagnoses. MicroRNAs are also being considered for therapeutic purposes where
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up-regulatory or down-regulatory molecules, targeting specific microRNAs, can be administered with the
aim of managing specific pathological conditions. A study of this is currently at the clinical trial stage.
Studies have shown that the anesthetics and medications used in post-operative patient care affect the
expression of microRNA, which in turn affects the functioning or survival of certain types of cells in the
body, such as neurocytes. The expression of microRNAs in their various cells are highly specific, and
therefore, they have a distinct display pattern in different tissues, which contributes to their characteristic
features and functions. With this in mind, these molecules have been used to detect the presence of
disease or tissue malfunction due to their recognizable pattern of appearance [97–105]. For instance,
rough relations have been created linking specific microRNA expressions to the manifestation of certain
pathological conditions, including microR-21 being shown as a proto-oncogene in adenocarcinoma, and
microR-146a acting as an inhibitory factor to inflammatory processes by dampening the nuclear factor-kB
(NF-kB) signaling [114–116]. MicroRNA has also been considered in forensic investigations due to their
initially-named properties. It helps address the challenge of sensitivity and specificity when it comes to
criminal identification. However, this is entirely dependent on the method applied in such endeavors. In
criminal investigations, the disadvantages of microRNA profiling have not yet been studied [116,117].

5. Roles of MicroRNAs in the Pathophysiology of Oxidative Stress Associated with Sepsis

Under normal conditions, the human body synthesizes numerous biochemical species with increased
reactivity compared to the existent macromolecules. These species are called free radicals and are divided
depending on their origin into reactive oxygen species, reactive lipid species, reactive nitrogen species, and
other more complex redox systems [20–74]. Biochemically speaking, the most aggressive free radicals are
oxygen radicals such as hydroxyl radicals (HO−), superoxide anions (O2

−), or hydrogen peroxide (H2O2).
Moreover, nitrogen radicals such as peroxynitrite (ONOO−) and nitric oxide (NO), or the lipid radicals,
especially the lipid peroxyl (LOO−), also present similarly high reactivity [3,19,20]. The oxidative stress
appears once the free radicals accumulate over the endogenous antioxidants. Under circumstances of
traumatic stress, a series of endogenous systems are responsible for generating an excessive amount of free
radicals. Among these, the most studied are mitochondrial respiration, the xanthine reduction mechanisms,
and the NADPH oxidase enzymatic system [15,21–24]. Admittedly, under physiological conditions, the
human body has a series of biomacromolecules with antioxidant capacities such as catalase (CAT) [25],
superoxide dismutase (SOD) [26], peroxiredoxins (PRXs) [27], glutathione (GSH) [28], and glutaredoxins
(GRXs). However, in the case of critically ill polytrauma patients, the production of free radicals overcomes
the endogenous antioxidant capacity of the body, and therefore oxidative stress associated with the
systemic inflammatory response appears very quickly. In the case of critically ill polytrauma patients, the
pro-oxidative phenomenon appears at the moment of trauma because of the associated organic injuries. A
short time after the traumatic impact, the molecular injury will be transmitted, augmented, and multiplied
in the cell, especially inside the cellular organelles [29–31]. From a clinical point of view, the molecular
lesions have important implications in the clinical evolution of a patient due to the significant increase
in the morbidity and mortality rates through their association with the systemic inflammatory response,
and also because of their association with generalized infections [32–36]. With regard to the association
with infections, oxidative stress has significant implications in increasing the incidence of sepsis due to the
release of free radicals, cytokines, and adhesion molecules. Hence, immunosuppression, the increased
concentration of pro-inflammatory factors, and the aggressive attack of free radicals all lead to MODS in
the critically ill polytrauma patient, despite complex treatment options (Figure 3) [37–85].
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Figure 3. The critically ill polytrauma patient is characterized by a series of secondary, post-traumatic
injuries, represented especially by cellular and molecular damage. Oxidative stress is an important
molecular phenomenon, and it has important links with a series of bio-macromolecular systems.
An important source of free radicals is the mitochondria, where huge amounts of free oxygen radicals
are produced that will further lead to the augmentation of the pro-oxidative phenomena. Moreover,
the molecular disaster will continue as other systems are affected such as the endovascular system,
lipid molecules, proteins, and cellular organelles.

The microRNA species play an important role in the propagation of pro-oxidative signals by
modifying the reactivity of the molecular receptors. Numerous studies have identified important
implications of microRNAs for the cis-acting DNA sequences [41–43]. Practically, the cellular
proliferation is influenced by microRNA-9 by modulating the activity of orphan nuclear receptor
TLX, located in the neuroepithelium. Another example is the estrogen and androgen receptors that
have microRNA-21, microRNA-222, microRNA-221, microRNA-101, microRNA-206, microRNA-433,
microRNA-34a, microRNA-125b, and microRNA-127 as genetic substrates [44,45].

The nuclear transcription factor kB (NF-kB) represents another interesting aspect of a molecular
attack. From a biochemical viewpoint, NF-kB is involved in modifying the reactions of certain genes
and is influenced in most cases by a series of external or internal factors such as the IKB and IKK
proteins [9,46,47]. If we were to discuss the links between NF-kB and oxidative stress, and the implications
of NF-kB in the clinical outcome of these patients, one could highlight the cellular adaptability induced by
the pathophysiological changes arising from inflammation, infections, and the immune response. This can
be explained through the implications that NF-kB has in the production of pro- and anti-inflammatory
cytokines such as interleukin-1 (IL-1) and tumor necrosis factor-alpha (TNF-alpha) [48–51]. Moreover,
in this complex series of events that make up a molecular disaster, there are numerous important links
caused by the reciprocal activation of certain factors that are decisive in the augmentation of the molecular

315



Cells 2018, 7, 271

disaster. In the case of critically ill patients, a series of specific secondary phenomena occur, such as tissue
hypoxia, generalized inflammation, and infections [52]. With regard to this, researchers have identified
the microRNAs that play a decisive role in the modification of the biochemical pathways. An important
study carried out by Scott et al. reported significant changes in the expression of microRNA-17-92,
microRNA-221, microRNA-126, and microRNA-222 [53]. In the literature, other microRNA species that
have important implications for endothelial damage have also been reported, such as microRNA-278 and
microRNA-146 [54]. Another study carried out by Kung et al. reported reduced activity for microRNA-26a,
microRNA-126, and microRNA-24 [55]. The same study showed increased expression of microRNA-346,
microRNA-30b, microRNA-999, and microRNA-30a.

With regard to epigenetic expression in tissue hypoxia, microRNAs have been shown to have
multiple implications, both augmenting cellular destruction and increasing the pro-inflammatory and
pro-oxidative status [80–84]. Numerous microRNAs are responsible for dictating the biosynthesis
for adhesion molecules, free oxygen, nitrogen, or lipid radicals, and affecting cell and mitochondria
energy. Among these, the most microRNAs that have been most studied in-depth are microRNA-213,
microRNA-210, microRNA-24, microRNA-27, microRNA-23, microRNA-26, microRNA-210-3p, microRNA
23b-3p, microRNA-1275, microRNA-210-3p, microRNA-145-5p, microRNA-92b-3p, microRNA-181a-2-3p,
microRNA-185-5p, microrRNA-20a-5p, and microRNA-92b-3p [84–87]. Another associated phenomenon
is ischemia–reperfusion syndrome. From a clinical and molecular point of view, ischemia–reperfusion is an
important generator of free radicals and inflammatory molecules that are responsible for aggravating the
clinical status of these patients, especially in the context of inflammation and infection. Important changes
in epigenetic expression have also been identified in the case of ischemia–reperfusion syndrome. Among
these, the most commonly studied are microRNA-290, microRNA-26, microRNA-192, microRNA-805,
microRNA-194, microRNA-187, microRNA-145, and microRNA-21 [14,88,89].

A high proportion of critically ill polytrauma patients develop acute respiratory distress syndrome
(ARDS). From a cellular and molecular viewpoint, in ARDS, the neutrophils invade the pulmonary tissue
leading to the initiation of aggressive pro-inflammatory mechanisms [48,56,70]. The molecular cascade
in this case is activated and augmented by the excess production of interleukin 6 (IL-6), interleukin 1
beta (IL-1), and tumor necrosis factor alpha (TNF-alpha). Furthermore, this molecular cascade leads
to increased vascular permeability in the pulmonary tissue. The molecular reactions are extremely
complex, with the inhibition of apoptosis in the alveolar capillaries through the action of vascular
endothelial growth factor (VEGF) [60,71,72]. The VEGF receptors, including vascular endothelial growth
factor receptor 1 (VEGFR1) and vascular endothelial growth factor receptor 2 (VEGFR2) are further
activated, leading to increased vascular permeability. In this case, the expression of microRNAs also
plays an important role, modulating a series of complex molecular reactions [73,74]. Yehya et al.
reported important changes for microRNA-466c-5p, microRNA-466d-5p, microRNA-15b, microRNA-154,
microRNA-466c, microRNA-466b, microRNA-466f-3p, microRNA-375, microRNA-378, microRNA-347,
and microRNA-32* [75]. A similar study carried out on the same group of patients by Kulshreshtha et
al. reported changes in the expressions of miRNA-27, miRNA-103, miRNA-107, miRNA-26, miRNA-181,
miRNA-210, miRNA-23, miRNA-24, and miRNA-213 [76]. Likewise, important changes have been noted
in these situations for miRNA-194, miRNA-214, miRNA-223, miRNA-100, miRNA-140, miRNA-142-3p,
miRNA-25, miRNA-27b, miRNA-181c, miRNA-21, and microRNA-224 activity [77]. Tacke et al. reported
an increased expression for microRNA-133a in patients with sepsis [78]. Wang et al. also reported the
decreased expression of microRNA-223, microRNA-181b, and microRNA-146a [79] (Figure 4).
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Figure 4. MicroRNA expression in a critically ill polytrauma patient with sepsis. A short time after the
primary traumatic injury, the critically ill polytrauma patient develops a series of secondary post-traumatic
injuries, especially molecular and cellular injuries. Among these, the most studied are the excess
biosynthesis of free radicals reactive oxygen species (ROS) and reactive nitrogen species (RNS), and
the augmentation of the pro-oxidative chain. Moreover, together with the involvement of the immune
system, the activation of nuclear transcription factor kappa B (NF-kB), the emergence of adhesion molecules,
the release of excess pro-inflammatory factors, and infections will determine a series of microRNA species
that will intervene in the modulation of this complex molecular cycle. Numerous studies have shown both
an increase in the activity of certain microRNA species, and a decrease in the expression of other species in
certain selected cases [14,80–83].

Hyperoxia is closely related to ARDS. This phenomenon is mostly induced by the intensive care
physician because of difficult ventilation and inadequate oxygen concentrations in the circulatory system.
In these situations, the intensive care unit (ICU) Fi-inspired oxygen fraction (FiO2) is usually increased
to 1.0 (100% O2). On the other hand, increasing FiO2 to 1.0 directly affects the mitochondria and the
microvascular system. Together with the impairment of the microvascular system, the vascular perfusion
in the pulmonary tissue will drop significantly, leading to a decreased gas-exchange capacity and the
progressive deterioration of the patient’s clinical status.

Vascular endothelial growth factor (VEGF) has been widely discussed in the literature in relation
to microvascular injury. Specifically, a series of reactions involved in the inhibition of apoptosis in
the alveolar capillaries has been mentioned in the literature. Moreover, an important increase in the
expression of vascular endothelial growth factor receptor 1 (VEGFR1) in patients with ARDS has been
demonstrated [58–60].

There are complex mechanisms that are closely related to the biofunctionality of the endothelial
surface. An important system in this category is the KL-6 glycoprotein that can be found on the surface of
type II alveolar cells [61]. From an immunological point of view, T-cell expression is widely influenced
by all of these mechanisms. Recent studies have shown changes in the Foxp3+ regulatory T-cell (Tregs),
CD4+, CD3+, CD25hi, CD127lo, and CD25+ expression [62].
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6. MicroRNA Expression in the Case of Polytrauma Patients with Sepsis

From a pathophysiological and molecular viewpoint, in the case of polytrauma patients with sepsis,
an important phenomenon appears due to excess cytokine synthesis. This is determined by the complex
reactions between the lipopolysaccharide macromolecules (LPS) and lipopolysaccharide binding protein
(LPB) [63,64]. The molecular bond required for these reactions to take place exists due to the CD14
receptor found on the surface of macrophages. Apart from these complex links, there are a series of other
reactions represented especially by the synthesis of certain mediators, such as histamines, chemokines, or
different hormones. Moreover, the coagulation cascade plays an important role in the augmentation and
self-propagation of the molecular phenomena involved in sepsis. The most important pro-inflammatory
and anti-inflammatory mediators are interleukin 4 (IL-4), interleukin 10 (IL-10), interleukin 17 (IL-17),
interleukin 1 (IL-1), interleukin 2 (IL-2), interleukin 6 (IL-6), interleukin 12 (IL-12), interleukin 8 (IL-8),
Procalcitonin (PCT), N-terminal C natriuretic peptide (NT-CNP), C-reactive proteins (CRP), tumor
necrosis factor alpha (TNF-alpha), interferon gamma (INF-gamma), and transforming growth factor
beta (TGF-beta) [14,49,65,66].

Recent studies have shown a series of implications for microRNA species in the pathophysiology of
sepsis, pro-inflammatory and pro-oxidative phenomena (Table 1). MicroRNA-146a, microRNA-150, and
microRNA-233 have complex implications in the molecular damage in sepsis [67]. Moreover, Puskarich
et al. reported strong statistical correlations between the changes in microRNA-150 expression and
the increase in mortality rates. Another important study, carried out by Vasilescu et al. reported
decreased activity for microRNA-150 and microRNA-342-5p in the case of septic patients. On the other
hand, there was an increased expression of microRNA-486 and microRNA-182 in these patients [67]. A
similar study carried out by Benz et al., identified important changes in microRNA-233 in patients
with sepsis [68]. Other species involved in the molecular and genetic sepsis reactions include
microRNA-340, microRNA-324-3p, microRNA-16, microRNA-210, let-7b, microRNA-15b, microRNA-484,
microRNA-486-5p, and microRNA-324-3p [69].

Table 1. MicroRNA expression in sepsis.

Involved MicroRNAs Body Fluid of Identification Expression References

microRNA-4772-5p Serum Up-regulated [90–92]
microRNA-4772-5p Iso Serum Up-regulated [92]

microRNA-15a Serum Up-regulated [90,91]
microRNA-16 Serum Up-regulated [90]

microRNA-574-5p Serum Up-regulated [91]
microRNA-4772-3p Serum Up-regulated [92]

microRNA-4516 Serum Up-regulated [93]
microRNA-454-3p Serum Up-regulated [93]

miR-155-3p Serum Up-regulated [93]
microRNA-219b Serum Up-regulated [94]
microRNA-1889 Serum Up-regulated [94]
microRNA-106a Serum Up-regulated [94]
microRNA-106b Serum Up-regulated [94]
microRNA-205 Serum Up-regulated [94]
microRNA-20a Serum Up-regulated [94]

miR-150 Serum Up-regulated [91]
microRNA-27a Serum Up-regulated [95]
microRNA-122 Serum Up-regulated [96]
microRNA-146a Serum Up-regulated [91]
microRNA-422 Serum Up-regulated [91]
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Table 1. Cont.

Involved MicroRNAs Body Fluid of Identification Expression References

microRNA-133a Serum Up-regulated [90–95]
microRNA-4532 Serum Up-regulated [95]

microRNA-576-5p Serum Up-regulated [80–83]
microRNA-483-5p Serum Down-regulated [91]
microRNA-499-5p Serum Down-regulated [91]
microRNA-193b* Serum Down-regulated [91]

miR-146a-5p Serum Down-regulated [93]
Let-7g-5p Serum Down-regulated [93]

microRNA-30 Serum Down-regulated [94]
microRNA-199a-3p Serum Down-regulated [93]

microRNA-29 Serum Down-regulated [95,96]
microRNA-297 Serum Down-regulated [96]
microRNA-125 Serum Down-regulated [96]
microRNA-25 Serum Down-regulated [96]
microRNA-19 Serum Down-regulated [95]

microRNA-182 Blood Up-regulated [95,96]
microRNA-15b Blood Up-regulated [95]
microRNA-486 Blood Up-regulated [94–96]
microRNA-25 Blood Down-regulated [90]

microRNA-223 Blood Down-regulated [92–95]
microRNA-181b Blood Down-regulated [90]

microRNA-342-5p Blood Down-regulated [94,95]
microRNA-126 Blood Down-regulated [90]

microRNA-499-5p Blood Down-regulated [90]

Moreover, numerous studies have reported a series of microRNAs that did not show significant
changes regarding their expression in sepsis. Such microRNA species have been identified both in the
patients’ serum (microRNA-451, [95], microRNA-494 [90]), as well as in the plasma (let-7i [90]) and
blood (microRNA-21, microRNA-503, microRNA-155, microRNA-486-5p, microRNA-132, microRNA-203,
and microRNA-1249 [90–95]) (Table 2).

Table 2. MicroRNA expression unchanged in sepsis.

Involved MicroRNAs Body Fluid of Identification Expression References

microRNA-451 Serum Unchanged [95]
microRNA-494 Serum Unchanged [90]

Let-7i Plasma Unchanged [90]
microRNA-21 Blood Unchanged [90]

microRNA-503 Blood Unchanged [90]
microRNA-155 Blood Unchanged [91]

microRNA-486-5p Blood Unchanged [95]
microRNA-132 Blood Unchanged [95]
microRNA-203 Blood Unchanged [90]
microRNA-1249 Blood Unchanged [90]

7. Conclusions

The complexity of the pathophysiological and molecular mechanisms in critically ill polytrauma
patients is very high. They are responsible for the worsening of the patient’s clinical status under certain
circumstances. Understanding and preventing certain biomolecular and epigenetic mechanisms could lead
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to decreased molecular and cellular injury, as well as a lower overall risk for these patients. MicroRNA
expression is a strong candidate for the future of intensive care because of the early diagnosis opportunity
and because of its capacity to interact with certain key points of the biochemical pathways. Among these,
the most widely-studied species are represented by microRNA-150, microRNA-133a, microRNA-146a,
microRNA-576-5p, microRNA-4772-3p, microRNA4772-5p, and microRNA4722-5p-iso—the expression of
which is highly augmented—as well as microRNA-223, microRNA-181b, and microRNA-122, which have
lower levels in sepsis patients. Moreover, these microRNA species can be determined in different body
fluids, such as serum, plasma, and blood, widening the range of options for the epigenetic determination
of sepsis in critically ill polytrauma patients. However, until now, the epigenetic interactions in a clinical
context have not been clearly reported, and further studies are necessary to identify the correct context for
microRNA expression.
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Abstract: Vascular smooth muscle cell (VSMC) dedifferentiation is a common feature of vascular
disorders leading to pro-migratory and proliferative phenotypes, a process induced through growth
factor and cytokine signaling cascades. Recently, many studies have demonstrated that small
non-coding RNAs (miRNAs) can induce phenotypic effects on VSMCs in response to vessel injury.
However, most studies have focused on the contribution of individual miRNAs. Our study aimed
to conduct a detailed and unbiased analysis of both guide and passenger miRNA expression in
vascular cells in vitro and disease models in vivo. We analyzed 100 miRNA stem loops by TaqMan
Low Density Array (TLDA) from primary VSMCs in vitro. Intriguingly, we found that a larger
proportion of the passenger strands was significantly dysregulated compared to the guide strands
after exposure to pathological stimuli, such as platelet-derived growth factor (PDGF) and IL-1α.
Similar findings were observed in response to injury in porcine vein grafts and stent models in vivo.
In these studies, we reveal that the miRNA passenger strands are predominantly dysregulated in
response to vascular injury.

Keywords: miRNA expression and regulation; passenger miRNA; biomarker; vascular injury; smooth
muscle cells; porcine vein graft and stent models

1. Introduction

MicroRNAs (miRNAs) are a class of non-coding RNAs known to play a prominent role in gene
regulation at a post-transcriptional level [1–3]. Pri-miRNAs are transcribed by RNA polymerase II and
are processed successively by two RNase III enzymes, Drosha and Dicer, to a ~22 nt miRNA:miRNA *
duplex [4], which, on processing, generates two single-stranded RNA molecules. miRNAs are loaded
onto Argonaute to produce a RNA-induced silencing complex (RISC), which exerts translational
repression via an imperfect binding to the mRNA target, generally localized in the 3′UTR. An equal
amount of the two strands from the miRNA:miRNA * duplex is produced by the transcription but
their accumulation becomes asymmetric [5]. Current miRNA nomenclature provides information on
the direction of the mature miRNA strand using the -3p or -5p suffixes and, normally, the miRNA
guide strand is thought to be the strand that preferentially accumulates in the RISC and the miRNA *
or passenger strand (its partner) is degraded [6]. However, recent studies suggest that these passenger
strands can accumulate in a number of disease pathologies and mediate strand-specific roles based on
their distinct seed sequences and targets. Indeed, the mature sequences of the two strand forms can
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regulate distinct sets of mRNA transcripts or common targets through different hybridization sites on
the mRNA targeted.

miRNAs have been shown to induce phenotypic effects on smooth muscle cells (SMCs) in vascular
disorders. Vascular SMC (VSMCs) within the vessel wall perform both contractile and proliferative
functions in response to diverse cellular stimuli [7]. Under normal physiological conditions, VSMCs
are relatively quiescent, harboring a contractile phenotype responding to changes in vascular flow
to mediate relaxation and contraction. However, vascular injury or insult results in the initiation
of phenotypic switching to a dedifferentiated phenotype. Indeed, the transition of VSMCs from a
differentiated to a dedifferentiated phenotype is a common feature of vascular disorders where VSMCs
harbor pro-proliferative and pro-migratory status. The VSMC phenotype can be modulated by many
environmental cues and triggers, including a number of cytokines and growth factors released in
response to injury. Indeed, platelet-derived growth factor (PDGF) promotes VSMC proliferation and
migration resulting in neointimal formation after artery injury [8,9].

Since there is some recent evidence of the importance of the miRNA passenger strands [10–12],
their individual functions have been studied in settings such as vascular cells with miR-126-5p and
miR-10A*, [13,14] and cancer [15,16]. However, a more detailed or global evaluation of the importance
of the miRNA passenger strands in vascular remodeling is still lacking. As miRNAs emerge as
potential prognostic biomarkers and as attractive targets for disease intervention, we utilized array
technology to evaluate the global expression of miRNA guide and passenger strands from hairpin
precursors in pre-clinical porcine models of vascular injury and human VSMCs.

2. Materials and Methods

2.1. Animals and Tissues

All the procedures for surgery, for the pig vein graft model and the stent model, were performed
in reference [17] and [18], respectively, and were performed in accordance with the UK Home Office
Guidance on the Operation of the Animals (Scientific Procedures) Act 1986 and with the institutional
ethical approval (PPL60/4114 and PPL 60/4429). Male white Landrace pigs (SAC Commercial
Ltd, Edinburgh, UK) were maintained on a 12 h light/dark cycle with free access to food and
water at a designated Biological Procedures Unit. Briefly, the animals (weighing 19–26 kg) were
pre-dosed orally with aspirin and clopidogrel 24 h prior to surgery. The animals were sedated by
intramuscular (IM) injection of Tiletamine/Zolazepam (Zoletil; Virbac, France); general anesthesia
was conducted using intravenous (IV) Propofol (Rapinovet; Schering-Plough, Welwyn Garden City,
UK) and maintained with isoflurane (Abbott Laboratories Ltd, Berkshire, UK). Animals received
100 IU/kg of IV heparin (Leo Laboratories, London, UK) before surgery. After vascular access,
coronary angiography was performed prior to the deployment of either bare metal stents (BMS)
(Gazelle™, Biosensors, Morges, Switzerland) or drug eluting stents (DES) (biolimus A9 eluting stents;
Biomatrix Flex™, Biosensors, Hägglingen, Switzerland). The unstented animals were used as controls.
The pigs received 0.15 mg of buprenorphine IM (Vetergesic: Alstore Ltd, Sheriff Hutton, York, UK)
and 350 mg of ampicillin IM (Amfipen LA, Intervet, UK) immediately following the procedure
and were euthanized after 7 or 28 days by an intravenous overdose of euthatal, and their coronary
vessels carefully removed. For the porcine vein graft surgery, following the induction with Ketaset
(100 mg/mL ketamine hydrochloride), the animals were intubated and anesthetized with halothane
and allowed to spontaneously ventilate. The method for the saphenous vein-carotid interpositional
graft model has been described previously [19]. The saphenous vein was surgically exposed and
harvested from the hind leg by a ‘no-touch’ technique. The vein was cannulated and gently irrigated
with heparinized iso-osmotic sodium chloride (NaCl) solution (0.9 g/L). Each carotid was exposed via
a longitudinal neck incision. The animal was heparinized by the IV administration of 100 IU/kg of
heparin (CP Parmaceuticals Ltd, Wrexham, UK). A 4–5 cm segment of the carotid artery was isolated
between the vascular clamps and 10 mm was then removed. The residual ends were beveled at 45◦
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and a small longitudinal incision was made to lengthen the anastomotic area. The ends of the vein
were similarly beveled and anastomosed as an interposition graft under optical magnification using
continuous 7/0 Surgipro (auto Suture, Dagford, UK) sutures. The saphenous veins from the ungrafted
animals were used as controls. The animals were recovered, returned to their pen and maintained on a
normal chow diet for the duration of the experiment.

Surplus human saphenous vein tissue was obtained with informed consent from patients
undergoing CABG (Coronary Artery Bypass Grafting). All procedures received local ethical approval
(Research Ethical Committee number: 06/S0703/110) and the experimental procedures conformed to
the principles outlined in the Declaration of Helsinki.

2.2. Vessel Storage and RNA Isolation from the Pig Vein Graft Model and Stent Model

All the procedures for RNA extraction from the pig vein graft model and stent model are
described in detail in [17,18], respectively. Briefly, the harvested vessels were placed in RNAlater®-ice
(Invitrogen, Paisley, UK) and stored at −80 ◦C until the day of isolation. RNAs from the veins or
arteries were isolated following disruption of the vessels under liquid nitrogen using a pestle and
mortar, and these vessel fragments were placed in Qiazol (Qiagen, Hilden, Germany) and homogenized
using a tissue homogenizer (Polytron, Switzerland). The RNAs were processed through miRNEasy
Mini Kit (Qiagen) following the manufacturer’s instructions, treated with DNAse 1 (amplification
grade; Sigma, St. Louis, MO, USA) in order to eliminate genomic DNA contamination and quantified
using a NanoDrop ND-1000 Spectrophotometer (Nano-Drop Technologies, Wilmington, DE, USA).
RNA integrity was assessed using the RNA 6000 Nano LabChip kit (Agilent Technologies,
Santa Clara, CA, USA). Only The RNAs with an RNA integrity number value >7 were used for
the TLDA experiments.

2.3. Cell Culture

VSMCs were isolated from human saphenous vein segments within 24 h of surgery using the
explant technique as previously described by Southgate et al. [20]. Briefly, following removal of the
adventitial layer using sterile forceps and scissors, the vein was longitudinally opened. The lumenal
surface of the vein was scraped gently with a rubber policeman to remove the endothelium. Using fine
forceps, thin segments of the medial layer were stripped from the vein. The stripped medial segments
were then cut into approximately 1 mm2 pieces using a tissue chopper and then transferred into a
sterile tube containing wash media (DMEM medium supplemented with 2 mmol/L of L-glutamine
(Invitrogen), 50 μg/mL of penicillin (Life Technologies, Paisley, UK) and 50 μg/L of streptomycin
(Life Technologies)). Following two washes in the wash media, the segments were resuspended
in a small volume of SMC complete medium (SMC growth medium 2 (PromoCell, Heidelberg,
Germany) supplemented with 15% foetal calf serum (FCS) (PAA laboratories, Yeovil, UK), 2 mmol/L
of L-glutamine (Invitrogen), 50 μg/mL of penicillin (Life Technologies) and 50 μg/L of streptomycin
(Life Technologies)) and were then spread onto the base of 25 cm2 tissue culture flasks. Following
overnight culture at 37 ◦C in a humidified atmosphere containing 5% CO2 (v/v), 5 mL of SMC
complete medium was carefully added to each flask. The media were changed every 3–5 days and
after 2–3 weeks, the outgrowth of VSMCs was passaged into 75 cm2 flasks and grown to confluence.
All experiments were performed using VSMCs between passages 3 and 6. The VSMCs were plated
in SMC complete medium, quiesced in medium (DMEM medium supplemented with 2 mmol/L of
L-glutamine (Invitrogen), 50 μg/mL of penicillin (Life Technologies) and 50 μg/L of streptomycin
(Life Technologies)) containing 0.2% FCS for 48 h. The plated cells were either placed in fresh 0.2% FCS
medium (control) or stimulated with 0.2% medium supplemented with PDGF (PDGF-BB, 20 ng/mL)
or with IL-1α (10 ng/mL) or a combination of PDGF and IL-1α for 48 h before RNA isolation.
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2.4. RNA Extraction and Purification

For the extraction of RNAs from VSMCs, the lysis of the plated cells was performed with 700 μL
of QIAzol lysis reagent (Qiagen). The purification of total RNA was achieved using miRNEasy Mini
Kit (Qiagen) according to the manufacturer’s instructions. The RNA integrity and concentration were
determined using the NanoDrop ND-1000 spectrophotometer.

2.5. TaqMan Low Density Array (TLDA) Experiment

miRNA profiling was performed with the Human MicroRNA Array v2.0 Card A and B which
is enabled to quantify 667 human miRNAs catalogued in the miRBase v10. For three independent
patients (Pt 1, Pt 2 and Pt 3), 90 ng of total RNA was reverse transcribed using the Megaplex RT set
pool A and B and then preamplified following the manufacturer’s instructions (Applied Biosystems,
Carlsbad, CA, USA). The cDNA that was produced was loaded on the Human MicroRNA Array
cards and run on the 7900HT Fast Real Time PCR system (Applied Biosystems) using SDS2.3 software.
Data analysis was performed using DataAssist v2.0 Software (Applied Biosystems). The miRNA
expression data were normalized using the RNU48 housekeeper expression because of their low
Ct variance.

The TLDA experiments for the pig vein graft model and the pig stent model are described in
detail in ref [17] and [18], respectively.

2.6. Global Analysis

The literature and databases such as the miRBase Sequence Database (Release 21) permit the
determination of the guide and the passenger strands for a thousand stem loops from the data obtained
by the TLDA experiments. The level of expression (relative expression, %) was classified into three
groups: high (Ct < 23), medium (Ct between 23 and 28) and low (Ct > 28) expressions. The dysregulated
miRNAs are represented by a relative quotient (RQ) higher than two or less than 0.5 in expression level.

2.7. Gene Expression Quantitative RealTime-PCR (qRT-PCR)

The cDNA for gene expression analysis was synthesized from 400 ng of RNA using TaqMan
Reverse Transcription Reagents (Applied Biosystems). The reverse transcription (RT) reactions were
carried out in a volume of 20 μL following the manufacturer’s instructions and run in a thermocycler
under the conditions: 25 ◦C for 10 min, 48 ◦C for 30 min and 95 ◦C for 5 min, then held at 4 ◦C.

The TaqMan real-time PCR reactions were performed in triplicate comprising 5 μL of TaqMan
Universal Master Mix II, no UNG (Applied Biosystems), 0.5 μL of 20× gene-specific primer and a probe
mix (TaqMan gene expression assays, Cat number # 4331182 (CDKN1B, Assay ID: Hs01597588_m1;
UBC, Assay ID: Hs00824723_m1)), 1.2 μL of the reverse transcription product and 3.3 μL of nuclease
free water. RT-PCR was carried out by using a 7900HT Fast Real Time PCR system (Applied Biosystems)
under the conditions: 50 ◦C for 2 min, 95 ◦C for 10 min, and then 40 cycles of 95 ◦C for 15 s, 60 ◦C
for 60 s, then held at 4 ◦C. The gene expression level was normalized to UBC (Ubiquitin C) and the
fold-changes were calculated using the ΔΔCT method.

2.8. miRNA Expression Quantitative RealTime-PCR (qRT-PCR)

All the miRNA specific probes (TaqMan microRNA assays) are commercial and available from Life
Technologies: Cat number # 4427975 (hsa-miR-204, Assay ID: 000508; hsa-miR-218, Assay ID: 000521;
hsa-miR-1275, Assay ID: 002840; hsa-miR-625*, Assay ID: 002432; hsa-miR-222*, Assay ID: 002097).

The RT reactions were performed using the TaqMan miRNA Reverse Transcription Kit
(Applied Biosystems) and miRNA-specific RT stem-loop primers (Applied Biosystems). The RT
reactions were carried out in a volume of 7.5 μL following the manufacturer’s instructions and run in
a thermocycler under the conditions: 16 ◦C for 30 min, 42 ◦C for 45 min and 85 ◦C for 5 min, then held
at 4 ◦C.

330



Cells 2019, 8, 83

The TaqMan real-time PCR reactions were performed in triplicate comprising 5 μL TaqMan
Universal Master Mix II, no UNG (Applied Biosystems), 0.5 μL of 20 × miRNA-specific primer and
a probe mix of the TaqMan miRNA Assay Kit (Applied Biosystems), 0.7 μL of the RT product and
3.8 μL of nuclease free water. RT-PCR was carried out by using a 7900HT Fast Real Time PCR system
(Applied Biosystems) under the conditions: 95 ◦C for 10 min, then 40 cycles of 95 ◦C for 15 s, 60 ◦C for
60 s, then held at 4 ◦C. The expression level of miRNA was normalized to RNU48 and the fold-changes
were calculated using the ΔΔCT method. Only the cells from patients harboring a low variation
concerning the baseline expression of miRNAs have been used for the miRNA expression analysis
(Figure S1).

2.9. Statistical Analysis

The statistical analysis was performed according to figure legends. The statement N = 3 means
that three experiments were performed, three independent times, all in triplicate. Data are expressed
as mean ± SEM. Comparisons between the two groups were analyzed using the 2-tailed Student’s
t-test. The one-way ANOVA with Tukey’s post hoc multiple comparison test, via Graph Pad Prism
version 5.0 (GraphPad Software, San Diego, CA, USA), was used for comparisons among three or
more groups. A statistical difference was considered as p < 0.05. Heat maps were generated using the
R program (version 3.2.4) (R Foundation for Statistical Computing, Vienna, Austria).

3. Results

3.1. Global Analysis of miRNA in VSMCs in Response to Cytokine and Growth Factor Stimulation and in
Vascular Injury In Vivo

Human VSMCs were treated with PDGF, interleukin 1α (IL-1α) or a combination of both to
mimic a number of the pathologic signals induced by vascular injury. As expected, PDGF induced
a significant increase in VSMC migration (Figure S2A), and the pro-proliferative phenotype was
confirmed by a reduction in the expression of the cyclin-dependent kinase inhibitor 1B (CDKN1B)
(Figure S2B). Following confirmation of the phenotypic alternation in VSMCs, we performed a
detailed and unbiased analysis of both the guide and passenger miRNAs expression in VSMCs
(Table S1). Indeed, using TaqMan Low Density Arrays (TLDA) we were able to quantify a large
number of miRNAs simultaneously in each individual sample. The relative expression in each
condition was compared to the unstimulated quiested VSMCs and expressed in fold change. Globally,
our data highlighted a low variation between the samples. Bioinformatics tools including the miRBase
(Realease 21) (http://www.mirbase.org/) have been used to discriminate “guide” versus “passenger”
strands. We validated five miRNAs from our array by subsequent assays (Figure S3) and found
miRNA markers in our global analysis such as miR-146a, an inflammation-associated miRNA [21],
which showed overexpression following exposure to IL-1α. From our array, the level of expression
was classified into three groups following pre-amplification according to cycle threshold (Ct) values
(low [Ct > 28], medium [Ct between 23 and 28] and high [Ct < 23] expression) for each miRNA.
The global analysis revealed that the miRNA guide strands are more abundantly expressed than the
passenger strands (Figure 1A) in all the conditions tested (Figure S4A). A similar pattern was identified
following the computational analysis of the array data from the porcine models of vein graft failure [17]
and in stent restenosis [18] (Figure S4B and Figure S4C, respectively, Figure 1B and Figure S5). A total
of one hundred hairpins were analyzed from the data generated by TLDA. Consistently across the three
models, we found that the hairpin of miR-10b, miR-193b, miR-199a, miR-214, miR-30a, miR-335 and
miR-99b contained medium or highly expressed passenger strands. Furthermore, a direct comparison
of the relative expression of miRNA strands obtained from their corresponding hairpins confirmed
that the guide strand was more abundantly expressed than its corresponding passenger strand in
more than 60% of cases, a pattern that was consistent across all three data sets (Figure 1C). In human
VSMCs, the guide strand appeared to be the most predominantly expressed variant of the hairpin,
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although there are exceptions where the passenger strands were more abundantly expressed than their
corresponding guide strand such as miR-625 and miR-30a (heat map, Figure 1A). The same type of
exception has been found across the three models for miR-199a, miR-30a, and miR-335.

Figure 1. Low passenger strands expression compared to the guide strands in VSMCs and in vivo.
One hundred hairpins were analyzed by TaqMan Low Density Array (TLDA) in human VSMCs
(average of n = 3), the porcine models of vein graft failure and in stent restenosis (average of n = 6
for both the porcine models, except for the 7 days DES (drug eluting stent) condition, where n = 5).
The level of expression (relative expression, %) was classified into three groups: high (Ct < 23), medium
(Ct between 23 and 28) and low (Ct > 28) expressions. These groups are represented as a % in each pie
chart. (A) Each pie chart represents the global expression of the guide and passenger strands in human
VSMCs. The heat map illustrates the relative abundance of the number of miRNA hairpins that were
consistently expressed across three independent patients and represents the level of expression of the
guide versus passenger strands. (B) Each pie chart represents the global expression of the guide and
passenger strands in the porcine model of in stent restenosis and vein graft failure. (C) Each pie chart
represents the expression of the guide versus passenger strands within each independent hairpin.

3.2. Passenger Strands Are Dysregulated More Frequently than Guide Strands in Vascular Cells and Vascular
Injury In Vivo

Despite their generally lower levels of expression compared to the guide strands, we then
quantified the dysregulation of the passenger strands in vascular cells in vitro and in injury models
in vivo. Interestingly, in all three settings, we found a substantial and predominant dysregulation of the
passenger strands in response to pathological stimuli (Figure 2). The relative number of dysregulated
miRNAs included 39% and 32% of the passenger strands and only 15% and 10% of the guide strands
in human VSMCs treated with PDGF and IL-1α, respectively (Figure 2A). Furthermore, all together,
20% of the dysregulation concerned the two strands in a hairpin. In vivo, 36% and 43% of the passenger
strands were dysregulated compared to 25% and 29% for the guide strands at 7 days following stenting
by BMS (bare-metal stent) and DES (drug eluting stent), respectively (Figure 2B). This dysregulation
was still at 32% and 39% for the passenger strands compared to 19% and 23% for the guide strands at
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28 days following stenting by BMS and DES, respectively (Figure S6A). In our vein graft failure model,
we found 59% of the passenger strands dysregulated compared to 40% the guide strands at 7 days
following engraftment (Figure 2B). This dysregulation reached 68% for the passenger strands and 33%
for the guide strands at 28 days (Figure S6B). Additionally, all together, we found 47% and 31% of the
dysregulation concerned the two strands in a hairpin in the pig vein graft model and in the pig stent
model, respectively.

Figure 2. High passenger strand dysregulation compared to the guide strand dysregulation in
VSMCs and in vivo. The graphs show the percentage of dysregulated miRNAs for each form in
the three independent models. (A) The relative dysregulation of each strand of the miRNA hairpin
was quantified after stimulation by platelet-derived growth factor (PDGF) and IL-1α in human VSMCs
(the statistics have been made between the passenger and guide strands within each condition; unpaired
t-test; ** p < 0.01 for passenger vs guide strands). The heat map illustrates the relative dysregulation
(in relative quotient (RQ)) of a number of miRNA hairpins after stimulation by PDGF and IL-1α across
three independent patient samples (average of n = 3). (B) The dysregulation of the guide and passenger
strands was quantified at 7 days following stenting (BMS (bare-metal stent) or DES (drug eluting stent))
or at 7 days following vein grafting in vivo (n = 6 for both the porcine models, except for the 7 days
in the DES condition where n = 5) (the statistics have been made between the passenger and guide
strands within each condition; unpaired t-test; * p < 0.05 and ** p < 0.01; and vs. the corresponding
control (unstented control animals or saphenous), # p < 0.05 and ### p < 0.001).
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4. Discussion

VSMCs are typically quiescent and contractile under normal physiological conditions. However,
following vascular injury, the release of cytokines and growth factors initiates a transcriptional cascade
resulting in the initiation of a process called “phenotypic switching” and this leads the VSMCs to harbor
a synthetic, pro-proliferative and pro-migratory state. Since miRNAs regulate mRNA expression and
thereby many fundamental biological processes, they are intensely studied as candidates for diagnostic
and prognostic biomarkers in a number of diseases. Indeed, miRNAs have been shown to play
important roles in many cellular processes such as cell differentiation, proliferation and migration.
We decided to conduct a detailed analysis in order to understand the microRNAome through TLDA
in the pre-clinical porcine models of vascular injury and human VSMCs. It is important to note
that we utilized human arrays in the porcine samples to try and identify a miRNA which would
extrapolate to the pathology in the clinical setting, so it is possible that a proportion of miRNAs
may be under-represented due to the sequence variation or chromosomal locations between pig and
human. Our global analysis shows the dysregulation of a number of miRNAs already described in
the literature as phenotypic regulators of VSMCs. For example, we found that miR-222, previously
reported to be involved in vascular pathologies associated with excessive rates of SMC proliferation
and migration [22], was substantially up-regulated in response to pathological stimuli. Indeed, in our
arrays, miR-222 was overexpressed upon PDGF stimulation in VSMCs (Figure 2 and Figure S3) as well
as following DES implantation and vein grafting in the porcine models (Figure S6). Furthermore,
we found that miR-18a was upregulated following vein grafting and stenting in pig models (Figure S6).
This finding is in accordance with the literature, in which miR-18a has been found to be upregulated
after rat carotid balloon injury and to promote VSMC differentiation [23]. Furthermore, miR-145
was downregulated following vein grafting and during the early stage after stenting in our porcine
models (Figure S6). MiR-145 is extensively studied in vascular biology for its ability to control
vascular neointimal lesion formation. Indeed, the restoration of miR-145 in balloon-injured arteries
inhibits neointimal growth in rat [24]. Moreover, our global analysis gave a global landscape of the
miRNA guide strand as well as passenger strand expression. Indeed, recent studies suggest that
these passenger strands can mediate strand-specific roles based on their distinct seed sequences and
targets, highlighting their importance [13,14]. We decided to study the behavior of miRNA depending
on the strand form after exposure to pathological stimuli via our detailed analysis of the miRNA
transcriptome through TLDA. Our results confirmed a higher global expression of the guide strands
compared to passenger strands. Few exceptions with a higher expression of the passenger strands
of the miRNA:miRNA * duplex have been noted, and this suggests the possibility that they can
mediate functional effects on mRNA targets. However, our study is the first to show that a greater
proportion of passenger strand miRNAs was significantly altered after exposure to the pathological
mediators of vascular remodeling, PDGF and/or IL-1α in vitro and post-stenting or grafting in vivo.
Some studies reported a preferred arm switched between samples and tissues [25,26]. In our study,
after vascular injury, the selection of the mature miRNA strand via an “arm switching” mechanism
could be responsible for the greater proportion of the dysregulated passenger strands that was obtained.
It is widely accepted that vascular injury is responsible for the “phenotypic switching” induction in
VSMCs but our study suggests that vascular injury could also be implicated in the aforementioned
miRNA “arm switching” phenomenon.

In conclusion, we demonstrated via a global analysis that the miRNA passenger strands are
frequently dysregulated in acute vascular injury. Our detailed and unbiased analysis emphasized an
interesting landscape of miRNAs in vascular biology where the passenger strands contribute more
broadly than previously thought and may be attractive targets for disease intervention.

Supplementary Materials: The following are available online, Figure S1: Low variation of the baseline miRNAs
expression, Figure S2: Validation of VSMC stimulation, Figure S3: Validation of TLDA arrays expression profiles
by qRT-PCR, Figure S4: Higher expression of the guide strands compared to the passenger strands in VSMCs
and in vivo, Figure S5: Low passenger strands expression compared to the guide strands in stent and vein graft
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porcine models, Figure S6: High passenger strands dysregulation compared to the guide strands 28 days following
stenting or grafting in porcine models, Table S1: miRNAs expression analyzed by TLDA in human VSMCs.
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