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Micro-Electro-Mechanical Systems (MEMS) devices are widely used for motion, pressure, light,
and ultrasound sensing applications. They are also used as micro switches and micro actuators in
control applications. Research on integrated MEMS technology has undergone extensive development
driven by the requirements of compact footprint, low cost, and increased functionality. Accelerometers
are among the most widely used sensors implemented in MEMS technology. MEMS Accelerometers
are showing a growing presence in almost all industries, ranging from consumer electronics to
transportation and from games and entertainment to healthcare. Their MEMS embodiment has
evolved from single, stand-alone devices to the integrated, 6-axis and 9-axis inertial motion units
that are available on the market today. A traditional MEMS accelerometer employs a proof mass
suspended to springs, which displaces in response to an external acceleration. A single proof mass
can be used for one- or multi-axis sensing. A variety of transduction mechanisms have been used to
detect the displacement. They include—capacitive, piezoelectric, piezoresistive, thermal, tunneling,
and optical. Capacitive accelerometers are widely used due to their DC measurement interface,
thermal stability, reliability, and low-cost. However, they are sensitive to electromagnetic field
interferences and have poor performance for high-end applications (e.g., precise attitude control
for satellites). Over the past three decades, steady progress has been made in the area of optical
accelerometers for high-performance and high-sensitivity applications but several challenges are still
to be tackled by researchers and engineers to fully realize Opto-Mechanical Accelerometers, such as
chip-scale integration, scaling, low bandwidth, etc. Currently, optical technologies are still used in
navigation systems and tactical guidance. New applications have been enabled by low-cost MEMS
sensors, and significant progress has been made in the past few years in terms of their reliability.
MEMS accelerometers are now accepted in high-reliability environments, and are even starting to
replace optical and other established technologies.

This Special Issue on “MEMS Accelerometers” includes research papers, short communications,
and review articles. There are 16 papers published covering the design, fabrication, modeling and
applications of MEMS accelerometers. Half of the papers discuss accelerometer integration [1,2],
piezoresistive sensing [3,4] multi-axis accelerometers, and review current technologies [4–6].
Three papers investigate MEMS accelerometer multi-physics modeling [7–10]. The rest of the
papers are focused on the application domains, including environmental monitoring [11] and WiFi
positioning [12]. Healthcare monitoring, positioning and daily activity monitoring are discussed
in [13,14], while wearable body sensors for patients with gait impairments and the classification of
horse gaits for self-coaching are covered in [15,16].

Micromachines 2019, 10, 290; doi:10.3390/mi10050290 www.mdpi.com/journal/micromachines1
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On the device design and integration, H. Liu et al. [1] demonstrate a hybrid-integrated,
high-precision, vacuum accelerometer based on field emission. It shows a sensitivity of 3.081
V/g, the non-linearity is 0.84% in the acceleration range of −1 g to 1 g, while the average noise
spectrum density value is 36.7 μV/Hz in the frequency range of 0–200 Hz. H. Liu et al. [2] develop a
differential capacitive accelerometer based on low-temperature co-fired ceramic (LTCC) technology for
harsh-environment applications. The device has a full-scale range of 10 g with a sensitivity of 30.27 mV/g.
X. Hu et al. [3] report on a family of silicon-on-insulator (SOI)–based high-g MEMS piezoresistive sensors
for the measurement of accelerations up to 60,000 g. In this device, four piezoresistors are connected
in a Wheatstone bridge to measure acceleration. X. Zhao et al. [4] also develop a silicon-on-insulator
(SOI) piezoresistive, three-axis acceleration sensor with demonstrated sensitivities along x-axis, y-axis,
and z-axis of 0.255 mV/g, 0.131 mV/g, and 0.404 mV/g, respectively. A thermal convection-based
accelerometer is fabricated and characterized by J. Kim et al. [5]. They investigate the impact of cavity
volume, gas medium density and viscosity with a focus on the Z-axis response. Z. Mohammed et al. [6]
provide an in-depth review of monolithic multi-axis capacitive MEMS accelerometers, including
a detailed analysis of recent advancements aimed at addressing various challenges such as size,
noise floor, cross-axis sensitivity, and process aware modeling.

As for multi-physics modeling, X. Dong et al. [7] develop an experimental method for measuring
the parasitic capacitance mismatch in a MEMS accelerometer. This result is helpful for improving bias
performance and the scale factor. F. Wang et al. [8] report on the design, modeling, and fabrication of
an elastic-beam delay element. Chen D. et al. [9] propose using a fifth-order ΣΔ closed-loop interface
for a capacitive MEMS accelerometer that includes a digital built-in self-testing feature. By a single-bit
ΣΔ-modulation, the noise and linearity of excitation is effectively improved, and a higher detection level
for distortion is achieved. Yang Z. et al. [10] show that the angular-rate sensing based on mode splitting
offers good suppression of Kerr noise. They demonstrate that at an angular rate of 5 × 106◦/s, a Kerr noise
of 1.913 × 10−5 Hz is measured which corresponds to an angular rate deviation of 9.26 × 10−9◦/s.

As for MEMS accelerometer applications, Tian B. et al. [11] design a probe for marine environmental
monitoring to estimate the ocean turbulent kinetic energy dissipation rate. They achieve a sensitivity
of 3.91 × 10−4 (Vms2)/kg over a measurement range of 10−8–10−4 W/kg. Lai M. et al. [12] study a large
amount of raw data measured by a MEMS accelerometer-based wrist-worn device. This device is used
to monitor different levels of physical activities (PAs) for subjects wearing it continuously 24 h a day.
Lin W. et al. [13] develop a method using multi-mounted devices to construct a lightweight site-survey
radio map (LSS-RM) for WiFi positioning. Their experimental results show that their method can reduce
the time required to construct a WiFi-received signal strength index (RSSI) radio map from 54 min
to 7.6 min. Yuan C. et al. [14] propose a novel framework for fault-tolerant visual-inertial odometry
(VIO) navigation and positioning. Qiu. S. et al. [15] show promising results for a low-cost, intelligent
and lightweight wearable gait analysis platform based on body IMU sensor networks. They have
assembled the IMU from accelerometers/gyroscopes chipsets. A multi-sensor fusion algorithm is
used to estimate the gait parameters. The method has great potential as an auxiliary for medical
rehabilitation assessment. Lee J. et al. [16] investigate the classification of horse gaits using MEMS
inertial sensor technology with the goal of developing a horse-gait self-coaching platform based on
machine learning methods. In the experimental setup, the authors employ a camera-less 3D human
motion measurement system based on state-of-the-art MEMS inertial sensors, biomechanical models,
and sensor fusion algorithms.

We would like to thank all the authors for submitting their original papers to this special issue.
Special thanks are also due to all the reviewers for their dedicated efforts in helping to improve the
quality of the submitted papers. Finally, we are grateful to Ms. Mandy Zhang and the MDPI team for
all their editorial assistance.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: A silicon-on-insulator (SOI) piezoresistive three-axis acceleration sensor, consisting of
four L-shaped beams, two intermediate double beams, two masses, and twelve piezoresistors, was
presented in this work. To detect the acceleration vector (ax, ay, and az) along three directions, twelve
piezoresistors were designed on four L-shaped beams and two intermediate beams to form three
detecting Wheatstone bridges. A sensitive element simulation model was built using ANSYS finite
element simulation software to investigate the cross-interference of sensitivity for the proposed sensor.
Based on that, the sensor chip was fabricated on a SOI wafer by using microelectromechanical system
(MEMS) technology and packaged on a printed circuit board (PCB). At room temperature and VDD =

5.0 V, the sensitivities of the sensor along x-axis, y-axis, and z-axis were 0.255 mV/g, 0.131 mV/g, and
0.404 mV/g, respectively. The experimental results show that the proposed sensor can realize the
detection of acceleration along three directions.

Keywords: three-axis acceleration sensor; MEMS technology; sensitivity; L-shaped beam

1. Introduction

Accelerometers have been used in many different fields, such as automotive industry, aviation and
national security, aerospace engineering, biological engineering, etc. [1]. The main sensing mechanisms
to convert acceleration into electrical signals include piezoresistive, capacitive, piezoelectric and
resonant types, etc. Nevertheless, piezoresistive technique among of them has been attracted
more attention due to its simple structures design and read out circuits, good direct current (DC)
response, high sensitivity, linearity, and reliability as well as low cost. In 1979, Roylance et al.
proposed a piezoresistive microsilicon accelerometer for the first time [2]. In addition, with the
development of microelectromechanical system (MEMS) technology, acceleration sensors have been
widely used in the field of inertial systems to test the acceleration of moving object [3–5]. Up to
date, the three-axis acceleration sensor has realized the measurements of the velocity and posture
for moving objects including unmanned aerial vehicle, gravity gradiometer, wearable acceleration
sensor for monitoring human movement behavior, etc. [6,7]. Due to the extensive applications in
many different fields, increasing demands for detection has triggered a particular research attention
to improve the properties of three-axis acceleration sensor, such as miniaturization, high sensitivity,
good consistency and low cross-interference of sensitivity, etc. For example, in 2011, Hsieh et al.
designed a three-axis piezoresistive accelerometer with a stress isolation guard-ring structure, a
low disturbance of environment and a big sensitivity range of 0.127 to 0.177 mV/(g·V) [8]. In 2016,
Xu et al. fabricated a novel piezoresistive accelerometer with axially stressed sensing beams, not only
improving the sensitivity and the resonant frequency at a supply voltage of 3.0 V, but also reducing the
cross-axis sensitivity along x-axis and z-axis by less than 4.875 × 10−6 mV/g and 4.425 × 10−6 mV/g,
respectively [9]. Thereafter, in 2017, Jung et al. proposed a monolithic piezoresistive high-g (20000 g)

Micromachines 2019, 10, 238; doi:10.3390/mi10040238 www.mdpi.com/journal/micromachines4
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three-axis accelerometer with a single proof mass suspended using thin eight beams, achieving
sensitivities of 0.243 mV/g, 0.131 mV/g, and 0.307 mV/g along the x-axis, y-axis and z-axis at a supply
voltage of 5.0 V, respectively [10]. Meanwhile, Wang et al. presented a high-performance piezoresistive
micro-accelerometer based on slot etching in an eight-beam structure to detect the vibration of a
high speed spindle, improve the sensitivity and the natural frequency, as well as realize an average
sensitivity of 0.785 mV/g at a supply voltage of 5.0 V [11]. In 2018, Marco et al. proposed a piezoresistive
accelerometer based on a progressive moment of inertia (MMI) increment of the sensor proof mass in
three-axis head injuries monitoring, obviously enhancing the sensitivity of the optimized structure
along the z-axis up to 0.22 mV/g and obtaining low cross-interference less than 1% F.S. [12]. Meanwhile,
Han et al. proposed a low cross-axis sensitivity piezoresistive accelerometer based on masked–maskless
wet etching, which consisted of a proof mass, eight supporting beams, and four sensing beams, and
achieved cross-axis sensitivities along x-axis and y-axis of 1.67% and 0.82%, respectively [13]. As the
characteristics of the sensor are closely related to the sensing structure and the sensitive element of
sensor, currently available methods have been adopted to improve the sensitivity and reduce the
cross-interference, including modifying structure and selecting novel sensitive materials.

In this paper, a silicon-on-insulator (SOI) three-axis acceleration sensor with four L-shaped beams,
intermediate double beams, and two masses was presented. To detect the acceleration vector (ax,
ay, and az) along three directions and reduce the size of the chip, a basic structure of sensor was
designed by using MEMS technology, and the corresponding working principle was investigated.
Meanwhile, in order to reduce the cross-interference of sensitivity, how the sensitive element influences
the cross-interference of sensitivity was analyzed by using ANSYS finite element simulation software.
Based on that, the chip was fabricated on the SOI wafer by using MEMS technology and the thicknesses
of cantilever beams can be effectively controlled, avoiding the effects of beams’ thickness on the
sensitive characteristics. The study on the proposed sensor provides a new strategy for fabricating
three-axis acceleration sensor to detect the acceleration vector.

2. Basic Structure and Sensing Principle

2.1. Basic Structure

To easily release the structure of beams and better control the thickness of the beams by using the
self-stop technology of inductively-coupled plasma (ICP) etching technology, a SOI wafer was utilized
as a substrate of the proposed three-axis acceleration sensor. Figure 1a,b show the top and back views
of the SOI three-axis acceleration sensor, respectively. The chip is composed of an elastic structure and
a piezo-sensitive element as shown in Figure 1a, where the elastic structure includes four L-shaped
beams (L1, L2, L3, and L4) and an intermediate double beam (L5 and L6). l1 (1200 μm) and w1 (200 μm)
are the length and the width of the L-shaped beams for the proposed sensor, respectively. l3 (300 μm)
and w3 (150 μm) are the length and the width of the double beams, respectively. d (100 μm) is the
thicknesses of the L-shaped beams (L1, L2, L3, L4, L5, and L6), named dL1, dL2, dL3, dL4, dL5, and dL6,
respectively. l2 (2600 μm) and w2 (850 μm) are the length and the width of the two masses. Twelve
piezoresistors are exploited as the sensitive elements, where the four piezoresistors (Rx1, Rx2, Rx3, and
Rx4) far away from the mass were fabricated at the roots of L-shape beams (L1, L2, L3, and L4) to form
the first Wheatstone bridge (Wx). Meanwhile, the four piezoresistors (Ry1, Ry2, Ry3, and Ry4) close to
the mass were fabricated at the roots of L-shaped beams (L1, L2, L3, and L4) to construct the second
Wheatstone bridge (Wy), and the other piezoresistors (Rz1, Rz2, Rz3, and Rz4) at the roots of the double
beams (L5, L6) form the third Wheatstone bridge (Wz) in response. Wx, Wy, and Wz are used to measure
the acceleration along x-axis, y-axis, and z-axis (ax, ay, and az), respectively. Based on that, through
analyzing the effect of conduction type and doping concentration on piezoresistive coefficient, the
piezoresistors were selected as p-Si, and its resistivity was designed in the range of 0.01 to 0.1 Ω·cm.
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Figure 1. Basic structure of the silicon-on-insulator (SOI) three-axis acceleration sensor: (a) top view
and (b) back view.

To realize a free movement of the middle double masses in the space, the back side of the chip
was bonded with a glass sheet with a hole in the middle by using bonding technology, as shown in
Figure 1b.

2.2. Theoretical Analysis of Sensing Principle

To study the sensing principle of the chip under different accelerations, theoretical analysis was
presented based on piezoresistive effect. In the condition of stress, the relative variation of the silicon
piezoresistor along the same crystal orientation can be expressed as [14]

ΔR
R0

= π‖σ‖ + π⊥σ⊥, (1)

where ΔR is the variation of the piezoresistor. R0 is the value of the piezoresistor without stress. π‖
and π⊥ are the longitudinal and the lateral piezoresistive coefficients, respectively. σ‖ and σ⊥ are the
longitudinal and the lateral stresses, respectively.

From Equation (1), we can see that the main factors to influence ΔR include piezoresistive
coefficients (π‖ and π⊥) and stresses (σ‖ and σ⊥). Due to the silicon belongs to the cubic crystal system,
the piezoresistive coefficient along any crystal orientation can be expressed as [14,15]

{
π‖ = π11 − 2(π11 −π12 −π44)(l21m2

1 + m2
1n2

1 + n2
1l21)

π⊥ = π12 + (π11 −π12 −π44)(l21l22 + m2
1m2

2 + n2
1n2

2)
, (2)

where π11 and π12 are the longitudinal and the lateral piezoresistive coefficients along the crystal
axis orientation, respectively. π44 is the shear piezoresistive coefficient. l1, m1 and n1 are the cosine
of the piezoresistor’s longitudinal orientation. l2, m2 and n2 are the cosine of the piezoresistor’s
lateral orientation.

As shown in Equation (2), it can be found that the piezoresistive coefficients of silicon along
different orientations are different from each other. As is well-known, the piezoresistive coefficient of
p-Si is better than that of n-Si. According to theoretical analysis, the π‖ and π⊥ on the (100) plane of
p-Si are positive and negative, respectively, i.e., π‖ along [011] is π44/2 and π⊥ along [011] is −π44/2.
Thus, it is possible to obtain a maximum piezoresistive coefficient. Based on the above analysis, the
piezoresistors were designed along [011] and [011] orientations.
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To analyze the working principle of the chip, a simulation model was built by using ANSYS finite
element software. Based on this model, the effects of acceleration on the deformations of the L-shaped
beams and the middle double beams were investigated. Figure 2 shows the deformation diagrams of
the beams in the condition of a = 0 g, a = ax, a = ay, and a = az, respectively. To further analyzing the
sensing characteristics of the acceleration sensor, twelve piezoresistors on the beams are equivalent to
three Wheatstone bridge circuits, with an equivalent circuit diagram under the action of a = 0 g, a = ax,
a = ay, and a = az, respectively, as shown in Figure 3.
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Figure 2. The deformation diagram of the chip under the acceleration along three-axis directions: (a) ax

= ay= az = 0 g; (b) a = ax; (c) a = ay; and (d) a = az.
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Figure 3. Equivalent circuit of the SOI three-axis acceleration sensor: (a) ax = ay = az = 0 g; (b) a = ax; (c)
a = ay; and (d) a = az.

In an ideal case, no deformation exhibits in the structure of the proposed sensor under no
acceleration along x-axis, y-axis, and z-axis, leading to an equal resistance value of the twelve
piezoresistors and no output of Voutx, Vouty, and Voutz for the three Wheatstone bridges, as shown
in Figure 3a. According to Newton’s second law, the two masses would cause a displacement along
x-axis under the action of ax when applying acceleration along x-axis as shown in Figure 3b. As a
result, the two L-shaped beams (L1 and L2) were squeezed and the other two L-shaped beams (L3 and
L4) were stretched, as shown in Figure 2b. The deformation of L-shaped beams causes a different stress
distribution at the roots of beams, resulting in the increase of Rx1, Rx3, Ry3, and Ry4 and the decrease of
Rx2, Rx4, Ry1, Ry2, Rz1, Rz2, Rz3, and Rz4 based on the elastic theory and piezoresistive effect [16,17], as
shown in Figure 3b. In view of the change of Voutx with the external acceleration, ax can be measured.
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In response, L1 and L3 were squeezed and L2 and L4 were stretched under the action of ay for the chip
shown in Figure 2c; the different stress distributions at the roots of beams would cause the increase
of Rx3, Rx4, Ry2, and Ry4 and the decrease of Rx1, Rx2, Ry1, Ry3, Rz1, Rz2, Rz3, and Rz4, as shown in
Figure 3c. From the change of Vouty with the external acceleration, ay can be measured. When az is
applied, the middle double masses would form a displacement along z-axis under the action of az,
as shown in Figure 2d, resulting in the four L-shaped beams (L1, L2, L3, and L4) to be squeezed or
stretched at the same time, and intermediate double beams (L5 and L6) to be bent under an external
force. Since the combined actions of Rz1 and Rz3 acting as longitudinal resistances, and Rz2 and Rz4

acting as lateral resistances, it is inevitable that a reduction in Rz1 and Rz3 as well as increase in Rz2 and
Rz4 will occur, as shown in Figure 3d. According to the Voutz changes with the external acceleration,
which depends on the stress distribution on double beams (L5 and L6) and the resistance changes of
z-axis’s piezoresistors caused by the middle double beam deformations, it is possible to achieve the
measurement of az.

Based on the piezoresistive effect and the above equivalent circuit analysis, the relationship between
output voltage (Voutx, Vouty and Voutz) and relative variation of piezoresistors can be expressed as
Equation (3): ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Voutx = Vx1 −Vx2 = ΔRx
R0
·VDD

Vouty = Vy1 −Vy2 =
ΔRy
R0
·VDD

Voutz = Vz1 −Vz2 = ΔRz
R0
·VDD

(3)

where Voutx, Vouty, and Voutz are the output voltages of the three Wheatstone bridges along the
x-axis, y-axis, and z-axis, respectively. VDD is the supply voltage and R0 is the resistance value of the
piezoresistor under no external acceleration. In an ideal case, ΔRx, ΔRy, and ΔRz are the variations of
piezoresistors along x-axis (Rx1, Rx2, Rx3, and Rx4), y-axis (Ry1, Ry2, Ry3, and Ry4) and z-axis (Rz1, Rz2,
Rz3, and Rz4), respectively.

Under no accelerations along x-axis, y-axis, and z-axis, ΔRx, ΔRy, and ΔRz are equal to zero,
resulting in no output of Voutx, Vouty, and Voutz. Nevertheless, the absolute values of ΔRx, ΔRy, and
ΔRz are approximately equal under the action of acceleration along x-axis, y-axis, or z-axis, ideally
contributing to the same values of Voutx, Vouty, and Voutz for the proposed sensor.

Based on the above theoretical analysis, it is possible to realize the measurement of accelerations
along x-axis, y-axis, and z-axis by using the proposed sensor. According to the definition of sensitivity
and Equation (4), when applying acceleration to the sensor, the output voltages can be expressed as

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Voutx

Vouty

Voutz

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Sxx Sxy Sxz

Syx Syy Syz

Szx Szy Szz

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

ax

ay

az

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (4)

where ax, ay, and az are the components of acceleration along x-axis, y-axis, and z-axis, respectively. Sxx,
Syy, and Szz are the sensitivities along x-axis, y-axis, and z-axis, respectively. Sxy and Sxz are the x-axis
cross-axis sensitivity under the actions of ay and az, respectively. Syx and Syz are the y-axis cross-axis
sensitivity under the actions of ax and az, respectively. Szx and Szy are the cross-axis sensitivity of z-axis
under ax and az, respectively.

2.3. Simulation Analysis of Sensing Principle

To analyze the sensitive characteristics and the cross-interference of sensitivity, a sensitive element
simulation model of the proposed sensor was installed by using ANSYS finite element simulation
software. According to Equation (1), i.e., the relative variation of piezoresistors is proportional to
the stress acted, every acceleration in x, y, and z directions has similar behaviors associated with
measurement principle, and only one of them in the three directions is needed for detailed measurement.
In order to investigate the stress distributions of the four piezoresistors (Ry1, Ry2, Ry3, and Ry4) at the
roots of L-shaped beams, the y-axis acceleration taken as example was tested by using the resulted
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sensitive element. Figure 4 shows the relationship curves between the max stress values along the
analysis path of four piezoresistors and ax, ay, and az, respectively.

ax

Ry
Ry
Ry
Ry

 

ay

Ry
Ry
Ry
Ry

 az

Ry
Ry
Ry
Ry

 

Figure 4. Relationship curves between the stress of L-shaped beams’ root along y-axis and applied
acceleration: (a) a = ax; (b) a = ay; and (c) a = az.

The analysis results indicate that when applying ay to the chip, displacements of the two masses
would be caused based on Newton’s second law. As shown in Figure 4b, the roots of L1 and L3 exhibit
negative stresses due to the above squeezing, in contrast, the roots of L2 and L4 display positive stresses
caused by the above stretching, but both with an approximate equal absolute value of the stresses at
the roots. In the ideal case, when applying ay to the chip, Vouty increases with the increase of ay, as
shown in Figure 3c. Since L1 and L2 are squeezed and L3 and L4 are stretched under the action of
ax, the resulted deformations lead to the positive stresses exhibiting at the roots of L1 and L2, also
causing the equal negative stress existing at the roots of L3 and L4, as shown in Figure 4a. In the ideal
condition, the y-axis cross-sensitivity (Syx) is ignorable under the action of ax, as shown in Figure 3b.
However, all of L1, L2, L3, and L4 are stretched when applying az to the chip, with approximately equal
negative stresses at the roots of the four beams as shown in Figure 4c. From Figure 3d, the y-axis
cross-sensitivity (Syz) can be ignored under the action of az.

In order to reduce the effects of different beams thicknesses on the characteristics of the proposed
sensor, a SOI wafer was used as the substrate of chip and MEMS technology was utilized to realize an
accurate controlling of beams thicknesses. When applying acceleration along the z-axis, it is possible
to form constant output voltages of the proposed sensor along x-axis and y-axis directions but no
cross-sensitivity (Sxz and Syz) due to the same deformations of the four L-shaped beams and the equal
variations of the piezoresistors along x-axis and y-axis. Similarly, the cross-sensitivity (Syx, Szx, Szy, and
Sxy) equals zero, and the output voltages can be expressed as Equation (5).

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Voutx

Vouty

Voutz

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Sxx 0 0
0 Syy 0

0 0 Szz

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

ax

ay

az

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (5)
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Though above design, the proposed sensor is possible to realize the measurement of acceleration
along three-axis. The simulation result indicates that it is possible to improve the sensitive characteristics
and reduce the sensitivity cross-interference.

3. Fabrication Technology

The chip was fabricated on a SOI wafer (the device layer is <100> orientation n-Si with resistivity
of 0.1 Ω·cm, and the thickness of device layer, buried oxide, and handle substrate for SOI wafer are 100
μm, 0.5 μm, and 400 μm, respectively) by using MEMS technology. The main processing steps are
shown in Figure 5.
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kkkkkk 44444444444

mask 1 

mask 3 

Figure 5. The main fabrication process of the proposed chip: (a) cleaning SOI wafer; (b) forming p-
and p+ region; (c) forming contact hole and etching Al to form electrode; (d) forming pad; (e) etching
the chip by inductively-coupled plasma (ICP) etching technology to form beam; and (f) bonding the
back of the chip to the glass with hole.

(a) Cleaning the SOI wafer by using a standard cleaning method, and first oxidation to form a
SiO2 layer with a thickness of 50 nm by thermal oxidation method, taking as a buffer layer for the
ion implantation.

(b) First photolithography to etch the SiO2 layer by using wet etching technology and ion
implantation to perform p- region; the ion injection dose and energy were 5 × 1013 cm−2 and 60 keV,
respectively. Thereafter, second photolithography to etch windows of the piezoresistors and ion
implantation to perform p+ region as piezoresistors, the ion injection dose and energy of 5 × 1015 cm−2

and 60 keV, respectively, and then annealing for 30 min at 1000 ◦C.
(c) Etching SiO2 layer of 50 nm using wet etching technology and growing SiO2 layer of 400–500 nm

as insulating layer by using plasma enhanced chemical vapor deposition (PECVD) method, third
photolithography to etch the top surface to perform a contact hole and fabricate metal Al of 500 nm on
the top surface of substrate by a vacuum evaporation method, fourth photolithography to form the
electrodes, and then metalizing at 420 ◦C for 30 min to achieve ohmic contact.

(d) Growing SiO2 layer of 500–700 nm by using plasma enhanced chemical vapor deposition
(PECVD) method to form passive layer and fifth photolithography to form pad.
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(e) Etching the backside of the chip until the position of the buried oxide layer by inductively
couple plasma (ICP) etching technology to form a silicon mass block. Thereafter, etching the front side
of the chip until the same position of the buried oxide layer by ICP etching technology to release four
L-shaped beams and the double beams.

(f) Bonding the glass sheet with the back of the chip using anodic bonding technology. Finally, the
chip with an area of 4000 μm × 4000 μm was packaged on the printed circuit board (PCB) through
internal lead bonding technology. As shown in Figure 6, the entire images of the chip were observed
by using Olympus microscope.
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Figure 6. The photograph of the proposed three-axis acceleration sensor chip.

4. Results and Discussion

4.1. Testing System

As shown in Figure 7, a test system of a three-axis acceleration sensor was constructed, mainly
consisting of a standard vibration table (Dongling ESS-050, Suzhou, China), a digital multimeter
(Agilent 34410A, Agilent Technologies, Santa Clara, CA, USA), an oscilloscope (Agilent DSO-X 4154A,
Agilent Technologies), and a programmable linear direct-current power (Rigol DP832A, RIGOL
Technologies. Inc., Beijing, China) in a voltage range of 0 to 30 V. The testing system can supply an
excitation frequency of 5–10000 Hz and an acceleration of 0–30 g, where an accelerometer (Dytran
3120B, Dytran Instrument, Inc., Chatsworth, CA, USA) is used as a reference. At room temperature, the
chip is fixed on the surface of standard vibration table. On the basis of that, some relative properties
are investigated, including the resonance frequency, the sensitivity, the cross-interference of sensitivity,
and so on.

Programmable 
linear DC 
power 

Standard vibration table 

Digital multimeter Three-axis 
acceleration 

sensor 

Oscilloscope  

Figure 7. The test system of the three-axis acceleration sensor.
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4.2. Resonance Characteristics

Under the conditions of vibration acceleration of 3.0 g, a supply voltage of 5.0 V, as well as an
excitation frequency range from 100 Hz to 10000 Hz, the relationship curves of output voltage vs.
excitation frequency of ax, ay, and az were obtained at room temperature, as shown in Figure 8. It can be
seen that the output voltage changes with the increase of excitation frequency at a constant acceleration.
As shown in Figure 8a, when increasing the excitation frequency along x-axis up to 8674 Hz, the output
voltage begins to increase rapidly. Thereafter, when continually increasing the excitation frequency, the
output voltage will sharply decrease. In view of the elastic theory analysis of beams, the four L-shaped
beams exhibit a resonance at a frequency of 8674 Hz along the x-axis. By repeating the above testing
process, similar resonance frequency characteristics at frequencies of 8707 Hz and 7840 Hz along the
y-axis and z-axis can be observed in Figure 8b,c, respectively. It indicates that the elastic elements
used to detect the acceleration along x-axis and y-axis can operate in the same way, thus achieving the
approximate resonant frequency characteristics along x-axis and y-axis. Nevertheless, the different
elastic structure along the z-axis leads to a resonant frequency of 7840 Hz lower than that of x-axis and
y-axis.

V
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V
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y

 

V
z

z

 

Figure 8. Resonance characteristics of the SOI three-axis acceleration sensor: (a) a = ax; (b) a = ay; and
(c) a = az.

How the acceleration influences the output voltage at the three excitation frequencies were studied
at a supply voltage of 5.0 V, including a middle resonance frequency, a low resonance frequency less
than 100 Hz, and a high resonance frequency more than 100 Hz. During the testing process, the external
acceleration was exerted from 0 g to 5.0 g, then from 5.0 g to 0 g with a step of 0.5 g as a cycle. The test
was repeated for three cycles. The relationship curves between the output voltages of the sensor and
the accelerations along x-axis, y-axis, and z-axis are shown in Figure 9a, Figure 10a, and Figure 11a,
respectively. As shown in Figure 9a, the output voltage (Voutx) is approximately proportional to ax at a
constant VDD, with a higher characteristic slope compared with the other two curves at the resonant
frequency. In addition, the characteristic along x-axis is similar to that along y-axis and z-axis, as shown
in Figures 10a and 11a. In view of that, the sensitivities of three-axis acceleration sensor along x-axis
(Sxx), y-axis (Syy), and z-axis (Szz) can be calculated, that is, 4.18 mV/g, 5.88 mV/g, and 22.72 mV/g,
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respectively. It indicates that the proposed sensor can realize the detection of ax, ay, and az, where Szz is
higher than Sxx and Syy.
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Figure 9. The relationship curves of output voltage and ax. (a) The characteristic curves of differential
frequency variation. (b) The relationship curves between Vout along nonsensitive axis and ax.
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Figure 10. The relationship curves of output voltage and ay. (a) The characteristic curves of differential
frequency variation. (b) The relationship curves between Vout along nonsensitive axis and ay.
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Figure 11. The relationship curves of output voltage and az. (a) The characteristic curves of differential
frequency variation. (b) The relationship curves between Vout along nonsensitive axis and az.

In addition, how the acceleration influences the direction of nonsensitive axes were also
investigated at a supply voltage of 5.0 V. During the testing process, the acceleration changed
from 0 g to 5.0 g, with a step of 0.5 g at a resonance frequency. When applying acceleration along
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nonsensitive axes, the output voltages of the sensor were detected. The similar cross sensitive
characteristic curves along x-axis, y-axis, and z-axis are shown in Figures 9b, 10b and 11b, respectively,
where no significant variations of Vouty and Voutz occurred with changing ax. The experimental
results show that the three-axis accelerometer realizes a low different cross-interference [18], i.e., the
cross-interference between z-axis and x-axis as well as the y-axis are lower than that between x-axis
and y-axis.

4.3. Sensitivity Characteristics

In addition, the sensitivity characteristics at the frequency of 160 Hz were investigated by varying
the acceleration from 0 g to 5.0 g with a step of 0.5 g at a supply voltage of 5.0 V. Since the output
signal of proposed sensor was small at a frequency of 160 Hz, the output signal was amplified by
an instrumentation amplifier. In order to comparative analysis of sensitivity along sensitive axis
and nonsensitive axis, we used the potentiometer to adjust the output voltages of proposed sensor
without external acceleration in testing process. The relationship curves between the output voltage of
proposed sensor and the external acceleration are shown in Figure 12.
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Figure 12. The relationship curves of output voltage and applied acceleration. (a) The relationship
curves of output voltage and ax. (b) The relationship curves of output voltage and ay. (c) The relationship
curves of output voltage and az.

Since the output voltage was small at a low frequency, it is necessary to amplify the output signals
of the proposed sensor through an instrumentation amplifier, leading to an increase in zero drift. It can
be seen that ax is approximately proportional to Voutx, yet exhibits a very small effect on Vouty and Voutz,
as shown in Figure 12a. When applying acceleration along y-axis, Vouty is approximately proportional
to ay, without significant changes of Voutx and Voutz with ay, as shown in Figure 12b. From Figure 12c,
Voutz is approximately proportional to az, with a constant Voutx and Vouty when changing az.
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Based on the above data analysis, the sensitivity and the cross-sensitivity of the sensor can be
calculated from Equation (4). Table 1 shows the characteristic parameters of the proposed sensor, clearly
representing the sensitivities of 0.255 mV/g, 0.131 mV/g, and 0.404 mV/g prior to the amplification
along x-axis, y-axis, and z-axis, and a minimum cross-interference of 2.2% (range of 0-5 g) along
three directions.

Table 1. The characteristic parameters of three-axis acceleration sensor.

Acceleration Sensor

Characteristic Parameters Resonant
Frequency (Hz)

Bandwidth (Hz)

Sensitivity Along x-axis, y-axis and z-axis of Sensor
at External Frequency of 160 Hz (mV/g)

ax ay az

Sensor along x axis 8674 100–7300 0.255 0.007 0.009
Sensor along y axis 8707 100–7500 0.027 0.131 0.018
Sensor along z axis 7840 100–6000 0.010 0.009 0.404

5. Conclusions

In conclusion, a SOI three-axis acceleration sensor was proposed in this work, consisting of
two mass blocks, four L-shaped beams, and double beams in the middle. To detect the acceleration
vector (ax, ay, and az) along three directions, three Wheatstone bridges were constructed by designing
the piezoresistors on four L-shaped beams and two intermediate beams. In order to investigate the
cross-interference of sensitivity for the proposed sensor, a sensitive element simulation model was
built by using ANSYS finite element software. On the basis of that, the sensor chip was fabricated and
packaged on a printed circuit board by using MEMS technology and SOI as wafer. At room temperature
and VDD = 5.0 V, the sensitivities of the sensor along x-axis, y-axis, and z-axis are 0.255 mV/g, 0.131 mV/g,
and 0.404 mV/g, respectively at an excitation frequency of 160 Hz. The thickness of the beams can be
accurately controlled by using an SOI wafer as a substrate and manufacturing by MEMS technology.
The proposed sensor can realize the detection of acceleration along three-axis directions, with a
minimum cross-interference of 2.2% in the x-axis, y-axis, and z-axis directions. The study on the SOI
three-axis acceleration sensor supplies an innovative and promising solution to realize the detection of
three-axis acceleration, and provide a feasible method to improve sensitivity and cross-interference for
future work.
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Abstract: Whispering-gallery-mode (WGM) microresonators have shown their potential in
high-precision gyroscopes because of their small volume and high-quality factors. However, Kerr
noise can always be the limit of accuracy. Angular-rate sensing based on mode splitting treats
backscattering as a measured signal, which can induce mode splitting, while it is considered as a
main source of noise in conventional resonator optical gyroscopes. Meanwhile, mode splitting also
provides superior noise suppression owing to its self-reference scheme. Kerr noise in this scheme
has not been defined and solved yet. Here, the mechanism of the Kerr noise in the measurement
is analyzed and the mathematical expressions are derived, indicating the relationship between the
Kerr noise and the output of the system. The influence caused by Kerr noise on the output is
simulated and discussed. Simulations show that the deviation of the splitting caused by Kerr noise
is 1.913 × 10−5 Hz at an angular rate of 5 × 106 ◦/s and the corresponding deviation of the angular
rate is 9.26 × 10−9 ◦/s. It has been proven that angular-rate sensing based on mode splitting offers
good suppression of Kerr noise.

Keywords: mode splitting; Kerr noise; angular-rate sensing; whispering-gallery-mode;
optical microresonator

1. Introduction

In a whispering-gallery-mode (WGM) microresonator, the light wave is strongly confined in time
and space by continuous total reflection, also described as a high Q factor and a small mode volume,
respectively [1]. The light-matter interaction is enhanced, which makes the WGM microresonator
extremely sensitive to weak signals, thereby making it useful for ultrasensitive detection [1,2]. It draws
much attention to the field of sensors, including bio sensing, temperature sensing, pressure sensing,
displacement sensing and gas sensing [3–12]. Modal coupling does not exist in the ideal WGM
microresonator, where two WGMs (clockwise: CW and counterclockwise: CCW) propagate with a
degenerate resonant frequency. While the degeneracy resonance will be split into two non-degenerate
standing-wave modes (the symmetric mode (SM) and asymmetric mode (ASM)) if the symmetric
resonator experiences any perturbation in the field distributions, such as structure defects, scattering
around the cavity or rotation, namely, mode splitting [13–15]. Because of the successful demonstration
in theory and experiments of nanoparticle detection by the above mode splitting, a new scheme for
sensing has been developed [16–19].

Rotation of a resonator can also redistribute the internal modes in the frequency domain and
give rise to mode splitting [18]. By detecting the frequency difference between the SM and ASM
in the angular rate sensing based on mode splitting, good noise suppression is offered because of
the same cavity environment experienced by the two modes. It was confirmed that in conventional

Micromachines 2019, 10, 150; doi:10.3390/mi10020150 www.mdpi.com/journal/micromachines17
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optical gyroscopes, as a kind of non-reciprocal noise, Kerr noise is a kind of main sources of system
bias [20]. The optical Kerr effect is a third-order nonlinear effect, characterized by a change in the
refractive index of the material in response to a light field, intuitively, with field intensity. As early
as 1982, S. Ezekiel et al. observed a non-reciprocal bias in the interferometric fiber gyroscope, caused
by the difference in power of two waves propagating in the opposite directions [21]. In conventional
resonant optical gyroscopes, the output bias owing to Kerr noise is always proportional to the intensity
mismatch [20,22]. The non-reciprocal noise of the optical path structure in the angular rate sensing
based on mode splitting has been reported before [23]. However, Kerr noise has not been analyzed.

In this paper, the analysis of Kerr noise in angular rate sensing based on mode splitting in a
WGM optical microresonator is developed, a new idea of introducing Kerr noise into angular-rate
measurement is proposed and a mathematical model is built after the mechanism of the noise is
analyzed theoretically. Simulations are also performed, showing that the deviation of splitting caused
by Kerr noise is 1.913 × 10−5 Hz at an angular rate of 5 × 106 ◦/s; the corresponding deviation
of angular rate is 9.26 × 10−9 ◦/s, which demonstrates that a good suppression of the Kerr noise
is provided.

2. Principle and Theoretical Model

2.1. Theoretical Model of Angular-Rate Sensing Based on Mode Splitting

Backscattering is created, resulting in mode splitting owing to inevitable imperfections of the
resonator itself, such as structural defects or surface contaminations, which are called intrinsic splitting
and should be regarded as zero bias. However, the amount of intrinsic splitting is small, always less
than 2/107 of the laser frequency and difficult to measure accurately. Thus, a subwavelength particle
is introduced into the resonator as Rayleigh scatter to induce splitting, which is considered as static
splitting together with intrinsic splitting. The fiber-resonator coupled system is shown in Figure 1.

 
Figure 1. Sketch of the fiber-resonator coupled system, where k0 is the intrinsic damping rate, kc is the
microresonator-taper coupling rate, Γ is the additional damping rate because of scattering loss and g is
the coupling coefficient of the light scattered into the resonator. ain

CW is the clockwise (CW) input field
in the fiber taper.

Different splitting amounts can be obtained when the resonator rotates at disparate angular rates
so that a correspondence can be established. Given a circular resonator with a radius R and a CCW
rotation rate Ω, the frequency deviation of CW (CCW) per unit time is written as:

Δωu =
1
2

Δϕ

τr
=

ωcR
neffc

Ω. (1)
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Here, Δϕ = 8π2R2Ω/λc denotes the phase difference between CW and CCW per round owing
to the rotation of the resonator based on the Sagnac effect. τr = 2πRneff/c is the time that light
takes traveling one round in the resonator. c is the speed of light in vacuum, neff is the effective
refracting. The rate equations of the coupled fiber-microresonator system in the presence of a particle
with allowance for rotation can be expressed as [18]:

d
dt

[
aCW

aCCW

]
=

⎡⎣ −
(

i(ωc + g + Δωu) +
keff
2

)
−
(

ig + Γ
2

)
−
(

ig + Γ
2

)
−
(

i(ωc + g − Δωu) +
keff
2

) ⎤⎦[ aCW

aCCW

]
−
[ √

Kc

0

]
ain

CW (2)

Here acw and accw are the amplitudes of CW and CCW, keff is defined as the effective damping rate
of the system. keff = Γ + k0 + kc, where k0 is the intrinsic damping rate, kc is the microresonator-taper
coupling rate, Γ is the additional damping rate owing to scattering loss, g is the coupling coefficient of
the light scattered in the resonator. ain

CW is the CW input field in the fiber taper.
The imaginary part of the eigenvalue obtained by the state-space method represents the resonant

frequency. By transforming the system matrix (2) into a diagonal matrix, the resonant frequencies of
SM and ASM can be derived as:

ωSM = ωc + g +
Γg√√√√2

[
Γ2

4 − g2 − Δωu2 +

√(
Γ2

4 − g2 − Δωu2
)2

+ Γ2g2

] , (3)

ωASM = ωc + g − Γg√√√√2

[
Γ2

4 − g2 − Δωu2 +

√(
Γ2

4 − g2 − Δωu2
)2

+ Γ2g2

] . (4)

After simplification using δ0 = 2g, where δ0 represents the value of static splitting, it is
straightforward that the amount of splitting can be calculated from δ = |ωSM − ωASM| using Equations
(3) and (4) as

δ =

√√√√√√δ2
0 +

Ω2
(

2ωcR
neffc

)2(
1 + Γ2

δ2

) . (5)

Additional damping owing to scattering loss can be ignored when the resonator is in the
absorption-limited regime and the relationship between the splitting value [18] and the angular
rate can be found as

δ = 2
√

g2 + Δωt2 =

√
δ2

0 + Ω2
(

2ωcR
neffc

)2
, (6)

also written as Ω = neffc
2ωcR

√
δ2 − δ2

0.

2.2. Kerr Effect-Induced Noise Model

It is generally accepted that, owing to the difference in the intensities of CW and CCW, the optical
Kerr effect as a nonlinear optical effect can induce an offset in the output of a conventional gyroscope
system, which can lead to a gross error in a high-precision navigation system. The refractive index of a
silica optical microresonator will change under the action of an electric and magnetic field, as well
as in the case of a strong light field. In the scheme of angular rate sensing based on mode splitting,
the light field density at the edge of the cavity is high because of the strong confinement of the WGM
microresonator, when CW and CCW travel concurrently because of scattering. However, the intensities
are always different and will lead to a change in the refractive indices, which will subsequently affect
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the propagation of resonant waves; thus, the Kerr effect-induced noise may also be one of the causes
of non-reciprocity error in our scheme.

The Kerr effect in the path of CW (CCW) can be expressed as

nCW(CCW) = n1 + γn2 ICW(CCW)/S (7)

where ncw(ccw) is the refractive index of CW (CCW), n1 and n2 denote, respectively, the normal
refractive index and nonlinear refractive index coefficient of the cavity, ICW(CCW) represents the field
power of CW (CCW), γ is the polarization factor and γ = 1 is adopted here. S is the effective area of
light concentration. In our scheme, the Kerr effect is introduced into the angular-rate sensing model
and the time of CW and CCW light circling in the cavity is corrected as

τcw(ccw) =
2πRncw(ccw)

c
=

2πR
(

n1 + γn2 Icw(ccw)/S
)

c
. (8)

It is clear that a time variation will appear owing to the imbalance of the field power. The frequency
deviation of CW (CCW) per unit of time is given by

Δωtk = 1
2

(
Δϕ

2τcw
+ Δϕ

2τccw

)
=

8π2R2
λc Ω

4×2πRncw
c

+
8π2R2

λc Ω
4×2πRnccw

c
= ωcRΩ

2c

(
ncw+nccw
ncwnccw

)
=

ωcRΩ
2c

[
2n1+γn2(Icw+Iccw)/S

(n1+γn2 Icw/S)(n1+γn2 Iccw/S)

]
.

(9)

Considering Kerr noise with respect to δ, the splitting amount δk becomes

δk =

√
δ2

0 + Ω2
{

ωcR
2c

[
2n1 + γn2(Icw + Iccw)/S

(n1 + γn2 Icw/S)(n1 + γn2 Iccw/S)

]}2
. (10)

3. Simulation and Discussion

It is observed that the influence of Kerr noise on the system of angular-rate sensing based on
mode splitting is owing to three factors: the angular rate of the microresonator, the light power
distribution in the CW and CCW modes and the size of the cavity. The input laser power introduced
for the evanescent field coupling to the left port of the fiber taper is usually fixed at one of the several
commonly used values. It is not surprising that when we change the position and size of a particle
relative to the cavity, the simulation result indicates that the power distribution of CW and CCW
modes is greatly affected by scattering, as shown in Figure 2. Meanwhile, the size of the cavity also
indirectly affects the effective cross-sectional area of the light concentration causing a slight change.

20



Micromachines 2019, 10, 150

 
Figure 2. Light distribution of symmetric mode (SM) and asymmetric mode (ASM) in the cavity with
mode splitting induced by different scattering: (a,c) Diameter 0.1 μm and 0.2 μm, tangent to the cavity;
(b,d) Diameter 0.1 μm and 0.2 μm with a position of 0.05 μm further from the cavity than (a,c).

We compare the magnitude of the splitting of the original angular-rate measurement model
with the case of taking into account Kerr noise, imparting different rotation rates to the cavity.
The parameters are set as the conventional settings in the experiment, specific for λ = 780 nm,
R = 100 μm, n0 = 1.445, pcw = 2 mw, pccw = 8 mw. As the values of the two splitting values are
extremely close to each other, the two curves in the Figure 3 almost completely coincide, making it
difficult to observe the differences, even if they are locally increased. It can be preliminarily concluded
that Kerr noise there does not have a strong effect. To circumvent this problem, we extract the difference
in the splitting values in two cases, which can be understood as a measurement error (system offset)
caused by Kerr noise.

Figure 3. The contrast between the splitting value of the original model and the new model with Kerr
noise introduced at different angular rates.

As can be seen from Figure 4, the offset of the system output, induced by Kerr noise, increases
with the rotation rate of the cavity and the gradient increases and approximately approaches a constant.
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However, it should be pointed out that the offset reaches only 1.913 × 10−5 Hz, even if the rotation
rate is up to 5 × 106 ◦/s, which corresponds to the splitting amount of 1.05 × 108 Hz in Figure 3. This
is also consistent with the previous result that the offset caused by Kerr noise is small.

Figure 4. Splitting value deviation caused by Kerr noise at different angular rates.

The relationship between the Kerr noise and the rotation angular rate of the resonator at 780 nm,
1064 nm and 1550 nm is also given in Figure 5. The output offset caused by Kerr noise decreases with
increasing wavelength, providing guidance for choosing a longer wavelength of 1550 nm for sensing.
However, the deviation is also small.

Figure 5. The relationship between the splitting value deviation and the angular rate at
different wavelengths.

In conventional gyroscopes, the imbalance of the power in two directions is responsible for the
strong nonlinear Kerr effect. Here we have taken all possible distribution ratios of the light power at a
rotation rate of 5 × 106 ◦/s to better demonstrate the Kerr noise error in Figure 6.
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Figure 6. The relationship between the splitting value deviation and the angular rate for different
distributions of light power.

The result is interesting but predictable. A small splitting value deviation caused by Kerr noise
itself results in the insignificant change caused by the difference between the CW and CCW light
power distributions and the image is shown as a horizontal line. It has been proven once again that
the angular rate measurement system, based on mode splitting, well suppresses Kerr noise. All the
simulation results presented above can reveal that the influence of Kerr noise on the output is weak.

4. Conclusions

In this paper, Kerr noise analysis in angular-rate sensing based on mode splitting in a WGM
microresonator is performed. The mechanism of Kerr noise in the system was first analyzed.
Subsequently, a theoretical model was constructed that considers Kerr noise while also providing a
new idea on how to incorporate Kerr noise into a variety of angular-rate sensing models. Several
simulations are carried out to visualize the influence on the output offset caused by Kerr noise.
The deviation of splitting caused by Kerr noise is only 1.913 × 10−5 Hz at an angular rate of 5 × 106 ◦/s,
the corresponding deviation of the angular rate is 9.26 × 10−9 ◦/s, which is a slight impact on the
offset. Relevant parameters, such as wavelength and light power distribution, are also discussed.

Taken together with our previous analysis, we can conclude that the offset caused by Kerr noise is
very small in our system of angular-rate sensing based on mode splitting in a WGM microresonator,
indicating that the sensing scheme is more immune to Kerr noise. The results offer a great support to
the good characteristic of the microcavity angular-rate sensing based on mode splitting and show a
wide prospect of application using a WGM optical microresonator as the core component.
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Abstract: Visual odometry (VO) is a new navigation and positioning method that estimates the
ego-motion of vehicles from images. However, VO with unsatisfactory performance can fail severely
in hostile environment because of the less feature, fast angular motions, or illumination change.
Thus, enhancing the robustness of VO in hostile environment has become a popular research
topic. In this paper, a novel fault-tolerant visual-inertial odometry (VIO) navigation and positioning
method framework is presented. The micro electro mechanical systems inertial measurement unit
(MEMS-IMU) is used to aid the stereo-camera, for a robust pose estimation in hostile environment.
In the algorithm, the MEMS-IMU pre-integration is deployed to improve the motion estimation
accuracy and robustness in the cases of similar or few feature points. Besides, a dramatic change
detector and an adaptive observation noise factor are introduced, tolerating and decreasing the
estimation error that is caused by large angular motion or wrong matching. Experiments in hostile
environment showing that the presented method can achieve better position estimation when
compared with the traditional VO and VIO method.

Keywords: stereo visual-inertial odometry; fault tolerant; hostile environment; MEMS-IMU

1. Introduction

Visual navigation is an emerging technology that uses camera to capture images of the
surrounding environment and processes these images to estimate ego-motion, recognize path, and
make navigation decisions. The visual sensor is mature, low-cost and widely-used in robotics. Given
that visual sensor is a passive sensor and does not rely on any external equipment except ambient light,
one of the most important features of visual navigation is the autonomy. With the improvement of
computational capabilities, visual navigation can be applied to many important applications in various
fields, for instance, robot navigation [1], unmanned aerial vehicles [2], and virtual or augmented reality.

Visual odometry (VO) was first raised by Nister et al. [3] and it has become a widely-used pose
estimation method. Typical VO detects and extracts feature points from a series of images that were
captured by camera, then matches feature points and calculates relative pose to estimate the relative
ego-motion of camera. VO can be classified based on the number of cameras into monocular VO, stereo
(binocular) VO [4], and multi-camera VO [5]. The main difference is that stereo and multi-camera
VO can get absolute scale information in application while monocular VO dose not, and therefore
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requires a more complex initial process. Thus, the stereo VO is usually the preferable choice in
practical navigation

Micro electro mechanical systems inertial measurement unit (MEMS-IMU) is also a common
sensor in robots, unmanned aerial vehicles, and other moving carriers to estimate ego-motion [6,7].
It is mainly composed of accelerometers and gyroscopes, which are respectively used to obtain
the acceleration and angular velocity of the carrier. Its high frequency provides precious motion
information filling the interval gap of lower frequency associated vision sensors. Through using the
two integrals of the acceleration and angular velocity, the attitude of the carrier can be measured.
It also does not rely on any external information, can work in all conditions at any time, and has high
data update rate, short-term accuracy and stability.

In recent years, visual and inertial information are usually combined to estimate the six degrees
of freedom (6DOF) pose. When compared to VO, visual inertial odometry (VIO) [4,8–10] makes good
use of the visual sensors and the inertial sensors, thereby acquiring more precise and robust 6DOF
pose estimation. That also makes VIO play an essential role in autonomous navigation, especially
in GPS-denied environment. Besides, more and more mobile robots are navigating through VIO,
owing to the recent hardware improvements in mobile central processing units (CPUs) and graphics
processing units (GPUs) (e.g., NVIDIA Jetson TX2 (NVIDIA corporation, Santa Clara, CA, USA)).

The mainstream of existing VIO approaches can be classified into loose coupling and tight
coupling [2,5,9–11] by type of information fusion shown in Figure 1. When the system is loosely-coupled,
both inertial and visual information are seen as independent measurements. The process of visual pose
estimation, regarded as a black box, is only used to update a filter to restrain the inertial measurement unit
(IMU) covariance propagation. By contrast, tight coupling considers the interaction of all measurements
of sensors information before pose estimation, thereby achieving higher accuracy than loose coupling.

Figure 1. Loosely and tightly coupled visual inertial odometry (VIO).

Recently loosely-coupled stereo VIO systems are mostly based on Kalman filter and its derivatives.
Tardif, et al. [12] proposed an EKF-based stereo VIO deployed on a moving vehicle. It used inertial
information to predict the state and the stereo VO motion estimation as observations to get high
frequency positioning information. Nevertheless, all of the states forecasted by inertial information,
the covariance is sensitive to the IMU’s bias and drift. Liu, et al. [13] presented a stereo VIO that carried
out the orientation and position estimation with three filters. It fused the accelerometer and gyroscope
to estimate a drift-free pitch and roll angle then fused VO and IMU to estimate motion. Nevertheless,
its filtering architecture was complex and not in real-time. Schmid, et al. [14] proposed a real-time
stereo VIO. It computed high quality depth images and estimated the ego-motion by key-frame based

26



Micromachines 2018, 9, 626

VO and fused with the data of inertial information. However, it did not take the stereo VO’s failure
into account. All loosely-coupled stereo VIO systems share the disadvantage that the stereo VO’s and
IMU’s covariance were independent and cannot reflect the entire error.

Recently tightly-coupled stereo VIO systems mainly use a filtering-based [15] or optimization-based [16]
approach. Filtering-based methods propagated the mean and covariance in kalman-filtering framework,
together with feature points and IMU’s error. Sun, et al. [11] presented a filter-based stereo VIO system using
the multi-state constraint kalman filter (MSCKF) [15] applied on an unmanned aerial vehicle. The system
focused on lower computation costs. Ramezani, et al. [17] presented a stereo VIO system that was based
on MSCKF and applied on vehicle, focusing on highly precise positioning. However, approaches
above had high dimensional states vector and lack of robustness. The target of the optimization-based
approach target was to minimize an energy function with a non-linear optimization by gauss-newton
algorithm through frameworks, such as g2o [18] and ceres [19]. Usenko, et al. [4] presented a direct
stereo VIO system estimated motion by minimizing a combined photometric and inertial energy
function. It employed semi-dense depth maps instead of sparse feature points. Nevertheless, the
inertial stability easily influenced by visual error and fault-tolerant method is simple consideration.

Subject to visual limitation, visual navigation is easily influenced when facing large scene changes
that are caused by fast angular motion and low or dynamic light. To avoid positioning interruption, a
fatal failure in robot navigation, current research mainly focuses on changing the feature descriptor to
enhance the robustness of VO. Alismail, et al. [20] proposed new binary descriptors to achieve robust
and efficient visual odometry with applications to poorly lit subterranean environments. However, the
descriptors utilized information just from the images. When fast angular motion causes an image to be
blurred or the environment is dark, the VO is doomed to fail. That will result in serious consequences.

To achieve satisfactory performance of VO withstanding all the limitations mentioned above,
a fault-tolerant adaptive extended kalman filter (FTAEKF) framework integrated with a stereo-camera
and a MEMS-IMU is proposed in this paper. The use of an EKF or one of its variants has been favored
and extensively employed to fuse inertial and vision data, essentially to resolve pose estimation
problem. When compared to traditional loose and tight VIO framework, both robustness and accuracy
are under orders. Our main contributions are as follows:

• A stereo VIO with MEMS-IMU aided method is proposed in the framework. MEMS-IMU
pre-integration constraint from prediction model is used to constrain a range of candidate feature
points searching and matching. The constraint also set as to optimize the initial iterator pose to
avoid local optimum instead of adding MEMS-IMU measurements error joint optimization.

• An adaptive method is introduced to adjust measurement covariance according to motion
characteristic. Besides, a novel fault-tolerant mechanism is used to decide whether stereo VIO
pose estimation is reliable by comparing it with MEMS-IMU measurements.

An improved stereo VIO method based on ORB-SLAM2 [21] (a visual-only stereo SLAM system
demonstrated with its superior performance) is proposed in the framework. The framework can be
easily integrated with any other stereo VO method. Because the computation process of MEMS-IMU
pre-integration and initial iteration point prediction are mostly independent with the stereo VO.

The remainder of this paper is structured as follows: The definitions of coordinates and some
symbols are presented in Section 2.1. The stereo VIO system aided by MEMS-IMU is introduced in
Section 2.2. The FTAEKF is presented in Section 2.2.3. Experiment and evaluation of the proposed
method are shown in Section 3, followed by discussion in Section 4.

2. Materials and Methods

2.1. Coordinates and Notations

The four coordinates that were used in our framework are shown in Figure 2, The world frame W
is defined as ENU (east-north-up) by axes XW , YW , and ZW , with ZW opposite to gravity, YW points
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forward. The IMU frame, coincided with the body frame B also defined as ENU is attached to the
center of MEMS-IMU with ZB pointing upward and YB points forward. The camera frame C is set at
the coordinate of left camera with ZC forward and YC points downward. C is rigid relative pose with
B. The relative pose is calibrated in advance.

Figure 2. An illustration of coordinate system.

The rotation matrix of framework is modeled by ZYX Euler angles. To get from w to b, rotates
about ZW , YW , and XW axes in turn, by the yaw angle ψ the pitch angle γ and the roll angle θ,

respectively. The transformation matrix T is T =

[
R t

0 1

]
, where R ∈ SO(3) denotes the rotation

matrix, and the rotation matrix Rc
w represents from w to c. t =

(
px, py, pz

)T denotes the translation
vector. Vectors in the camera, body and world frames are defined as (·)c, (·)b and (·)w, respectively.
The transformation matrix from w to b is Tb

w, b to c is Tc
b.

2.2. Framework of Fault-Tolerant with Stereo-Camera and MEMS-IMU

The pipeline of the proposed framework is illustrated in Figure 3. The aim of the proposed
framework is to get robust and precise motion estimation in a hostile environment. The loop closing
and full bundle adjustment in ORB-SLAM2 are not involved in this paper. Our contributions are
mainly on the dark red block and the red arrow.

Figure 3. Framework of the proposed method. (the dark red blocks and red line are the difference
between traditional VIO framework. the blue blocks represent the source from micro electro mechanical
systems inertial measurement unit (MEMS-IMU) and stereo-camera. the green blocks represent
traditional VO and dark yellow blocks represent MEMS-IMU measurements aided).
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The stereo-camera and MEMS-IMU are tightly-coupled based on FTAEKF. The pre-integration
of MEMS-IMU measurement confines the range of searching and matching feature points, and fault
tolerance. Different from the traditional VIO method, the pre-integration of MEMS-IMU measurements
is used to optimize the initial iterate point of pose estimation. It is also used to decide whether the
result of pose estimation is credible to detect fault. Besides, to reflect the accumulated drift error, the
observation covariance is adaptive according to motion characteristics. It combines the good properties
of both loosely-coupled and tightly-coupled approaches. In this framework, the independence of
stereo VO maximized. The framework has a good level of fault tolerance. It can function properly, even
under stereo VIO failure, and then recover the whole system. This is because the framework allows a
limited amount of independence and stereo VIO system avoids scale ambiguity in the monocular VO
system. The details are described below.

2.2.1. State Predict with MEMS-IMU Measurements

The framework of FTAEKF is based on an iterated EKF where the state prediction is driven by
IMU measurements. The system states x ∈ R

16×1 of VIO consists of number of states:

x =
(

qw, pw, vw,βb
g,βb

a

)T
(1)

Namely, qw =
(
q0, q1, q2, q3

)T is the attitude in quaternions, reflecting the world frame (W) to

the body frame (B). pw = (pxw, pyw, pzw)T is the position and vw =
(

vw
x , vw

y , vw
z

)
is the velocity

expressed in the world frame, βb
g and βb

a are the biases of three-axis gyroscopes and three-axis
accelerometers, respectively. The measurements from gyroscope and accelerometer are denoted as ηb

wb
and ab

wb, respectively.

The prediction model vector
.
x = (

.
q

w,
.
p

w,
.
v

w,
.
β

b
g,

.
β

b
a)

T
is defined as:

.
q

w
= 1

2 Ω(η̂b
wb)q

w
.
p

w
= vw

.
v

w
= Cw

b

(
ab

wb −βb
a

)
+ gw

.
β

b
g = 0

.
β

b
a = 0

(2)

with Cw
b representing the rotation matrix from B to W, the instantaneous angular velocity of B relative

to W expressed in coordinate frame B η̂b
wb and the quaternion update matrix Ω(η̂b

wb) are defined as:
η̂b

wb = ηb
wb −βb

g,

Ω
(
η̂b

wb

)
=

⎡⎢⎢⎢⎢⎣
0 −η̂b

wbx −η̂b
wby −η̂b

wbz
η̂b

wbx 0 −η̂b
wbz η̂b

wby
η̂b

wby η̂b
wbz 0 −η̂b

wbx
η̂b

wbz −η̂b
wby η̂b

wbx 0

⎤⎥⎥⎥⎥⎦ (3)

In proposed framework, the pre-integration of MEMS-IMU measurements is obtained through
the prediction model.

2.2.2. An Improved Stereo VIO Method Aided by MEMS-IMU

In this part, the pre-integration of MEMS-IMU measurements is used to aid the stereo VO
system. The stereo VIO system that was employed in this paper is based on ORB-SLAM2 with
good performance.
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Both original feature based VO and VIO use brute-force or bag of words (BOW) matchers to
match extracted feature points within reference frame and current frame These matchers take the
descriptor of one feature in current frame and are matched to all other features in reference frame using
hamming distance calculation. The closest one is returned. As a result, the pose estimation produced
error when false matching occurred frequently in a hostile environment due to the close hamming
distance of similar descriptor. In our approach, the MEMS-IMU measurements are pre-integrated to
aid stereo VIO through constraining matching and predicting initial iteration pose. The process of this
part shown in Figure 4.

Figure 4. The process of improved stereo VIO method aided by MEMS-IMU. The inertial measurement
unit (IMU) measurements are pre-integrated to predict position of feature points.

Traditionally, the initial frame pose of stereo VO is configured as world frame. However, it hardly
reflects physical truth. As shown in Figure 4, VIO initialized coordinate with MEMS-IMU forward
as initial heading and aligns geographic coordinate system through gravity. The stereo VIO pose is
compensated by T

b1
w from the MEMES-IMU measurement.

T
b1
w =

[
R

b1
w t

b1
w

0 1

]
, R ∈ SO(3), t ∈ R

3×1 (4)

where R
b1
w is the rotation matrix and t

b1
w are the translation matrix from w to b1 when VIO obtains the

first image. The time interval between the image and closest MEMS-IMU measurement can be ignored
due to high frequency of MEMS-IMU and low dynamic condition in beginning.

When the first stereo image is retrieved from camera, ORB feature points are extracted and
matched with left and right image to estimate the depth through epipolar and disparity constraints.
Then initial three-dimensional (3D) feature points in C are generated and projected based on
initial pose. When a new frame was obtained from the stereo-camera, the 3D feature points are
reconstructed then matched to the reference frame 3D feature points with ORB descriptors. In order
to avoid the false matching caused by similar descriptors in a hostile environment. We introduce
MEMS-IMU pre-integration constraint, which confined the searching and matching region to get more
correct matching.

As shown in Figure 5, a point Pi is observed by two consequent frames that obtain two feature
points f c1

Pi
, f c2

Pi
. The feature point in current frame can be project to last frame with MEMS-IMU
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pre-integration. The coordinates in the pixel coordinates of both feature points f c1
Pi

and f c2c1
Pi

are close
after reprojection. We can match within bounds to decrease the workload and possibility of error.

Figure 5. An illustration of predicting searching region with pre-integrating measurements of MEMS-IMU.

In our approach, the MEMS-IMU pre-integration is obtained with the prediction model.
MEMS-IMU measurements between two consequent frames at discrete time k − m, k predict

MEMS-IMU pre-integration Δξ imu
k−m,k =

(
Δqw

k−m,k, Δpw
k−m.k

)T
:

Δξimu
k−m,k =

k

∑
i=k−m

[
1
2 Ω
(
η̂b

wb

)
qw

i
1
2 (v

w
i−1 + vw

i )
]T

Δt (5)

where vw
i denotes the velocity in w at time i, η̂b

wb denotes the instantaneous angular velocity of B and
qw

i denotes the quaternions from w to b at time i.
To reflect the motion of the camera, the pre-integration Δξimu

k−m,k needs to align with C:

T(Δξcam
k−m,k) = Tc

bT(Δξimu
k−m,k)T

c
b
−1

T(Δξimu
k−m,k) =

[
Rb

k−m,k tb
k−m,k

0 1

]
, T(Δξcam

k−m,k) =

[
Rc

k−m,k tc
k−m,k

0 1

]
(6)

where T(Δξcam
k−m,k) denotes the transformation matrix from time k − m to k in c, Tc

b is the transformation
matrix from b to c. Rb

k−m,k is the quaternions Δqw
k−m,k expressed in rotation matrix, tb

k−m,k = Cb
wΔpw

k−m.k
is the translation vector in B, where Cb

w is the rotation matrix from w to b.
After getting the coarse pose estimation of camera T̂(Δξcam

k−m,k), we can predict the camera pose
by equation:

T̂(ξcam
k ) = T(Δξcam

k−m,k)T
(
ξcam

k−m
)
=

[
R̂
(
ξcam

k
)

t̂
(
ξcam

k
)

0 1

]
(7)

For each 3D feature point of current frame, the matched feature points should near it. After
predicting the coarse pose estimation, we project each feature point of current frame into the initial
camera frame. The search for candidates only in a small range of each 3D feature points in local map.
The range depends on the bias and noise of the MEMS-IMU. We do BOW matching between each
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feature point and its candidates to get matched feature point. Due to the confinement of the region, the
error and the time consuming in searching and matching will reduce.

After getting the matched result, bundle adjustment optimization is performed to optimize the
camera pose by minimizing the reprojection error between the matched 3D feature points Fi ∈ R

3 in
map and feature points fi ∈ R

3 in current frame. The i ∈ χ is a set of matched points:

{R, t} = argmin
R,t

∑
i∈χ

ρ(
∥∥∥ f i

(.) − π(.)(RFi + t)
∥∥∥2

∑
) (8)

where the ρ is the robust Huber cost function and ∑ is the covariance matrix associated to the scale of
feature points, which is one when with stereo-camera. π(·) is the projection functions monocular πm,
rectified stereo πs are defined, as follows:

πm

⎛⎜⎝
⎡⎢⎣ X

Y
Z

⎤⎥⎦
⎞⎟⎠ =

⎛⎜⎝ fx
X
Z

+ cx

fy
X
Z

+ cy

⎞⎟⎠, πs

⎛⎜⎝
⎡⎢⎣ X

Y
Z

⎤⎥⎦
⎞⎟⎠ =

⎛⎜⎜⎜⎜⎝
fx

X
Z

+ cx

fy
X
Z

+ cy

fx
X − b

Z
+ cx

⎞⎟⎟⎟⎟⎠ (9)

where ( fx, fy) is focal length, (cx, cy) is the principal point and b is the baseline, all is known in
advanced.

However, the bundle adjustment to minimize the reprojection error is nonlinear. It cannot always
get a global optimal point. As shown in Figure 6, VO falls into local optimum easily because the initial
iteration point is last frame pose.

Figure 6. An illustration of association between initial point and result of optimization

In our approach, the initial iteration pose is set as prediction of MEMS-IMU pre-integration
R = R̂

(
ξcam

k
)

and t = t̂
(
ξcam

k
)

to get close to global optimal point. Then, stereo VIO 6DOF pose
estimation is optimized in order to avoid local optimum.

2.2.3. Fault-Tolerant Adaptive Extended Kalman Filtering

In this part, the FTAEKF is introduced to tolerant wrong stereo VIO pose estimation limited by
the visual principle in a hostile environment.

1. Fault-tolerance with dramatic change detection

In some extreme cases, with fast motion in hostile environment, a large error of VIO
pose estimation occurs because of the limited number in matched feature points or similar
descriptor. The matcher matches feature points simply depending on the hamming distance.
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Therefore, a fault-tolerant method with MEMS-IMU measurements is introduced through dramatic
change detection.

One way to detect the sudden step change, by comparing the number of matched points with
threshold after eliminating exterior point in bundle adjustment, has been proposed before. However,
this is an indirect technique. In some scenario, the number of matched points is large enough, but they
mostly matched with wrong feature points and significant estimation error still occurs in this direction.
Sudden step change detecting in VIO mostly consider setting a transformation threshold between two
consequent frames. They all only detected faults without isolation lead to failure of the system.

In this paper, a new approach using the detection function to detect and isolate dramatic change
was proposed. As an accurate pose can be estimated from MEMS-IMU during a short period, the
framework considered the MEMS-IMU pre-integration T̂(Δξcam

k−m,k) as a reference. It compares to final

relative VIO pose estimation T
(

Δξcam
k−m,k

)
= T

(
ξcam

k
)
T
(

Δξcam
k−m

)−1
between time k and k − 1 to detect

dramatic change. If the value of detection function fd ≥ 1, then the dramatic change detection is
deemed to occur. The detection function fd is defined as:

ΔT
(

Δξcam
k−m,k

)
= T

(
Δξcam

k−m,k

)
T̂(Δξcam

k−m,k)
−1 =

[
ΔRcam

k−m,k Δtcam
k−m,k

0 1

]

fd =

√√√√(Δtcam
k−m,k − timu

k−m,k

)T(
Δtcam

k−m,k − timu
k−m,k

)
Eεt2 · εψk−m,k

2 + εθk−m,k
2 + εγk−m,k

2

Eεψ
2 + Eεθ

2 + Eεγ
2

(10)

where the ΔT
(

Δξcam
k−m,k

)
is the transformation difference estimation between pre-integration of

MEMS-IMU measurements and VIO. εψk−m,k, εθk−m,k, and εγk−m,k are defined as: εγk−m,k =

Δγimu
k−m,k

− Δγcam
k−m,k

, εθk−m,k = Δθimu
k−m,k

− Δθcam
k−m,k

, and εψk−m,k = Δψimu
k−m,k

− Δψcam
k−m,k

. Where Δγimu
k−m,k

, Δθimu
k−m,k

,
and Δψimu

k−m,k
are the incremental relative attitude change estimated by MEMS-IMU measurements,

Δγcam
k−m,k

, Δθcam
k−m,k

, and Δψcam
k−m,k

are the incremental relative attitude change estimated by VIO.
The threshold Eεt, Eεψ, Eεθ , and Eεγ are set up according to the drift of motion estimation by

prediction using MEMS-IMU during one period of slam procedure, which is from discrete time
k − m to k. As a more reliable pose can be estimated from MEMS-IMU during a short period of
time, the transformation difference estimation between MEMS-IMU prediction and stereo VIO system
estimation should be within this range.

In consideration of the drift of estimation by MEMS-IMU, the threshold Eεt, Eεψ, Eεθ , and Eεγ

change adaptively. As continuous change detected in hostile environment increases, Eεt, Eεψ, Eεθ , and
Eεγ are growing. Eεt, Eεψ, Eεθ , and Eεγ are to be reinitialized with the original value if no environmental
transition is detected.

2. Covariance adaptive filtering

Due to the change and accumulation of error in each process of pose estimation from VIO,
the observation covariance from VIO is set to dynamic dependent upon the distance and motion
characteristics to achieve better positioning accuracy. The observation covariance is adjusted to better
represent practical situations.

VIO is a dead-reckon algorithm in which the error of stereo VIO pose estimation is accumulated
by distance. A factor λd, related to the distance of stereo VIO dcam reflect the error accumulating
is introduced:

dcam =
k−1
∑

i=1

√
t
(

Δξcam
i,i+1

)T
t
(

Δξcam
i,i+1

)
λd = σdcam

(11)

where t
(

ξcam
i,i+1

)
is the camera translation vector between time k and k + 1 in C, σ is dependent on

characteristics of the stereo VIO system.
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Besides, the precision of stereo VIO pose estimation is also influenced obviously by motion
characteristics. The field of view changes fast and the same feature points are reduced speedily when
great angular change is made in a short time. MEMS-IMU measurements are more suitable and precise
for the estimation and VIO is no longer reliable. Thus, a factor λa is introduced to adapt the specialties
of MEMS-IMU and stereo VIO.

λa =
k

∑
i=k−n

√
η̂b

wb,i
Tη̂b

wb,i (12)

where η̂b
wb,i is η̂b

wb at time i, n is the size of the slide window.
When filtering, the error state vector used to correct the predicted state in filter is defined as follows:

δX =
(

δqw, δpw, δvw, δβb
g, δβb

a

)T
(13)

where, δX is the state vector composed by quaternions, position, velocity, and bias error.
With no dramatic change detecting in perceived environment, the predicted states are corrected

by measurements information obtained from stereo VIO pose estimation. As no drift pitch or roll angle
can be obtained through gravity correction, the observation model in proposed FTAEKF is as follows:

Zk = HkδXk+μk

μk =
[

λdεr
px λdεr

py λdεr
pz λaεr

ψ

]T
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− xw
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k
, z̃w
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w
k

)T

ψ
w
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(14)

where Zk is the observation, x̃w
k

, ỹw
k

, z̃w
k

, and ψ̃w
k

are the observation position and yaw in the world
frame from the stereo VIO pose estimation, respectively, xw

k
,yw

k
, zw

k
, and ψ

w
k

are the predicted position
and yaw in the world frame from IMEMS-MU mechanization, respectively, Hk is the observation
matrix and μk is the observation noise, which is adaptive.

When dramatic change occurred, MEMS-IMU measurements pre-integration will be used as pose
estimation to isolate and tolerate fault. Since the pose estimated with MEMS-IMU during a short period
of time is with sufficient accuracy, the stereo VIO system is reinitialized based on the MEMS-IMU pose
in W at the closest time. The λa and λd is also reinitialized. That makes the framework with the ability
to navigate even when stereo VIO system failed.

After filtering, the new matched feature points are projected to initial c to update the local map.
The position of the same feature is represented using the average of position value.

When the dramatic change is detected, the local map points are cleared and the initial pose is set
to MEMS-IMU pose in w with the closest time.

3. Results

3.1. Experiment Setup

3.1.1. Equipment

The equipment that we employed was based on commercial off the shelf shown in Figure 7.
It consists of a ZED stereo camera, a Xsens MTI-G-710 MEMS-IMU, and a NVIDIA Jetson TX2.
The ZED stereo camera resolution is set to 1280 × 720, baseline is 12cm and the frame rate at 15 HZ.
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The Xsens MTI-G-710 can measure the acceleration and angular velocity in body frame running
at 200 HZ. The MEMS-IMU was mounted on left camera of ZED that was calibrated in advanced.
The processing platform is NVIDIA Jetson TX2 with dual-core NVIDIA Denver2 and quad-core ARM
Cortex-A57 running on Ubuntu 16.04. The Novatel OEM6 GPS receiver worked with GPS-RTK running
at 1HZ as outdoor reference. All of the sensors were connected with TX2 through USB cable and
the implementation is based on C++ with Robot Operating System (ROS) Kinetic. The sensors are
mounted on a tripod with three rollers.

Figure 7. An illustration of platform. It consisted of ZED camera, MTI MEMS-IMU, Novatel GPS and
Jetson TX2.

3.1.2. Experiment Environment Description

In order to evaluate the performance of the proposed method under a hostile environment, the
experiments were carried out in the corridor outside the laboratory and a tennis court in campus, as
shown in Figures 8 and 9. For the corridor, the wall of the corridor was sparse-feature. The make
part of descriptors were similar. Ambient lighting in the corridor is unsatisfactory in some places,
as it is bright near the window but is considerably darker elsewhere. The corridor plan is known
in advance with the floor that consisted of fixed size tiles. Each tile is a square with sides of 60 cm.
We pushed the tripod along the tile edge and obtained the ideal trajectory reference through a corridor
plan. Some artificial mark points located at door and corner have been set in advance to evaluate the
performance more comprehensively. It is regarded as the ideal path to evaluate the performance of the
proposed framework. The yaw angle of MTI that was fused with magnetic is regarded as yaw angle
reference. For the tennis court, the color of the ground was also simple and surrounded by similar
meshes. The outdoor distance of feature was far beyond indoor environment. The reference of pose
was obtained through GPS-RTK. Both environments can be considered as the hostile environment.

3.2. Experiments Results

We carried out a semi-physical simulation experiment to verify the performance of our proposed
framework. The data was collected with the equipment and processed in platform. The proposed
framework is compared against ORB-SLAM2, MSF-EKF [22], and VINS-Mono [23] in the experiments.
The MSF-EKF based on the modular-sensor fusion framework by the University of Zurich is widely
used to loosely couple inertial information and visual information. Moreover, the tightly-coupled
VINS-Mono is high-performance and robust by the Hong Kong University of Science and Technology.
Because the methods was multi-threaded and contained some random processing, the data took the
3σ bounds of results to eradicate any discrepancies.
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Figure 8. An illustration of the corridor where experiment carried on.

Figure 9. An illustration of the tennis court where experiment carried on.

3.2.1. Experiment I: In Corridor

In experiment I, we pushed the tripod along the tile edge in the corridor. The experiment intended
to assess the comprehensive performance of the proposed framework in an indoor hostile environment.

The red line is the ideal trajectory, as shown in Figure 10. The time at passing the mark points
was recorded. The estimation of motion and yaw angle from different methods shown in Figure 11a,b.
The position is projected onto X-Y plane. It was clear to see our proposed method achieved more
accurate pose estimation. In addition, the value of fault illustrated seven dramatic changes that were
detected by FTAKF in the experiment I in Figure 12a and the adaptive observation covariance is shown
in Figure 12b. Moreover, the value of mean error and root mean square error (RMSE) of yaw angle and
motion estimation from different methods, as shown in Figures 13 and 14.

Figure 10. An illustration on the corridor plan, the ideal trajectory, and markers.
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(a) (b) 

Figure 11. (a) An illustration of motion estimation results from different methods. (b) An illustration
of Yaw angle estimated by different methods. ORB-SLAM2 failed due to few feature points and the
noise of MEMS-IMU propagated speedily without measurements. The MEMS-IMU was meeting a
corner causing fast angular velocity at 120 s. The noise of the gyroscopes propagated more speedily
that causing sudden change in yaw angle difference with MSF-EKF.

Figure 12. (a) The value of fault detect function demonstrates the dramatic change. (b) An illustration
of the value of position and yaw observation noise.

Figure 13. An illustration of value of yaw angle mean and RMSE from different methods. (VINS-Mono
without output before initialization and value after system failing are ignored).
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Figure 14. (a) The value of mean error and root mean square error (RMSE) of motion estimation from
different methods. (b) An illustration of partial enlargement.

3.2.2. Experiment II: In tennis court

In experiment II, we pushed the tripod along the edge of the tennis court. The experiment
intended to evaluate the performance of the proposed framework in an outdoor hostile environment
under the RTK position and heading reference.

The red line is RTK trajectory as shown in Figure 15 with time synchronized through ROS.
The estimation of motion and yaw angle from different methods shown in Figure 15a,b. Our proposed
method achieved more accurate pose estimation. The value of fault illustrated six dramatic changes
was detected by FTAKF in the experiment II in Figure 16a and the adaptive observation covariance is
shown in Figure 16b. The value of mean error and RMSE of yaw angle and motion estimation from
different methods shown in Figures 17 and 18.

  
(a) (b) 

Figure 15. (a) An illustration of motion estimation results from different methods (b) An illustration of
yaw angle estimated by different methods. (VINS-Mono without output before initialization).
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Figure 16. (a) The value of fault detect function demonstrates the dramatic change. (b) An illustration
of the value of position and yaw observation noise.

Figure 17. An illustration of value of yaw angle mean and RMSE from different methods. VINS-Mono
without output before initialization.

Figure 18. (a) The value of mean error and RMSE error of motion estimation from different methods.
(b) An illustration of partial enlargement.
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3.3. Experimental Analysis

3.3.1. Accuracy Analysis

In the experiments, the accuracy of the proposed algorithm in the reconstructed trajectory is
calculated as the RMSE with mark points and RTK references in Tables 1 and 2. Moreover, the Euclidean
distance between the last position of the estimated camera trajectory and the expected end point were
calculated in Tables 3 and 4. Value marked with an asterisk (*) was obtained before failure.

Table 1. RMSE (m) of motion estimation in different methods. (Value marked with an asterisk (*) was
obtained before VO failure.)

Length (m) Proposed Error ORB-SLAM2 Error MSF-EKF Error VINS-Mono Error

Experiment I: 108.8 0.43(0.58 *) 0.94 * 16.57 (0.90 *) 1.80 *
Experiment II: 38 0.6(0.53 *) 0.75 * 3.94 (0.6 *) 0.88 (0.08 *)

Table 2. RMSE (◦) of yaw angle estimation in different methods. (Value marked with an asterisk (*)
was obtained before VO failure.)

Yaw Angle
Change (◦)

Proposed Error ORB-SLAM2 Error MSF-EKF Error VINS-Mono Error

Experiment I: 180 4.52 (2.9 *) 3.13 * 21.84 (3.10 *) 3.0 *
Experiment II: 90 0.19 (0.38 *) 0.55 * 1.21 (0.44 *) 1.72 (0.56 *)

Table 3. Length accuracy (m).

Length (m) Proposed Error ORB-SLAM2 Error MSF-EKF Error VINS-Mono Error

Experiment I: 108.8 0.92, 0.8% 194.3, 179.9% 55.88, 51.4% 67.36, 67.4%
Experiment II: 38 1.89, 4.98% 4.22, 11.1% 13.3, 35.0% 32.0, 84.2%

Table 4. Yaw angle accuracy (◦).

Yaw Angle
Change (◦)

Proposed Error ORB-SLAM2 Error MSF-EKF Error VINS-Mono Error

Experiment I: 180 1.8, 1% 176.3, 97.9% 68.5, 38.1% 62.3, 34.6%
Experiment II: 90 0.37, 0.4% 22.17, 25% 3.98, 4.04% 5.95, 6.61%

The accuracy for the experiments was depicted in above tables. The true length of different
trajectories is, respectively, 108.8 m and 38 m, and the changes of reference yaw angle are 180◦ and 90◦.
As shown in Figures 11 and 15, the stereo-camera and MEMS-IMU experienced different motions with
smooth motion, fast rotational, and translational motion of indoor and outdoor. As both mean error
and root mean square error of ORB-SLAM2, MSF-EKF, and VINS-Mono were larger than the proposed
method in hostile environment. It is clearly seen that the estimated results from the proposed method
in Experiment I and II were more accurate and robust than those from ORB-SLAM2, MSF-EKF, and
VINS-Mono in Figures 13, 14, 17 and 18. Pose estimation of both VO and VIO without fault tolerance
were failed or divergent, which may cause fatal problems in robot navigation.

3.3.2. Inertial Aided Matching and Fault Tolerance Analysis

Figures 11 and 15 shows the pose estimation of two experiments from four different methods.
ORB-SLAM2, MSF-EKF, and VINS-Mono produced large error in both position and yaw angle
estimation under hostile environments. During experiments, systems including ORB-SLAM2 and
VINS-Mono were in poor performance due to few feature or similar feature in hostile environment.

Moreover, ORB-SLAM2 failed because the number of feature points at corner lower than threshold.
The failure of ORB-SLAM2 also caused divergence of MSF-EKF without VO output as measurement.

40



Micromachines 2018, 9, 626

With the number of feature points decreasing, the part of cost function occupied by each feature points
was increasing. In addition, the influence of mismatch was increased, resulting in the divergence of a
system. VINS-Mono failed by detecting much large translation between two frames in experiment
I. For experiment II, the feature points in starting position of tennis court were too similar and far to
produce enough disparity between two consequent frames. This situation caused the error in direction
of x axis with ORB-SLAM2 and false initialization with VINS-Mono which tracking feature points
through optical flow method.

The pre-integration of measurements of MEMS-IMU could constrain the region of matching to
reduce incorrect candidate points that achieve better match result, as shown in Figure 19. Besides, the
dramatic changes was detected shown in Figures 12 and 16, were isolated in the proposed framework
that able to navigate properly in hostile environment. In addition, the adaptive noise of measurements
shown in Figures 12 and 16 make the proposed framework obtained more accurate pose estimation
than traditional loosely-coupled VIO, such as MSF-EKF.

Figure 19. An illustration of wrong matching in hostile situation. Left image represented matching
with all feature points in references frame and right confined matching by pre-integration.

4. Conclusions

In this work, a novel fault-tolerant framework with stereo-camera and MEMS-IMU was
proposed to obtain robust and precise positioning information in a hostile environment. MEMS-IMU
measurements predict the camera motion and adaptive observation covariance noise are taken in the
framework. It makes stereo VO motion estimation more precise when meeting hostile environment.
A fault-tolerant mechanism is also introduced to detect and isolate the dramatic change in order to
achieve more robust positioning information.

When comparing to traditionally loosely-coupled VIO systems that are not considered to detect
the wrong measurements, our proposed method introduced an adaptive noise according to motion
characteristics that obtain more precise positional information. For the tightly-coupled VIO systems,
which introduced inertial error to obtain more robust and accurate positioning results, the relation
between inertial error and visual error is not considered, which leads to the influence of inertial
error estimation after the error of visual matching, resulting in the instability of the whole system.
Our proposed framework isolated visual error, which was detected by comparing with more reliable
inertial error, made the whole system more reliable and stable. The framework also maintains a certain
degree of independence between framework and stereo VO system that can be easily integrated with
other stereo VO system. By evaluating the results of experiments, the proposed VIO system has
achieved a satisfactory performance in state estimation in a hostile environment.
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In our future work, we hope to apply the inertial information to graph-pose optimization in order
to realize the function of loop detection and optimization in hostile environment. We also hope to
employ the method in more challenging environments.
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Abstract: With the continuous advancements in microelectromechanical systems (MEMS) fabrication
technology, inertial sensors like accelerometers and gyroscopes can be designed and manufactured
with smaller footprint and lower power consumption. In the literature, there are several reported
accelerometer designs based on MEMS technology and utilizing various transductions like capacitive,
piezoelectric, optical, thermal, among several others. In particular, capacitive accelerometers are
the most popular and highly researched due to several advantages like high sensitivity, low noise,
low temperature sensitivity, linearity, and small footprint. Accelerometers can be designed to sense
acceleration in all the three directions (X, Y, and Z-axis). Single-axis accelerometers are the most
common and are often integrated orthogonally and combined as multiple-degree-of-freedom (MDoF)
packages for sensing acceleration in the three directions. This type of MDoF increases the overall
device footprint and cost. It also causes calibration errors and may require expensive compensations.
Another type of MDoF accelerometers is based on monolithic integration and is proving to be
effective in solving the footprint and calibration problems. There are mainly two classes of such
monolithic MDoF accelerometers, depending on the number of proof masses used. The first class
uses multiple proof masses with the main advantage being zero calibration issues. The second class
uses a single proof mass, which results in compact device with a reduced noise floor. The latter class,
however, suffers from high cross-axis sensitivity. It also requires very innovative layout designs,
owing to the complicated mechanical structures and electrical contact placement. The performance
complications due to nonlinearity, post fabrication process, and readout electronics affects both classes
of accelerometers. In order to effectively compare them, we have used metrics such as sensitivity per
unit area and noise-area product. This paper is devoted to an in-depth review of monolithic multi-axis
capacitive MEMS accelerometers, including a detailed analysis of recent advancements aimed at
solving their problems such as size, noise floor, cross-axis sensitivity, and process aware modeling.

Keywords: accelerometer; multi-axis sensing; capacitive transduction; inertial sensors; three-axis
accelerometer; micromachining; miniaturization

1. Introduction

An accelerometer is a mechanical sensor which measures various modes of accelerations whether
they are constant (gravity), time varying (vibrations), or quasi static (tilt). The miniaturization of these
sensors was triggered with the advent of microelectromechanical systems (MEMS) technology in the
late 1960s and early 1970s [1]. MEMS have had a great positive impact on growing the applications of
accelerometers to domains ranging from automotive to biomedical [2,3]. Apart from accelerometers,
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many sensors have used MEMS technology for miniaturization, including pressure sensors, gyroscopes,
micromirrors, and microphones [4].

To accurately determine the motion and position of an object in space, a microsystem must have
10 degrees of freedom (DOF) [5]. This condition can be fulfilled by using a combined system of
three-axis accelerometer (3 DOF), three-axis gyroscope (3 DOF), three-axis magnetometer (3 DOF),
and a barometer (1 DOF). Therefore, for a high precision inertial navigation system, an accelerometer
with three-axis sensing is desired. Most of the reported accelerometers are either single-axis or
two-axis and for sensing motion in three directions, assembling two or three of these accelerometers
is typically undertaken. The simplest assembly approach is orthogonal mounting and packaging of
three single-axis accelerometers. However, there are many drawbacks in such assembly, including
larger device footprint, higher packaging cost, and increased chances of misalignment errors [6,7].
These misalignment errors require corrections and compensations which further increases the cost.

Monolithic three-axis accelerometers seem to solve many of the issues related to expensive packaging,
misalignment errors, and size. There are several approaches for the monolithic implementation of a
three-axis accelerometer, including

1. Single chip integration of three proof masses, each sensing a particular axis.
2. Monolithic fabrication of two proof masses, one for in-plane sensing (X and Y) and the other for

out-of-plane sensing (Z-axis).
3. Single proof mass designed to sense all the three directions.

Monolithic three-axis accelerometers that are composed of multiple proof masses have been
reported since 1990s [8]. These devices have very low cross-axis sensitivity but suffer from high
Brownian noise and have relatively large form factor [8]. On the other hand, it has been found that
with the use of a single proof mass for three-axis sensing, a 50% reduction in the chip size can be
achieved [9,10]. Even though their Brownian noise is low, the single proof-mass accelerometers suffer
from very high cross-axis sensitivity. Moreover, complex innovative designs are needed for sensing
all the three directions with only a single proof mass. The main objective of the present paper is to
survey the reported monolithic multi-axis accelerometers and analyze in detail their structures and
key MEMS design decisions that have enabled them to overcome the reported sensing challenges.

2. Applications of Multi-Axis Accelerometers

Miniaturized multi-axis accelerometers are mainly used in inertial measurement units (IMUs),
along with gyroscopes and magnetometers for position and motion sensing. However, there use is
increasing in many consumer electronic applications. Accelerometers are incorporated in electronics
such as digital cameras, smart phones, notebooks, and video games. Apple iPhone 3G [11], Google
Nexus One [12], Nokia N97 [13], and Nintendo Wii [14], all had three-axis accelerometers. In the
current generation of these smart devices, the board size to mount the sensors is decreasing while
the number of mounted sensors is increasing. Therefore, it is necessary to constantly pursue research
for reducing the accelerometer footprint while enhancing its performance. In these smart gadgets,
the accelerometer performs various functions, including flipping the display according to changes
in gadget orientations, image stabilization while taking photos, better user experience while playing
video games, and detecting whether the gadget is at rest of under free fall. This feature of detecting free
fall is used to protect data in a notebook by quickly turning off the hard drive during accidental drops.

In industry, three-axis accelerometers are used for motion control, robot positioning, finding
incline angles of bulky structure, and vibration monitoring. In healthcare, they are used to monitor
fibrillation and arrhythmias during heart surgery. Heavy vehicles such as pickup trucks and sports
utility vehicles have a very high center of gravity making them more susceptible to rollover accidents.
Therefore, a three-axis accelerometer is used to detect rollovers and deploy side airbags. Some of the
advanced applications of multi-axis accelerometers include electronic stability control, automotive
headlight leveling and vehicle alarm.
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3. Accelerometer Operating Principle

An accelerometer can be modeled as a second order spring-mass-damper system (Figure 1).
When an acceleration (a) is applied to proof mass (m) suspended by springs with a spring constant (k),
and having a damping (b), then the force (Fapplied) acting on the proof mass is given by:

Fapplied = maapplied (1)

The force exerted by springs and damping in the system can be defined as:

Fspring = kx (2)

Fdamping = b
.
x (3)

Applying Newton’s second law which states that the algebraic sum of all the forces equals the
inertial force of the proof mass, we get:

Fapplied − Fspring − Fdamping = m
..
x (4)

m
..
x + b

.
x + kx = Fapplied = maapplied (5)

The transfer function H(s) of the system is given by:

ms2x(s) + bsx(s) + kx(s) = F(s) = ma(s) (6)

s2x(s) +
b
m

sx(s) +
k
m

x(s) =
F(s)

m
= a(s) (7)

H(s) =
x(s)
a(s)

=
1

s2 + b
m s + k

m
=

1
s2 + ω0

Q s + ω02 (8)

In Equation (8), ω0 is the resonance frequency and Q is the quality factor given by:

ω0 =
√

k/m (9)

Q =
mω0

b
(10)

Accelerometers work in the low frequency domain (ω � ω0) with their mechanical sensitivity
calculated by setting s = 0 in the transfer function H(s) to get

x
a

∼ m
k
=

1
ω02 (11)

Figure 1. Model of accelerometer.
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In order to have a large sensing bandwidth, we need a high resonant frequency which can be
achieved by reducing the size of the proof mass and increasing the stiffness of the springs. However,
this reduces the sensitivity of the device. Therefore, there is a tradeoff between the sensitivity
and bandwidth.

4. Specifications of Accelerometers

MEMS accelerometers are used for various kinds of applications and therefore their specifications
are application dependent. For example, in seismic measurements, accelerometers with an operation
range greater than ±0.1 g, frequency range of 0–1 Hz, and resolution less than 1 μg are required. On the
other hand, in shock or impact sensing, they require a range of 10,000 g, a resolution less than 1 g, and a
bandwidth of 50 kHz. In this section, we give a brief overview of the specifications of an accelerometer
and the design parameters on which they depend. Accelerometers are typically characterized by their
Brownian noise, sensitivity, frequency response, resolution, nonlinearity, range, cross-axis sensitivity,
and shock resistance.

4.1. Brownian Noise

One of the most important factor to be considered during the design is the Brownian noise.
It limits the minimum achievable resolution of an accelerometer. Brownian noise is given by:√

a2
n

Δ f
=

√
4KBTb

m
=

√
4KBTω

mQ
(12)

where

an = Brownian equivalent acceleration noise
Δ f = Bandwidth
KB = Boltzmann constant
T = Absolute temperature in Kelvin

From Equation (12), it is clear that lower noise can be achieved with larger proof mass and higher
quality factor. In a single proof-mass three-axis accelerometer, a relatively large proof mass is used to
sense acceleration in all the three directions. Therefore, it will have lesser noise compared to three-axis
accelerometer formed by the integration of three smaller one-axis accelerometers. The noise floor in the
later can also be reduced by increasing the individual size of each proof mass but this will drastically
increase the overall footprint.

4.2. Sensitivity

The sensitivity of an accelerometer is defined as the output voltage signal generated per unit
input acceleration in ‘g’. It is sometimes referred to as scale factor and denoted by ‘S’. The general
units are mV/g. For a triaxial accelerometer, the axial sensitivities are independent along the X, Y and
Z axes are denoted by XS, YS and ZS.

XS =
Output Volage generated (mV)

input acceleration along X − axis (g)
(13)

YS =
Output Volage generated (mV)

input acceleration along Y − axis (g)
(14)

ZS =
Output Volage generated (mV)

input acceleration along Z − axis (g)
(15)
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4.3. Cross-Axis Sensitivity

Cross-axis sensitivity is the output voltage generated due to an acceleration orthogonal to a
sensitive axis. Cross-axis sensitivity is generally expressed in percentage of the sensitivity i.e., ratio
of the measured voltage in the cross-axis direction to the measured voltage in the sensing axis. For a
tri-axial accelerometer, each axis has two cross-axis sensitivities. For example, in the case of X-direction
sensing axis, there is cross-axis sensitivity due to Y-axis acceleration (Xs)AY and Z-axis acceleration
(Xs)AZ.

(XS)AY =
Output Volage generated (mV)

input acceleration along Y − axis (g)
(16)

(XS)AZ =
Output Volage generated (mV)

input acceleration along Z − axis (g)
(17)

A three-axis single proof-mass accelerometer can move freely in the three directions and the
proof-mass displacement is directly proportional to the output voltage. It is therefore prone to high
cross-axis sensitivity. On the other hand, a single-axis accelerometer has high stiffness in the cross
direction and thus has very low cross-axis sensitivity. Therefore, the monolithic integration of multiple
proof masses has a similar advantage.

4.4. Dynamic Range and Nonlinearity

The dynamic range of the accelerometer is the maximum dynamic acceleration that can be
measured accurately. It is given in ‘±g’.

The output response of an ideal accelerometer is linear with the input acceleration.
The nonlinearity of the accelerometer, therefore, measures the deviation in the output signal with
respect to the ideal linear sensitivity behavior. It is expressed in terms of full-scale range as

% Non linearity =
Maximum deviation (g)

Full scale range (g)
× 100 (18)

4.5. Frequency Response and the Bandwidth

The frequency response gives the dependence of accelerometer sensitivity on frequency. It also
gives the amplitude and phase responses of the accelerometer. The sensitivity of an accelerometer
remains constant below the resonant frequency. The range of frequencies in which the sensitivity
remains constant within a tolerance band of ±3 dB is the 3 dB bandwidth of the accelerometer

5. Types of Accelerometers

Depending on the transduction mechanism employed to convert the proof-mass displacement
due to acceleration into a measurable signal, accelerometers can be classified as Piezoresistive [15],
Piezoelectric [16], capacitive, resonant [17], optical [18], thermal [19], and tunneling [20]. The advantages
and disadvantages of these transductions are explained in Figure 2.
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Figure 2. Advantages and disadvantages of various transduction schemes.

5.1. Capacitive Accelerometers

In capacitive accelerometers, the displacement in the proof mass due to acceleration is converted
to a proportional capacitance change, which is later converted and amplified into a voltage signal.
There are rotor electrode plates attached to the proof mass and stator electrode plates attached to the
substrate. The design of a capacitive accelerometer is accomplished so as to have a simultaneous
capacitance increase and decrease with the same acceleration with differential sensing traditionally
used for quantifying the acceleration. Differential sensing increases the sensitivity by a factor of 2.

In order to fabricate capacitive accelerometers, there are two basic processes: surface and bulk
micromachining. In surface micromachining, the accelerometer structure is fabricated on top of
the substrate [21,22]. This is done by using various film deposition techniques similar to that of
complementary metal-oxide-semiconductor (CMOS) fabrication. Therefore, the main advantage of
this method lies in excellent CMOS compatibility. In this process, the first step is to deposit and
pattern a sacrificial layer on the substrate, followed by the deposition and patterning of a structural
layer on top. The sacrificial layer is subsequently etched, releasing a suspended mechanical structure.
The devices fabricated using surface-micromachining suffers from high noise due to the thin structural
layer thickness, and high internal stresses.

In contrast, bulk-micromachining uses etching of the bulk silicon substrate to create a suspended
structure within the wafer [23]. The etching can be done using either wet (isotropic/anisotropic) or dry
etching techniques. In isotropic etching, the etch rate is the same in all directions while in anisotropic
etching the rate differs according to crystal orientation. For high aspect ratio structures, reactive ion
etching (RIE) or deep reactive ion etching (DRIE) techniques are used. The structures realized using
the bulk micromachining process have the advantages of low noise due to thick structures and good
stability but have the drawbacks of higher cost and complex fabrication.
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Apart from these two basic fabrication processes, there are new fabrication techniques that
are meant to overcome the various drawbacks. Some of them utilize advantages of both surface
and bulk micromachining while others use nonstandard methods for surface micromachining such
as electroplating through resist molds [24]. Electroplating mitigates the disadvantage of surface
micromachining by increasing the thickness of the structure. There are also reported developments
for monolithically fabricating a three-axis accelerometer, a three-axis gyroscope, and a three-axis
magnetometer in a single chip [25,26].

5.1.1. In-Plane Capacitive Accelerometers

The in-plane acceleration (X-axis, Y-axis or both) is generally sensed using multiple comb
electrodes attached to the proof mass (rotors) and combs fixed to the substrate (stators). Since the
capacitance is directly proportional to overlap area between the combs and inversely proportional
to finger gap, the accelerometer can be designed to generate capacitance change with acceleration
in either of two ways i.e., change in the overlap area between combs (Area Change) [27] or change
in the gap between rotor and stator combs (Gap Closing). In the first approach, the capacitance
changes linearly with the displacement. However, it results in a very small fractional change in
capacitance. This approach is not used very often because of its low sensitivity. Figure 3a shows a
block diagram of the area changeable accelerometer. With the application of an external acceleration,
the proof mass is displaced, causing capacitance change in the right and left-hand side combs. On one
side, the capacitance ‘C1’ increases while on the other, capacitance ‘C2’ decreases under the same
acceleration. The stator fingers are excited with a differential voltage (opposite polarity) to produce an
output signal which is proportional to the capacitance difference (C1–C2).

The second approach, which is based on the change in the gap spacing between the two
plates [28,29], creates a relatively larger change in capacitance. Hence it is easier to sense but its
response is nonlinear. In this case, the capacitance change is inversely proportional to the square of
the finger gap, thus causing a large capacitance change with acceleration. The nonlinearity can be
reduced if the displacement is made very small compared with the gap spacing. Linear output also
simplifies the implementation of the readout circuit. Figure 3b shows the implementation of a gap
change accelerometer. The configuration is differential. Figure 3c shows the equivalent circuit diagram,
which is common for gap and area changeable accelerometers.

 
(a) 

Figure 3. Cont.
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(b) (c) 

Figure 3. Sensing scheme of (a) area change accelerometer (b) gap change accelerometer (c) equivalent
circuit.

There is also room for further improvement in gap-change accelerometers using interdigitated
fingers [30,31]. Figure 4a illustrates the block diagram of a gap-change accelerometer using
inter-digitated fingers. The fabrication of interdigitated fingers is complex because it requires isolation
between the top and bottom stator electrodes and wiring resources to connect electrode contacts.
All the top stator fingers are wired together (red fingers) to form a single capacitance plate. Similarly,
all the bottom fingers are wired together (green fingers) to form another single capacitance plate. This is
done so as to form a fully differential capacitive bridge (Figure 4b) in order to improve sensitivity and
for canceling the offsets.

  
(a) (b) 

Figure 4. Sensing scheme of (a) gap changeable fully differential accelerometer (b) equivalent circuit.

The working of two-axis, in-plane accelerometer with a single proof mass is similar to one-axis
accelerometer. However, the suspension system is designed to facilitate the displacement in the X- as
well as Y-direction while having dedicated combs to sense both in-plane accelerations. Due to this,
there is high cross-axis sensitivity along the X- and Y-axis. However, new methodologies are currently
being developed to overcome this challenge [32]. As with the one-axis accelerometers, the 2-axis
accelerometers can be area-change, gap-change, partially differential or fully differential. Figure 5
shows a sample of 2-axis accelerometer [33]. It is a gap change differential accelerometer. The Y-axis
acceleration creates a gap change and therefore a capacitance changes in the Y-axis combs while the
X-axis acceleration creates capacitance change in the X-axis combs. Voltages in the X- and Y-axis comb
electrodes are modulated with different frequencies and demodulated at the output to measure the
in-plane acceleration.
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Figure 5. Dual axis gap change differential accelerometer.

5.1.2. Z-Axis Capacitive Accelerometers

For sensing out-of-plane acceleration, the arrangement of a large single-stator electrode separated
from the proof mass by narrow air gaps is generally used. Here, the entire proof mass acts as a
rotor electrode. This stator and rotor pair acts as a parallel plate capacitor creating a capacitance
change with out-of-plane displacement under applied acceleration. However, this arrangement is
non-differential. In order to create a differential capacitance, two electrode plates are used [34–36].
Figure 6a shows such an arrangement with the proof-mass suspended between the top and bottom
stator plates. When acceleration is applied, one stator gap decreases, thus increasing capacitance
C+ while the other stator gap increases, thus decreasing capacitance C−. It is also possible to create
differential capacitance changes with a single electrode plate. Figure 6b demonstrates a torsional Z-axis
accelerometer with a single electrode plate. Here torsional springs are used to displace a non-uniform
proof mass, that is, a proof mass with a nonuniform mass distribution creating a heavy side and a light
side. Such non-uniform mass distribution is typically achieved by a non-uniform perforation of the
proof mass using etching techniques (Figure 7). The Z-axis acceleration creates a torsional see-saw
motion that results in a differential capacitance change [37,38].

 
(a) (b) 

Figure 6. Sensing scheme of (a) vertical Z-axis accelerometer (b) torsional Z-axis accelerometer.
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Figure 7. Layout of a torsional Z-axis accelerometer [31].

6. Development of Monolithic Multi-Axis Capacitive Accelerometers

6.1. Multiple Proof-Mass Monolithic Integrated Accelerometers

Table 1 summarizes the performance of tri-axial multiple proof-mass accelerometers.
One of the simplest methods to design a three-axis accelerometer is to fabricate three individual

accelerometers monolithically on a single chip. One of the earlier designs using this method was
reported by M. Lemkin and B.E. Boser in 1999 [8]. The device consists of three individual proof
masses, each measuring acceleration in a particular direction, fabricated using surface micromachining.
The configuration used is differential (half-bridge). The X-direction (and Y-direction) sensing
proof-mass uses comb fingers while for Z-axis sensing, a reference structure is attached to the substrate.
The overall die size is 4 mm × 4 mm, including the readout electronics. The three individual proof
masses are designed to be very small which resulted in high Brownian noise. One main advantage of
Lemkin-and-Boser design is the use of a sigma-delta (ΣΔ) Modulated force-feedback loop to provide
the output in digital form. In order to stabilize the proof mass after acceleration, a control signal in a
negative feedback loop is used. Thus, through the control and stabilization of deflections, measurement
nonlinearities are minimized. This is because feedback control extends the bandwidth of the sensor
beyond its natural frequency. However, this design is not suitable for high ‘g’ applications. Since in
high ‘g’, the force generated is not sufficient to bring the proof mass back into equilibrium.

In the same year, Y. Matsumoto and his collaborators demonstrated an accelerometer using
an SOI fabrication process [39]. The double challenge they addressed is that of after-rinse stiction
during the fabrication process and in-use stiction during operation whether it is due to high ‘g’ shock
accelerations or high bias electrostatic forces due to applied voltages at the stators. Stiction is caused
when rotor plates come in contact with the stator plates, resulting in output saturation and possibly
permanent failure. In [39], the authors added a photoresist-buried plug and a side stopper, which
removes ‘after-rinse stiction’ resulting in a more than 90% manufacturing yield. A fluorocarbon film
with plasma polymerization has been used to prevent in-use stiction [40].

S. Butefisch et al. reported a three-axis bulk micromachined accelerometer (four prototypes) with
four proof masses oriented orthogonal to each other [41]. Among these designs, one has the proof mass
suspended by a single beam while in other a modified proof mass (triangular shape) is suspended
with stiffer suspension (double beam). The latter design is of higher quality due to low cross-axis
effects. The remaining two designs are improvements of the single-beam and double-beam designs.
Three proof masses, each rotated by 90◦ in the wafer plane, were sufficient to detect acceleration in all
directions, making the forth one redundant. Most probably the fourth proof mass is used to make the
design more symmetric. Each proof mass measures (length × width × height) 1000 μm × 1000 μm
× 300 μm, making the overall die size without the readout circuits 9000 μm × 9000 μm × 1300 μm.
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Some compensation schemes are used to reduce the size but still the device footprint is quite large.
As the size of an individual proof mass is large, the device sensitivity is high at about 210 mV/g and
990 mV/g for a single beam and a double beam, respectively. Other exemplary designs using four
proof masses are reported in [42,43] where a more compact accelerometer (2.5 mm × 2.0 mm × 6 μm)
with highly symmetric sensitivity is proposed. This was at the expense of a maximum sensitivity of
1.51 fF/g, which is very low.

A low-noise three-axis accelerometer integrating three individual proof masses was reported
in [44]. The fabrication was based on both bulk and surface micromachining. By using this process,
the authors of [44] were able to fabricate a thick device (475 μm) with narrow sense gap (<1.5 μm).
Due to the thick structural layer and large device size, the total measured noise floor was 1.6 μg/

√
Hz

for the X- and Y-direction and 1.08 μg/
√

Hz for Z-direction. The work of [44] is an integration of the
authors’ previously reported in-plane accelerometer [45] and out-of-plane accelerometer [46].

In 2013, Y.C. Liu et al. have demonstrated monolithic three-axis accelerometer with multiplexed
read-out circuit [47]. Due to the tight integration, the authors were able to achieve a smaller chip
size. Prior to their three-axis accelerometer chip, the three-axis readout circuitry consisted of three
different circuits, each connected to a proof-mass for one-axis sensing. This triplication of readout
circuits results in an increase of not only the overall footprint but also of the power consumption.
The in-plane acceleration is detected by comb fingers and the out-of-plane acceleration is detected
using top and bottom electrode plates. The wiring is done to implement fully differential configuration
which enhances the signal-to-noise ratio (SNR).

A sandwich three-axis bulk-micromachined accelerometer with three individual proof masses
is proposed by S. Tez and T. Akin [48,49]. The design consists of comb fingers proof masses for
in-plane sensing and electrode plates (top and bottom) for Z-axis sensing. The overall die size is
12 mm × 7 mm × 1 mm and the structural thickness of the device is 35 μm. The main focus of [48,49]
is to reduce the cross-axis sensitivity and achieve low noise in a reasonable measurement range.
A Double-Glass, Modified Silicon-on-Glass (DGM-SOG) process is used for fabrication. Due to
the multiple stacking of glass-silicon-glass, individual in-plane and out-of-plane proof–masses are
implemented. The top glass layer also acts as top electrode for the Z-axis proof mass. The same
authors proposed a similar sandwiched, three-axis accelerometer [50] where the Z-axis proof mass
(2 mm × 2 mm) and its electrode area are perforated to reduce damping. Again, three individual proof
masses are used to sense acceleration in three directions. The lateral accelerometer has combs attached
to its proof mass for in-plane sensing. Two such proof-masses (2.7 mm × 4.2 mm) are used that are
oriented orthogonally to each other.
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6.2. Single-Proof-Mass 3-Axial Accelerometers

Table 2 summarizes the design characteristics of all the single proof-mass accelerometers surveyed
in this section.

One of the earliest demonstrations of using a single proof mass for three-axis sensing was
performed by T. Mineta et al. [51]. The structure utilizes a bulk-micromachined, Glass-Silicon-Glass
process with a sensor made of a Pyrex glass plate. The sensor has no comb fingers and only electrode
plates are used for sensing both in-plane and out-of-plane acceleration. The X and Y direction
acceleration cause tilting in the proof mass and the capacitance is changed with respect to the fixed
electrode plates. In turn, the Z-axis acceleration causes a parallel shift. The overall chip size was
10 mm × 10 mm × 1 mm with the best achieved sensitivity being 40 mV/g. This is likely due to due
to the low performance of the readout circuit. Furthermore, the cross-axis sensitivity is as high as 10%.

A surface-micromachined, single, proof-mass three-axis accelerometer with integrated electronics
is reported by Lemkin and Boser [10]. The thickness of the device is 2.3 μm. It uses comb fingers
for in-plane acceleration detection and one bottom electrode plate for Z-axis acceleration sensing.
Comb fingers are laid in the common centroid geometry, which causes off-axis acceleration to be
rejected as a common-mode, first-order signal. Furthermore, quad symmetry of the proof mass around
the Z-axis is adopted to minimize cross-axis sensitivity. The design has equal compliance in the three
directions with almost equal resonant frequencies. The proof mass size is 500 μm × 500 μm. The chip
consists of three separate readout circuits for X-, Y- and Z-axis, yielding an overall size of 4 mm × 4 mm.
In order to have high performance, the operation is closed loop, i.e., there are three individuals ΣΔ
feedback loops with three readout circuits designed for the three proof masses. The results indicate a
sensitivity of 0.24 fF/g for in-plane motion and 0.82 fF/g for out-of the plane motion with the maximum
noise floor being 0.76 mg/

√
Hz. The maximum cross-axis sensitivity is only 1.58% (as inferred from [10]).

Due to the use of very small proof masses the device suffers from poor sensitivity and high noise.
A theoretically zero-cross-axis sensitive, single proof-mass, bulk-micromachined three-axis

accelerometer is reported by Li et al. [52]. This is accomplished by using a highly symmetrical quad
beam structure. There are no comb fingers in the design, and all the three-axis sensing is implemented
by placing electrode plates on the top of the proof mass. The acceleration in the Z-direction causes
the proof mass to move in the Z-axis while X-directional acceleration causes a rotation around the
Y-axis and translation along the X-axis. The capacitances are changed with respect to fixed electrode
plates placed on the top. The proof mass measures 1.8 mm × 1.8 mm in size with a structural thickness
of 0.4 mm. The theoretical sensitivity is around 6–8 fF/g, which corresponds to 30–37 mV/g of
measurements. The maximum cross-axis sensitivity was found to be less than 5%.

In 2003, H. Xie et al. have proposed a very compact, monolithically integrated three-axis
accelerometer with a readout circuit [53]. The design consists of a large outer proof-mass in which the
Z-axis proof -mass is embedded. The comb fingers are placed all around the proof mass for in-plane
sensing but inside the proof mass for Z-axis sensing. The sensor uses the side-wall capacitance of the
comb fingers to detect three-axis acceleration. In order to create a side-wall capacitance, three metal
lines are used and are interconnected to form fully differential bridge configuration. The design uses
a single crystalline silicon (SCS) CMOS-MEMS process for to achieve high resolution with a small
size. The overall die measures only 1 mm × 1 mm and is able to calculate a very low-noise floor of
only 50 μg/

√
Hz. However, the design uses Al/SiO2 thin film spring beams for suspending the Z-axis

proof-mass, thus making it more sensitive to temperature. Furthermore, the etching steps to create
electrical isolation introduce undercuts on the sensing combs. In a MEMS accelerometer, the undercut
problem is quite common and may be due to a variety of reasons [54]. This causes the capacitive gaps
to increase between the rotor and stator combs.

H. Qu et al. have addressed the undercut and thermal sensitivity problems and reported their
findings in [55]. They have used the same SCS-based CMOS-MEMS process as above. In order to avoid
undercuts they have sacrificed one interconnect layer. The design consists of crab-leg suspended outer
proof-mass for lateral sensing with an unbalanced proof-mass embedded inside it and suspended
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using a torsional spring. Again, capacitive combs wired to form a side-wall capacitance are used in
a fully differential configuration. The design has nonetheless suffered undesirable undercuts due
to overheating. The same authors have further addressed these issues and reported on their results
in [56] where they have demonstrated a much more robust three-axis accelerometer with a readout
circuit. In particular, they have used the same SCS CMOS-MEMS process and mitigated the above
problems by improving the DRIE post-processing. The design was also identical with some changes in
the parameters (spring length, proof-mass area...).

In 2009, Analog Devices reported a very low-cost three-axis accelerometer for consumer
electronics [57]. The proposed method to reduce the cost was to use a single proof-mass accelerometer
for the three-axis sensing. Also, a two-chip solution was chosen in which instead of monolithically
integrating the accelerometer with readout circuit, separate chips for MEMS and electronics were used.
The Analog Devices accelerometer was known as ADXL335. For fabricating this MEMS sensor, a new
process was developed based on surface micromachining. From comprehending the chip micrograph,
it can be concluded that comb fingers are used for in-plane sensing. For Z-axis sensing, the proof mass
acts as one electrode plate, which changes the capacitance with respect to a reference electrode plate,
making Z-axis sensing not fully differential. In an overall chip size of 4 mm × 4 mm × 1.45 mm, the
device achieved a scale factor of 300 mV/g with a noise-limited resolution of 150 μg/

√
Hz.

An implementation of a novel single proof-mass three-axis accelerometer was reported by C.M.
Sun et al. [58]. In their approach, one proof mass (Z-axis) and two supporting frames (X- and Y-axis)
are used. There are an inner proof mass for Z-axis sensing, intermediate frame for Y-axis sensing and
outer frame for X-axis sensing. The inner proof mass is connected to the Y-axis frame using V-shaped
springs. The Y-axis frame is connected to the X-axis frame using serpentine springs, and the X-axis
frame is connected to the substrate using the same type of serpentine springs. These two sets of
springs are flexible only in one direction to reduce cross-axis sensitivity. Similarly, the V-shaped Z-axis
springs contribute to the reduction of cross-axis sensitivity. There are three sets of comb fingers that
are micromachined on the X-, Y-, and Z-proof masses. The intermediate proof mass acts as an outer
frame for the inner proof mass, and the X-axis proof mass acts as an outer frame for intermediate proof
mass. The entire sensing is through gap-change comb fingers with no electrode plates being used.
The Z-proof mass is designed to move in an out-of-plane direction with Z-axis acceleration causing
a capacitance change in the comb fingers. Theoretically, any other acceleration (X- or Y-axis) causes
no capacitance change in the Z-electrode combs and therefore no cross-axis sensitivity. The same
applies for the in-plane motion of the inner and outer frames. The overall chip size along with
the readout circuit is 1.78 × 1.38 mm2. In the acceleration range of 0.8–6 g, the results indicate a
sensitivity of 0.53 mV/g, 0.28 mV/g and 0.2 mV/g for the X-, Y- and Z-axis respectively. The cross-axis
sensitivity ranges from 1–8.3% and the nonlinearity is between 2.5% and 3.5% for all the three axes.
The Z-axis proof mass is the smallest causing a high noise floor of 357 mg/

√
Hz, followed by the Y-axis

(271 mg/
√

Hz) and the X-axis (120 mg/
√

Hz).
A compact three-axis accelerometer with very low cross-axis sensitivity was reported by Y.W. Hsu

et al. in [59]. Three spring-mass systems were integrated into one structure using linkage springs with
an overall foot-print of 1.3 × 1.28 mm2. Silicon-On-Glass (SOG) bulk micromachining was used to
fabricate the sensor. An inner proof mass is used for the Y-direction, an intermediate proof mass for the
X-direction, and outer proof mass for the Z-direction. The in-plane sensing is done using comb fingers
while for the out-of-plane Z-axis sensing, two electrode plates are used. With the Z-axis acceleration,
the out-of-balance proof mass undergoes a torsional movement that generates a capacitive difference
with respect to reference plates. The device is symmetric and has a sensitivity of 1.4442 V/g, 1.241 V/g,
and 1.434 V/g in X-, Y-. and Z-direction, respectively. The noise floor and cross-axis sensitivity for the
in-plane X- and Y-direction are 138 μg/

√
Hz (0.28%) and 159 μg/

√
Hz (0.7%), respectively, while for

the Z-direction, the noise floor is 49 μg/
√

Hz (0.54%). The accelerometer is packaged with readout
circuits and measures 4 mm × 4 mm × 1.2 mm. This design has achieved excellent performance
figures that are attributed to the DRIE process with high aspect ratio and a highly symmetric design.
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A very compact three-axis accelerometer (400 μm × 400 μm) was reported by M.H. Tsai et al. [60].
In this design, gap-change comb fingers are used to sense acceleration is each of the three directions.
The comb fingers are distributed not only along the length and width of the proof mass but also
along its thickness. This arrangement offers a larger number of fingers in a small space with the
vertical fingers drastically improving sensitivity in the Z-direction. Further, the process is rich in
interconnect resources that are used to connect the fingers in an interdigitated fashion in order to create
fully differential configurations for all the three directions. The sensitivity is close to 15 mV/g, which
corresponds to a capacitance change of approximately 2.6 fF/g. The noise floor is 2.1 mg/

√
Hz and

the maximum cross-axis sensitivity is less than 6.6%.
A novel three-axis polysilicon rib proof-mass accelerometer was proposed by S-C Lo et al. [61].

The design is implemented using two poly-Si trench refill processes, which provides comb electrodes
with high aspect ratio, thus increasing the sensing capacitance by 30 folds. For sensing in-plane
acceleration, gap-change comb fingers are used, while for out-of-plane sensing, gap-change plate
electrodes are used. The sensing is differential in all three directions. For Z-axis sensing, a novel
method is implemented which uses movable and fixed lower and upper electrodes.

A three-axis accelerometer specifically designed for an inertial measurement unit (IMU) was
reported by D.E. Serrano et al. [62]. In their design, a three-axis pendulum accelerometer is proposed
to operate in vacuum. The rationale of this proposal is based on the fact that the IMU gyroscope must
be packaged under vacuum, and so the integrated accelerometer itself can be packaged under the
same condition. The sensor is designed for the quasi-static domain which requires high damping.
This is achieved by increasing the squeeze-film damping through the reduction of the comb finger
gaps. The design consists of a pendulum-like structure composed of a 450 μm × 450 μm × 40 μm
single-crystal silicon proof mass anchored to the substrate by a cross-shaped polysilicon spring.
This type of structure is said to be effective in reducing the footprint. The tethers that compose the
spring are attached to the mass using a self-aligned process that prevents offsets in the center-of-mass.
Such offsets are strong contributors to cross-axis sensitivity. Four pick-off electrodes placed on the top
of the moving structure are multiplexed to read out changes in capacitance generated by the X-, Y- and
Z-axis components. In the presence of acceleration along the X-axis, the tethers act as torsional springs,
allowing the mass to tilt. This causes a differential change in capacitance.

6.3. Comparison of Single-Proof-Mass and Multiple-Proof-Mass Accelerometers

The performance of accelerometers generally scales with device size. The larger devices have
higher sensitivity and lower noise floor. Therefore, in order to effectively compare accelerometers,
we use normalized metrics such as sensitivity per unit area and noise-area product. For top performing
sensors, the value of sensitivity per unit area should be high while the value of the noise-area product
should be low. Some accelerometers have different sensitivities and noise figures along different axes.
Since we are comparing three-axis accelerometers we will consider the lowest sensitivity and highest
noise floor reported. The sensitivity is either expressed in fF/g or mV/g. For most of the devices,
the datasheet sensitivity is given in mV/g. The mV/g gain of the off-the-shelf readout circuit MS3110
IC is used to convert the capacitive sensitivity (fF/g) into output voltage sensitivity (mV/g) for the
accelerometers where voltage sensitivity (mV/g) is not reported. The output voltage of MS3110 IC is
given by:

Vout = Gain ∗ V2PS ∗ 1.14 ∗ ΔC
CF

+ Vre f

where

Gain = 2 or 4 (we will take 2 for our calculation)
V2PS = 2.25
ΔC = Capacitive Sensitivity in fF/g
CF = 1.5 pF
Vre f = 0.5 or 2.25 (this is an offset that we will ignore in our comparisons)
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Table 3 gives a comparison overview of various single proof-mass and multiple-proof-mass
accelerometers. For a single-axis accelerometer, Chae et al. [44] has the highest sensitivity per unit area
and lowest noise-area product. This was made possible by fabricating devices using a process that
uses both surface and bulk micromachining techniques. The next best performance is demonstrated by
the device reported in [47]. It has used a multiplexed readout circuit for reducing the overall footprint.

In the case of single proof-mass accelerometers, Tsai et al. [60] has maximum sensitivity per unit
area while [62] has a minimum noise area product. The accelerometer of [61] uses a novel method
to fabricate comb fingers in the thickness direction, which improves Z-axis sensitivity. The vacuum
packaging in the case of [62] has helped the device to achieve a minimum noise-area product. The main
problem which is faced by most single-proof mass accelerometers is with respect to Z-axis sensing.
The overall performance is slightly lower than expected due to low sensitivity and high noise for
Z-direction sensing.

Table 3. Comparison of accelerometers.

Multiple Proof-Mass Accelerometers Single Proof-Mass Accelerometers

Ref Year
Sensitivity/Area

(mV/mm2)
Noise ×Area

(μg mm2/
√

Hz)
Ref Year

Sensitivity/Area
(mV/mm2)

Noise ×Area
(μg mm2/

√
Hz)

[8] 1999 - 15,840 [10] 1997 0.0513 12,160
[39] 1999 3.42 - [52] 2001 9.259 -
[41] 2000 2.59 - [53] 2003 - 50
[43] 2005 0.56 - [56] 2008 20 1760
[44] 2005 157 100 [57] 2009 18 4800
[47] 2013 21.35 2553 [58] 2010 0.06 1,131,118
[49] 2015 - 1058 [59] 2010 0.745 264
[50] 2016 0.381 1008 [60] 2012 91.25 336

- - - - [61] 2013 1.204 -
- - - - [62] 2014 24 6

7. Conclusions

In this paper, we have given an overview of monolithic, multi-axis accelerometers. We have
discussed various challenges associated with multi-axis sensor design and fabrication and have
provided an overview of accelerometer principles, with focus on the design options of the proof
mass, sensing comb elements, fabrication process, and read out circuitry. Research on monolithic
three-axis accelerometer has been on-going since 1996, and one can observe significant progress has
been achieved. From MEMS accelerometers with large footprint, nonlinear, high-noise, and high
cross-axis sensitivity devices, the technology has evolved into devices that are compact, highly linear,
with high sensitivity, low cross-axis sensitivity, and low μg resolution.

Our literature survey has shown that the majority of accelerometers which use a single proof
mass for sensing three-axis acceleration are of very small footprint and are low cost. Unfortunately,
with small size come undesirable effects such as undercut of comb fingers during electrical routing.
However, such effects along with nonlinearity, high cross-axis sensitivity, and noise may be solved
with various innovative techniques already proven to be effective. Maintaining device symmetry was
one of the targets for most of the reported devices to reduce off-axis sensitivity. In addition, to this,
the concept of embedding the Z-axis proof mass in an XY-sensing frame was found to be widely used.
This type of interconnected structures is structurally simpler in terms of suspension design and reduces
the overall complexity. However, the use of small Z-axis proof mass increases the Brownian noise in
the out-of-plane direction, thus lowering overall performance metrics.

On the other end of the design spectrum, the majority of multiple proof-mass, monolithic
accelerometers with large device footprints have superior sensitivity, linearity, and noise floor. The main
problem with multiple proof-mass designs is the large size required to obtain good performance.
Conversely, most devices with small footprint suffer from poor sensitivity and high noise floor.

Funding: This work was funded by the Mubadala Development Company, Abu Dhabi, UAE, the Economic
Development Board, Singapore, and GLOBALFOUNDRIES, Singapore, under the framework of the Twinlab

60



Micromachines 2018, 9, 602

project with participation of A*STAR Institute of Microelectronics (IME), Singapore, Khalifa University, Abu Dhabi,
UAE, and GLOBALFOUNDRIES, Singapore.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Volant Technologies Web Site—Accelerometer and Pressure Sensor MEMS History. Available online:
http://terahz.org/_html/22SensorChronology.html (accessed on 1 August 2018).

2. Luczak, S.; Oleksiuk, W.; Bodnicki, M. Sensing tilt with MEMS accelerometers. IEEE Sens. J. 2006,
6, 1669–1675. [CrossRef]

3. Perez, R.; Costa, Ú.; Torrent, M.; Solana, J.; Opisso, E.; Caceres, C.; Tormos, J.M.; Medina, J.; Gómez, E.J. Upper
Limb Portable Motion Analysis System Based on Inertial Technology for Neurorehabilitation Purposes.
Sensors 2010, 10, 10733–10751. [CrossRef] [PubMed]

4. Qu, H. CMOS MEMS Fabrication Technologies and Devices. Micromachines 2016, 7, 14. [CrossRef] [PubMed]
5. Ayazi, F. Multi-DOF Inertial MEMS: From Gaming to Dead Reckoning. In Proceedings of the 16th

International Solid-State Sensors, Actuators and Microsystems Conference (Transducers), Beijing, China,
5–9 June 2011.

6. Honeywell. ASA7000, Micromachined Accelerometer, Data Sheet; Honeywell: Morris Plains, NJ, USA, 2001.
7. I. O. Inc. Si-FlexTM SF3000L Low-Noise Tri-Axial Accelerometer; I. O. Inc.: Palm Bay, FL, USA, 2004.
8. Lemkin, M.; Boser, B.E. A three-axis micromachined accelerometer with a CMOS position-sense interface

and digital offset-trim electronics. IEEE J. Solid-State Circuits 1999, 34, 456–468. [CrossRef]
9. Lemkin, M.A.; Ortiz, M.A.; Wongkomet, N.; Boser, B.E.; Smith, J.H. A 3-Axis Surface Micromachined ΣΔ

Accelerometer. In Proceedings of the 1997 IEEE International Solids-State Circuits Conference, San Francisco,
CA, USA, 8 February 1997.

10. Lemkin, M.A.; Boser, B.E.; Auslander, D.; Smith, J.H. A 3-axis force balanced accelerometer using a single
proof-mass. In Proceedings of the International Conference on Solid State Sensors and Actuators Conference,
Chicago, IL, USA, 19 June 1997.

11. “One-Third of Mobile Phones to Use Accelerometers by 2010, Spurred by iPhone and Palm Pre,” News,
iSupply Corp., El Segundo, CA, USA. Available online: http://www.isuppli.com/News/Pages/One-T
hird-of-Mobile-Phonesto-Use-Accelerometers-by-2010-Spurred-by-iPhone-and-Palm-Pre.aspx (accessed on
20 June 2010).

12. “Nexus One the Google Phone Is Coming,” Article, Examiner.com, Denver, CO, USA. Available online:
http://www.examiner.com/x-33316-Boulder-Technology-Examinery2009m12d15-Nexus-OneThe-Googl

e-Phone-is-coming (accessed on 20 June 2010).
13. “Nokia beats Apple to Compass-in-Phone,” Article, MEMS Industry Group, Pittsburgh, PA, USA. Available

online: http://memsblog.wordpress.com/2009/12/03/nokia-beats-apple-to-compassin-phone/ (accessed
on 20 June 2010).

14. “Analog Devices and Nintendo Collaboration Drives Video Game Innovation with iMEMS Motion Signal
Processing Technology,” Press Release, Analog Devices, Inc., Nordwood, MA, USA. Available online:
http://www.analog.com/en/pressrelease/May092006ADINintendoCollaboration/press.html (accessed
on 20 June 2010).

15. Yazdi, N.; Ayazi, F.; Najafi, K. Micromachined Inertial Sensors. Proc. IEEE 1998, 86, 1640–1659. [CrossRef]
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Abstract: The delaying mechanism is an important part of micro-electro-mechanical systems
(MEMS) devices. However, very few mechanical delaying mechanisms are available. In this
paper, an elastic-beam delaying mechanism has been proposed innovatively through establishing
a three-dimensional model of an elastic-beam delay mechanism, establishing the force and the
parameters of an elastic-beam delay mechanism, deriving the mathematical model according to the
rigid dynamic mechanics theory, establishing the finite element model by using Ls-dyna solver of the
Ansys software, and carrying out the centrifugal test. Simulation and test results match theoretical
results quite well. It is believed that the elastic-beam delaying mechanism is quite effective and useful
to slow the speed of the movable part in MEMS devices.

Keywords: micro-electro-mechanical systems (MEMS); delaying mechanism; safety and arming system

1. Introduction

The function of the delaying mechanism is to delay the appropriate time to ensure that the
mechanism completes the corresponding action. The traditional delaying mechanism mainly includes
the non-returning clock mechanism, the gas or liquid damping mechanism, the quasi-fluid mechanism,
and so on [1,2].

Micro-electro-mechanical systems (MEMS) are a relatively new and fast-growing field in
microelectronics. Micro-electro-mechanical systems are commonly used as actuators, sensors, and radio
frequency and microfluidic components, as well as bio-composites, with a wide variety of applications
in health care, automotive, and military industries. It is expected that the market for MEMS will grow
to over $30 B by 2050 [3–7].

With the rapid development of MEMS technology, the demand for miniaturization of delaying
mechanisms has become more urgent. At present, there are a large number of MEMS delaying
mechanism research, which are mainly divided into two categories. One category is the delaying
mechanism based on electricity [8–16], which has high-control precision; Dalian University of
Technology in China has studied the v-shaped micro-electric-thermal delaying mechanism based
on MEMS technology [8], and the university of Toulouse in France has studied MEMS electro-powder
delaying mechanism [9]. The other category is the mechanical delaying mechanism [17]; KAMAN
INC. of the United States demonstrated a MEMS mechanical delaying mechanism and its delay action
does not require electronic control, and it is free from electromagnetic interference and high reliability,
and it is particularly suitable for battlefield use in complex electromagnetic environments.

Micromachines 2018, 9, 567; doi:10.3390/mi9110567 www.mdpi.com/journal/micromachines64
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In this paper, the MEMS Safety and Arming (S&A) system used in small-caliber ammunition
is proposed innovatively, and the concrete structure as shown in Figure 1. The size of the MEMS
S&A system is 10 mm × 13 mm × 0.5 mm. The MEMS S&A system is composed of threshold-value
judging mechanism, lock-releasing mechanism, elastic-beam delaying mechanism, centrifugal lock,
setback lock, sub-centrifugal slider, and main centrifugal slider. It has two functions [18–28]: one
function is that after the ammunition goes out of the antiaircraft gun, it needs a certain time delay
to ensure that the main centrifugal slider does not move to the designated position, so as to ensure
that the ammunition does not explode at the muzzle or launch area, which can guarantee the safety
of the ammunition. The other function is that when ammunition arrives at the designated area,
it needs the main centrifugal slider to move to the designated position to ensure the reliable function
of ammunition. The elastic-beam delaying mechanism plays an important role in ensuring the safety
of ammunition. Figure 2 shows that the elastic-beam delaying mechanism is composed of baseplate,
centrifugal slider, passive tooth, active tooth, and threshold elastic beam, which can slow the speed of
the movable part to ensure a proper delay time and guarantee the safety of the ammunition.

 

Figure 1. The mechanical MEMS S&A system.

Figure 2. The elastic-beam delaying mechanism.

2. Model and Theoretical Analysis

2.1. Model

The center of gravity, rotation center, and stroke of the sub-centrifugal slider are shown in Figure 3.
The parameters of elastic-beam delaying mechanism are shown in Figure 4. The force of elastic-beam
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delaying mechanism are shown in Figure 5. Based on Figure 4, the main variables are parameterized,
shown as Table 1.

Figure 3. The center of gravity, rotation center, and stroke of the centrifugal slider.

Figure 4. The parameters of elastic-beam delaying mechanism.

 
(a) (b) 

Figure 5. The force of elastic-beam delaying mechanism: (a) overall view, (b) decomposition view.
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Table 1. The parameters of elastic-beam delaying mechanism.

Number 1 2 3 4 5

Width of the elastic-beam B/mm 0.1 0.08 0.1 0.1 0.1
Angle of active tooth α/◦ 90 90 70 90 90

Length of the elastic-beam L/mm 1.2 1.2 1.2 2.4 1.4
Gap between active and tooth and passive tooth E/mm 0.03 0.03 0.02 0.03 0.03

Number of the active tooth 2 1
Distance between two adjacent active teeth L′/mm 0.4 -

Distance between two adjacent passive teeth L”/mm 0.4

2.2. Force Analysis

We have some hypotheses:

• Neglecting the factors such as friction and air resistance;
• The process of active tooth contact passive tooth movement is from uniform acceleration to

uniform deceleration.

According to the Figures 4 and 5, we can get the centrifugal force of centrifugal slider

F = mrω2 = mr(
2πn
60

)
2

(1)

where, m is the mass of centrifugal slider; r is the eccentricity of centrifugal slider; n is the rotating
speed of projectile.

According to the Figures 4 and 5b, we can get{
Fx

′ = FN
′ cos( α

2 ) = FN(w) cos( α
2 )

Fy
′ = FN

′ sin( α
2 ) = FN(w) sin( α

2 )
(2)

{
Ff x = f sin( α

2 ) = μFN(w) sin( α
2 )

Ff y = f cos( α
2 ) = μFN(w) cos( α

2 )
(3)

where, FN(w) is the pressure of the active tooth to the passive tooth; μ is the friction coefficient of the
active tooth to the passive tooth; f is the friction of the active tooth to the passive tooth; Fx

′, Fy
′, Ff x,

Ff y is the decomposition for of FN(w) and f.
So, we can get the force of the centrifugal slider in the X and Y direction{

Fx = F − Fx
′ − Ff x = F − FN(w)

(
cos( α

2 ) + μ sin( α
2 )
)

Fy = Fy
′ − Ff y = FN(w)

(
sin( α

2 )− μ cos( α
2 )
) (4)

2.3. Deflection Calculation

According to the cantilever deflection equation of applied engineering mechanics, the Figure 6
can be obtained.

According to the Figure 6, we can get the deflection

w =

{
− Fb2x2

6EIl [3
a
l − (1 + 2 a

l )
x
l ] (0 ≤ x ≤ a)

− Fa2(l−x)2

6EIl [ a
l − (1 + 2 b

l )
(l−x)

l ] (a < x ≤ l)
(5)

According to Figures 4 and 6, we can get

F = Fy; b = L − L′

4
; a = L +

5L′

4
; l = 2L + L′; I =

HB3

12
(6)
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where, H is the thickness of the elastic-beam.
If Fx = 0 in (4), the maximum value of FN(w) can be obtained

FNmax(w) = F
[
cos(

α

2
) + μ sin(

α

2
)
]−1

(7)

According to the (5)–(7), the maximum deflection at node C can be obtain.

wCmax = 4F
(

L − L′
4

)3(
L +

5L′
4

)3(
sin(

α

2
)− μ cos(

α

2
)
)[

EHB3(2L + L′)3
(

cos(
α

2
) + μ sin(

α

2
)
)]−1

(8)

Combined with Figure 4, the stroke of the centrifugal slider can be obtained

S = wCmax tan(
α

2
) (9)

Figure 6. The schematic diagram of elastic-beam deflection analysis.

2.4. Kinematic Analysis and Time Estimating

The schematic diagram of kinematic analysis and time estimating are shown in Figure 7.

Figure 7. The schematic diagram of kinematic analysis and time estimating.

2.4.1. The First Contact of Active Tooth to Passive Tooth

The first contact is divided into two stages, one stage (t1acc) is the uniformly acceleration process
when the active tooth from the initial position to the first contact; the other stage (t1dec) is the uniform
deceleration process when the active tooth from the first contact to separation.

And
S = v0t +

1
2

at2 (10)

where, S is the displacement of the active tooth; v0 is the initial velocity of the active tooth; a is the
average acceleration of the active tooth; t is the time of the whole movement process.
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• The uniformly acceleration process

We can get ⎧⎪⎨⎪⎩
v1 = 0
a1 = F

m
S1 = E tan( α

2 )

(11)

where, v1 is the initial velocity of the active tooth at first contact; a1 is the average acceleration of the
active tooth at first contact; S1 is the displacement of the active tooth from the initial position to the
first contact.

So

t1acc =

√√√√2E tan( α
2 )

r0(
2πn
60 )

2 (12)

where, r0 is the initial eccentricity of centrifugal slider.

• The uniformly deceleration process

The uniform deceleration process is the inverse of the uniform acceleration process.
So

t1 = t1acc + t1dec = 2t1acc = 2

√√√√2E tan( α
2 )

r0(
2πn
60 )

2 (13)

2.4.2. The Second Contact of Active Tooth to Passive Tooth

The second contact is divided into two stages, one stage (t1’) is the uniformly acceleration process
when the active tooth from separation to second contact; other stage (t2) is the uniform deceleration
process when the active tooth from the second contact to separation.

• The uniformly acceleration process

We can get ⎧⎪⎪⎨⎪⎪⎩
v1

′ = 0

a1
′ = (r0+

L′
2 )+(r0+

L′
2 +L′′ −E·tan( α

2 ))
2 ( 2πn

60 )2

v2 =
√

2a1
′(L′′ − E · tan( α

2 )) + v1
′2

(14)

where, v1’ is the velocity of the active tooth separation from the first passive tooth; a1’ is the average
acceleration of the active tooth from separation to second contact; v2 is the velocity of the active tooth
at second contact

So

t1
′ = v2 − v1

′

a1
′ (15)

• The uniformly deceleration process

The uniform deceleration process is the inverse of the uniform acceleration process.
We can get

a2 =
(r0 +

L′
2 + L′′ − E · tan( α

2 )) + (r0 +
L′
2 + L′′ )− 2r0

2
(

2πn
60

)2 =
L′ + 2L′′ − E · tan( α

2 )

2
(

2πn
60

)2 (16)

where, a2 is the average acceleration of the active tooth the second contact to separation.
So

E · tan(
α

2
) = v2t2 +

1
2

a2t2
2 (17)

According to the (14), (16), and (17), we can get the time t2.
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According to the above theoretical analysis, the maximum deflection and time estimating of the
different parameterized variable can be obtained, shown as Table 2.

Table 2. The theoretical result of maximum deflection and time estimating.

Number 1 2 3 4 5

Mass of centrifugal slider m/kg 2.88 × 10−6 2.836 × 10−6 2.866 × 10−6 2.84 × 10−6 2.868 × 10−6

Maximum deflection wmax/mm 2.86 × 10−2 5.50 × 10−2 2.0 × 10−2 0.20 3.23 × 10−2

Time estimating/μs

t1 27.6 28.3 23.1 73.0 29.3
t1
′ 49.7 48.0 50.3 36.5 49.5

t2 1.9 3.8 1.3 18.3 2.2
ttotal 79.2 80.1 74.7 129.8 81

3. Simulation Analysis

Base on the Figure 4 and Table 1, establishing the infinite model of elastic-beam delaying
mechanism (Figure 8) by using HyperMesh, applying Material properties (Table 3), loading the
acceleration of a constant 30,000 g, and making nonlinear dynamic mechanics simulation by using
ANSYS/LS-DYNA, displacement-time curves (Figure 9a) and velocity-time curves (Figure 9b)
are obtained.

Table 3. The material properties [21].

Name Density ρ (kg/m3) Elasticity Modulus E (GPa) Poisson’s Ratio ν

Si 2.3 × 103 180 0.3

Figure 8. The infinite model of elastic-beam delaying mechanism.

(a) (b) 

Figure 9. The simulation results of different structural parameters (a) displacement-time curves
(b) velocity -time curves.

The Table 4 shown that the simulation results of the deflection are in good agreement with
the theoretical results, and the maximum error is less than 6.5%, because of the residual velocity of
separation between active teeth and passive when simulating.
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Table 4. The maximum deformation and error between theoretical results and simulation results.

Number 1 2 3 4 5

Maximum deflection
wmax/mm

Theoretical 2.86 × 10−2 5.50 × 10−2 2.0 × 10−2 0.20 3.23 × 10−2

Simulation 2.92 × 10−2 5.64 × 10−2 2.1 × 10−2 0.213 3.37 × 10−2

Error
(Simulation-Theoretical)/Theoretical 2.1% 2.5% 5.0% 6.5% 4.3%

According to Table 2, Table 4 and Figure 9, the following conclusions are obtained:

• In terms of movement trend, the simulation results are in good agreement with the theoretical
calculation;

• In terms of the movement time for the same displacement, simulation results are shorter than
the theoretical calculation. Because when active tooth is separated from the first passive tooth,
the simulation results have residual velocity, and the theoretical value is 0;

• The gap between active tooth and passive tooth is the most important factor affecting the
movement time.

4. Fabrication

The Figure 10 shows the micromachining process of silicon-based MEMS S&A system. It mainly
includes the silicon-based MEMS S&A system in the middle and Benzocyclobutene (BCB) bonded
glass on the upper and lower sides. As shown in Figure 11, the white part is the structure area, which is
the main structure left by photolithography with bulk-micromachining technology, the blue part is
the hollow area, the green part is the silicon-glass bonding area with BCB bonding, which enables the
structure area to generate a certain gap, so that the key structure can move along the predetermined
mode in the hollow area.

Figure 10. Micromachining process of silicon-based MEMS S&A system (a) Back-up; (b) Physical Vapor
Deposition (PVD) Al 2um; (c) PVD Al 0.2um; (d) Structural lithography; (e) Corroded aluminum;
(f) Deep Reactive Ion Etching (DRIE); (g) Degumming; (h) Back-up; (i) BCB Lithography; (j) BCB bond;
(k) Buck-up; (l) BCB Lithography; (m) BCB bond; (n) Scribing.
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(a) (b) 

Figure 11. The processing layout (a) MEMS S&A system, (b) Elastic-beam delaying mechanism.

The micro-sample of the elastic-beam delaying mechanism can be obtained based on the digital
microscope VHX-6000 series produced by Keyence Corporation, as shown in Figure 12a. And partial
view can be obtained based on the Electron microscope, as shown in Figure 12b.

 
(a) (b) 

Figure 12. The micro-sample of the elastic-beam delaying mechanism (a) overall view, (b) partial view.

5. Test

There are two kinds of tests for delaying mechanism:

• The impact test. The aim is to break the threshold node so as to ensure the centrifugal test.
The impact test platform is shown in Figure 13, and impact acceleration direction is shown in
Figure 14.

• The centrifugal test. The aim is to obtain g-value of the centrifugal slider moving through the
passive tooth of the delaying mechanism with different parameters. The centrifugal test platform
is shown in Figure 15, and centrifugal acceleration direction is shown in Figure 16.

Four groups of centrifugal tests were carried out on the parameterized delaying mechanism,
as shown in Table 1. The theoretical and simulation results obtained from Formula (8) were combined
with centrifugal test to obtain Table 5 and Figure 17.
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Figure 13. Impact test platform.

 

Figure 14. The direction of impact acceleration.

 

Figure 15. Centrifugal test platform and centrifugal adapter.

 

Figure 16. The direction of centrifugal acceleration.
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Table 5. The g-value of the delaying mechanism with different parameters.

Number
Test Results/g Theoretical

Results/g
Simulation
Results/gGroup 1 Group 2 Group 3 Group 4 Average

(1) 35,000 33,000 35,000 36,000 34,750 31,500 30,000
(2) 19,000 15,000 21000 22,000 19,250 16,370 15,000
(3) 33,000 31,000 34,000 36,000 33,500 30,120 28,000
(4) 9000 7000 10,000 9000 8750 4520 4100
(5) 24,000 22,000 24,000 26,000 24,000 20,500 19,000

According to Table 5 and Figure 17, it arrives at the conclusions as follows:

• The g-value of the delaying mechanism with the same processing batch and the same parameter
is relatively discrete, indicating that the material properties of silicon have a certain degree
of dispersion.

• The theoretical results are all higher than the simulation results, because the theoretical calculation
is completely static, and the possible initial velocity is ignored. And the average value of the
test results is higher than the theoretical results, because of the friction and gas resistance in
the micro-sample.

• Theoretical results, simulation results and test results have a high degree of agreement, which can
be used for initial optimization design.

Figure 17. The g-value of the delaying mechanism with different parameters.

6. Conclusions

In this paper, the elastic-beam delaying mechanism has been proposed innovatively. Combining
with the rigid dynamic mechanics theory, the mathematical model was established. Simulation and
test results match theoretical results quite well. It is believed that the elastic-beam delaying mechanism
is quite effective and useful to slow the speed of the movable part in MEMS devices.
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Abstract: In this paper, a novel, hybrid-integrated, high-precision, vacuum microelectronic
accelerometer is put forward, based on the theory of field emission; the accelerometer consists
of a sensitive structure and an ASIC interface (application-specific integrated circuit). The sensitive
structure has a cathode cone tip array, a folded beam, an emitter electrode, and a feedback electrode.
The sensor is fabricated on a double-sided polished (1 0 0) N-type silicon wafer; the tip array of the
cathode is shaped by wet etching with HNA (HNO3, HF, and CH3COOH) and metalized by TiW/Au
thin film. The structure of the sensor is finally released by the ICP (inductively coupled plasma)
process. The ASIC interface was designed and fabricated based on the P-JFET (Positive-Junction
Field Effect Transistor) high-voltage bipolar process. The accelerometer was tested through a static
field rollover test, and the test results show that the hybrid-integrated vacuum microelectronic
accelerometer has good performance, with a sensitivity of 3.081 V/g, the non-linearity is 0.84% in
the measuring range of −1 g~1 g, the average noise spectrum density value is 36.7 μV/Hz in the
frequency range of 0–200 Hz, the resolution of the vacuum microelectronic accelerometer can reach
1.1 × 10−5 g, and the zero stability reaches 0.18 mg in 24 h.

Keywords: field emission; hybrid integrated; vacuum microelectronic; cathode tips array;
interface ASIC

1. Introduction

There is an increasing demand for small-sized, lightweight, and low-powered sensing systems
in micro-accelerometers. Especially, MEMS (micro-electromechanical system)-based accelerometers
find great applications in navigation systems [1–4], inertial sensors [5–7], seismometers [8], space
microgravity [9], military affairs [10], and optical devices [11]. Since the world’s first field-based sensor
was launched, field emission devices have been widely used due to their high accuracy, high sensitivity,
and anti-radiation advantages.

The vacuum microelectronics accelerometer is based on the field emission principle [12]; while
field emission has two distinct advantages over other accelerometers, due to the feature of cold cathode
emission [13–15], the output current signal of the sensor changes exponentially with the acceleration,
so that the sensitivity is very high, and the current output of the sensor makes its interface current
relatively simple. In this paper, a novel, hybrid-integrated, high-precision vacuum microelectronic
accelerometer is proposed. This paper presents the principle and structure, and the design and
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fabrication of the sensor and interface circuits; then, it demonstrates the experimental results of the
circuits and the accelerometer, and the conclusion is finally reported.

2. Principle and Structure

The vacuum microelectronics accelerometer is based on the metal field emission principle that
metal field emission is a kind of electron emission phenomenon that relies on a strong external electric
field to suppress the potential barrier of the metal surface, reduce the barrier, and narrow the barrier
width. With the increasing strength of the applied electric field, the height of the surface barrier is
not only reduced but the width is also narrowed. When the barrier width is narrow enough to be
comparable to the electron wavelength, the electrons can escape through the potential barrier, thereby
forming a field electron emission in the vacuum.

The metal field emission current can be calculated by the Fowler and Nordheim Formula (F–N) [16,17].
The simplified Fowler–Nordheim Formula is shown as Equation (1):

J = 1.5 × 10−6 E2

∅
exp (

10.4
∅1/2 ) exp(−16.44 × 107∅

3/2

E
) (1)

in which J is the field emission current density (A/cm2), E is the surface electric field strength (V/cm),
and ∅ is the work function (eV).The surface electric field strength of a tip is shown as Equation (2):

E =
2

rln( d
r )

V (2)

in which r is the curvature radius of the cone tip, d is the distance between the cathode cone and the
anode plate, and V is the voltage applied on the anode.

The distance between the emission current density and the cone tip radius of curvature, and the
distance between the cathode cone and the anode plate, can be obtained by calculation, as shown in
Figures 1 and 2. Figure 1 shows that the emission current density decreases exponentially, with the
distance from the tip to the anode plate being at a certain emission voltage, and Figure 2 shows that
the emission current density decreases with the radius of curvature of the cone tip. In order to obtain
a larger emission current at a smaller operating voltage, the radius of curvature of the tip and the
distance from the tip to the anode plate should be smaller.

Figure 1. Emission current density vs. distance between the cathode tips and the anode.
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Figure 2. Emission current density vs. the curvature radius of the tip.

The structure of sensor consists of a proof mass with a field emission cathode tip array, a cantilever
beam, an anode, and feedback electrodes, as shown in Figure 3. There are about 10,000 tip arrays on
the cathode, which makes the emission current increase greatly. The external acceleration will lead
to the proof mass moving, and this will cause the distance between the cathode and the anode tip
array to change, causing the cathode field emission current to dramatically vary with an exponential
relationship, so that the acceleration can be obtained by detecting the cathode emission current.

a Cantilever beam 

Figure 3. Structure of the vacuum microelectronic accelerometer.

3. Design and Simulations

3.1. The Sensor-Sensitive Unit

The sensitive element was designed by a cantilever-mass, and the cantilever was a novel
folded beam structure, as shown in Figure 4. Based on the deformation energy analysis method,
and mechanical and electric analyses, the rectangular folding beam elastic stiffness of the vacuum
microelectronic accelerometer was calculated [18]. The design parameters of the structure are shown
in Table 1.
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Figure 4. Structure of the sensitive structure of the vacuum microelectronic accelerometer. (a) Plan
view of the sensitive structure; (b) 3D map view of the sensitive structure.

Table 1. Key structure parameters of the sensor.

Parameters Design Value

Beam Length 3200 μm
Beam Width 200 μm

Beam Thickness 80 μm
Mass Side Length 2600 μm
Mass Thickness 80 μm

The resonant frequency and modal response of the sensor were analyzed by finite element
simulation (FEM); the analysis results by ANSYS are shown in Figure 5 and Table 2. Figure 4a shows
the first mode in the working mode of the accelerometer; the resonant frequency was 979.08 Hz.
Figure 4b shows the second mode, in which the proof mass rotates around a horizontal axis, and the
resonant frequency was 1774.5 Hz. The third mode was the same as the second mode, only that the
rotation axis was different, and the resonant frequency was also 1774.7 Hz, as shown in Figure 4c.
Figure 4d shows the fourth mode in which the support beams vibrate, and the resonant frequency was
3069.8 Hz. The frequency of the interfering modes was far from the operating mode.

 
(a) (b) 

Figure 5. Cont.
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(c) (d) 

Figure 5. Modal graph of the vacuum microelectronic accelerometer. (a) The first mode, (b) the second
mode, (c) the third mode, and (d) the fourth mode.

Table 2. Mode analysis results.

Set Freq (Hz) Loadstep Substep Cumulative

1 979.08 1 1 1
2 1774.5 1 2 2
3 1774.7 1 3 3
4 3069.8 1 4 4

The elastic stiffness K can be calculated by Equation (3):

K =
ma
x

(3)

in which m is the quality of the proof mass, a is the acceleration, and x is the moving distance of the proof
mass. Figure 6 shows the results of the static force analysis of the sensor; the displacement as represented
by the color from the left to the right of the figure increases in turn. The simulation analysis results show
that the displacement of the proof mass reached the maximum value of 0.13 μm when there was ± 1 g of
acceleration along the Z axis; the quality of the proof mass was 4.72 × 10−6 kg; and the effect force applied
on the proof mass was 4.72 × 10−6 N, so that the approximate elastic stiffness was 36 N/m by calculation.

Figure 6. Displacement contour under +1 g acceleration.
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3.2. Process and Fabrication

The vacuum microelectronic accelerometer is based on bulk silicon MEMS technology, which
is based on the double-side polished N-type (1 0 0 direction) silicon wafer, which has a high tensile
strength and low mechanical losses. The process of the fabrication of a vacuum microelectronic
accelerometer includes the silicon process and the glass process, as shown in Figure 7. During
the wafer process, etching groove windows are made to form a bonded anchor (a); etching groove
windows are made to form the cone station (b), followed by corrosion cone and sharpening (c), and
cone metallization after ion implantation (d); finally, ICP etching is performed to form the beam
area (e). The glass processes form the electrodes on the glass surface (f). Finally, the silicon and glass
are bonded (g), and the silicon is thinned by KOH etching (h); the ICP structures are then released
to form the beam (i). After all these processes, the sensitive unit of the vacuum microelectronic
accelerometer is formed.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

Figure 7. Process of the vacuum microelectronic accelerometer. (a) Etching groove windows to form a
bonded anchor. (b) Etching groove windows to form the cone station. (c) Corrosion cone formation
and sharpening. (d) After ion implantation, cone metallization is performed. (e) ICP etching of the
front to form the beam area. (f) Growth of the electrodes on glass. (g) Bonding the silicon and glass.
(h) The silicon is thinned by KOH etching. (i) ICP structure release to form the beam.

The tip shape is one of the main factors that affect the performance of the accelerometer, and
the processes of the tip is also one of the key processes for the accelerometer. The silicon tip arrays
are formed by wet etching with the HNA solution (HNO3, HF, and CH3COOH) and metalized by
TiW/Au thin film; the morphology of the tip is an ideal pyramid, as shown in Figure 8.

The cathode cone tip surface of the vacuum microelectronic accelerometer is easily oxidized
under a low vacuum, which leads to an emission current drop and instability. In order to improve the
emission current stability of the vacuum microelectronic acceleration sensor, the surface was coated
with a layer composite metal film to protect the cone tip, which can effectively improve the stability of
the emission current.
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(a) 

 
(b) 

 
(c) 

 
(d) 

 

Figure 8. Scanning electron microscopy (SEM) of the cathode tip array. (a) Array front view, (b) partial
front view, (c) array side view, and (d) partial side view.

3.3. Interface Circuit

The interface circuit includes a current–voltage conversion, a differential amplifier circuit, and
electrostatic force feedback circuit modules, as shown in Figure 9. The mass will produce a slight
displacement under acceleration, and it will lead to changes in the emission current; after the current
is converted into voltage and amplified, the voltage signal Vo associated with the displacement of the
mass is obtained.

Figure 9. Schematic of the interface circuit of the vacuum microelectronic accelerometer.
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The transmission current of the cone is exponentially related to the change of the displacement.
When the displacement change is very small, the current can be approximated linearly. The voltage
after the I–V conversion is calculated by Equation (4):

Vo1 = R8·Ie(1 − αΔx) (4)

When the resistance R5 = R7 and R4 = R6, the output voltage Vo after the differential amplification
is calculated by Equation (5).

Vo =
R4

R5

(
Vo1 − Vre f

)
(5)

In order to improve the output linearity and the dynamic response range of the vacuum
microelectronic accelerometer, the linear feedback network was designed by the electrostatic force
balance technique. The output voltage Vf of the feedback circuit is

Vf =
R2 + R3

R1 + R2 + R3
× Vcc +

R1

R1 + R2
× Vo (6)

In order to improve the signal-to-noise ratio of the circuit, the two op amps, U1A and U1B in the
circuit, were designed as application-specific integrated circuits (ASICs), which include an integrated
dual operational amplifier. The basic structure of the interface ASIC is shown in Figures 10 and 11 is
the schematic circuit of the interface ASIC.

Figure 10. Basic structure of the interface ASIC circuit.

Figure 11. Schematic circuit of the ASIC.

84



Micromachines 2018, 9, 481

Finally, the ASIC was fabricated based on the P-JFET high voltage bipolar process in the
Chongqing acoustic optoelectronic Co. Ltd. of China Electronics Technology Group Corporation.
Figure 12 shows the layout of the basic component units of the ASIC interface.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 12. Layout of the basic component. (a) Resistor unit layout, (b) MOS (Metal Oxide
Semiconductor) capacitor layout, (c) NPN (Negative Positive Negative) transistor layout, and
(d) Substrate lateral PNP transistor layout.

4. Tests and Results

Finally, the sensitive structure unit and the interface ASIC chip were integrated on a PCB board,
and the accelerometer was packed in the vacuum packaging machine, whose vacuum degree could
reach 10−4 Pa; getter was added into the tube to maintain a high vacuum degree for a long time.
The photo of hybrid integrated vacuum microelectronic accelerometer is shown in Figure 13. The
working voltage of the accelerometer was a ±15 V power supply.

 
Figure 13. Photo of the hybrid integrated vacuum microelectronic accelerometer.
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Table 3 shows the test results of main parameter of the interface ASIC. The offset voltage Vos

was −1.29 mV; the offset current Ios was −0.5 nA; the common-mode rejection ratio CMRR was 81
dB; the voltage gain open-loop differential mode voltage gain, Avo, was 103 dB; the power supply
rejection ratio, PSRR, was 106 dB; and all these parameters showed that the interface ASIC has very
good performance indicators, and that it can realize the signal amplification and the processing of
the sensor.

Table 3. Main parameters of the ASIC.

Parameters Vos (mV) Ib+ (nA) Ib− (nA) Ios (nA) Avo (dB) CMRR (dB) PSRR (dB)

Design specifications <5 <150 <150 <30 >96 >70 >65
Test Results −1.29 −16.3 −15.8 −0.5 103 81 106

A gravitational field static rollover test was carried out in order to test the sensitivity, linearity,
and zero stability, to use the mirroring precision rotary indexing head. The testing data are shown
in Figure 14 and Table 4. Test results showed that the measuring range was −1 g~1 g, and that the
sensitivity of the accelerometer was 3.081 V/g; the least squares fitting correlation coefficient reached
0.99998, and the non-linearity was 0.84%.

 
Figure 14. Curve of the output data vs. input data.

Table 4. Datum of the static gravitational field roll test.

Acceleration (g) Measure Value (V) Fitting Value (V) Deviation Value (V) Non-Linearity

+1.0 13.292 13.314 −0.022 −0.71%
+0.7 12.397 12.411 −0.014 −0.46%

0 10.206 10.230 −0.024 −0.76%
−0.7 8.053 8.049 0.004 0.12%
−1.0 7.120 7.146 −0.026 −0.84%

Figure 15 shows the spectrum density of output signal, in which the x-axis is the frequency and
the y axis is the peak-to-peak spectrum density (μV/Hz), and the average noise spectrum density value
is 36.7 μV/Hz in the frequency range of 0–200 Hz. Because the output sensitivity of the accelerometer
is 3.081 V/g, the resolution of the vacuum microelectronic accelerometer can reach 1.1 × 10−5 g.

The accelerometer is placed at the zero acceleration position, and the output value is measured
every 0.5 h. The output value of the accelerometer is recorded in 24 h to calculate its bias stability
shown in Figure 16; the result shows that the zero stability reaches 0.18 mg in 24 h.
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Figure 15. Noise spectrum density of the vacuum microelectronic accelerometer.

Figure 16. Zero stability of accelerometer in 24 h.

5. Conclusions

In this study, we presented a novel hybrid integrated vacuum microelectronic accelerometer.
The structure and the working principles of the sensor were studied in detail, and the mechanistic
characteristics of the sensitive structure were analyzed by finite element analysis. Furthermore,
the fabrication process and the interface ASIC circuits were designed.

Because of the optimized design of the structural design and process while improving the cone
tip production process, the most critical point of the vacuum microelectronic accelerometer is that
the interface circuit was designed based on the application-specific integrated circuit, so that the
system’s signal-to-noise ratio was improved greatly. The test results of the vacuum microelectronic
accelerometer show that the sensitivity is about 3.081 V/g, the nonlinearity is about 0.84% over a
range of −1 g~1 g, the average noise spectrum density value is 36.7 μV/Hz in the frequency range of
0–200 Hz, the resolution of the vacuum microelectronic accelerometer can reach 1.1 × 10−5 g, and the
zero stability reaches 0.18 mg in 24 h. This can be widely applied in high-precision inertial systems and
other similar applications, such as those for acoustic measurement, navigation, earthquake monitoring,
aerospace, and so on.

There are also some problems that need to be resolved; for example, performance should be
greatly boosted if the sensitive structure and interface ASIC are monolithic integrated on one chip,
along with chip-level vacuum packaging.
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Abstract: A WiFi-received signal strength index (RSSI) fingerprinting-based indoor positioning
system (WiFi-RSSI IPS) is widely studied due to advantages of low cost and high accuracy, especially
in a complex indoor environment where performance of the ranging method is limited. The key
drawback that limits the large-scale deployment of WiFi-RSSI IPS is time-consuming offline site
surveys. To solve this problem, we developed a method using multi-mounted devices to construct
a lightweight site-survey radio map (LSS-RM) for WiFi positioning. A smartphone was mounted on
the foot (Phone-F) and another on the waist (Phone-W) to scan WiFi-RSSI and simultaneously sample
microelectromechanical system inertial measurement-unit (MEMS-IMU) readings, including triaxial
accelerometer, gyroscope, and magnetometer measurements. The offline site-survey phase in LSS-RM
is a client–server model of a data collection and preprocessing process, and a post calibration process.
Reference-point (RP) coordinates were estimated using the pedestrian dead-reckoning algorithm.
The heading was calculated with a corner detected by Phone-W and the preassigned site-survey
trajectory. Step number and stride length were estimated using Phone-F based on the stance-phase
detection algorithm. Finally, the WiFi-RSSI radio map was constructed with the RP coordinates and
timestamps of each stance phase. Experimental results show that our LSS-RM method can reduce the
time consumption of constructing a WiFi-RSSI radio map from 54 min to 7.6 min compared with the
manual site-survey method. The average positioning error was below 2.5 m with three rounds along
the preassigned site-survey trajectory. LSS-RM aims to reduce offline site-survey time consumption,
which would cut down on manpower. It can be used in the large-scale implementation of WiFi-RSSI
IPS, such as shopping malls, hospitals, and parking lots.

Keywords: indoor positioning; WiFi-RSSI radio map; MEMS-IMU accelerometer; zero-velocity
update; step detection; stride length estimation

1. Introduction

The positioning method is a basic component of location-based services (LBSs) such as navigating
a customer to the nearest restaurant in a shopping mall, finding your car in an underground parking
lot, guiding tourists in a museum, or aiding during a fire emergency [1]. As to positioning outdoors,
global navigation satellite systems (GNSSs) can provide global services and users can get an accurate
position, velocity, and time (PVT) in open air [2,3]. However, in an indoor environment and urban
canyons, GNSS signal availability is limited, and indoor-positioning systems (IPSs) need to be studied [4].

IPSs can be classified roughly into two kinds: the infrastructure-free system and the
infrastructure-based system [5]. A typical infrastructure-free system is the inertial navigation
system (INS) [6]. Pedestrian dead-reckoning (PDR)-based INS (PDR-INS) utilizes the pedestrian kinetic
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model to do step detection, stride-length estimation, and heading estimation [7–10]. Considering
the drift of gyroscope readings and the fluctuation of indoor magnetic fields, an accurate heading
estimation is difficult, and map information, including walls, corridors, and rooms, can be fused using
a particle filter to get more accurate heading estimation [11]. The positioning accuracy of PDR-INS
is easily influenced by the carry mode of devices, and the stride-length model needs parameters like
height, leg length, or walking frequency, which should be tuned according to different users [12].
In some other pedestrian inertial navigation systems, especially for fire-emergency applications,
microelectromechanical system inertial-measurement units (MEMS-IMU) are mounted on the foot.
With the triaxial accelerometer and gyroscope readings, a zero-velocity update (ZUPT) algorithm is
developed to measure velocity errors in the stance phase of a gait cycle [13,14]. ZUPT estimates pseudo
measurements into the extended Kalman filter (EKF) navigation-error corrector, which allows the EKF
to correct velocity errors during each gait cycle, breaking the cubic-in-time error growth and replacing
it with an error accumulation that is linear with the number of steps [15–17]. This kind of foot-mounted
inertial navigation system is called IEZ-INS and IEZ is short for the first letters of INS, EKF, and ZUPT.
Foot-mounted MEMS-IMU can be used to get more accurate stride-length estimation [18–20]. There is
no clear boundary between PDR-INS and IEZ-INS. The principle of method choice depends on the
accuracy of MEMS-IMU and the specific application.

Unlike infrastructure-free IPSs, infrastructure-based ones need preinstalled transmitters such
as WiFi [9,21,22], Bluetooth [23,24], near-field communication [25], RFID [26], ultrawide band
(UWB) [27,28], LED [29,30], or ultrasound [31]. These methods can provide sufficient positioning
accuracy for LBSs in different applications. Widely deployed private- or public-access points (APs) in
large-scale buildings can provide free and dense signals for WiFi-based IPS. Furthermore, smartphones
are embedded with WiFi chips that can easily obtain a received signal-strength index (RSSI).
The methods used in WiFi-based IPS can be classified by time of arrival (TOA) [32], time difference of
arrival (TDOA) [33], angle of arrival (AOA) [34], and RSSI fingerprinting [35], CSI-fingerprinting [36],
and round-trip time (RTT) [37]. Each of these methods has shortcomings and limitations. TOA, TDOA,
and AOA are easily influenced by indoor environments. Channel state information (CSI) fingerprinting
needs an Intel 5300 wireless local area networks (WLAN) card that is not available for smartphones.
Similar with CSI fingerprinting, the AP of the RTT method must support IEEE 802.11 mc, which is
brand-new and not in the commercial market yet. Therefore, considering the complex multipath effect
and the available hardware, RSSI fingerprinting is widely researched.

The WiFi-fingerprinting method consists of two phases, the offline site-survey phase and the
online positioning phase [38]. In the offline phase, the WiFi-RSSI of selected APs is collected from
each reference point (RP), and a radio map is built up. In the online phase, the collected WiFi-RSSI
samples are compared with the radio map using matching algorithms such as k-nearest neighbor
(KNN) to get the position estimation [39]. One of the most important reasons that limit the large-scale
implementation of WiFi-based IPS is that site surveys are very time-consuming and labor-intensive [40].
For example, if we wanted to deploy the WiFi-IPS in a 10 m × 10 m room with a one-meter interval of
each RP, and the WiFi-RSSI sampling time was 2 min of each RP, it would take 200 min to build the
WiFi-RSSI radio map of this room in total. Time consumption would rise rapidly with the area of the
place deploying WiFi-IPS [41].

To make WiFi-based IPS more practical, many researchers have focused on how to build the radio
map in an energy-efficient way. The most common format of a WiFi-RSSI radio map is {RP coordinates,
WiFi-RSSI vectors}. The offline WiFi-RSSI radio-training phase is very time-consuming because
volunteers must stand still for a while to collect WiFi-RSSI from every RP [42]. Therefore, methods
aiming to reduce the manpower of building a WiFi-RSSI radio map either research the model of
WiFi-RSSI or add extra devices and sensors to help estimate RP coordinates [38,40]. According
to Reference [43], methods that try to replace the construction of the radio map by using indoor
radio-propagation models cannot capture all the details of the indoor structure and dynamics.
These methods either achieve a very unsatisfactory performance or rectify model inaccuracies through
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extensive calibration and exhaustive postprocessing to obtain a map that can achieve more acceptable
localization accuracy. In Reference [44], a WiFi-enabled laptop and an attached GPS device were
used to scan the WiFi-RSSI in the metropolitan-scale area. RP coordinates were provided by the
GPS device recording the latitude–longitude coordinates of the war driver when the WiFi-RSSI scan
was performed. However, this method is limited indoors, and large GPS positioning is not accurate
enough for calculating RP coordinates. In Reference [45], nanoscale unmanned aerial vehicles (UAVs)
were used to automate the WiFi-RSSI collection process. RP coordinates were calculated through
a UWB-based localization subsystem. This method can build a 3D WiFi-RSSI radio map with low
manpower. With the high accuracy of UWB-based IPS, the performance of an automatically built
WiFi-RSSI radio map is similar with the manually built one. However, it needs extra equipment, like
UAVs and UWB anchors that increase the cost.

With the rapid development of the electronic industry, a state-of-the-art smartphone is a good
platform embedded with multiple sensors like accelerometers, gyroscopes, and magnetometers to
measure pedestrian movement, and WiFi chips to scan WiFi-RSSI. In Reference [46], a method called
crowdsourcing and multisource fusion-based fingerprint sensing (CMFS) was presented. Based on
the floor plan, RSSI is collected uniformly by WiFi scanner at fixed time intervals. Simultaneously,
stride length, step number, and heading direction of volunteers were estimated using PDR-INS
method. The drawback of this method is the drawback of PDR-INS. Stride-length parameters like
pedestrian height and step frequency must be tuned according to different volunteers. In addition,
heading direction is calculated using magnetic-field strength that may have non-negligible bias
indoors. In Reference [47], a WiFi-RSSI radio map was built using an inertial navigation solution
from a Trusted Portable Navigator (T-PN) with handheld smartphones. The method of calculating RP
coordinates was T-PN, which improves the accuracy of RP coordinates with absolute measurements
like A-GPS, magnetometer, or barometer as filter updates. However, the accuracy of T-PN decreases
indoors. In Reference [48], a zero-effort crowdsourcing method (Zee) was developed. Zee used inertial
sensors of smartphones and detailed map information to count steps and estimate heading offset.
An augmented particle filter was utilized to estimate stride length with map information. Then,
WiFi-RSSI was recorded to the radio map with RP coordinates through the same timestamps. However,
Zee needs detailed map information that is not always available.

In this paper, we proposed a method called LSS-RM, short for Lightweight Site-Survey Radio
Map, to construct the WiFi-RSSI radio map. This method, which can scan WiFi-RSSI, can significantly
reduce the time consumption of offline WiFi-RSSI radio-map construction. Similar with other
WiFi fingerprinting-based systems, our method also consists of an offline site-survey phase and
online-positioning phase. The offline phase of LSS-RM is divided into the data collection and
preprocessing process, and the post calibration process. The site survey is a client–server model
in which the WiFi-based IPS service provider hires some volunteers to participate in site-survey
work. To attract more volunteers to a boring site survey, the incentive mechanisms developed in
Reference [49] can be applied.

The remainder of this paper is organized as follows: Section 2 is the overview of our WiFi-RSSI
LSS-RM. In Section 3, the data collection and preprocessing processes are described. In Section 4,
the post calibration process is described. In Section 5, experiments were performed, and the
performance of the WiFi-RSSI radio map built with our method was evaluated. Finally, Section 6
concludes this work and offers future research suggestions.

2. Overview of LSS-RM

The WiFi-RSSI radio map consists of RP coordinates and a WiFi-RSSI vector. In the traditional
manual site survey, a floor plan with detailed RP coordinates is provided to trained persons who
are familiar with the site-survey process, usually from the service-provider group. Then, site-survey
participants stand on each RP to scan WiFi-RSSI using smartphones. The most time-consuming part of
the site survey is the manual WiFi-RSSI scan process. In this paper, site-survey participants did not
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need to stand still at each RP, instead walking along the preassigned site-survey trajectory, and the
WiFi-RSSI radio map was automatically constructed.

The structure of LSS-RM is shown in Figure 1. The preassigned site-survey trajectory was told to
volunteers, and then two smartphones were mounted on the waist (Phone-W) and the foot (Phone-F),
respectively. The movement of the volunteer was recorded using a smartphone-embedded MEMS
accelerometer, gyroscope, and magnetometer. WiFi-RSSI was also scanned by Phone-W and Phone-F
at the same time. Volunteers did not need to take care of their walking frequency or step stride, but
just took two smartphones to walk along the preassigned site-survey trajectory, and the WiFi-RSSI
radio map was built up automatically. Phone-F could detect zero velocity and the IEZ-PDR algorithm
was implemented to calculate the position of volunteers. The angular rate energy-detection algorithm
using Phone-W motion data was applied to detect corners of the preassigned site-survey trajectory.
Positioning results, stance phase estimation results, and WiFi-RSSI were transferred to the server in
real time through the public 4G long term evolution (LTE) network for the post calibration process.
In this process, a stance-phase detection-based algorithm is used to count steps and to estimate stride
length. With accurate corner detection and preassigned site-survey trajectory information, we could
calculate the accurate heading of the volunteers. Finally, with accurate step numbers, stride length, and
heading, precise RP coordinates were calculated. The bridge between RP coordinates and WiFi-RSSI in
LSS-RM is the start and end timestamp of each stance phase. After the two processes of the offline
site-survey phase, a WiFi-RSSI radio map was built up. In the online-positioning phase, when a user
sent a demand for the position service, real-time WiFi-RSSI was collected from the user’s smartphone,
and a matching algorithm like k-nearest neighbor (KNN) was used to obtain the user’s position. Finally,
the real-time localization results were sent back to the user’s smartphone.

Figure 1. Structure of our WiFi-received signal strength index (WiFi-RSSI) radio map construction
method with a lightweight site survey (LSS-RM). It consists of an offline site-survey phase and
online-positioning phase. The offline site survey in LSS-RM has two processes: data collection and
preprocessing process, and the post calibration processes. A WiFi-RSSI radio map is constructed in the
offline phase. In the online-positioning phase, real-time WIF-RSSI is sent to the server to match the
radio map and the user’s position is then calculated.

The flowchart of LSS-RM is shown in Figure 2. It has the following nine steps. Steps (1) to
(5) happen in the data collection and preprocessing process, and Steps (6) to (9) happen in the post
calibration process.

(1) The volunteer is told they should walk along the preassigned site-survey. The server analyzes
whether the volunteer walks in the right way.

(2) Two smartphones are mounted on the foot (Phone-F) and waist (Phone-W) of the volunteer,
respectively. Motion data of the volunteer, such as accelerometer readings, gyroscope readings,
and magnetometer readings are recorded in a format {Timestamp, Triaxial Accelerations, Triaxial
Angular Rates, Triaxial Magnetic Field Strength}. Simultaneously, WiFi-RSSI data are recorded
by both smartphones in a format {Timestamp, WiFi-RSSI Vector}. The timestamp can be used as
a medium to connect the two different kinds of data.

(3) The timestamp difference of Phone-F and Phone-W is measured. Then, a timestamp-
synchronization process is taken to align data from the two smartphones.
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(4) The position of the volunteer is calculated using the IEZ-INS method based on the
accelerometer readings, gyroscope readings, and magnetometer readings of Phone-F. In this step,
the stance-phase result of ZUPT is very important and will be used in the post calibration process.

(5) The angular-rate energy detector (ARE) is used to detect the corner based on gyroscope readings
of Phone-W. The corner-detection result can be used to calculate the heading with the preassigned
site-survey trajectory in the post calibration process.

(6) Step number and stride length are estimated based on stance-phase detection from Phone-F.
(7) Heading of the volunteer is calculated based on preassigned site-survey estimation and

corner-detection result from Phone-W.
(8) RP coordinates are calculated using the post calibrated step number, stride length, and heading

based on the PDR-INS method.
(9) A radio map is built up with RP coordinates and WiFi-RSSI vectors in a traditional radio map

format {RP coordinates, WiFi-RSSI vectors}. The bridge between RP coordinates and WiFi-RSSI
vectors in the LSS-RM method is the start and end timestamp of each stance phase.
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Figure 2. Flowchart of the WiFi-RSSI LSS-RM.

The offline site-survey phase of WiFi-fingerprinting-based IPS is a trade-off between manpower
and radio-map accuracy. Like other methods, our LSS-RM method also aims to find a balance in the
trade-off. Comparing with other methods, the advantage of LSS-RM is that no extra devices except
for smartphones are needed, and volunteers don't need to take care of their step frequency or stride
length to reduce the time-consumption of the offline site survey.
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However, LSS-RM still has some drawbacks. Firstly, the system is more complex.
Two smartphones are needed in LSS-RM. Despite the advantage of better RP coordinates and denser
WiFi-RSSI, the system is more complicated than the traditional one. Secondly, the preassigned
site-survey trajectory is needed, and the volunteer must walk along it. Thirdly, considering that the
scanning time of LSS-RM on each RP is shorter than in manual site surveys, initial positioning accuracy
will be lower. However, with more volunteers joining in the offline phase, positioning accuracy
increases. Fourthly, the reliability of LSS-RM depends on the accuracy of RP-coordinate estimation,
which can be influenced by many factors like the drift of the MEMS-IMU, the timestamp-alignment
accuracy of the two smartphones, and the accuracy of the preassigned site-survey trajectory. With the
post calibration process, reliability can be improved. In conclusion, there is still a long way to realize
the complete site-survey free WiFi-RSSI radio-map construction method.

3. Data Collection and Preprocessing Process

3.1. Timestamp Alignment

Timestamp alignment is the first step of all multidevice-model systems. In our Android APP,
timestamps are recorded along with the data. Each timestamp is an index to mark the time when data
collected. The timestamp of Android platforms is Unix time that starts from 00:00:00 Coordinated
Universal Time (UTC), Thursday, 1 January, 1970. Therefore, in principle, timestamps of different
smartphones can be easily aligned because they are under the same time system. However, there are
still differences between different smartphones. We performed an experiment, and the result is shown
in Figure 3. To simplify X-axis of the figures in this paper, the timestamp sequence has been subtracted
by the first timestamp. Two smartphones are tied together and move along the vertical direction.
If their timestamps are synchronous, the first peak of acceleration waveform of Z-axis should has
the same timestamp, but there exists a difference, Δt. Therefore, timestamps should be synchronized
between different smartphones.

 

Figure 3. Timestamp comparison of the two smartphones. We tied together two smartphones and shook
them along the vertical direction. If their timestamps were synchronous, the timestamp of the first peak
of acceleration waveform of Z-axis should have been nearly the same, but there existed a timestamp
difference Δt and the timestamp should have been synchronized between different smartphones.

The timestamp-synchronization algorithm is simple in LSS-RM. Firstly, the two-norm of the
triaxial accelerations of Phone-F and Phone-W is calculated:

Acc f (k) =
√

Accx
f (k) + Accy

f (k) + Accz
f (k) (1)

Accw(k) =
√

Accx
w(k) + Accy

w(k) + Accz
w(k) (2)
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where k is the timestamp. Acc f and Accw are the two-norm of triaxial accelerations of Phone-F and
Phone-W, respectively. Accx

f , Accy
f , Accz

f , Accx
w, Accy

w, Accz
w, are X-axis, Y-axis, and Z-axis acceleration

of Phone-F and Phone-W, respectively. The timestamp difference is calculated using the difference of
the first acceleration peak between Phone-W and Phone-F:

Δt = timestamp1
f − timestamp1

w + ε1 + ε2 (3)

where Δt is the timestamp difference between Phone-W and Phone-F; timestamp1
f is the timestamp of

the 1st peak of Acc f ; and timestamp1
w is the timestamp of the 1st peak of Accw. ε1 is the timestamp

alignment error caused by the sampling process. ε2 is the timestamp alignment error caused by the
asynchronous motion of different parts of the body. Finally, timestamps of the two smartphones are
aligned with a translation using Δt.

Three tests were performed to test the timestamp-alignment method. The results shown in Table 1
reveal that the Δt of different smartphones is not a constant. It can even reach 1189 ms, which means
the positioning result of two smartphones could be over 2 m with a normal walking speed of 2 m/s.
The timestamp alignment algorithm of LSS-RM can estimate the timestamp difference of Phone-W
and Phone-F.

Table 1. Tests of timestamp difference of two smartphones.

Test Number
Timestamp of First Peak

of Smartphone 1 (ms)
Timestamp of First Peak

of Smartphone 2 (ms)
Timestamp Difference (ms)

1 1532703421657 1532703421312 345
2 1532705867200 1532705866011 1189
3 1532706440599 1532706439882 717

We want to discuss the influence of ε1 and ε2 in this section. The maximum of ε1 is two times the
sampling time. The sampling frequency of MEMS-IMU of our APP was set to 30 Hz, which means the
timestamp alignment error was within (–66 ms, 66 ms). The positioning error caused by ε1 was 13.2 cm
if the walking speed were 2 m/s. It is quite a small error considering that the positioning accuracy of
WiFi-fingerprinting-based IPS is 1–5 m.

Although Phone-F and Phone-W were mounted on different parts of the body, the motion of the
body was almost coordinated. To reduce ε2, the volunteer could have a jump at the beginning of the
walk. A test was taken to show a time trace of the two mounted smartphones. The volunteer jumped
at the beginning and stood still for several seconds before walking. The result is shown in Figure 4. It is
obvious that the jump peaks are more distinguishable than the walk peaks. The timestamp difference
calculated using jump peaks was 563 ms (regarded as the reference timestamp error) compared with
473 ms of walk peaks. ε2 was 90 ms for this test. The positioning error caused by ε2 was 18 cm if the
walking speed were 2 m/s. Similar with ε1, it is a small error and has little influence on LSS-RM.
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Figure 4. Timestamp comparison of Phone-F and Phone-W. The volunteer jumped at the beginning
and stood still for several seconds before walking. The jump peaks are more distinguishable than the
walk peaks.

3.2. Foot-Mounted Inertial Navigation Using Zero-Velocity Update-Aided Extended Kalman Filter (IEZ-INS)

The outputs of Phone-F-embedded MEMS-IMU are in the sensor body coordinate frame (b-frame)
and should be transferred to the navigation coordinate frame (n-frame) using a rotation matrix Cn

b .
The definition of b-frame and n-frame are shown in Figure 5.

Figure 5. Sketch map of transformation between different coordinate frames. The coordinate frame
of the smartphone (b-frame) is fixed, Y-axis directs to the head of the phone, Z-axis directs up
perpendicular to the screen, and the X-axis was determined according to the right-hand screw rule.
The navigation-coordinate frame (n-frame) used in our method is the east–north–up (ENU) coordinate
system. Cn

b was used to transfer the data from b-frame to n-frame and Cb
n is from n-frame to b-frame.

The b-frame is determined by the smartphone and usually defined as a right-handed Cartesian
coordinate system. Y-axis, directs to the head of the phone, Z-axis, directs up perpendicular to the screen,
and the X-axis, was determined according to the right-hand screw rule. Considering the convenience
of usage, the n-frame applied in our system is the local east–north–up (ENU) Cartesian coordinate
system whose origin is the same as b-frame. The east was labelled X-axis, the north Y-axis, and the up
Z-axis. The MEMS-IMU readings, including acceleration, angular rate, and magnetic-field strength
are in b-frame and should be transferred to ENU to derive velocity and position. The two different
coordinate systems are transferred through the rotation matrix Cn

b . Details of how to use accelerometer
and magnetometer readings to calculate the rotation matrix can be found in Reference [17].

After MEMS-IMU readings transferred from the b-frame to the n-frame using Cn
b ,

the accelerometer, gyroscope, and magnetometer readings of Phone-F could be used in the INS
mechanization equations to calculate the volunteer’s position. Firstly, gravity should be subtracted
from accelerometer readings in n-frame. Then, the position is calculated with the gravity-free
acceleration value. At last, the orientation of the MEMS-IMU is updated with the gyroscope readings.
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These equations take slightly different forms in different navigation frames. The basic equation
utilizing accelerometers and gyroscopes to calculate position is [50]:⎡⎢⎣ vk

pk
qk

⎤⎥⎦ =

⎡⎢⎣ vk−1 + (qk−1akq−1
k−1 − g)dtk

pk−1 + vk−1dtk
Ω(ωkdtk)qk−1

⎤⎥⎦ (4)

where k is a timestamp, g is the gravity, vk is the velocity of the pedestrian, ak is the accelerometer
readings, pk is the position of the person, qk is the quaternion describing the orientation frame, dt is
the time differential, and Ω(·) is the quaternion update matrix.

Considering the drift of the low-cost smartphone-embedded MEMS-IMU, accumulative error
would rise rapidly only by using Equation (4). To solve this problem, the velocity of the stance
phase was used as the measurement of the Extended Kalman Filter. This INS with the ZUPT-aided
EKF method is called IEZ [16]. The error-state vector of this system is a 15-element vector,
δx = [δr, δv, δϕ, δa, δω], where δr is the position error, δv is the velocity bias, δϕ is the attitude error,
δa is the accelerometer bias, and δω is the gyroscope error. In addition, δr, δv, δϕ, δa, δω are all
three-dimensional vectors. The state-transition matrix F is:

F =

⎡⎢⎢⎢⎢⎢⎣
I I · Δt O O O
O I St · Δt Cn

b · Δt O
O O I O −Cn

b · Δt
O O O I O
O O O O I

⎤⎥⎥⎥⎥⎥⎦ (5)

where Δt is the sample interval, and O and I are the three-dimensional null matrix and unit matrix,
respectively. St(k) is the skew-symmetric matrix of acceleration:

St(k) =

⎡⎢⎣ 0 −az(k) ay(k)
az(k) 0 −ax(k)
−ay(k) ax(k) 0

⎤⎥⎦ (6)

The measurement model is:
z(k) = Hδx(k) + n(k) (7)

where z(k) is the measurement, δx is the error-state vector at timestamp k, n(k) is the
measurement-noise vector at the timestamp k, and H is the measurement matrix:

H =
[

O I O O O
]

(8)

Steps of IEZ can be found in References [16,17]. An experiment was conducted to validate the
IEZ-INS algorithm. A volunteer walked along a rectangular corridor and walked back to the start
point. The experimental setup is summarised in Table 2. The MI6 smartphone was mounted on the left
foot, and the sampling frequency was 30 Hz.

Table 2. Experimental setup.

Setup Content Description

Experiment site A rectangular corridor

Total length of the corridor 128 m
Mounting place of the smartphone Left foot

Smartphone used MI6 from Xiaomi
Sensors used Triaxial accelerometer, gyroscope, and magnetometer

Sampling frequency 30 Hz
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The positioning result is shown in Figure 6. It is obvious that the positioning result is badly
influenced by the heading error. Therefore, the post calibration process was needed to get accurate
RP coordinates.

Figure 6. Positioning result of Foot-Mounted Inertial Navigation Using Zero-Velocity Update-Aided
Extended Kalman Filter (IEZ-INS).

3.3. Stance-Phase Detection Using Phone-F-Embedded MEMS-IMU

The velocity error estimated during the stance phase is the measurement vector in IEZ.
Considering that positioning errors will accumulate fast due to sensor drift, zero-velocity information
is efficient in error correction. Furthermore, in our LSS-RM method, the stance phase is used to count
steps and estimate stride length in the post calibration process.

To get more robust stance detection, three ZUPT detectors were fused; stance phase occurs when
the results of all three detectors were in the stance phase. These three detectors used in this paper
are from Reference [13]: the acceleration moving-variance detector (MV), the acceleration magnitude
detector (MAG), and the ARE.

Tmv(k) =
1

W

k+W−1

∑
n=k

1
σ2

a
‖a(n)− a(k)‖2

(9)

Tmag(k) =
1

W

k+W−1

∑
n=k

1
σ2

a
(‖a(n)‖ − g)2 (10)

Tare(k) =
1

W

k+W−1

∑
n=k

1
σ2

ω
‖ω(n)‖2 (11)

where k is a time index. W is the window length. g is gravity. σ2
a and σ2

w denote the accelerometer and
gyroscope noise variance. ‖·‖ is the 2-norm calculation. Tmv, Tmag, and Tare are the test statics of the
MV detector, MAG detector, and ARE detector, respectively. a(k) is the average of a during the average
window W at time index k:

a(k) =
1

W

k+W−1

∑
n=k

a(n) (12)
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Tmv and Tmag use accelerometer readings, while Tare uses gyroscope readings. The stance phase
occurs when all these three ZUPT detectors are below their thresholds:

MV(k) =

{
1 i f Tmv(k) < γmv

0 i f Tmv(k) ≥ γmv

MAG(k) =

{
1 i f Tmag(k) < γmag

0 i f Tmag(k) ≥ γmag

ARE(k) =

{
1 i f Tare(k) < γare

0 i f Tare(k) ≥ γare

MMA(k) = MV(k)&MAG(k)&ARE(k)

(13)

where MV(k), MAG(k), and ARE(k) are stance-phase estimation results. γmv, γmag, and γare are the
threshold of MV, MAG, and ARE, respectively. MMA(k) is the combination of the previous three
detectors and MMA is short for the first letters of MV, MAG, and ARE. An experiment was taken to
verify the stance phase estimation result of different detectors. The results shown in Figure 7 depict
that, in this experiment, stance-phase detectors using accelerometer readings have some errors and
ARE using gyroscope readings perform better. This is not always right and in some other scenarios,
like taking an elevator, MV and MAG may have a better performance. In any case, MMA will always
have the best stance-phase estimation among MV, MAG, and ARE.
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Figure 7. Stance-phase estimation results of acceleration moving-variance (MV), acceleration
magnitude (MAG), angular-rate energy (ARE), and MMA detectors. 1 and 0 represent the pedestrian is
in the stance phase and swing phase, respectively.

3.4. Corner Detection Using Phone-W-Embedded MEMS-IMU

The gyroscope readings of the waist-mounted smartphone can be used to detect the timestamp
when a volunteer walks around a corner. The ARE method shown in Equation (11) is used:

Corner(k) =

⎧⎪⎪⎨⎪⎪⎩
Corner(k − 1) + 1 i f 1

W

k+W−1
∑

n=k

1
σ2

ω
‖ω(n)‖2 > γcorner

Corner(k) i f 1
W

k+W−1
∑

n=k

1
σ2

ω
‖ω(n)‖2 ≤ γcorner

(14)
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where Corner(k) is the corner-detection result, and γcorner is the threshold of corner detection.
Considering that the turning speed of each site-survey process is different, the threshold γcorner

is not a fixed value. It is chosen as 10 times the average value of the whole ARE detector sequence:

γcorner = 10 ×

N
∑

k=1
Tare(k)

N
(15)

where Tare is the ARE detector of Equation (11), and N is the length of Tare.
The ARE detector of Phone-W can clearly distinguish the difference of walking a straight line and

tuning around a corner, which is shown in Figure 8.

Figure 8. Corner-detection result using the ARE detector. This experiment was performed with the
user walking around a square corridor and doing three turns. From the ARE values, we can clearly
pick out the corners.

Three more experiments were conducted to verify the corner-detection algorithm. The volunteer
walked around a square corridor for one, three, and six turns, respectively. The true and estimated
number of corners of these three tests is summed in Table 3. The results show that the ARE-based
corner-detection algorithm can accurately estimate turning movement and provide the timestamp
when a turning movement occurs. We took a smartphone to record the video of the volunteer walking
along the preassigned site-survey trajectory. From the video, we can take the average timestamp of
the turning motion as the reference timestamp. All timestamp differences were smaller than 500 ms,
which is smaller than the time duration of one step and has little influence on RP-coordinate estimation.

Table 3. Tests of ARE-based corner-detection algorithm using a waist-mounted smartphone.

Test Number True Number of Corners Estimated Number of Corners Corner-Detection Error Average Timestamp Error (ms)

1 3 3 0 324
2 11 11 0 426
3 23 23 0 233

This corner-detection method is not only applicable to 90-degree corners. A test was conducted
to validate our method in other situations. The volunteer turned 45 degrees, 90 degrees, 135 degrees,
and 180 degrees during a walk. The result is shown in Figure 9. The four typical degrees of
corners can be detected correctly. We need to point out that, if the degree of the corner is too small,
this corner-detection algorithm may have a wrong estimation. However, we can avoid this situation
with a proper preassigned site-survey trajectory design.
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Figure 9. Corner-detection result using an ARE detector. The volunteer turned 45 degrees, 90 degrees,
135 degrees, and 180 degrees during a walk. The four corners were detected correctly.

4. Post Calibration Process

4.1. Stance-Phase Detection Based on Step Detection (SPD-SD)

One gait cycle consists of a stance phase and a swing phase. Five complete gait cycles are shown
in Figure 10. It is very intuitive that we can count steps through counting stance phases. This method
is SPD-SD. Furthermore, the start and end timestamp of the stance phase can be used to withdraw
WiFi-RSSI from the complete WiFi-RSSI sequence and mark it with RP coordinates.

 

Figure 10. Five complete gait cycles during a walk. Each gait cycle consists of a stance phase and a
swing phase. The start timestamp and the end timestamp of the stance phase can be detected from the
rising edge and falling edge, respectively.

The equation of the SPD-SD method is:

step(k) =

⎧⎪⎨⎪⎩
step(k − 1) + 0.5 i f ARE(k)− ARE(k − 1) = 1
step(k − 1) + 0.5 i f ARE(k)− ARE(k − 1) = −1

step(k − 1) i f ARE(k)− ARE(k − 1) = 0
(16)

where step(k) is the step-detection result at timestamp k. The volunteer’s movement always starts from
the stance phase and ends with the stance phase, which means starting from a falling edge and ending
with a rising edge of the stance-phase waveform. Therefore, the result of SPD-SD, which is equal to
step(end), must be an integer. We took a test walking 22 steps. Figure 11a shows the stance-phase
waveform. Figure 11b shows the rising and falling edge of the stance-phase waveform. Figure 11c
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shows the step-detection result using Equation (16). The step-detection result is 22 steps, which is the
same as the true number.

 
(a) 

 
(b) 

 
(c) 

Figure 11. Results of the stance-phase detection based on step detection (SPD-SD) algorithm applied to
a test of walking 22 steps. (a) Waveform of stance phase using the MMA algorithm. (b) Rising and
falling edge of stance-phase waveform. 1 is the rising edge and −1 is the falling edge. (c) Step-detection
result using Equation (16) and final step detection was 22 steps, which was the same as the true number.

To better verify the SPD-SD algorithm, we performed a much longer test, and the length of the
trajectory was around 500 m. This test was repeated three times. A volunteer took a camera and
recorded a video to count the true step number. The results are shown in Table 4. The step-detection
results of the first two tests were the same as the true number. However, the step error of the
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third test was 88. The reason is that in the third test the movement mode of the volunteer was
running, not walking. The stance-phase detector with a fixed threshold had limited performance.
In Reference [17], we developed a MAG-ZUPT method to estimate the stance phase of running using
magnetic-field strength. In Reference [51], we developed an adaptive-threshold method of walking and
running stance-phase detection. These two methods can solve the stance-phase detection problem but
add extra sensors or increase computation complexity. Luckily, unlike the first responders, site-survey
volunteers did not need to run, and the SPD-SD algorithm could provide good performance.

Table 4. Tests of SPD-SD algorithm using foot-mounted smartphone.

Test Number True Number of Steps Estimated Number of Steps Error

1 426 426 0
2 437 437 0
3 413 325 88

4.2. Stance-Phase Detection-Based Stride-Length Estimation (SPD-SL)

The positioning result is the moving trail of Phone-F, which touches the ground only in the stance
phase. Therefore, we can calculate the position in stance phase, and the distance between the neighbor
stance-phase positions is stride length. This is the fundamental principle of the SPD-SL algorithm.
To reduce fluctuation during stance phase, the position of each stance phase was averaged, with the
window length calculated with the start and end timestamp of the stance phase:

spwl(k) = spk(end)− spk(start) (17)

where spwl(k) is the number of timestamps of the k-th stance phase, spk(end) is the end timestamp of
the k-th stance phase, and spk(start) is the start timestamp of the k-th stance phase. The coordinates of
the k-th stance phase are averaged with spwl(k):

spc(k) =
1

spwl(k)
×

spk(end)

∑
i=spk(start)

traj(i) (18)

where spc(k) are the average coordinates of the k-th stance phase, and traj are the coordinates of the
whole trajectory. The stride length between the (k − 1)-th stance phase and the k-th stance phase are
calculated using:

sl(k) =
√
(spcx(k)− spcx(k − 1))2 + (spcy(k)− spcy(k − 1))2 (19)

where sl(k) is the k-th step length, spcx and spcy are the x and y values of spc, respectively.
Considering that the smartphone was mounted on one foot, the stride length of SPD-SL was

the stride length between the same foot, which was nearly two times longer than the stride length
between the left and right foot. We took two tests to verify the SPD-SL algorithm. Test had a stride
length of 1.2 m, and Test 2 of 0.6 m. The stride length of each step is shown in Figure 12. Comparison
of true stride length and estimated stride length is shown in Table 5. The stride length estimation
errors of Test 1 and Test 2 are 0.02 m and 0.03 m, respectively. It must be pointed out that it is difficult
to have an accurate measurement of true stride length of each step. The volunteer tried the best to
keep a constant stride length. However, considering that the positioning error of WiFi-fingerprinting
based IPS is usually larger than 1 m, the stride length estimation accuracy using SPD-SL is enough to
calculate RP coordinates.
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. 

(a) 

. 

(b) 

Figure 12. Stride-length estimation results of Test 1 and Test 2. (a) Result of Test 1. The volunteer
walked 122 steps trying to keep stride length to 1.2 m. (b) Result of Test 2. The volunteer walked
276 steps trying to keep stride length to 0.6 m.

Table 5. Comparison of true stride length and estimated stride length.

Test Number True Stride Length (m) Average Estimated Stride Length (m) Error (m)

1 1.2 1.18 0.02
2 0.6 0.57 0.03

4.3. Post Calibration with Preassigned Site-Survey Trajectory

Pedestrian dead-reckoning-based inertial navigation system (PDR-INS) integrates step lengths
and heading estimations at each detected step to compute the position of the pedestrian [18].
The relationship between the k-th step and the (k − 1)-th step is:{

x(k) = x(k − 1) + l(k) ∗ cos(ϕ(k))
y(k) = y(k − 1) + l(k) ∗ sin(ϕ(k))

(20)
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where k is the step number calculated using the SPD-SD algorithm and can be mapped to the timestamp.
[x(k), y(k)] and [x(k − 1), y(k − 1)] are position coordinates of k-th step and (k − 1)-th step, respectively.
l is the stride length calculated using the SPD-SL algorithm. ϕ is the heading calculated using
corner-detection results and the preassigned site-survey trajectory. Our heading-estimation algorithm
is very intuitive. With the knowledge that the volunteer cannot cross the wall, when they meet the
corner they have to turn in the direction of the corridor. Therefore, the corner detected by Phone-W
using gyroscope reading is an indicator of heading change and the value of the heading difference can
be easily obtained using the preassigned site-survey trajectory.

Finally, with accurate RP coordinates and the timestamp duration of each stance phase, the
WiFi-RSSI radio map is constructed. The WIFI-RSSI radio map can be built up with the correct RP
coordinates and the corresponding timestamp. The time interval, shown in Equation (17), between
the start and the end timestamp of each stance phase is the bridge to connect RP coordinates and
WiFi-RSSI vectors.

An experiment was conducted to show the post calibration process. The test site was a square
corridor. The step-detection result using the SPD-SD algorithm is shown in Figure 13, and the total
step number was 108, which matched the true step number.

 

Figure 13. Step detection using the SPD-SD algorithm.

Stride length is estimated using SPD-SL, and the result of each step is shown in Figure 14.
The estimated stride length of each step is around 1.2 m, which was the nearly the same as the true
stride length.

Figure 14. Stride length estimation using the stance-phase detection-based stride-length estimation
(SPD-SL) algorithm.

The heading was estimated using the corner-detection result from Phone-W and the preassigned
site-survey trajectory, which is shown in Figure 15. According to the direction of the corridor,
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when a corner occurs the heading is plus or minus 90 degrees. RP coordinates calculated with
the LSS-RM method, positioning results using Phone-F based on IEZ-INS, and the ground truth were
compared. The positioning result of Phone-F based on IEZ-INS was badly influenced by the drift of the
low-cost MEMS-IMU. However, a series of algorithms, such as SPD-DS, SPD-LS, and corner detection,
can calibrate inaccurate IEZ-INS results into accurate RP coordinates.

0 20 40 60 80 100 120
Step number

0

1

2

3

4

5
Heading Estimation

Corner1

Corner2

Corner3

Figure 15. Heading estimation using corner-detection result from Phone-W and preassigned
site-survey trajectory.

RP coordinates were calculated using Equation (20), and results are shown in Figure 16,
even though the positioning accuracy of the smartphone-embedded low-cost MEMS-IMU is limited.
We can still use a series of algorithms in LSS-RM to get the accurate RP coordinates that are a good
match with the ground truth.

 

Figure 16. RP coordinates calculated with the LSS-RM method, positioning results using Phone-F
based on IEZ-INS, and the ground truth are compared, although the positioning accuracy of the
smartphone-embedded low-cost MEMS-IMU is limited. We can still use a series of algorithms in
LSS-RM to get accurate RP coordinates.

5. Experimental Results

5.1. Summary of Submodule Tests in Previous Sections

Firstly, the experimental results of each submodule of our LSS-RM method have already been
depicted in the corresponding sections. We would like to have a summary here:
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(1) Timestamp alignment: Table 1 shows that our timestamp-alignment algorithm is very efficient.
Figure 4 shows the timestamp comparison of Phone-F and Phone-W.

(2) IEZ-INS: Figure 6 shows that the positioning result of IEZ-INS using Phone-F is influenced by
the heading error. The post calibration process is needed for accurate RP coordinates.

(3) Corner detection: Figures 8 and 9, and Table 3 show that we can detect corners correctly
using ARE.

(4) SPD-SD: Figure 11 and Table 4 show that the SPD-SD algorithm can have accurate step detection.
(5) SPD-SL: Figure 12 and Table 5 show that the SPD-SL algorithm is accurate enough for calculating

RP coordinates for WiFi-fingerprinting-based IPS.
(6) Post calibration: Figure 16 is the post calibration result. RP coordinates are matched with the

ground truth.

Then, we conducted a comprehensive experiment to compare the WIFI-RSSI radio map built
using our LSS-RSS with the one built with the traditional manual site survey method.

5.2. Comprehensive Experiment to Verify LSS-RM Method

This experiment was conducted in F6, New Main Building, Beihang University. The site is
a square corridor, and the total length of the corridor is 128 m, shown in Figure 17a. Phone-F and
Phone-W that were used in this experiment were MI6 (Xiaomi, Beijing, China), which contains a triaxial
accelerometer, a triaxial gyroscope, and a triaxial magnetometer. The operating system of the two
smartphones is MIUI based on Android 8.0, and we have developed an Android APP to sample
accelerometer readings, gyroscope readings, magnetometer readings, and WiFi-RSSI. The sampling
frequency of WiFi-RSSI and MEMS-IMU was 10 Hz and 30 Hz, respectively.

 
Figure 17. Preassigned site-survey trajectory and RP coordinates. (a) Preassigned site-survey trajectory
along a square corridor. The volunteer was asked to walking along this trajectory. (b) Calculated RP
coordinates using timestamp alignment, SPD-SD, SPD-SL, and heading estimation based on corner
detection. There are 108 RPs.

Firstly, as a comparison, the manual site survey was conducted with 108 RPs. The distance
between adjacent RP was 1.2 m and the sampling time on each RP was 0.5 min. A manual WiFi-RSSI
radio map was built in 54 min. Then a volunteer mounted with Phone-W and Phone-F walked along
the preassigned site survey trajectory. RP coordinates, shown in Figure 17b, were calculated using
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a series of algorithms in LSS-RM like timestamp alignment, SPD-SD, SPD-SL, and heading estimation
based on corner detection.

The radio map constructed by LSS-RM was compared with the traditional manual one.
The number of test points was also 106 for both the manual radio map and the LSS-RM based radio
map. The cumulative distribution function (CDF) plots of the WiFi-fingerprinting-based positioning
using the manual radio map and the LSS-RM-based radio map are shown in Figure 18.

Figure 18. Comparison of CDFs of different radio maps. The black line is the WiFi positioning result
using the manual radio map. The red line is the positioning result using our LSS-RM based radio map
for one round along the preassigned site-survey trajectory. The blue line is using the LSS-RM-based
radio map for two rounds, and green line for three rounds. Although the positioning accuracy of the
manual site survey method is higher, its time consumption is nonnegligible. Furthermore, with more
volunteers walking more times, positioning accuracy would rise remarkably.

The time consumption and average-positioning error of different site-survey methods are
summarized in Table 6. The results show that the manual site survey method has the best positioning
accuracy, but time consumption is 54 min, which is several times longer than of the LSS-RM method.
As for LSS-RM, positioning accuracy rises with more walking, which means more WiFi-RSSI can make
the radio map more robust.

Table 6. Comparison of time consumption and average positioning error.

Test Type Time-Consumption (Minute) Average Positioning Error (m)

LSS-RM of one round 2.6 3.91
LSS-RM of two rounds 5.1 3.25

LSS-RM of three rounds 7.8 2.47
Manual site survey 54 1.61

The most important advantage of LSS-RM is that it can conspicuously reduce the time
consumption of offline site surveys. This characteristic helps the large-scale commercial deployment
of WIFI-RSSI indoor positioning systems. Taking the shopping market application as an example,
LSS-RM helps to build the WiFi-RSSI radio map in a much shorter time compared with the traditional
manual site-survey method. Then, customers can retrieve their positions by matching the WiFi-RSSI
collected in real time with the WiFi-RSSI radio map built using LSS-RM. With the position information
and the indoor map of the shopping mall, customers can navigate to the nearest shoe shop or exit.
Furthermore, shopping-mall managers can use the position information of customers to optimize the
arrangement of the stores.
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6. Conclusions

LSS-RM is developed in this paper to reduce the time consumption of offline site-survey processes.
The offline phase of LSS-RM consists of data collection and preprocessing, and post calibration.
The use of MEMS accelerometer and gyroscope readings of Phone-F can easily detect the stance phase
of the volunteer. Furthermore, stance-phase information can be used to count steps (SPD-SD) and
estimate stride length (SPD-SL). Using MEMS gyroscope readings of Phone-W can detect the corner
of preassigned site-survey trajectories and accurate headings can be estimated in the post calibration
process. The pedestrian dead-reckoning algorithm is used to calculate RP coordinates. A radio map is
built with the RP coordinates and WiFi-RSSI vectors in a traditional radio-map format {RP coordinates,
WiFi-RSSI vectors}. The bridge between RP coordinates and WiFi-RSSI vectors in the LSS-RM method
is the start and end timestamp of each stance phase.

Several experiments were conducted to evaluate the submodules of the LSS-RM method.
The results show that timestamp alignment, corner detection using ARE, step detection using SPD-SD,
stride estimation using SPD-SL, heading estimation using corner information, preassigned site-survey
trajectory, and RP-coordinate calculation all performed well. Finally, a comprehensive experiment was
conducted to compare the performance of the traditional manual site survey and the LSS-RM method.
The result shows that the manual radio map has better positioning accuracy, while time consumption
is 54 min compared with the 2.6–7.8 min of the LSS-RM method. Furthermore, positioning accuracy
of the LSS-RM method can be improved by more volunteers joining in the site-survey work. In our
future work, we will research a site-survey-free method to construct the WIFI-RSSI radio map.
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Abstract: This study condenses huge amount of raw data measured from a MEMS
accelerometer-based, wrist-worn device on different levels of physical activities (PAs) for subjects
wearing the device 24 h a day continuously. In this study, we have employed the device to build up
assessment models for quantifying activities, to develop an algorithm for sleep duration detection and
to assess the regularity of activity of daily living (ADL) quantitatively. A new parameter, the activity
index (AI), has been proposed to represent the quantity of activities and can be used to categorize
different PAs into 5 levels, namely, rest/sleep, sedentary, light, moderate, and vigorous activity states.
Another new parameter, the regularity index (RI), was calculated to represent the degree of regularity
for ADL. The methods proposed in this study have been used to monitor a subject’s daily PA status
and to access sleep quality, along with the quantitative assessment of the regularity of activity of daily
living (ADL) with the 24-h continuously recorded data over several months to develop activity-based
evaluation models for different medical-care applications. This work provides simple models for
activity monitoring based on the accelerometer-based, wrist-worn device without trying to identify
the details of types of activity and that are suitable for further applications combined with cloud
computing services.

Keywords: accelerometer; activity monitoring; regularity of activity; sleep time duration detection

1. Introduction

Acceleration due to the human activities is proven to be of great importance in epidemiological
research and physical activity-based health assessment. MEMS accelerometer-based, wrist-worn
devices, such as smart watches and smart wrist-bands, are becoming more and more popular for
PA monitoring. These devices are not only being used to perform sleep assessment [1–3] but also
for activity monitoring. Most of them provide number of steps and calorie consumption during the
wearing period, and may even try to identify types of activities performed from the acceleration data
measured by the accelerometer inside the devices. However, there are still unanswered questions such
as: How accurate are these for the identified types of activities and calories burned, due to the fact the
information is derived indirectly from acceleration information?

Having a good physically active life style can reflect one’s health condition and could be used
to predict whether subjects might suffer from some diseases or not [4]. More importantly, having a
regular life style and good sleep quality in the long run will even impact the subject’s health condition.
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However, there is no quantitative way to assess the regularity of daily life. Inadequate PA may result
in many health problems and diseases related to the lungs, heart, etc. [5–7]. Tracking PA on daily basis
provides valuable information related to the human body [8,9]. A number of platforms have been
designed, implemented, and tested successfully in order to track subjects’ PA based on the wearable
MEMS accelerometer [10,11]. Recent growth of IoT [12,13] and the capability of smart-phones in the
past few years made PA recognition a dynamic field of study [14–16]. Bender et al. conducted an
empirical study of various fitness devices such as Fitbit Flex, Fitbit Charge HR, Garmin Vívoactive,
and Apple Watch to compare PA recognition accuracy and device performance [17].

Several previous works also proposed methods for activity identification and PA pattern analysis
using external software, such as those executed on PCs or smart phones. For instance, Guillermo R.
Oviedo et al. [18] have used GT3X ActiGraph accelerometer (Firmware 4.4.0, ActiGraph™, FortWalton
Beach, FL, USA), and data were downloaded with the ActiLife 6 Software (v.6.12.0., ActiGraph™,
Fort Walton Beach, FL, USA) for certain types of activity identification through activity patterns on PCs.
Chelsea Dobbins and Reza Rawassizadeh [19] used principal component analysis feature selection
(PCAFs) and correlation feature selection (CFs) on PCs to refine clustering of raw accelerometer
data that had a positive effect on the computational burden that is associated with processing large
sets of data, as energy efficiency and resource use is decreased, because less data is processed by
the clustering algorithms, but a tremendous amount of raw data from devices is still required.
A. K. Chowdhury et al. [20] have proposed the use of posterior-adapted, class-based weighted decision
fusion to effectively combine data from multiple accelerometer-based devices for improving physical
activity recognition. Nan Zeng et al. [21] have used NL-1000 pedometer and ActiGraph GT3X
accelerometer for assessing the reliability of using motion sensors to measure children’s PA Levels in
Exergaming. Matin Kheirkhahan et al. [22] have developed machine learning methods for identifying
activity types and computing energy expenditures using standard statistical methods, as well as the
bag-of-words (BoW) approach. However, this research poorly describes further applications for the
results that have been analyzed.

In summary, these results are not found to be accurate enough or to have a close association
with the timing information so that they could be considered for medical-care systems and clinical
applications. Therefore, this research aims to bridge this gap and to develop simple mathematical
models and algorithms for achieving parameters and results that are closely associated with actual
on-set timing information. Moreover, the models and algorithms are simple enough to be easily
deployed inside wrist-worn, accelerometer-based devices, and the results obtained are accurate and
precise enough to be considered for medical-care systems and clinical applications.

Therefore, in this study we have proposed a methodology for the quantification of physical
activities performed the daily life, i.e., activity index (AI), which is closely associated with human
body acceleration [23]. These results can be used to categorize activities into 5 different levels, i.e.,
rest/sleep, sedentary, light, moderate, and vigorous activity states. Based on the AIs, a sleep duration
detection algorithm has also been developed. Furthermore, by calculating the correlation coefficient
for AIs on a daily or weekly basis, a quantitative method to express the regularity of daily life, i.e.,
the regularity index (RI), has been proposed in this study. By combining all these quantitative indices,
such as activity, sleep duration, and regularity of ADL, this index can be used for many activity
monitoring-based medical-care applications. Moreover, these results could be synced to smart phones
for IoT applications with a greater capability of sensing human activity ubiquitously and unobtrusively
through advancements in miniaturization and sensing abilities. This could unleash a systematic
methodology in mobile-health for the prevention and early detection of chronic diseases.

2. Materials and Methods

This study was reviewed and approved by the institutional review board (IRB) of the Chang
Gung Memorial Hospital, Taiwan, R.O.C. An accelerometer-based, wrist-worn device (GeneActiv,
Activinsights Ltd., Huntingdon, UK, as in Figure 1) has been used to record wrist movement
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acceleration in three orthogonal directions along with timestamp and body temperature. This device
is equipped with MEMS-based accelerometer, which was set for a sensing range of ±8 g at a 12-bit
digital resolution (i.e., 3.9 mg resolution, 1 mg = 1/1000 g), in which ‘g’ is the gravitational force. Even
though the sampling frequency of this device was configurable, the sampling frequency was set to
20.0 Hz, as it was used to monitor ADL and also to prevent too much data were generated due to high
sampling rate. Ten normal subjects were chosen and have been asked to wear the device for 24 h a day
during their normal routine. After a maximum of 30-days, data were downloaded at the data-server
station, and the subjects were given another device immediately for continuous data recording.

 

Figure 1. (a) Accelerometer-based GENEActiv device, Activinsights Ltd., Huntingdon, UK. (b) Walking
subject with GENEActiv device on right-wrist. (c) Physical dimensions and side view of the GENEActiv
device. (d) Top view of the device.

Downloaded data were then further analyzed and interpreted. A mathematical model has been
proposed and implemented for the data processing and parameters for quantifying and assessing PAs
that were defined, quantified, and evaluated. A brief description about data analytical models are as
given below.

2.1. Data Analytical Models

With the fact that the kinematic energy associated with human activities can be given as (1),

E =
1
2

mv2 (1)

in which ‘m’ is the human’s body mass moving with a velocity of ‘v’. Since v = a·Δt + v0, in which ‘a’
is the moving acceleration of the body in the time interval of ‘Δt’, and ‘v0’ is the initial velocity. If the
movement starts from rest position, then the initial velocity, ‘v0’, can be taken as 0, and v = a·Δt. Now,
the kinematic energy in (1) will be proportional to the square of acceleration, as in (2), assuming that
the subject’s mass is constant over the period Δt.

E ∝ a2 (2)

The magnitude of acceleration, Aj, at the data instance j could be calculated as in (3), and since
only the magnitude is calculated, the impact of the orientation of accelerometer will be eliminated.
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Aj =

√(
a2

x_j
+ a2

y_j
+ a2

z_j

)
(3)

In (3), ax_j, ay_j, and az_j are the raw data from accelerometer along the X-, Y-, and Z-axis sampled
at the time instance j. The standard deviation, σ, of the acceleration magnitude within a pre-defined
epoch period can be calculated as in (4).

σ =

√
1
N ∑ N

j=1

(
Aj − μ

)2, where μ =
1
N

(A1 + A2 + A3 + · · · · · · · · ·+ AN) (4)

In (4), N is total number of acceleration data points measured in the epoch period, and μ is
the mean value of the total acceleration within that period. Since the acceleration measured by the
accelerometer also contains gravity force all the time; therefore, the average of total acceleration within
a short period can be considered as the gravity. Hence, deducting the acceleration’s mean value ‘μ’
from the magnitude of acceleration Aj measured by accelerometer will give the net acceleration of the
body movement. Therefore, the square of standard deviation, σ, calculated in (4) can be considered
as the average of the square of total net acceleration within the epoch period, such that the human
kinematic energy will also be proportional to the square of standard deviation, σ, as in (5).

E ∝ a2 ∝ σ2 (5)

Since the square of standard deviation, σ2, over the epoch period is very small and usually less
than 1, so the standard deviation, σ, is taken into consideration in the model proposed in this study
for the larger value represented. Regarding the results, an activity index (AI) is proposed as the
summation of the standard deviation, σ, over a desired time interval, as shown in (6).

AI = ∑ M
k=1σk (6)

in which M is the total number of epoch periods within the time interval and σk represents the standard
deviation of acceleration in the k-th epoch period within that time interval. In the implementation of
the data analytical models described here, a 5-s epoch period is considered. The choice of 5-s epoch
period typically will not cover more than two activities within that epoch period and will still generate
manageable amounts of data in the computation. Since the sampling frequency of the accelerometer in
the device was set to 20 Hz, within the 5-s epoch period, there will be 100 measured data points, i.e.,
N = 100 as in (4). To generate a minutely-wise AIs, i.e., choosing one minute as a basic time interval,
then there will be 12 epoch periods in the time interval, and hence M = 12 as in (6).

2.2. Categorization for Different Levels of Activities

With the AI introduced in Section 2.1, testing of 14 different activities of daily life (ADL) and
each activity lasted for 3 min was conducted with 10 normal subjects wearing the device. These
activities included sleeping, sitting and watching TV, sitting and reading newspaper, sitting and web
browsing, housekeeping, driving, walking—no hand-swing, walking—with hand-swing, upstairs—no
hand-swing, upstairs—with hand-swing, downstairs—no hand-swing, downstairs—with hand-swing,
jogging—no hand-swing, and jogging—with hand-swing. Among these 10 different normal subjects
under test, only the types of activities to perform for testing were instructed; no detailed constraints,
such as numbers of body turns during the sleep, moving (swing) frequency of the arms, walking speed,
etc., were asked to be followed. Figure 2a shows a normal subject walking with hand-swing during
the test, and Figure 2b depicts the magnitude of acceleration recorded over an epoch period, 5 s, for
the activity, and a sample calculation for the standard deviation of acceleration recorded within that
period is shown as Figure 2b. Figure 2b shows that the 12 standard deviations, σ′s, calculated in a
one minute time interval, and by accumulating such 12 σ′s, a minute-wise activity index, AI, for the
walking with hand-swing is obtained.
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Figure 2. (a) Photo of walking test and (b) acceleration waveform of measured activity and calculation
of AI.

Among these 14 ADL tested, sleeping is considered as a typical rest/sleep level of activity; the
activities sitting and watching TV, sitting and reading newspaper, and sitting and web browsing,
which were all performed in sitting position, are sedentary level activities; housekeeping, driving, and
walking without hand-swing are classified as light level of activities; walking with hand-swing and up
and down stairs, with or without hand-swing, are all moderate levels of activities; finally, jogging with
or without hand-swing are considered vigorous levels of activity.

2.3. Sleep Duration Detection

Figure 3 shows the 24-h AI pattern of a subject. These AIs were calculated minute-wise, and hence
there are 1440 AI values within 24-h period of daily life. The 24-h period started from 12:00:00.000 on
the day and end at 11:59:59.950 on the next day, so that the typical sleep duration during the night can
be covered in a 24-h minute-wise AI pattern completely. From this pattern, it is very clear that around
14:07, the level of AI is very low, as the subject was taking a nap, and the duration between 23:13:00 to
05:52:00 of the next day is also low, as the subject was sleeping.

 
Figure 3. 24 h minute AI pattern with sleep state identified.

Although detecting sleep duration with accelerometer has been practiced for a long time, neither
methods use the proposed AI for recognition nor results are precise and accurate enough so that they
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can be used for clinical applications. Sleep duration detection is of utmost importance in the diagnosis
of diseases like insomnia, drowsiness, and other sleep-related disorders. A smart sleep duration
detection algorithm has been developed and is introduced in more detail below. The algorithm is
based on the AI models that have been proposed in previous section.

The flow chart of the sleep duration detection algorithm is shown in Figure 4. The proposed
algorithm consists of two phases. Phase I is to judge whether the subject in current time interval is in
sleeping or awake state. In this phase, the proposed algorithm will thoroughly process all of the AIs
corresponding to all basic time intervals. If the previous time interval is in awake state, the algorithm
will judge if the subject falls asleep in the current time interval; otherwise, it will see if the subject
wakes up during this time interval.

Figure 4. Flow chart of the proposed smart sleep duration detection algorithm based on AI model.

A subject is said to be in a fuzzy period when the subject just woke up within certain period
of time within the sleep duration, and there are two different criteria to judge if the subject falls
asleep in current time interval or not based on if the subject is in a fuzzy period. This reflects the fact
that a subject will be most likely to fall asleep again when the awaking duration is not long enough.
As a result, relaxed criteria (higher threshold value considered for current AI) could be used to judge
if the subject falls into asleep or not when the subject is in a fuzzy state. Otherwise, stricter criteria
(lower threshold value could be considered for current AI) is used to detect if the subject falls asleep.
Besides the threshold value used, the criteria for a subject to fall asleep in current time interval requires
the number of AIs, i.e., SLEEP_MIN, that is lower than the threshold value, SLEEP_TH, within the
following certain time window 1 to be more than some pre-defined value, SLEEP_MINTH, and also
that the AI of current time interval be lower than the threshold value.

Similarly, judging if the subject wakes up in current time interval requires meeting wake-up
criteria. It is defined as the number of AIs, i.e., SLEEP_MIN, that are lower than the threshold value
within the following certain time window 2 to be less than some pre-defined value, WAKEUP_MINTH,
and for the AI of current time interval to be greater than the threshold value.

After all the AIs of the all basic time intervals have been processed thoroughly, all the sleeping
periods are detected. Then, the algorithm goes into Phase II. Phase II is to merge any two adjacent
sleeping periods into a single period if the duration is less than certain pre-defined time. This phase
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could eliminate the results of fragmented sleep durations detected in Phase I that falsely indicate bad
sleep quality. Typically, people will consider they sleep for a whole period of time but often wake up
during sleep instead of having fragmented sleep durations. Phase II considers this situation and, as a
result, will have more matched and accurate sleep duration with the subject’s intuitive cognition.

As per the assessment of AI under rest/sleep level of activities in previous section, the AI is less
than 0.1 within the 1-min time interval under rest/sleep status. Hence, AI value of 0.1 is used in the
very beginning of the sleep duration detection algorithm to judge if that time interval is in AWAKE
state or not.

2.4. Quantification of Regularity of ADL

In the IRB testing, a typical situation was that a single subject with un-regular living patterns in
two consecutive days has been observed; this is shown in Figure 5. Indeed, the subject went to the
emergency room (ER) for urgent health situation on the next day. Apparently, as in top of Figure 5,
the subject’s sleep duration was between 21:21:01 on the day to 04:41:01 of the next day. However,
according to the AI pattern of the next day, as in the bottom of Figure 5, the subject went to bed
around 04:00:01 in the morning and woke up at 07:21:01 with only very short sleep duration and also
in extremely irregular time slot. This situation suggested that the subject’s life style on these two
consecutive days was extremely irregular, which might result in his visiting ER the next day. This
observation motivated the need for a quantification assessment of regularity of ADL.

Figure 5. The AI pattern plots of a single subject over two consecutive days.

As shown in Figure 6a, there are 1440 data points of minute-wise AIs in a 24-h day, which raises
significant complexities for further processing. Therefore, hour-based AI patterns were generated
by taking the cumulative values of 60 min-wise AIs patterns into the total AI within an hour. As a
result, hourly AI patterns of the day are generated, as shown in Figure 6b. By finding the correlation
coefficient between the hourly AI patterns of day i−1 and day i, as shown in Figure 6c, the result can
indicate the regularity of ADL of the day i with respect to the previous day i−1, namely, day-to-day
Regularity Index (RI). Similarly, if the hourly AI patterns of day i are compared with the patterns of
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the day one week before, i.e., day i−7, then it is called week-to-week Regularity Index. Since the range
of the correlation coefficient is in between −1 and +1, the result of +1 means the ADL pattern of day i
is the same as day i−1. 0 stands for totally uncorrelated and −1 stands for totally inversely correlated.
With the continuous monitoring of days for human’s ADL, the trend for the regularity of that subject’s
living style can be plotted as in Figure 6d.

 
Figure 6. (a) Minute-wise AI pattern of day i−1; (b) hourly AI pattern of day i−1; (c) hourly AI pattern
of day i; and (d): RI trend.

3. Results

As described in Section 2.2, 14 different types of daily physical activities (PAs) were performed
by 10 normal subjects with GeneActiv devices worn on their wrists. Maximum and minimum values
of AI for a specific PA have been identified; furthermore, the mean value of AI for that type of PA
was calculated. As there were no detailed constraints, such as numbers of body turns during sleep,
moving (swing) frequency of the arms, walking speed, etc., for any specific type of activity that were
followed in the test, the range of maximum and minimum AIs for some types of activities were quite
large. However, they can still be categorized into different levels of activity based upon their mean AI
values; furthermore, the AI value falls between the specific maximum and minimum ranges, as shown
in Table 1. For instance, mean AI value less than 0.1 indicates that the subject under observation was
sleeping or resting, similarly, mean AI value between 0.1 and 0.5 will be considered as subject was
performing sedentary types of PAs. For light PAs, the mean AI falls between 0.5 and 2.0. Moderate
PAs could be considered as having mean AI in the range of 2.0~4.0. Additionally, all PAs having mean
AI greater than 4.0 could be considered as performing the vigorous activities. The level of activities
that have been categorized are shown as the yellow line in Figure 5, with rest/sleep leveled at 0 and
vigorous activities leveled at 4 respectively.

With the same acceleration data, a 24-h minute-wise AI pattern starting from the noon of a day
to the noon of next day were analyzed by the proposed smart sleep duration detection algorithm to
detect the sleep duration with a precision up to 1 min. The red line in Figure 3 shows the identified
sleep states, and it represents ‘awake’ state by ‘0’ and ‘sleep’ state by ‘1’. As stated, through the phase
II—sleep period merging, no more fragmented sleep periods were generated due to the bad sleep
quality. The sleep quality can also be quantified by calculating the average minute-wised AI during
the sleep duration. Larger value means there were more activities during the sleep, and hence it stands
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for bad sleep quality. Smaller values mean few activities occurred during the sleep, which indicates
good sleep quality.

Table 1. Classification of different PAs based upon AI.

Daily Life Activities Level of Activities Maximum Minimum Mean

Rest/Sleeping REST/SLEEP 0.096975 0.082482 0.088523
Sit-Watching TV SEDENTARY 0.345286 0.092849 0.186028

Sit-Reading News paper SEDENTARY 0.466089 0.090514 0.301787
Sit-Web browsing SEDENTARY 0.12198 0.100102 0.111355

Housekeeping LIGHT 1.604074 0.829076 1.222838
Driving LIGHT 1.378413 0.976756 1.171664

Walking-no Hand-Swing LIGHT 2.334001 0.648251 1.59335
Walking-w/Hand-Swing MODERATE 3.973975 2.048219 2.541614

DownStairs-no Hand-Swing MODERATE 8.124398 1.673799 3.890505
DownStairs-w/Hand-Swing MODERATE 3.40835 1.243286 2.415157

UpStairs-no Hand-Swing MODERATE 2.602795 2.352814 2.515802
UpStairs-w/Hand-Swing MODERATE 2.464628 2.308799 2.393241
Jogging-no Hand-Swing VIGOROUS 12.95352 4.437786 8.742815
Jogging-w/Hand-Swing VIGOROUS 7.27138 4.832407 6.033422

Regularity Index (RI) of ADL, which is the correlation coefficient between the hourly AI patterns
of day i−1 and day i, effectively represents the regularity of PAs on hourly-basis on the day i and is in
the range of ±1. Table 2 lists an example of one-week data for a subject, arranged from noon to noon
of next day; hourly AIs are listed in different columns with respect to the dates. RI value of +1 means
the ADL pattern of the day i is the same as of day i−1; 0 stands for totally uncorrelated, and −1 stands
for inversely correlated.

Table 2. A sample of one-week data, illustrating assessment of RI.

Hour\Date 9 May 2018 10 May 2018 11 May 2018 12 May 2018 13 May 2018 14 May 2018 15 May 2018

12:00:00 91.6985 7.9372 52.1803 39.1756 16.1481 120.7643 7.4088
13:00:00 68.0396 155.7581 104.2664 20.2958 190.7752 68.5014 59.4915
14:00:00 60.9835 132.4570 209.2683 47.8527 165.0358 24.0670 79.0501
15:00:00 127.9568 97.1954 152.4025 63.6552 72.7410 17.4707 110.0526
16:00:00 50.0016 37.5953 5.2637 20.1774 34.5341 125.6139 55.4181
17:00:00 52.6829 63.8394 5.0618 40.1613 60.5130 50.6716 35.2950
18:00:00 58.4110 44.1087 15.8595 39.5041 35.8857 16.3036 43.0587
19:00:00 30.3024 11.9919 23.8395 20.0936 34.3655 24.9894 19.2359
20:00:00 32.9313 44.0399 19.5678 19.0029 49.1668 21.5088 42.3071
21:00:00 25.9622 20.2555 32.2234 16.1118 45.0717 18.5637 26.7250
22:00:00 13.7704 16.6188 12.7696 9.2744 26.0573 9.6644 16.1690
23:00:00 8.8460 11.4903 13.3283 9.6019 16.6092 8.3738 10.8001
00:00:00 9.1765 8.0131 11.8799 9.2327 12.3928 7.2355 7.0924
01:00:00 11.7781 13.9831 9.7203 7.5271 18.6474 12.4477 7.9296
02:00:00 7.1743 25.7008 6.9460 10.2525 9.9166 7.7463 15.6859
03:00:00 6.9395 16.4114 8.0269 7.3836 13.6776 7.3144 8.6616
04:00:00 6.9992 18.5755 10.9319 6.9433 13.1182 7.3127 11.0475
05:00:00 6.6685 66.1852 33.5049 10.2133 87.0340 81.8432 69.0056
06:00:00 51.9434 60.5493 53.4563 45.3398 28.0925 201.7091 43.4253
07:00:00 60.3498 146.4305 152.9999 199.2066 72.4182 161.1731 138.3872
08:00:00 146.0198 185.8036 184.6546 132.9641 95.0854 98.3405 239.4251
09:00:00 109.5714 126.9927 105.3715 178.1697 16.5196 96.5270 150.3620
10:00:00 50.1309 97.9686 48.7204 84.0562 42.8646 131.4003 77.6424
11:00:00 53.7380 95.5183 34.1327 74.0714 37.0004 53.0020 78.3121

RI - 0.7078 0.8386 0.6484 0.1430 0.1105 0.4395

4. Discussions and Conclusions

With the proposed analytical model representing the quantified PAs and different levels of PAs
identified in this study, several parameters can be used to evaluate the status of subject with the
activity-based information. As shown in Table 3, besides the AI/min. (minute-wised activity index)
and day-to-day RI introduced previously, a simple total summation of the AIs over the whole day,
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i.e., T_AI, can simply indicate the total amount of activities within the day performed by the subject.
The SL_T and SL_Q representing the sleep hours and sleep quality can indicate the amount of time that
the subject was asleep or in rest during the day and the quality of the sleep/rest, respectively. T_[level
of activity] stands for the total number of hours that a subject can perform certain level of activities.
For example, if the information of the duration that a subject performed activities above certain level
(including the specific level) is required, then it can be calculated with T_[Level] + T_[Level+1] +
. . . + T_[4]. The last parameters, A[x]_T_[level of activity], which are of interest, constitute the time
duration that a subject performed certain level of activities within certain time window from when the
subject was awoke. This may indicate the capability of that subject performing certain level activities
within the time window from getting enough rest, i.e., period from when they awoke. For example,
in some clinical applications, the capability (evaluated by the time duration) that people can perform
activity levels greater than or equal to 3 (moderate level) within 3 h when they awake may be a strong
indication representing their lung condition.

Table 3. Parameters used for activity-based monitoring.

Parameters Meanings

AI/min. Activity Index/min.—minute-wised activity index

T_AI Total Activity Index of a Day—summation of all the
minute-wised AIs within a day

D_RI D-to-D Regularity Index—regularity index between the day
and the day before

SL_T Sleep hours—number of hours in sleeping/resting
SL_Q Sleep quality—average minute-wised AI in sleep duration

T_[Level of Activity] Hours of Activity [Level]—total time duration performing
certain level of activities in a day

A[x]_T_[Level of Activity]
Duration of Activity [Level] within [x] hours after

awake—time duration of performing certain level of activities
within [x] hours after awake

With these parameters or even by combining these, they could be strong indicators for many
medical-care applications by analyzing either the changes of the long-term trends of these parameter
or some machine learning algorithms. In this study, analytical models and methods were proposed
to perform activity-based monitoring with accelerometer-based wearable devices. A new parameter,
activity index (AI), has been introduced and used to categorize different PAs into 5 levels. Another
new parameter, regularity index (RI), has been proposed to represent the degree of regularity of ADL.
It provides a quantitative measurement of the regularity of living and can be used for many quantified
risk assessments of certain diseases. The proposed models and calculations are simple enough to have
them implemented into existing accelerometer-based wearable devices. Hence, they are extremely
suitable for further applications combining cloud computing services and IoT-based online health
monitoring platform, or for monitoring the health condition of a patient discharged from the hospital
and predicting their next re-hospitalization by observing varying patterns in ADL.
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Abstract: Sigma-delta (ΣΔ) closed-loop operation is the best candidate for realizing the interface
circuit of MEMS accelerometers. However, stability and reliability problems are still the main obstacles
hindering its further development for high-end applications. In situ self-testing and calibration is an
alternative way to solve these problems in the current process condition, and thus, has received a lot of
attention in recent years. However, circuit methods for self-testing of ΣΔ closed-loop accelerometers
are rarely reported. In this paper, we propose a fifth-order ΣΔ closed-loop interface for a capacitive
MEMS accelerometer. The nonlinearity problem of the system is detailed discussed, the source of it is
analyzed, and the solutions are given. Furthermore, a built-in self-test (BIST) unit is integrated on-chip
for in situ self-testing of the loop distortion. In BIST mode, a digital electrostatic excitation is generated
by an on-chip digital resonator, which is also ΣΔ modulated. By single-bit ΣΔ-modulation, the noise
and linearity of excitation is effectively improved, and a higher detection level for distortion is easily
achieved, as opposed to the physical excitation generated by the motion of laboratory equipment.

Keywords: MEMS accelerometer; electromechanical delta-sigma; built-in self-test; in situ self-testing;
digital resonator

1. Introduction

In recent years, electromechanical sigma-delta (EM-ΣΔ) closed-loop MEMS accelerometer has
been an active research field, due to its high-performance, inherent digital output, and convenience for
post-processing. As the research on the EM-ΣΔ accelerometer has gone in-depth, it has demonstrated
competitive performance compared to traditional macro-scale devices [1–9]. Previous research mainly
focuses on the enhancement of noise performance [2–4] and the realization of requisite high-order ΣΔ
architecture [5–8]. Such an accelerometer, with a noise floor as low as 200 ng/

√
Hz and a fifth-order

EM-ΣΔ architecture, has already been reported [9].
Although the MEMS accelerometer has rapidly occupied the low-end commercial market with

its high cost-performance, there are obstacles that limit its further development toward high-end
applications (such as in aerospace and the military). In most of these situations, the accelerometer
is often required to work in a harsh environment for a long period of time as a safety critical device.
For these applications, the working reliability and performance stability are primary considerations [10].
Since any malfunction will induce disastrous consequences, any drift will be twice augmented by the
integration, especially when performing long-term high-speed inertial navigation. However, due to
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the relatively large micromechanical manufacturing error, stress variation in material, surface effects
of planar process, and fatigue of material [11,12], the MEMS-sensing element has a relatively poor
long-term stability with respect to traditional macro devices.

Besides waiting for the evolution of MEMS process, the in situ self-test and self-calibration
will provide a promising new point of view on these problems [13] and, thus, attract extensive
research attention worldwide [13–28]. Although use of built-in self-test (BIST) units has been a routine
technique in most mixed-signal system-on-chip (SoC) design flows [14,15], obstacles are encountered
when implanting to an EM-ΣΔ system. This is due to the fact that the measurand of these systems is
essentially physical, which creates difficulty with respect to precision using an electrical-only stimulus.

Direct implementation of electrostatic stimulus is only valid in a basic functional test, which aims
to diagnose the defective dies in functional test or malfunction in practical usage. Many researchers
have proposed diverse functional BIST methods, by incorporating the MEMS structure into a
phase-lock loop (PLL) [16], resonator [17], or charge-pump [18] circuit, then, the working state of
the circuit will be an indicator of malfunction. A more precise functional BIST is static symmetry
testing, which can identify the location of defects by applying an electrostatic force on symmetrically
distributed testing electrodes, and observing the output response [19]. However, the efficacy of these
methods is limited, and the implementations are too dedicated to be widely adopted.

In order to alleviate the difficulty in ensuring the precision and consistency of direct measurement,
some researchers have resorted to indirect methods to realize the performance BIST. A widely adopted
indirect test method is a so-called “alternate test”, which is first proposed by the engineers from TI
Inc. for enhancing the test efficiency of analog ICs [20]. Recently, many researchers have worked on
using this method to predict the key performance of MEMS sensors [21–23]. It is based on the principle
that the mechanical performance undergoes the same environmental variations as the electrical
performance; if the relationship between them can be precisely established, then the mechanical
performance can be predicted by electrical test only. However, the process of establishing a precise
mapping relationship needs a lot of repetitive work on sample collection and statistical analysis,
which is time-consuming and can only be realized in a factory.

Recently, some researchers have proposed a purely algorithmic method for calibrating the output
of a 3-axis accelerometer [24–28]. It is based on the principle that in a static state, the vector sum of
the 3-axis output should always be equal to the earth’s gravity. Based on this principle, a series of
uncorrelated static measurements are performed. Then, the problem is shifted to the solving of a series
of nonlinear multivariable equations. However, in this method, only linear drift error is taken into
consideration, and the process of calibration does not utilize the cooperation of on-chip circuit, and the
error inside the sensor still exists.

The EM-ΣΔ technique has many advantages compared to open-loop and analog closed-loop
implementation [12,29].

Open-loop is a simple and cost-effective implementation which has been adopted in early
designs. However, several drawbacks have been identified: since it is necessary to provide sufficient
damping, more Brownian noise is introduced. Furthermore, the design latitude is constrained by the
contradictory trade-offs introduced by the sensing element [12,29]. Since each element in the signal
chain will add a distortion in final performance, the linearity of it is, thus, relatively poor.

As the research goes in depth, an analog closed-loop architecture has been proposed. As opposed
to the open-loop system, the proof mass is well controlled at the equilibrium position by electrostatic
feedback force. Thus, the linearity of the system is greatly improved. Since the electrical damping
effect is introduced by the feedback force, the design trade-offs in the sensing element are released,
and vacuum packaging technique can be used, resulting in a significant reduction in Brownian noise.
Moreover, the bandwidth of the system has been significantly expanded by the feedback loop.

Recently, an EM-ΣΔ closed-loop architecture has been proposed, which incorporates the sensing
element into a ΣΔ modulation loop. This configuration inherits the merits of analog closed-loop
architecture, and has an additional advantage of direct digital output and compact architecture. Due to
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the time averaging effect of ΣΔ servo loop, the electrostatic feedback force is linearized, resulting in an
improved linearity performance [1–9].

Thus, the EM-ΣΔ closed-loop accelerometer is the most advanced technique for building an
interface circuit for accelerometers. However, the aforementioned methods either treat the sensing
element as an individual device or treat the whole system as a black box. The BIST method, which is
dedicated for this type of system, is rarely reported.

This paper has proposed a fifth-order EM-ΣΔ accelerometer with a digital built-in self-test
function. The digital BIST circuitry is dedicated for the in situ dynamic distortion test of the EM-ΣΔ
accelerometer. The traditional dynamic test method relies on the sophisticated vibration or shock
machine [30], the inherent vibration distortion of which is usually large and limits the precision of
the distortion test. The proposed BIST circuitry makes use of the ΣΔ modulated characteristic of
the interface circuit. An on-chip 1-bit ΣΔ digital resonator is used to generate electrical excitation.
Due to the noise reshaping nature of the ΣΔ loop, the in-band noise and distortion are well suppressed.
The 1-bit signal has an inherently good linearity, and alleviates the need for a multi-bit multiplier.
Thus, an area-efficient digital excitation source can be easily implemented on chip, as opposed to the
difficulty in generation of analog or physical excitation.

This paper is organized as follows: Section 2 describes the system architecture and gives the
theoretical analysis of the source of nonlinearity and the trade-offs between performance and stability.
Section 3 gives the theoretical analysis and system level design of the BIST function. Section 4 gives
implementation details and practical consideration of the proposed system. The experimental results
are presented and discussed in Section 5, and the paper ends with conclusions in Section 6.

2. System Description and Topology Analysis

The block diagram of proposed interface system is shown in Figure 1. A capacitive MEMS
accelerometer is incorporated in a ΣΔ modulation loop with a third-order electrical integrator,
constituting a fifth-order EM-ΣΔ system [5,31]. By time multiplexing technique, capacitance
sensing and force feedback could be performed through the same sensing electrode, alternatively.
This collocated sensing mechanism will simplify the design of sensing element and reduce higher-order
resonance phenomenon [32]. The sensing element is configured as a balanced capacitive bridge with a
pair of reference capacitors, thus, a fully differential architecture can be established. In the feed-forward
path, there is a charge amplifier with a correlated-double sampling (CDS) function to realize the
capacitance detection and reduce the low frequency noise. A phase compensator is inserted between
the charge amplifier and electrical loop filter, in order to add some phase lead compensation to insure
the loop stability. The BIST function is realized by an on-chip ΣΔ digital resonator. In BIST mode,
a single-bit ΣΔ modulated sinusoidal wave will be injected into the digital part of the system under
the control of external pin. As will be described in detail next, the output will be a reflection of the
total harmonic distortion in the whole loop.

As evident, the electromechanical interface is a hybrid nonlinear feedback system comprised of
components in different domains: physical, analog, and digital. Thus, comprehensive consideration
should be taken at the beginning of the design stage.
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Figure 1. The block diagram of the whole electromechanical ΣΔ interface with built-in self-test
(BIST) function.

2.1. Sensing Element

The sensing element is a critical part of the system which affects the stability, determines the
sensitivity, and contributes to a major part of noise. A capacitive MEMS accelerometer is chosen as the
front-end sensing element for its high output signal, low temperature sensitivity, and ease of applying
electrostatic force to establish closed-loop control [33]. As shown in Figure 2, it generally consists of a
proof mass suspended by cantilever beams anchored to a fixed frame and accompanied by a couple of
fixed plates located on each side.
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Figure 2. The mechanical model of the sensing element.

By using Newton’s second law, the mechanical transfer function can be obtained:

Hms =
x
a
=

1
s2 + b

m s + k
m

=
1

s2 + ω0
Q s + ω02 , (1)

where m is the proof mass, b is the damping factor, k is the spring constant, ω0 =
√

k/m is the resonate
frequency, Q =

√
km/b is the quality factor. In closed-loop configuration, the response of the system

is a comprehensive result of sensing element and interface circuit, and thus, the above parameters
no longer dominate the system bandwidth, sensitivity, and resonance characteristic, therefore, more
latitude can be obtained in choosing the mechanical parameters.

The Brownian noise caused by the motion of gas molecules and suspension beam is the major
noise source in the mechanical part [12]. Since it is directly added into the front-end without any
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suppression, it will put a fundamental limit on the noise floor achievable and, thus, needs to be
carefully treated. The Brownian noise equivalent acceleration (BNEA) can be expressed as:

BNEA =

√
4kBTb
9.8m

[g/
√

Hz] , (2)

where kB is the Boltzmann constant, and T is the temperature in Kelvin. From the expression, we can
find that a larger m and smaller b will help in reducing the intrinsic noise floor. Thus, most of
the high-end MEMS accelerometers, including our design, use bulk micromachining technology and
vacuum packaging technique to realize a larger proof mass and a smaller damping factor. The Brownian
noise floor, in our design, is 17.4 ng/

√
Hz, calculated by the mechanical parameters used, thus, it is no

longer a dominant noise source. However, the price paid here is that the mechanical part exhibits a
highly underdamped response with a quality factor as high as 200, which makes insuring stability of
the closed-loop a more challenging task. In our design, a phase-lead proportional differentiation (PD)
controller is used as a phase compensator, but there are still trade-offs between stability and loop gain,
which will be discussed next.

2.2. Electrostatic Feedback Force

For closed-loop operations, the system performance is mainly determined by the feedback path,
as long as the loop gain is sufficiently large. In our system, the electrostatic feedback force is the only
section in the feedback path, and the electrical BIST stimulus is converted to physical actuation force.
Therefore, it has a significant effect on the key parameters of the system, including sensitivity, linearity,
and dynamic range.

Consider, when a voltage drop V is imposed on either pair of sensing plates, there will be an
attractive electrostatic force between them, which is given by

Felec =
C0d0V2

2(d0 + x)2 , (3)

where C0 is the static capacitance, d0 is the initial distance between the plates, and x is the displacement
of proof mass at that time. There are two problems faced by force feedback:

• Nonlinearity: the electrostatic force is second-order related to voltage, and is modulated by the
displacement x.

• Applying mechanism: the electrostatic force is always attractive, and there is normally no extra
electrode for applying it, due to structural limitations, and the existence of high-order resonance
mode [32,34].

One way to solve this problem is getting the linear result by subtracting a pair of balanced preload
forces which are differentially changed on both sides, and realizing the frequency domain separation by
modulating the measurand to high frequency [35–37]. However, there are interactions between sensing
and force feedback mode, and if the preload force is above a certain limit, its polarity will reverse,
resulting in instability [33,37]. Thus, in our system, we resort to oversampled ΣΔ force feedback to
realize the linearization, and time-multiplexing technique to realize the separation of sensing and force
feedback mode in the time domain. The applying mechanism of ΣΔ time-multiplexed feedback force
is shown in Figure 3.
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Figure 3. The diagram of ΣΔ time-multiplexed feedback mechanism.

As shown, in each cycle, the front-end capacitive bridge is switching between two working phases:
sense and force. In the sense phase, the bridge is biased, with supply voltage ±Vs and connected to
back-end interface circuit. In the force phase, the proof mass is biased to negative supply, and the fixed
electrodes are biased to either of the supply rails determined by the digital output signal Dout. The two
phases are working independently, and a clear phase is inserted to diminish the residue effect from
the previous cycle, thus, the interaction effect is minimized. Since the oversampling frequency is well
above the bandwidth of sensing element, it can be considered that the two phases are adding together
at the same time.

The composite electrostatic feedback force subjected by the proof mass can be expressed as:

FFeedback = FP − FN =
1
2

C0d0(−VS − DoutVS)
2

(d0 + x)2 − 1
2

C0d0(−VS + DoutVS)
2

(d0 − x)2 , (4)

where Dout is the digital output of the system which is quantized to ±1, and x is the residue
displacement which is filtered by the second-order low pass characteristic of the sensing element.
FP and FN are the electrostatic force imposed on positive side and negative side, respectively. It should
be pointed out that Equation (4) is a general expression of composite electrostatic force which is
effective at each sampling cycle. After a rearrangement, Equation (4) can be expressed as

FFeedback =
1
2 C0d0Vs

2[−4d0x(1 + Dout
2) + 4Dout(d0

2 + x2)]

(d02 − x2)2 . (5)

Note that the digital output Dout is either 1 or −1, therefore, Dout
2 is always equal to 1 at each time

point. Moreover, as the filtering characteristic of sensing element, only the low-frequency in-band part
of the feedback force is effective, thus, consider the averaged feedback force:

FFeedback =
1
2 C0d0Vs

2[−8d0x + 4Dout(d0
2 + x2)]

(d02 − x2)2 =
F0[− 2x

d0
+ Dout(1 + x2

d0
2 )]

(1 − x2

d0
2 )

2 , (6)

where

F0 =
1
2

C0(2Vs)
2

d0
. (7)
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Equation (6) reveals that the average feedback force FFeedback is first-order-related to the in-band
output signal Dout, and therefore, the relationship is linearized by a ΣΔ oversampling mechanism.
On the other hand, it has to be said that there are first and second order modulation effects of
displacement x, which will add additional distortion. If the loop gain is reasonably large, the condition
of x2 << d0

2 can hold, and Equation (6) can be rewritten as

FFeedback ≈ DoutF0 − 2x
d0

F0. (8)

There are only two first order terms: an ideal feedback force term with a linear displacement
modulation term. Although the second term will add a feed forward path from displacement to
feedback force introducing a gain reduction effect, the resulting system is still a first order system,
and therefore, the nonlinear effect is diminished, in principle. Further increasing the loop gain, if the
condition x << d0 holds, an ideal linear feedback system can be obtained. Thus, increasing the loop
gain is the key to solving the distortion problem, but it will be obstructed by the stability problem,
especially in a high-order ΣΔ system.

Besides introducing nonlinearity in feedback force, the displacement modulation effect will cause
a more detrimental “pull-in” effect.

Consider when an electrostatic voltage is applied on one pair of parallel plates of the sensor,
the equilibrium position of the proof mass can be found from the force-balance equation:

C0d0V2

2(d0 + x)2 = kx − fext, (9)

where fext is the external force, which will introduce a zero-voltage gap of x0 = d0 − fext/k. When the

applied voltage is smaller than the pull-in voltage Vpi =
√

8kx0
3

27C0d0
[38], the above function will have two

solutions. As the voltage amplitude increases, when it exceeds Vpi, no solution will be found and the
system will collapse. Thus, the critical value of applied electrostatic voltage is Vpi, which corresponds
to an equilibrium position of 2x0/3. This effect comes from the fact that the electrostatic force is
inversely proportional to the squared displacement x, while the elastic force is linearly proportional to
the displacement x. As the displacement increases, the electrostatic force will increase faster than the
elastic force introduced by cantilever beam, and after a certain limit, the equilibrium state will never
establish, and the proof mass will collapse onto one of the static plates. This phenomenon will not only
limit the usable range; once it happens, it may cause irreversible structure damage.

The stability problem introduced by pull-in effect is a rather complicated problem, and it should
be discussed with regard to different states [39–41].

For static state, the use of the proof mass is servo-controlled at the balanced place, as long as the
input amplitude is within the representable range of the ΣΔ system. Thus, the static pull-in is well
solved by the closed-loop control mechanism.

As for the dynamic “pull-in”, when the voltage changes quickly, the quasi-static regime does not
apply. Both the damping forces and mass inertia need to be included in the model [42]. Furthermore,
the case of the pull-in due to a step input and the pull-in due to modulated voltage is different,
and warrants different treatment [43]. Our system is the modulated voltage case, in which the pull-in
trigger point should be calculated from the accumulation effect of a series bits [43]. The dynamic
pull-in is hard to be modeled, due to its strong nonlinear characteristics and because of the multiple
solutions of the system state [39,44,45]. The modeling of the sensing element and stability analysis
technique for multistate nonlinear systems need to be further researched, which is outside the scope of
this paper.

131



Micromachines 2018, 9, 444

2.3. ΣΔ Closed-Loop Interface

As mentioned, incorporating the sensing element in a ΣΔ closed-loop will release the design
trade-offs faced by it, but the problem is shifted to the design stage of the back-end interface. Since the
filtering ability of the sensing element is always insufficient for suppressing the quantization noise,
the use of a high-order electrical filter in the succeeding interface circuit is a must, but will impair
the stabilization of the closed-loop further as the quality factor of the front-end is made rather high,
in consideration of Brownian noise. This section will be devoted to the design consideration and
trade-offs with respect to these issues in the back-end interface circuit.

2.3.1. Performance

The mathematical model of the whole system can be abstracted, as shown in Figure 4.
Each element in Figure 1 is expressed by its mathematical function.

 

Figure 4. The mathematical abstracted model of the whole system.

The sensing element is expressed with its transfer function Hms(z) in z domain, followed by a gain
stage Kx/C to translate it to capacitance change. The transformation from Hms(s) in s domain to Hms(z)
in z domain, taking time-multiplexed effect into consideration, is derived as detailed in paper [46],
and thus, is not discussed in this paper. The only conclusion needed to be cited here is that the use
of time-multiplexing only introduces a gain loss and a duty-cycle-related time delay. Besides that
Hms(z) still exhibits a second order filtering characteristic. The front-end pre-amplifier is abstracted as
a gain stage KC/V , and the phase compensator is expressed as its z-form expression Hc(z). To provide a
direct and concise viewpoint, the 3-order ΣΔ modulator is expressed by its feed-forward path transfer
function L0, and feedback path transfer function L1 [47]. For the distributed feedback topology we
take, L0 and L1 is given by

L0(z) =
4

∑
i=1

bi(
1

z − 1
)

4−i
, (10)

L1(z) = −
3

∑
i=1

ai(
1

z − 1
)

3−i
. (11)
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Then, the signal transfer function STF3-order and noise transfer function NTF3-order of the 3-order
electrical ΣΔ modulator can be expressed by

STF3−order(z) =
L0(z)

1 − L1(z)
, (12)

NTF3−order(z) =
1

1 − L1(z)
. (13)

Before discussing the influence factors of the performance of EM-ΣΔ loop, it should be noted here
that the two major sources of performance degradation, quantization noise and residue displacement,
undergo different loop processing; thus, they should be discussed separately.

First, consider the quantization noise. After sufficiently suppressing Brownian noise, the quantization
noise will be the major limitation of the noise floor achievable. It is added into the loop at the quantizer
node, and the noise transfer function NTFEM from quantization noise to output can be derived by
analyzing the mathematical model shown in Figure 4:

NTFEM(z) =
1

1 − L1(z)− L0(z)G(z)
, (14)

G(z) =
F0Kx/CKC/V Hms(z)HC(z)

m
, (15)

where G(z) is the overall transfer function of the mechanical branch. The denominator of Equation (10)
indicates that the quantizer noise is suppressed by a composite filtering effect provided by a 3-order
term L1 and a 5-order term L0G. However, it should be noted that the overall noise performance is
inferior to a 5-order electrical ΣΔ modulator. This is due to the fact that, as opposed to a 2-order
electrical integer, the in-band gain of the mechanical branch is flat and limited, moreover, it will be
weakened by the use of time-multiplexing technique and phase compensator. Thus, the efficacy of
quantization noise suppression is mainly determined by the inside 3-order electrical integer, as shown
in Figure 5. Therefore, for our system, in order to achieve sub-μg/

√
Hz noise performance, a 3-order

inside electrical modulator is necessary.

Figure 5. Spectrum of equivalent output quantization noise.
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Besides noise, linearity is another key performance parameter which often imposes an upper
limit on the range of signal amplitude that can be precisely represented. As mentioned in Equation (6),
in our system, the main source of non-linearity comes from the fact that the feedback electrostatic
force has a nonlinear displacement modulation effect, since the square-law effect of it is linearized by
the use of ΣΔ modulation. For a closed-loop operation, the most straightforward way to suppress
the residue displacement is to increase the loop gain seen by it. However, note that, if the loop is
breaking at different node, the effective loop gain is different. As a result, although the loop gain seen
by quantization noise is sufficiently high, this is not the case for residue displacement. When breaking
at the displacement node, the inside 3-order modulator should be considered as a whole, thus, the
loop gain seen by displacement x can be expressed as

Gx(z) =
F0Kx/CKC/V Hms(z)HC(z)STF3−order(z)

m
. (16)

As evident, the 3-order integrating effect, which is the major force in gain enhancement, is missing
in this expression. As a result, the loop gain seen by residue displacement is much less than that
seen by quantization noise. In order to make up for this loss, an additional gain stage is needed.
However, if it is inserted in the feed-forward path, there will be more energy appearing in front of
the quantizer, which will result in an earlier saturation. An alternative way is to scale the coefficient
in the feedback path L1, which can easily be realized by scaling the feedback voltage. As shown in
Equation (11), the decrease of L1 will give rise to STF3-order. The distribution plot of the input voltage
in front of quantizer is shown in Figure 6. As shown, the scaling of L1 will also help in reducing the
signal amplitude in the feed-forward path, which will make the behavior of the electrical circuit more
ideal. However, we must admit that the decreasing of L1 will cause a reduction in the quantization
noise suppressing ability due to the reduced loop gain. Besides that, there will need more continuous
logic levels to draw the input back, which means more susceptible to instability. In our system, L1 is
scaled as one-tenth of L0, to make a compromise to those trade-offs.

  
(a) (b) 

Figure 6. Distribution plot of the amplitude in front of quantizer: (a) loop gain enhanced by reinforcing
the feed-forward path; (b) loop-gain enhanced by scaling of the feedback path L1.

2.3.2. Stability

Next, we come to the stability problem. In order to maintain stability, a phase compensator is
inserted in the feed-forward path, whose expression is given by

HC(z) =
z − α

z
, (17)

where α is a compensation factor whose value is in the range of (0, 1). The distribution plot of poles and
zeros is shown in Figure 7a. The frequency response of HC(z) can be found by graphically considering
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the magnitude and phase of vectors connecting its poles and zeros to point around the unit circle.
As evident, the magnitude is minimum at dc, and starts increasing until the frequency reaches 0.5fS,
resulting a limited variation from 1 − α to 1 + α. Also, there is a positive phase angle ϕ varying with
frequency, which starts from zero at dc, and reaches its maximum when vector

→
n is perpendicular

to the real axis, and falls to zero again when the frequency reaches 0.5fS. Thus, the name phase
compensator [9] is derived from the fact that the gain variation is limited and concentrated around dc,
but there is a positive phase lead which will exert its influence at crucial frequencies. The bode plot of
phase compensator is shown in Figure 7b.

Figure 7. The frequency response of phase compensator: (a) the poles and zeros distribution; (b) the
magnitude and phase response.

It can be found that a larger compensation factor will give a better phase compensation result,
but at the expense of a larger gain loss in low frequency. An insufficient in-band loop gain means
a reduction in quantization noise suppression and a larger residue displacement. Apart from the
compensation factor, the sampling frequency is another factor influencing the result. A proper sampling
frequency is preferred at which the phase lead is maximum, but it means that the sampling frequency
cannot be chosen too high, in which case, the phase lead is not exerting its influence yet, which is also
contradictory to performance consideration. Thus, the use of phase compensator is a compromise of
performance and stability, the parameter of which should be carefully identified through a number
of simulations.

The power spectrum density (PSD) plot of the compensated closed-loop is compared to that of
open-loop configuration in Figure 8. As shown, the use of closed-loop configuration has extended the
bandwidth, and the resonating peak is flattened by the use of phase compensator.
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Figure 8. Compensated closed-loop response vs open-loop response.

3. BIST Function

In order to provide a cost-effective way for in situ self-test of harmonic distortion, a purely digital
BIST circuitry is embedded in the system. There are two major challenges of designing a BIST circuitry
for an accelerometer.

First is selecting the entrance of BIST stimulus. This is due to the fact that the sensing element
is part of ΣΔ closed-loop, which could not be disconnected to impose electrostatic force, and extra
driving electrode is not available in the general case. Thus, we should find an inner node in the
feedback loop to apply the electrostatic force indirectly. The principle of entrance selection is that
the applying point and observing point should cross over the sensing element, if not, the observed
response will not reflect the characteristic of the sensing element. For example, if the BIST stimulus is
directly added into the output node, due to the control of closed-loop, the output voltage will always
equal to the input stimulus as long as the loop gain is sufficiently high, irrespective of any change in
sensing element. In the proposed method, we choose the feedback point of the 3-order electrical filter
as the entrance of BIST stimulus. The signal at this point is 1-bit quantized, thus, the use of digital
excitation is convenient.

Consider that the BIST stimulus is a 1-bit ΣΔ modulated signal Vt. Then, by calculating the linear
module shown in Figure 4, the transfer function from Vt to Vout can be expressed as

Vout

Vt
=

L1(z)
1 − L1(z)− L0(z)G(z)

, (18)

which can be rearranged as

Vout

Vt
=

(
L1(z)

1−L1(z)

)
1 −
(

L0(z)
1−L1(z)

)
G(z)

. (19)

For in-band test signal Vt, the condition L1(z) >> 1 can hold, and by using Equation (12),
the Equation (19) can be rewritten as

Vout

Vt
≈ 1

1 − G(z)STF3−order(z)
=

1
1 − Gx(z)

≈ − 1
Gx(z)

. (20)

It can be found that the transfer function from Vt to Vout is the reverse of loop gain seen by residue
displacement, which is the major determinant of the harmonic distortion of the whole loop. Thus, the
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value of loop gain and the harmonic distortion level can be determined by performing a single tone
BIST test and observing the output response.

The other challenge that should be dealt with is to implement an embedded high-precision digital
excitation source cost-effectively. There are multiple implementation methods of the digital excitation
source, like direct digital synthesizing (DDS) or fixed-length recording technique [48]. However, the
first method requires a large amount of hardware resources, and the second is lack of flexibility in
signal control, thus, both of them are not suitable for implementation of on-chip BIST circuitry.

The BIST excitation source in our design is implemented using the ΣΔ resonating circuitry
proposed in [49], and its block diagram is shown in Figure 9. The resonator incorporates a ΣΔ
modulator in the feedback loop, resulting in concise architecture with an inherent 1-bit ΣΔ modulated
output and no need for an area-consuming multibit multiplier. In order to enhance the signal to noise &
distortion ratio (SNDR) performance to meet the BIST requirement, the ΣΔ modulator is implemented
using 3-order cascode of integrators feedback (CIFB) architecture. The STF of it is set to 1 in order to
minimize the introduced phase delay and simplify the selection of loop coefficient a12 and a21.

Figure 9. Block diagram of BIST excitation source.

For in-band signal, the loop gain of the resonator can be expressed as

GR(z) =
−a12a21z−1STF3−order

(1 − z−1)
2 . (21)

In order to keep a stable oscillation, according to the Barkhausen criterion, GR(z) should be equal
to 1. The characteristic equation of the BIST stimulus generator becomes

z−2 + (a12a21STF3−order − 2)z−1 + 1 = 0. (22)

For an in-band signal, STF4-order can be considered as a constant equal to 1. To simplify the control
mechanism, we choose 0 < a12a21 < 2, and the resonating frequency can be deduced:

ω0 = fS cos−1(1 − a12a21

2
), (23)

where fS = 1/Ts is the sampling frequency of the system. It can be found that the resonating frequency is
determined by the product of a12 and a21. So far, only the in-band signal is concerned when performing
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above analysis. However, there is a quantization noise part which will inject additional energy into the
loop and make the oscillation unstable. Thus, the value of a12 and a21 are chosen to be much less than
1, to alleviate this injection. This will limit the resonating frequency to a relatively low value, but is just
suitable for a harmonic test.

Besides frequency, the amplitude of oscillation can be controlled by choosing the initial condition
of the loop integrator, denoting the values of registers in integer1 and integer2 to be x1(n) and x2(n).
For simplicity, the initial value x2(0) is chosen to be zero. The value of x1(n) at time node n = 0 and
n = 1 can be expressed as

x1(0) = A sin(φ), (24)

x1(1) = A sin(ω0Ts + φ). (25)

Using one iteration calculated from the model shown in Figure 9, note x2(0) = 0, the relationship
of x1(0) and x1(1) can be obtained:

x1(1)
x1(0)

=
A sin(ω0Ts + φ)

A sin(φ)
= 1 − a12a21 (26)

Expanding Equation (26), we can obtain

cot(φ) =
1 − a12a21 − cos ω0Ts

sin ω0Ts
. (27)

Using the relationship shown in Equation (23), and for oversampling systems, the condition
ω0Ts << 1 can hold, then we can obtain

cot(φ) =
cos ω0Ts − 1

sin ω0Ts

∣∣∣∣
ω0Ts→0

= 0. (28)

Then, the amplitude A and initial phase φ of the oscillation can be expressed:{
A = x1(0)

φ = π
2

(29)

In conclusion, the characteristic of BIST stimulus can be controlled by tuning the loop parameters,
(e.g., tuning a12 and a21 for frequency control and tuning x1(0) for amplitude control). In order to avoid
the using of multibit multiplier, a12 is set to 2−L and realized by an arithmetic shifter to the right (ASR),
resulting in a coarse frequency tuning. The value a21 and x1(0) is restored in on-chip registers that can
be selected through a reserved digital interface for realizing a flexible test strategy.

4. Circuit Implementation Details

The schematic of proposed EM-ΣΔ accelerometer is shown in Figure 10. The system model shown
in Figure 4 is implemented with switch capacitor (SC) circuit.
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Figure 10. The schematic of proposed EM-ΣΔ accelerometer.

In the first stage, the capacitance change is converted to voltage by a charge amplifier. It has
adopted an output correlated double sampling (CDS) technique, thus, low frequency in-band noise and
dc offset from front-end amplifier are greatly reduced. The phase lead compensator is implemented
using a summing amplifier. By summing the charge corresponding to no-delay in-phase signal,
and delayed out-of-phase signal together, the transfer function shown in Equation (17) can be realized.
The 3-order electrical loop filter is implemented by also using an SC circuit. In order to prevent the
system from locking into saturation state in practical condition, a reset signal is added to clear the
integrating capacitors, if needed. The BIST circuitry is implemented with verilog code, and synthesized
to layout with electronics design automation (EDA) tools, and thus, is not shown in this schematic.
The stimulus VT generated by BIST circuitry is added into the loop through a replicated feedback path,
and thus, the addition with system output is realized indirectly.

In order to remove the low frequency noise and offset in the front-end amplifier, the CDS technique
is used. The circuit implementation and clock diagram are shown in Figure 11. At reset phase,
each electrode of the sensing element is connected to the ground, in order to diminish the residue effect
of previous feedback force. The charge on the feedback capacitor Cf is discharged too. Next, at phase
A, the sensing element is charged by a pair of supply voltages, and the differential capacitance change
is calculated by the SC circuit and stored on the capacitor CCDS. After that, in phase B, the polarity
of the charge voltage of the sensing element is inverted, inducing a negative voltage change at the
output of charge amplifier. Before that, CCDS is disconnected from the GND, leaving the node floating.
Thus, after phase B, the output results perform a subtraction operation on the capacitor. Note that, the
relative polarity of the low frequency noise and offset does not change, thus, they canceled each other
out, due to the CDS operation. After that, the voltage at the floating node of CCDS is only related to the
measurand, and is sampled on the hold capacitor CH at the next sampling phase.
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Figure 11. The schematic of front-end charge amplifier with CDS function.

As mentioned, in order to reduce the Brownian noise, the sensing element is sealed in a vacuum
package, resulting in a highly underdamped frequency response. When the sensing element is
incorporated into a closed-loop, a phase compensator with a transfer function 1 − αz−1 should be
added to provide some phase lead. The transfer function is realized using the SC circuit shown in
Figure 12. In each cycle, the charge of previous cycle restored on CI0 is first cleared by p4. In the
next phase, p3, the inverse charge of previous cycle restored on αCp is pushed onto the integrating
capacitor CI0, and the charge on Cp is cleared. Then, at phase p2, the input value of current cycle is
sampled on Cp and transferred on to CI0 at the same time. Thus, at that time, the output value is the
sum of the charge restored at previous cycle and the charge sampled at current cycle.

 

Figure 12. The schematic and timing diagram of phase compensator.

Then, the transfer function of this section can be written as

Hc(z) =
Cp

CI0
− α

Cp

CI0
z−1. (30)
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Normally, we choose Cp = CI0, then the above function is the same as Equation (17). The ratio, α,
of the sampling capacitor will set the compensation depth.

The schematic of the OTA used in proposed system is shown in Figure 13. In order to reduce
the harmonic distortion, second stage with class AB output architecture has been used. A regulated
cascade current source (M1~M5) is implemented as the tail current of input stage, in order to enhance
impedance of it, and hence, the common mode and supply rejection performance. The common mode
feedback circuit is using a parallel RC detector with an auxiliary amplifier, in order to enhance the
working range and the common mode loop gain. It should be noted here that the parasitic capacitance
of the sensing element will be charged and discharged at the same time, which will require additional
current output ability and bandwidth margin. Thus, the front-end charge amplifier should be especially
powerful and high-speed. Due to the use of two stage class-ab architecture, a 100 mA peak output
current and 100 MHz gain bandwidth production (GBW) is easily obtained. The remaining amplifiers
in Figure 10 are a scaled version of this architecture.

 

Figure 13. The schematic of proposed EM-ΣΔ accelerometer.

5. Results and Discussion

The complete electromechanical ΣΔ closed-loop interface circuit with BIST function is
implemented using 0.35 μm CMOS BCD process. The interface chip contains switch-capacitor circuits
as the analog part, and on-chip timing sequence and BIST circuit as the digital part. The reference
clock is 2 MHz, which is generated by an off-chip crystal oscillator to obtain a stable timing reference.
After on-chip phase adjustment, a sampling clock at 250 kHz is used as the main clock. The total area
of the ASIC is 11.2 mm2. The area of BIST circuit is 0.86 mm2, and only occupies 1/13 of total area.
And the power dissipation is 32 mW with a ±2.5 V supply voltage.

The prototype test board is shown in Figure 14. It is composed of a motherboard with supply
regulator and control logic, and a daughter board with ASIC and sensing element. The sensing element
is sealed in a vacuum ceramic package and connected to the ASIC on a print-circuit-board (PCB) board.
On the daughter board, a pair of matching capacitors is needed to build the balanced capacitive bridge
with the sensing element, and provide some calibration ability of the imbalance between the two
sensing capacitors. The amplitude and frequency of on-chip BIST stimulus can be controlled by the
logic signal generated on the motherboard, which will select one of the pre-load voltages stored in the
registers, whereby the connector on the PCB and the reserved interface in the ASIC.
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(a) (b) 

Figure 14. The photograph of prototype test board. (a) The daughter board with ASIC and sensing
element; (b) The motherboard with the daughter board mounted.

The output bit stream of the system and BIST stimulus are brought out through shielded wires and
captured by a logic analyzer. The calculated PSD of the output noise spectrum at static 0 g condition is
shown in Figure 15. The PSD is normalized to a full-scale voltage of 2.5 V. The noise floor of the system
is about −125 dB, which is equivalent to an input acceleration noise of 1.4 μg/

√
Hz (with a measured

sensitivity of 1.04 V/g). From Figure 13, an evident resonating peak due to the underdamping
characteristic of the sensing element can be found. Before that frequency, the spectrum shows a
fifth-order noise-shaping characteristic, and after that frequency, the noise-shaping characteristic
degrades to a three-order one, which is consistent with the aforementioned analysis.

Figure 15. Normalized output noise spectrum at 0 g condition.

The static sensitivity and linearity of the system is identified by a series of static tests at different
orientation in gravitational field. The prototype board is perpendicularly mounted on a dividing head,
and the input gravitational acceleration can be calculated by the rotation angle readings. The static
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sensitivity and linearity test result is shown in Figure 16. As shown, the sensitivity of the closed-loop
system is 1.04 V/g, and the static linearity is 0.708%.

Figure 16. Static sensitivity and linearity results.

The harmonic distortion test is fulfilled by the on-chip BIST function. The sensing element
is oriented at 0 g condition. A 1-bit ΣΔ modulated sinusoidal wave is generated by on-chip BIST
resonator and injected into the loop to excite the proof mass to a constant oscillation. The amplitude
and frequency of the BIST stimulus is set by the logic control signal generated on the mother board.
Both the BIST stimulus and induced output bitstream is captured by a logic analyzer. Their calculated
PSD is shown in Figure 17. It can be found that the noise and harmonic distortion of the BIST stimulus
is well controlled by digital ΣΔ modulation technique. Furthermore, the noise floor of the output
response in BIST test is slightly higher that of static test. This is due to the fact that the in-band
quantization noise in the BIST stimulus is still injected into the loop, although most of it is suppressed
by ΣΔ modulation. The third order harmonic of the BIST stimulus is −127 dB, while the third order
harmonic measured in the output is −71 dB. This means that the loop gain is not sufficiently high,
and the residue displacement does not get sufficient suppression, thus resulting in an obvious 3-order
harmonic distortion. As shown in Equation (19), the loop gain of the closed feedback loop can be read
by the ratio of BIST amplitude and output amplitude. By calculating the power of the signal bins,
the amplitude ratio of BIST and output signal can be obtained, then, the loop gain is calculated as 13.95.
As shown in Section 2.3, the feedback voltage of the 3-order electrical filter could give some latitude
for gain enhancement.
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Figure 17. The power spectrum density (PSD) of the BIST stimulus and the output response induced
by it.

The feedback voltage of the 3-order electrical filter is preserved for off-chip application. It is
generated by the voltage regulators on the mother board. A series of BIST tests are carried out under
different loop gain by adjusting the feedback voltage. The relationship between the measured loop
gain, the harmonic distortion, and the noise floor is shown in Figure 18. It can be seen that as the
loop gain increases, the harmonic distortion is effectively suppressed. However, the noise floor of the
output will have a tendency to rise up. This is due to the fact that the scale of the feedback voltage will
introduce an energy increase in front of the quantizer, and hence, equivalently decrease the loop gain,
thus resulting in a relatively low noise suppressing ability. Both of the abovementioned two tendencies
determine the minimum detectable harmonic distortion, since, when the noise floor rises close to the
harmonic distortion level, the readings will not be accurate representations. As shown, the minimum
securely detectable harmonic distortion is about −110 dB.

Figure 18. The relationship between the measured loop gain vs 3-order harmonic and output noise floor.
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6. Conclusions

This paper has presented the design of a high-order electromechanical ΣΔ interface chip for a
high-Q capacitive MEMS accelerometer. Most of our attention has been put on the loop nonlinearity.
The source of nonlinearity is analyzed in detail, and we point out that after the linearizing effect
provided by 1-bit ΣΔ modulation, the main source of nonlinearity comes from the residue displacement
modulation effect. As we analyzed, this problem comes from the fact that the loop gain seen by the
residue displacement is different with that seen by the quantization noise, and it is far less than
the latter. We point out that enhancing of the loop gain is the key to solving this problem, but this
compromises loop stability. Furthermore, the chip has integrated a digital BIST function aimed for
on-chip dynamic non-linearity analysis. The proposed BIST method utilizes the ΣΔ nature of the
interface. An electrical-only single bit signal is used as the BIST stimulus, which is ΣΔ modulated too,
thus, the noise and linearity performance of the stimulus is easily assured. The use of 1-bit signal has
also alleviated the need for a digital multiplier, resulting in area-efficient implementation, satisfying
the requirement of an on-chip harmonic test. The BIST results show that the harmonic distortion can
be effectively suppressed by enhancing the loop gain when scaling of the feedback voltage, and the
minimum detectable 3-order distortion can be as low as −110 dB.

Although we have provided a glimpse of digital BIST method for EM-SD accelerometer,
the on-chip test of the critical parameters (such as scale factor and bias) are left unsolved. This is due to
the fact that those parameters are absolute values, but the practical relationship between the electrical
stimulus and physical correspondent is hard to get, and will change with the environment variation.
Whereas the harmonic distortion test is a relative test, minor variation in amplitude will not affect
the test results. Thus, at present, only harmonic distortion is tested by the proposed BIST method.
However, due to the flexibility of the proposed BIST method, different test mechanisms could be
exploited. As the test results from various angles are collected, the other parameters may be predicted
by a comprehensive analysis. This is a future object of this work.
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Abstract: Gait and posture are regular activities which are fully controlled by the sensorimotor
cortex. In this study, fluctuations of joint angle and asymmetry of foot elevation in human walking
stride records are analyzed to assess gait in healthy adults and patients affected with gait disorders.
This paper aims to build a low-cost, intelligent and lightweight wearable gait analysis platform
based on the emerging body sensor networks, which can be used for rehabilitation assessment
of patients with gait impairments. A calibration method for accelerometer and magnetometer
was proposed to deal with ubiquitous orthoronal error and magnetic disturbance. Proportional
integral controller based complementary filter and error correction of gait parameters have been
defined with a multi-sensor data fusion algorithm. The purpose of the current work is to investigate
the effectiveness of obtained gait data in differentiating healthy subjects and patients with gait
impairments. Preliminary clinical gait experiments results showed that the proposed system
can be effective in auxiliary diagnosis and rehabilitation plan formulation compared to existing
methods, which indicated that the proposed method has great potential as an auxiliary for medical
rehabilitation assessment.

Keywords: MEMS sensors; gait analysis; rehabilitation assessment; body sensor network

1. Introduction

Human walking contains important physiology, kinematic and dynamic information. There are
many application prospects of human gait analysis in real life, such as monitoring the patient’s
recovery progress in clinical practice, the control strategy of bionic robots, etc. For instance, stroke is
a common neurodegenerative condition with a principal symptom of progressive limbs movement
disorder. The prevalence of this neurological disease has been estimated at 120 affected individuals
per 100,000 and 75% of the victims suffer from sequelae (mostly involve gait dysfunction) afterwards
according to epidemiological statistics [1–3]. An insightful example of gait disorder can be observed in
stroke—note that this study is not merely focused on stroke. However, a great majority of subjects who
took part in the gait analysis experiment suffer from stroke. Furthermore, stroke patients share most
gait symptoms with common neurological disorders in clinical practice. Specifically, stroke is a chronic
neurological disorder associated with hemiplegia, lack of balance and abnormal gait. Therefore,
objective and accurate inspection of gait parameters (as shown in Table 1) is of great help to a
neurologist for appropriate assessment and diagnosis of stroke patients. To this end, the findings of
this study could be helpful for revealing the pathogenesis of gait disorders. Stroke normally results in
gait asymmetry, which can be reflected in the differences of gait phase partition between two feet due
to paresis and imbalance. To sum up, it is crucial to discover the main components of gait disorders.
In view of this situation, it is critical to develop an objective and quantitative approach to assess the
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patients’ physical condition. This paper established a wearable gait analysis platform based on a
MEMSsensor and body sensor network. The platform can be used to collect acceleration, angular
velocity and the geomagnetic signals in the process of walking movement. Accurate gait parameters
can be calculated through a sensor data fusion algorithm and error correction process.

Table 1. Typical spatio-temporal gait parameters.

Gait Parameter Description

Stride length (m) Distance between two consecutive footprint of the same foot.

Stride speed (m/s) Stride length divided by walking cycle.

Stride frequency Number of steps taken per minute during walking.

Walking cycle (s) Duration of a single stride, inversely proportional to cadence.

Stance time (s) Duration of stance phase when feet contact with the ground, starting with
initial-contact (IC) and ending with foot-off (FO) of the same foot.

Swing time (s) Duration of swing phase when feet swing above the ground,
starting with FO and ending with IC.

Clearance (m) Foot elevation in swing phase, which reflects the muscular strength of lower
limbs and can be diversified as maximum and minimum foot elevation.

Plantar & dorsiflex (degrees) The angle between the dorsum of the foot and the back of the leg.

Knee ROM (degrees) Range of knee flexion during a single stride.

With the rapid development of modern medical technology, the concepts of medical treatment
have been gradually changed to “Prevention first”. In this case, it is quite necessary to conduct the
acquisition and processing of health information in advance, so that early medical diagnosis and
intervention are feasible. Meanwhile, in order to implement ambulatory monitoring without affecting
the subjects’ normal physiological activities, the traditional wire communication mode gradually shifts
to a wireless mode, which is likely to be more persuasive. Moreover, innovative sensing technology is
indispensable for continuous monitoring since the medical monitoring equipment has been developed
towards microscale and a long-term span. To this end, the emerging Body Sensor Network (BSN)
might serve as a peripheral node of the Internet of Medical Things or even the ubiquitous network.

2. Related Works

Quantitative gait analysis system mainly including a camera system [4–6], electromyography
measuring system [7] and force platform [8,9]. The camera system consists of multiple high resolution
cameras located in an indoor space, the orientation and position information of the target subject
can be calculated using attached highlighting reflective spots. The electromyography measuring
system detects human lower limb muscle signals by surface electromyography in the waking process;
force platform reflects the change of plantar pressure during walking. However, the applications of
above gait analysis system are limited in clinical practice, and the main reasons lie in three aspects.
Firstly, the systems are expensive, which might be a barrier to routine use. Secondly, the usage of
the systems are complex and require special operation, and it usually takes hours to complete the
whole gait measurement process. Finally, specific space is normally needed to perform gait analysis
using the above systems. In particular, the camera system may need more than 100 hundred square
meters [10–13]. Table 2 lists a brief comparison of mainstream gait analysis methods.

Considerable research has been conducted into the progression of gait dysfunction through the
various stages of stroke. Specifically, stroke subjects experience decreased stride length, cadence and
walking speed, significant variability in stride length and gait cycle, and Walking imbalances [10,14–16].
Chang et al. [17] employed a specialized wearable system and found that stroke subjects demonstrated
decreased gait velocity, stride length and prolonged double support phase. They further identified

149



Micromachines 2018, 9, 442

a high correlation between these gait parameters and age of onset. Further investigation into
gait impairments in subjects with neurological diseases has also indicated that the degree of gait
abnormality and the disease progression. Previous research has highlighted the advantages of
quantitative gait analysis in gait diagnosis; however, laboratory-based systems such as optical
tracking and plantar pressure measurement are typically expensive and are not available in ordinary
clinical settings [18–20]. Therefore, significant interests have increased rapidly in the development of
alternative gait analysis tools.

Table 2. Comparison of mainstream gait analysis method.

Items Observation Method Optical System Inertial Body Sensor Network (BSN)

Objectivity subjective objective objective
Robustness poor sensitive to occlusion very stable

Repeatability poor high high
Efficiency medium low high

Set-up time several minutes half-hour several minutes
Usability high low high

Visual text no partial fully

With the maturity of microelectromechanical systems and the development of information fusion
technologies, the application of inertial motion analysis technology is becoming more and more
extensive [8,21–25]. Due to the noticeable advantages of small size and low cost, wearable sensors
can be mounted directly on the body segment with no need for specified test environment [24,26–28].
Such system may also serve as a good supplement of the gold standard including optical system
and plantar pressure monitoring system. In previous studies, we have adopted a wearable inertial
sensor in a walking distance calculation and walking pattern classification [29–31]. Ambulatory
measurement of the participant’s trunk inclination using inertial measurement unit (IMU) was carried
out by Farris et al. [3]. Bao et al. [32] developed a smart shoe for gait analysis using force sensitive
resistors and IMU sensors. Luinge et al. [33] proposed the estimation of arm orientation by wearable
inertial sensors. Dejnabadi et al. [34] introduced an approach to accurate measurement of joint angles
based on IMU. However, due to their inability to detect heading reference, inertial based systems
generally fail to measure differential orientation, a prerequisite for computing the 3D knee flexion
angle recommended by the Internal Society of Biomechanics [35]. Roetenberg et al. [36] developed
an ambulatory position and orientation tracking method fusing magnetic and inertial sensing. Since
magnetometers measure the strength and direction of the local magnetic field, the geographical north
direction can be found. In this case, the initial heading orientation can be obtained with the supplement
of a magnetometer. Moreover, the system remains self-contained, which means it does not rely on any
external infrastructure [37]. In addition, there are already wireless IMU BSN commercial products such
as Trigno Avanti (Delsys Inc., Natick, MA, USA), Mvn Suit (XSens Inc., Enschede, The Netherlands),
Perception Neuron (Noitom Inc., Beijing, China) and iSen (STT Systems Inc., San Sebastian, Spain).
The current limitations of the state-of-the-art mentioned in the literature are the sensor alignment and
integral error. Cost-effectiveness and stability are two other concerns. Moreover, little research about
the follow-up monitoring of patients’ lower limbs has been carried out. Therefore, the contributions
of this paper include the sensor alignment method and the availability of follow-up monitoring of
patients’ key gait parameters.

The rest of this paper is organized as follows: Section 3 describes the structure of the proposed
gait analysis system and the methodology used to estimate the gait parameters during walking;
experimental results are given in Section 4; and the potential applications of gait analysis are discussed
in Section 5, which concludes the paper as well.
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3. Materials and Methods

3.1. System Setup

An ambulatory gait analysis system has been developed based on IMU. We have assembled the
IMU from accelerometers/gyroscopes chipsets including ST Microelectronics (Geneva, Switzerland)
and Analog Devices (Boston, MA, USA). A multi-sensor fusion algorithm is used to estimate gait
parameters. The inertial measurement unit (IMU) can be strapped on both feet, shank and thigh via
adjustable elastic straps with hook & loop. We chose straps over housing shells due to their flexible
structure, strong adaptability, lower cost and good maneuverability. The installation is quite simple,
which can be finished in several minutes. We have designed a fastener with which the sensor nodes
can be fixed on the specified location firmly, ensuring the estimation accuracy. No special laboratory is
needed, and the gait measurement can be performed just in the corridor or in the ward. The patients
can even keep follow-up monitoring in the community after they discharged from the hospital. The
performance-to-price ratio is relatively high and it is convenient to automatically generate a gait
diagnostic report. Moreover, useful contrastive analysis can be made with repeated gait analysis. The
principle and structure of the proposed gait analysis system is shown in Figure 1.

The sensor array includes triaxial accelerometers, gyroscope and magnetometer. Sensor performance
specification is shown in Table 3. Raw sensor data is logged at 100 Hz and then forwarded to a receiver
via a 2.4 GHz wireless network. The actual linear motion acceleration is used to calculate position.
Note that the gravity component (g = [0, 0, 9.81]Tm/s2) is normally eliminated from the resultant
acceleration signal before estimating the position by integral operation of actual motion acceleration
two times.

(a) (b)

Figure 1. The principle and structure of the proposed gait analysis system (a) self-made motion tracking
sensor nodes; (b) gait analysis scenario.

Table 3. Sensor performance specification.

Unit Accelerometer Gyroscope Magnetometer

Dimensions 3 axes 3 axes 3 axes
Dynamic Range ± 50 m/s2 ± 1200 deg/s ± 750 mGauss
Bandwidth (Hz) 30 40 10

Linearity (% of FS) 0.2 0.1 0.2
Bias stability (unit 1σ) 0.02 1 0.1
Alignment Error (deg) 0.1 0.1 0.1
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3.2. Accelerometer Non-Orthogonal Error Estimation

In general, the accelerometer orthogonal error is less than 1◦, which is normally indicated in
the product technical manual. Orthogonal errors exist in three-axis, as shown in Figure 2, and the
non-orthogonal error can be expressed as follows:

E =

⎡⎢⎣ cos α 0 sin α

sin β cos γ cos β cos γ sin γ

0 0 1

⎤⎥⎦ . (1)

Formula (1) can be simplified using the approximation of the trigonometric function value and
then we have the following equation:

E ≈

⎡⎢⎣1 0 α

β 1 γ

0 0 1

⎤⎥⎦ . (2)

The accelerometer merely senses gravity under stationary state. A relationship exists between
accelerometer observations gs and the true gravitational acceleration ±bg as follows:

± bg = E−1gs =

⎡⎢⎣ 1 0 −α

−β 1 αβ − γ

0 0 1

⎤⎥⎦ . (3)

Meanwhile,
gT

s ETEgs

‖gs‖2 = 1. (4)

Figure 2. Non-orthogonal angle error of tri-axis accelerometer.

After establishing the non-orthogonal error correction model, the ellipsoid fitting method is
introduced to calculate the non-orthogonal error angle. We can get three components of gravity vector
±bg with respect to three sensitive axes as follows:

Gg = ‖ ± bg‖[− sin θ, sinφ cos θ, cos φ cos θ]T , (5)

while the accelerometer observations Gs = [ax, ay, az]T should satisfy the following equation theoretically:

GT
s Gs = ‖ ± bg‖2, (6)
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which means the distribution of measured values is a spherical with the radius of ‖ggg‖2; however,
actually, the accelerometer measurement distribution is an ellipsoid due to the existence of
nonorthogonal errors. Set O = [a, b, c, f , g, h, p, q, r, d]T and quadric equation can be written as follows:

ax2 + by2 + cz2 + 2 f yz + 2gxz + 2px + 2qy + 2rz + d = 0. (7)

Then, we can get the coefficient matrix from Equation (4) after ellipsoid fitting,⎡⎢⎣a d c
d b f
e f c

⎤⎥⎦ =
ETE
‖gs‖2 . (8)

Define A = a + b + c, B = ab + bc + ac − f 2 − g2 − h2, if 4B − A2 > 0. Then, Equation (7)
is the description of ellipsoid surface. Select n group of accelerometer measurements, [xi, yi, zi],
i = 1, · · · , n, denote C = [X1, X2, · · · , Xn] and Xi = [x2

i , y2
i , z2

i , 2yizi, 2xizi, 2yixi, 2xi, 2yi, 2zi, 1]T , and
then the ellipsoid fitting is converted into the following constraints:{

4B − A2 = 1,

min(OTCTCO).
(9)

Define the coefficient matrix as follows:

M0 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−1 1 1 0 0 0
1 −1 1 0 0 0
1 1 −1 0 0 0
0 0 0 −4 0 0
0 0 0 0 −4 0
0 0 0 0 0 −4

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (10)

M =

[
M0 0006×4

± b04×6 ± b04×4

]
. (11)

Lagrangian function can be introduced to convert the constraint problem to the following equation:{
OT MO = 1,

CTCO = λMO.
(12)

It has been proved that this constraint problem has a unique solution in the field of
mathematics [38]. Therefore, the ellipsoid coefficient vector can be determined, and then the ellipsoid
radius and the nonorthogonal error angle can be calculated based on the ellipsoid coefficient. Define
the symmetrical coefficient matrix and the translation vector S T = [2p, 2q, 2r]T ,

S =

⎡⎢⎣a h g
h b f
g f c

⎤⎥⎦ . (13)

Then, the transformation H
′
= NT H + R can convert the quadric equation into a standard

ellipsoid equation:
x2

a′2 +
y2

b′2 +
z2

c′2
= 1, (14)
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where N is the eigenvector of matrix S, denote D as the main diagonal matrix of S, and then we have
S = NDNT and R = −(2D)−1NT. Ellipsoid radius can be obtained by the following formula:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

a
′
=

√
−(NF)T R

(2−d)D(1,1) ,

b
′
=

√
−(NF)T R

(2−d)D(2,2) ,

c
′
=

√
−(NF)T R

(2−d)D(3,3) .

(15)

After calculating the ellipsoid coefficient, we can calculate the nonorthogonal error angle by the
analytic method. Equation (3) can be used to compensate the non-orthogonal error of the accelerometer.

3.3. Stance Phase Detection by Decision Level Data Fusion

Sensor drift is an inherent property that results in linear growing integration errors in attitude and
position estimation. In particular, position errors grow proportional to the square of the acceleration
error. To this end, the widely used Zero Velocity Updating (ZVU) method is adopted in this paper.
Though the valid interval of ZVU algorithm is illustrated in literature [31,39–41], the effectiveness
of the ZVU technique largely relies on the stance phase detection as shown in Figure 3. This paper
takes two criteria to determine stance phase in each gait cycle. These key periods are determined by
calculating the squared Euclidean norm of acceleration values, as shown in formula (16):

V =
√
(ax/ ‖g‖)2 + (ay/ ‖g‖)2 + (az/ ‖g‖)2, (16)

where ax, ay and az represent the triaxial acceleration measurements of foot sensors:

M =
1
N

i=j

∑
i=j−N

((Si − S̄N)
2, (17)

where S̄N is the mean of Si over N samples.
Meanwhile, angular rate energy Egyro is adopted as the other criterion (18). The second moment

is used to detect stance phase, which is defined in the following formula [39]:

E =
1

σ2
ωW

j+W−1

∑
i=j

‖ωi‖2, (18)

R̂ =

{
1, V < λ1

⋂
E < λ2,

0, other value,
(19)

where W is the window size selected according to the sensors sampling rate; ωi = [ωx,i, ωy,i, ωz,i]
T is

the triaxial angular velocity vector; and σ2
ω is the gyroscope noise variance. λ1 and λ2 are empirically

predefined thresholds. The detection results (R̂) are sequences consisting of “zero” and “one”.
The algorithm continually finds the interval when ZVU is valid and updates the corresponding
vG(t) as [0, 0, 0]T based on the two indicators above.
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(a)

(b)

Figure 3. Stance phase detection (a) stance phase detection by raw data; (b) close-up view.

3.4. Knee Angle Estimation

Knee flexion angle can be calculated by fusing the multi-sensor data. Figure 4a demonstrates the
calculation principle and Figure 4b,c show the calculated swing angles and knee flexion based on the
gyroscope observations. In addition, the calculation method of knee flexion angle is as follows:

θknee = θthigh − θshank + θini =
∫

(ωthigh − ωshank)dt + θ0
thigh − θ0

shank, (20)

where θ0
thigh and θ0

shank are initial angles between lower limbs (thigh and shank, respectively) and
the gravity direction when the subjects are standing still at ease, which can be calculated by the
measurements of the accelerometer as proposed in the previous study [29,30]. ωthigh and ωshank are
angular velocity values of thigh fixed and shank fixed sensors.
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(a) (b) (c)

Figure 4. Knee angle estimation results (a) calculation principle of knee; (b) swing angle of thigh and
shank; (c) knee flexion flexion statistics.

3.5. Attitude Estimation and Quaternion Correction in IMUs via Sensor Fusion

IMUs refer to sensor modules consisting of three-dimensional accelerometers, gyroscopes and
magnetometers (in some cases magnetometers are not included). According to physical and dynamical
theory, acceleration measurements can be integrated once to acquire linear velocity and twice to obtain
relative position change based on the previous observations. Likewise, angular velocity observations
from gyroscopes can be integrated once to estimate the attitude change between two consecutive
measurements. In practice, inertial sensors are prone to be disturbed by system noises, drift and
measurement errors. All these factors would cause significant integration errors when the raw sensor
data are used for integration. In some cases, when the subject moves slowly or stays static, one can
merely adopt accelerometers or inclinometers to directly determine the 3D attitude with acceptable
results, which avoids the integration operation. However, it is inevitable that external acceleration
applied to the accelerometers could ruin the attitude detection based on the calculation of gravity
vector components in these orthogonal planes. In most cases, multiple sensor data fusion is necessary
to determine 3D attitude. Since the collected data are discrete, we need to perform interpolation
between qm and qn and the interpolation principle is shown in Figure 5.

qt = qm + (qn − qm)× t, t ∈ [0, 1]. (21)

Simple linear interpolation is valid in some cases. However, it can not effectively describe the
curve between qm and qn. To ensure that the angle θ between qm and qt is linear, i.e., θ(t) = (1− t)θ + tθ,
we then choose slerp function slerp(qm, qn, t) to conduct smooth interpolation of quaternions as follows:

slerp(qm, qn, t) =
sin (1 − t)θ

sin θ
qm +

sin tθ
sin θ

qn. (22)

Figure 5. Quaternion interpolation.
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Normally standardized operation is necessary:

qt =
qm + (qn − qm)× t
‖qm + t(qn − qm)‖ . (23)

Moreover, the quaternion number can also avoid the singular point problem of Euler angle
representation [27,42], when the pitch angle reaches ±90◦. The three-dimensional attitude represented
by quaternions are:

φ = arctan

(
2 (q2q3 + q0q1)

q2
0 − q2

1 − q2
2 + q2

3

)
, (24)

θ = arcsin (−2 (q1q3 − q0q2)) , (25)

ψ = arctan

(
2 (q1q2 + q0q3)

q2
0 + q2

1 − q2
2 − q2

3

)
. (26)

The attitude of the updated sensor can be obtained by solving the differential equation of
quaternions. The differential equation of quaternions can be expressed as:⎡⎢⎢⎢⎣

q̇0

q̇1

q̇2

q̇3

⎤⎥⎥⎥⎦ =
1
2

⎡⎢⎢⎢⎣
0 −ωx −ωy −ωz

ωx 0 ωz −ωy

ωy −ωz 0 ωx

ωz ωy −ωx 0

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

q0

q1

q2

q3

⎤⎥⎥⎥⎦ . (27)

On the basis of the widely used sensor coordinate transformation, we can get the updated
attitude quaternion with inevitable errors. As for a certain vector, its magnitude should be the same
though it is expressed in different coordinate frames. The magnitude deviation caused by coordinate
transformation can be adopted to adjust the rotation matrix. This paper uses two reference vectors
(gravity vector and magnetic vector) to modify the quaternion. In the static state (without linear
acceleration), gravity vector [0, 0, 1]T is converted into [cx, cy, cz]T after coordinate transformation,
while accelerometer observations are [ax, ay, az]T . Then, [cx, cy, cz]T and [ax, ay, az]T both represent the
gravity vector in the sensor frame. Then, we can obtain error matrix es

g by multiplying both vectors:

es
g =

⎡⎢⎣ex

ey

ez

⎤⎥⎦ =

⎡⎢⎣ax

ay

az

⎤⎥⎦×

⎡⎢⎣cx

cy

cz

⎤⎥⎦ =

⎡⎢⎣ay ∗ cz − az ∗ cy

az ∗ cz − ax ∗ cz

ax ∗ cy − ay ∗ cx

⎤⎥⎦ . (28)

The error matrix can be used to correct the attitude quaternion. Proportional-Integral (PI) feedback
adjustment is introduced hereby,

ωt = ωt−1 + kp ∗ es
g + ki ∗ es

g ∗ τ, (29)

where ωt is a three-axis angular velocity component, which can be used to correct quaternions
combined with skew symmetric matrix. kp and ki are proportion coefficient and integral coefficient,
respectively. Both parameters are ascertained after repeated experiments on different specific groups.

Moreover, in practice, the measurement error of MEMS magnetometer is non-negligible,
the magnetometer measurement error mainly includes environmental interference and inherent
error [12,37]. Researchers have conducted various calibration methods using high precision instruments
and equipments [38,43,44], however, these methods are time-consuming and the calibration effect
largely relies on the precision of equipment. This work uses a calibration method which allows
non-experts to easily implement the calibration procedure. To calibrate the magnetometer, sensor
nodes were rotated along "Figure of eight knot" trajectory for several times before they were mounted
on human lower limbs. Then the outputs were wirelessly collected and be used to perform the
magnetometer correction. The correction of magnetometer should be performed near the body segment
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where the sensor was mounted in an indoor experimental scene [45]. In conclusion, the flowchart of
the proposed gait parameters estimation approach can be summarized in Figure 6.

Figure 6. Flowchart of the proposed approach.

4. Experimental Results

The proposed gait analysis system has been adopted to carry out preliminary clinical trials at the
Second Affiliated Hospital of Dalian Medical University. Gait data used in this study consist of walking
stride time series from 30 healthy adults (22–45 years old), 20 patients with stroke (46–77 years old),
and 20 patients with joint disease (30–58 years old). All subjects were instructed to walk continuously
on level ground along an obstacle-free corridor for more than 15 m. Note that we have conducted
walking trials including U-turns and stair climbing into the evaluation and the proposed method
works well. Straight walking is a simplified case suggested by the clinician, and straight walking is
mostly adopted in the observational method in clinical practice.

According to the obtained gait parameters in Table 4, the stride lengths, stride speed and feet
clearance are relatively low in both neurological and arthropathy patients, which are also consistent
with clinical observation. Similarly, mean values of stance time associated with patients are significantly
higher than those of healthy subjects. The results from statistical results presented in the table indicate
strong evidence of the capability of the typical gait parameters in characterizing the walk of healthy
subjects and patients. In this regard, these gait-related symptoms can be explained by clinicians for
diagnostic and treatment purposes because the disease progression can be quantificationally monitored
via these observations.
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Table 4. Gait parameters comparison for healthy subjects and patients. Results are presented as mean (±SD).

Parameter Healthy Neurological Arthropathy

Stride length (m) 1.21 ± 0.13 0.68 ± 0.35 0.73 ± 0.29
Stride speed (m/s) 0.94 ± 0.15 0.71 ± 0.26 0.86 ± 0.21

Stride frequency 92 ± 9 64 ± 22 72 ± 17
Walking cycle (s) 1.32 ± 0.08 1.68 ± 0.13 1.48 ± 0.07

Stance time (s) 0.86 ± 0.05 1.14 ± 0.11 0.99 ± 0.08
Swing time (s) 0.46 ± 0.03 0.54 ± 0.06 0.49 ± 0.04
Clearance (m) 0.22 ± 0.04 0.08 ± 0.07 0.14 ± 0.06

Knee ROM (degrees) 65 ± 9 39 ± 17 46 ± 22

4.1. Knee Flexion Monitoring

Table 5 presents the maximum of joint angle during walking. The knee flexion angle is
constantly positive; the positive ankle joint angle represents dorsiflexion and a negative value signifies
plantarflexion. In the course of stance phase, the knee flexion angle increases; meanwhile, the ankle
dorsiflexion turns to plantarflexion; note that the maximum ankle plantarflexion appears in the final
stage of stance phase; in the course of swing phase, knee flexion angles reach the maximum while
ankle plantarflexion turns to dorsiflexion, followed by the next stance phase.

Table 5. Joint angle calculation results of a healthy subject and a typical stroke patient. Results are
presented as mean (±SD).

Joint Angle ◦ Heel Strike Foot Flat Heel Off Swing

Knee joint (Healthy subject) 7.2 ± 3.6 19.9 ± 5.1 39.4 ± 6.1 66.2 ± 5.4
Knee joint (Stroke Patient) 9.8 ± 4.5 14 ± 4.2 22.3 ± 5.8 38.1 ± 7.1

Ankle joint (Healthy subject) 8.7 ± 4.4 15.3 ± 4.3 −19.5 ± 6.8 −8.3 ± 4.2
Ankle joint (Stroke Patient) 9.3 ± 4.5 11.4 ± 5.1 −16.9 ± 5.6 −7.2 ± 3.9

Knee flexion range of motion (ROM) is often evaluated using a goniometer in rehabilitation
clinics or in hospital wards. The more knee ROM regained during the therapeutic process, the better
knee recovery would be affirmed and the sooner early discharge could be guaranteed. In this
study, we conducted data collection and knee ROM analysis on 30 healthy subjects, 20 neurological
patients (mainly stroke patients) and 20 arthropathy patients, respectively. The first data collection
is performed before medical treatments, while the remaining data collections occurred at two weeks
and six weeks after treatments, respectively. Figure 7 illustrates the knee ROM recovery status of
one typical arthropathy patient who received minimally invasive surgery and one typical stroke
patient undergoing rehabilitation training, respectively. The results show that both patients recovered
significantly in terms of knee ROM after receiving six weeks of medical treatments. By six weeks after
minimally invasive surgery, the knee ROM of arthropathy patient almost returns to the normal range
and the gait symmetry is much better when the pains were alleviated.

The one-way analysis of variance (ANOVA) results of knee ROM between bilateral lower limbs
are shown in Tables 6 and 7. We can conclude that patients showed large standard deviations in knee
ROM, which is a significant feature different from healthy subjects. In this paper, the hypothesis is
the symmetrical (balanced) bilateral knee angle ROM, p-value < 0.05 should be interpreted as the
hypothesis is true, and the hypothesis is invalid for subjects with p-value > 0.05. Results showed that,
as for arthropathy patients, no significant knee ROM difference exists on bilateral lower limbs after six
weeks’ treatment based on the ANOVA analysis results (p-value = 0.0046); however, the stroke patient
still has significant knee ROM different on bilateral lower limbs after six weeks of treatment (p-value =
0.8637). In fact, many stroke patients still have obvious asymmetry between bilateral knee ROM even
after several months, though the symptoms may be relieved to a great extent.
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Figure 7. Knee range of motion (ROM) recovery history before and after medical treatments for an
arthropathy patient and a stroke patient, respectively.

Table 6. Analysis of variance (ANOVA) table of bilateral knee range of motion (ROM) for an arthropathy
patient (SS: Sum of squares of variance; df: Degree of freedom of variance; MS = SS/df; F: F test statistic).

Item Source SS df MS F p-Value

Prior treatment
Columns 285.1 19 15.0053 0.39 0.9787

Error 778 20 38.9
Total 1063.1 39

Post treatment 2 weeks
Columns 260.275 19 13.6987 1.26 0.3061

Error 217.5 20 10.875
Total 477.775 39

Post treatment 6 weeks
Columns 227.275 19 11.9618 3.39 0.0046

Error 70.5 20 3.525
Total 297.775 39

Table 7. Analysis of variance (ANOVA) table of bilateral knee range of motion (ROM) for a
stroke patient.

Item Source SS df MS F p-Value

Prior treatment
Columns 304.28 19 16.0145 0.23 0.9988

Error 1385.5 20 69.275
Total 1689.78 39

Post treatment 2 weeks
Columns 203.9 19 10.7316 0.21 0.9993

Error 1006 20 50.3
Total 1209.9 39

Post treatment 6 weeks
Columns 165.6 19 8.7158 0.6 0.8637

Error 290 20 14.5
Total 455.6 39

4.2. Feet Clearance Monitoring

According to Figure 8a, it is observed that there exists foot elevation asymmetry (left foot: ∼15 cm,
right foot: ∼5 cm) of a stroke patient with hemiplegia symptoms on the right foot, which is consistent
with clinical observation, indicating that the patient loses the ability to keep balance. Figure 8b presents

160



Micromachines 2018, 9, 442

the foot elevation asymmetry of an arthropathy patient, which presents the gait walking disorder from
the perspective of feet elevation statistics.

(a) (b)

Figure 8. Gait clearance comparison (a) a stroke patient; (b) an arthropathy patient.

5. Discussion and Conclusions

This paper aims to provide ambulatory and robust measurements of human gait, and we adopted
body-worn sensors to estimate gait parameters. Digitalized and objective gait information can act as
desirable guidance for making and adjusting rehabilitation plans, and the results of the preliminary
clinical gait analysis experiments have also verified the accuracy of this method for human limbs
motion capturing. With no pressure sensor for the stance phase detection and no optical device for
integral error elimination, the pure ZVU-aided gait analysis system using body-worn IMU can achieve
a good auxiliary diagnosis performance.

Experimental studies have been presented for an Magnetic Angular Rate and Gravity (MARG)
unit with reference measurements obtained via a precision optical measurement system, i.e., the NDI
Polaris Spectra System (Northern Digital Inc., Waterloo, ON, Canada). The proposed gait analysis
system accuracy was validated and the three-dimensional position estimation error is less than
0.015 m, as shown in Figure 9. A comparison experiment with an optical system has demonstrated the
accuracy and feasibility of the proposed principle of error correction, and the results of the preliminary
clinical gait analysis experiments have also verified the accuracy of this method for human limbs
motion capturing.

The current work provides new insights to better understand the biomechanics of walking
due to neurological diseases. In addition, they appear to be valuable tools that can highlight
differences in gait dynamics with respect to stroke patients. In this regard, measurement of gait
may possibly afford pertinent clinical information on neuromotor conditions, characterization of some
neurological disorders, and rehabilitation. A better understanding of gait differences based on etiology
of amputation or fall history may provide useful information to help guide prosthetic prescription or
rehabilitation interventions.

(a) (b)

Figure 9. System accuracy validation by an NDI Polaris Spectra System (a) sensor placement and
reflection points of optical system; (b) error statistics of a three-dimensional thigh sensor position
estimation for random lower limbs’ movement.
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Abstract: This paper discusses the classification of horse gaits for self-coaching using an ensemble
stacked auto-encoder (ESAE) based on wavelet packets from the motion data of the horse rider.
For this purpose, we built an ESAE and used probability values at the end of the softmax classifier.
First, we initialized variables such as hidden nodes, weight, and max epoch using the options
of the auto-encoder (AE). Second, the ESAE model is trained by feedforward, back propagation,
and gradient calculation. Next, the parameters are updated by a gradient descent mechanism as
new parameters. Finally, once the error value is satisfied, the algorithm terminates. The experiments
were performed to classify horse gaits for self-coaching. We constructed the motion data of a horse
rider. For the experiment, an expert horse rider of the national team wore a suit containing 16 inertial
sensors based on a wireless network. To improve and quantify the performance of the classification,
we used three methods (wavelet packet, statistical value, and ensemble model), as well as cross
entropy with mean squared error. The experimental results revealed that the proposed method
showed good performance when compared with conventional algorithms such as the support vector
machine (SVM).

Keywords: motion analysis; auto-encoder; dance classification; deep learning; self-coaching; wavelet
packet; classification of horse gaits

1. Introduction

Riding is an action that includes horse riding or modern equestrian dressage. There are various
kinds of horse riding styles, such as show jumping, horse therapy, and so forth. Normally, horse riding
requires the skills taught by the coach. However, with the development of technology, motion capture
technology has developed and might replace the coach’s role. Motion capture technology is largely
divided into acoustical, mechanical, magnetic, and optical sensor. Speaking of their disadvantages, it is
difficult for us to collect precise motion using an acoustical sensor, and their movement is restricted
because the mechanical type has to wear heavy equipment. Afterwards, optical equipment requires
expensive equipment and has a large influence on ambient lighting. Finally, sensors based on magnetic
sensors are also sensitive to iron, but horse riding is not closely related to iron. For that reason,
magnetic sensors were used.

Normally, horse riding is not taught one-on-one. That is to say, compared with other
popularization sports (swimming, badminton, tennis, health), it is very costly. Therefore, horse-riding
teaching is acknowledged as an aristocratic sport. For the sake of reducing the education cost of horse
riding, a self-coaching system has been designed. In order to do self-coaching system research, the gaits
of a horse are classified into different parts: walk, sitting trot, rising trot, and canter. Posture coaching
is designed and adjusted according to the gait analysis. In this paper, we do self-coaching research by
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the means of analyzing horse gait classification. Then, we collect feedback information and show it in
the form of voice.

In the past, various designs of the developer were required to extract data characteristics, but deep
learning has a positive effect on the developer, because data features can be extracted by themselves.
Also, deep learning technology is classified into five main fields of application including natural
language processing, customer-centric management, image recognition, and speech recognition [1].
An AE is a type of deep learning method applied in many fields such as video, audio, and text mining.
Moreover, an AE is effectively used to develop application services such as motion classification and
action recognition. In addition, an AE can extract high-level features from data to train complex
features in images [2].

There are application categories of an AE that are explained as follows. First, in the field of human
motion on accelerometer with MEMS (Microelectromechanical systems), Fourati [3] studied a viable
quaternion-based complementary observer (CO) that is designed for rigid body attitude estimation.
In particular, the authors used XSENS to analyze human leg, head, and arm movements. Research on
the joints of the human body is necessary when performing posture coaching of horse riding. It can
constitute dynamic coaching for the movement of a person. Fourati [4] proposed a foot-mounted
zero velocity update (ZVU) aided inertial measurement unit (IMU) filtering algorithm for pedestrian
tracking in an indoor environment. In particular, the authors developed a coordinate and navigation
system to visualize foot motion from 0.12 s to 0.72 s. Although the sensor is attached mainly to the top
of the foot, it shows a waveform of a value similar to the data of the sensor attached to the waist of
the rider. Since the inertial sensor requires attachment to the body, the user may feel inconvenience.
The sensor requires attachment to the body. For that reason, there are a number of studies that have
been applied to motion analysis using images through cameras. However, inertia sensors should be
used to achieve precise posture analysis [5–11].

Second, in the field of human motion on deep learning with 2D data, Sarafianos [12] consider the
automated recognition of human actions in surveillance videos. Convolution neural network (CNN)
is mainly used in 2D, but the author suggested CNN, which is also applicable to 3D. We improved
the accuracy of action classification by using frame information in actions. Hasan [13] proposed a
continuous activity learning framework for streaming videos by intricately tying together deep hybrid
feature models and active learning. Hassan allows us to automatically select the most suitable features
and take the advantage of incoming unlabeled instances to improve the existing model incrementally.
The authors extracted the characteristics of the encoder through two types of data, not just one.
Hong [14] proposed a novel feature extractor with deep learning. It is based on denoising AE and
improves traditional methods by adopting locality preserved restriction. The author used data that
combines motion data with silhouette data. In previous studies, the AE has been actively studied to
fuse two or more data [15–23].

In the sports coaching field, Saponara [24] presented a wearable biometric performance
measurement system for combat sports, Dhruv [25] researched new integrated technologies that
allow coaches, physicians, and trainers to better understand the physical demands of athletes in real
time. Extant studies [26] can be a weakness in terms of reliability because of insufficient data. In this
study, we constructed a big database, and it is possible to extract a reasonable performance. As data
increased, adaptive neuro-fuzzy inference system (ANFIS) [26] faced limitations in performance and
time. Therefore, we could solve problems by applying deep learning. Additionally, the ESAE is
used for classifying horse gaits. AE can be converted into an ensemble form, which can have a
synergistic effect on performance enhancement. In this paper, we propose an ESAE based on motion
data of the horse rider. The reason for the classification of horse gaits is that the posture changes
according to the horse gaits. The results showed that the angle of each joint was different about gaits
of the horse. So, the standard of coaching can be different for each gait. In this paper, the goal is to
construct the motion and position database (DB) of the expert rider and compare with the amateur
to detect false motion for each horse gaits. This paper also aims to provide real-time horse-riding
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coaching by providing feedback to the user about posture. The rider’s posture is different for each
of the four types of horse gaits. For this reason, the motion of an expert can serve as an example for
a beginner. This paper is organized as follows. In Section 2, we describe related research on AEs
and SAEs. Algorithms are described in terms of mathematical theorems and concepts. Section 3
describes the proposed method. We describe a feature extraction method using a wavelet packet,
and the methods applying five statistical values (maximum value, minimum value, average, variance,
and standard deviation) are described. Section 4 describes the DB construction method and the outline
of the experiment. In addition, it describes how to build a horse-riding DB. Experiments using the
proposed method and comparison algorithm are shown. Section 5 summarizes the conclusions and
future challenges.

2. Auto-Encoder and Its Variants

2.1. Auto-Encoder

AE belongs to one of the unsupervised learning algorithms. It is a neural network that aims to
produce an output of X’ similar to the input data of X. In other words, AEs are composed of encoding
(compression) and decoding (recovery), so data reconstruction is the purpose of AEs. Figure 1 shows
the simple structure of the AE.

Figure 1. Simple structure of AE.

Generally, the encoding process is designed using fewer nodes than the number of nodes in the
previous step. For example, if the number of hidden layers of the first AE is set to 40, the number
of second AE is set to 30 less than 40. Through the decoding process, the number of hidden layers
becomes 40, and the sizes of input data and output data become equal. Figure 2 shows the structure of
AE with softmax classifier. Table 1 shows symbols used in defining the learning operation.

Figure 2. Structure of AE with softmax classifier.
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Table 1. Symbols used in defining the learning operation.

Symbol Definition Symbol Definition

I Size of input layer (= output) J Size of hidden layer

vij The j-th weight of the i-th output layer neuron znj
The output value of the j-th hidden

layer neuron for the n-th learning vector

η Learning rate x′ni
The output value of the i-th output

layer neuron for the n-th learning vector
xni The i-th element of the n-th learning vector θij Bias of the j-th hidden layer neuron
wji The j-th weight of the j-th hidden layer neuron bi Bias of i-th output layer neuron

AE activates the unit z of the hidden layer in the same way as the multi-layer perceptron (weighted
sum). z is described as Equation (1).

z = f (x) = σ(Wx + b) (1)

σ is an active function, mainly a sigmoid function and ReLu function. Next, the auto-encoder decoding
step is a result of projecting the new weight value and summing the bias values with z obtained in
Equation (1). X’ is defined as Equation (2).

X′ = g(y) = σ′(W ′z + b′
)

(2)

The difference between the input data X and the output data X’ is minimized through the objective
function L.

L
(
X, X′) = ∣∣∣∣X − X′∣∣∣∣2 =

∣∣∣∣X − σ′(W ′(z) + b′∣∣∣∣2 (3)

The objective function L is a cross entropy, and it is defined as shown in Equation (4).

LH
(
X, X′) = −Xk log X′

x + (1 − Xk) log
(
1 − X′

k
]

(4)

Partial differentiation of L into weights is shown in Equation (5) using chain rules.

∂L
∂yi

∂yi
∂xj

∂xi
∂wij

= −(Xi − X′i
)

xj (5)

Figure 3 shows process of training AE.

Figure 3. Process of training AE.

Equation (6) represents a weight of output layer of learning operation. The weight of output layer
means the connection strength between the hidden layer and the output layer.

vij(t + 1) = vij(t) + η
(
Xni + x′ni

)(
1 − x′ni

)
xniznj (6)
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Equation (7) is a learning operation of the hidden layer weight, and the weight of hidden layer
means the connection strength between the input and the hidden layer.

wji(t + 1) = wji(t) + ηxjiznj
(
1 − znj

) I

∑
i

δnivij (7)

δni =
(

xni − x′ni
)(

1 − x′ni
)

x′ni. (8)

The bias learning operation of the output layer neuron is shown in Equation (9).

bi(t + 1) = bi(t) + η(xni − x′ni)
(
1 − x′ni

)
x′ni (9)

Finally, the bias learning operation of the hidden layer neuron is shown in Equation (10).

θj(t + 1) = θj(t) + η
(
1 − znj

)
znj

I

∑
i

δniwij (10)

Pseudocode of Auto-Encoder

Procedure Auto-Encoder

1. Reading:
Signal ← horse data
← sampling factor
Target signal ← signal samples by K

2. Initialization of variable:
Hidden node ← select the number of layers of AE
Max epochs ← select the number of layers of AE
Weight ← select the number of layers of AE
Sparsity regularization ← select the number of layers of AE

3. Training the AE network (minimum mean square error sense):

3.1 Feedforward

(a) Calculation of outputs at each layer by feeding signal as input to the network.
(b) Calculation of error at final layer with reference to target signal

3.2 Backpropagation of error

(a) Calculation of error
(b) Back propagating data (error) to previous layers

3.3 Gradients calculation

(a) Calculation of gradients for all weights, biases in all the layers

3.4 Update

(a) Update the parameters using gradient descent mechanism as

New parameters ← old parameters—gradients
4. Testing

(a) Test the network using signal against target signal

(b) Calculate the error as error ← predicted output—target signal
5. Repeat until convergence

if |error| ≥ tolerance level,
Go to Step.3

else
Finish training
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2.2. Stacked Auto-Encoder

The stacked auto-encoder (SAE) is a neural network consisting of multiple layers of AE, in which
the outputs of each layer are connected to the inputs of the successive layer. SAE requires an
enormous amount of computation and risks falling into the local minimum when learning the
weights as the number of layers and nodes increases. There is also a problem of vanishing gradient
(VG), in which weights are gradually reduced in the process of updating small values continuously.
Therefore, a designer can build a network by stacking AEs according to performance.

The generated network can extract important features from the input data. The parameters of
each layer node compare the output and the input data in the output layer through the hidden layer.
It can be found that the parameters are determined according to the output data; also, the input data
runs in the same way. Once the parameters of a hidden layer are determined, the output layer is
removed, and the output of the trained hidden layer is used as input data to design another AE that
has a hidden layer and an output layer. An SAE is not a deep generative model. The reason is that
RBM depends on probability, and it anticipates test data with input data. However, an SAE trains the
model in a deterministic manner. It trains h = s(Wx + b), not p(h = 0, 1) = s(Wx + b). The advantage
of SAE is that the learning speed is fast, and the properties of the deep neural network can be adjusted.
SAE stacks block structurally. Primarily, the hidden layer is activated by the input data, and then the
active hidden layer reconstructs the input data.

The error between the input data and the reconstructed data is reduced by using the objective
function. The parameters are updated according to activate the hidden layer. In the SAE network,
the labels of the sample are also added into the softmax classifier, and the network parameters are tuned
using the BP algorithm. Figure 4 shows the structure of an SAE. The target function for fine-tuning the
network parameters is as follows:

J(Wk|Mk−1, bk|Mk−1) = argmin
N

∑
i=1

||yi − gn( f n(. . . f1(xi)))||22 (11)

Figure 4. Structure of an SAE.

3. Proposed Method

3.1. Compression Method Using Wavelet Packet

Motion data of a horse rider consists of eight features that are compressed from 49,000 to 12,250
data samples using wavelet packets. The data that pass through the low-frequency filter are extracted
as features, and the data that pass through the high-frequency filter are difficult to classify, because they
are sparse in terms of their characteristics. High performance was obtained by selecting the two-layer
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wavelet feature. The computation for the generation of wavelet packets is simple when using an
orthogonal wavelet. The sequence of functions shown as follows:

Wn(x), n = 0, 1, 2, . . . (12)

We have

W2n(x) =
√

2
2N−1

∑
k=0

h(k)Wn(2x − k) (13)

W2n+1(x) =
√

2
2N−1

∑
k=0

g(k)Wn(2x − k) (14)

in which W0(x) = ϕ(x) is the scaling function and W1(x) = ϕ(x) is the wavelet function. In this
paper, W3,0, W2,0, and W1,0 are used for input. Figure 5 shows the method of decomposition based on
wavelet packets.

Figure 5. Method of decomposition based on wavelet packet.

3.2. Feature Extraction Based on Statistical Methods

In the previous study [26], we experimented with the elbow angle and the y-axis coordinate data
of the hip, whereas in this study, we experimented with forty additional features. Feature values are
extracted from 12,000 frames. The feature extraction method gradually extracts five feature values
(average, maximum, minimum, variance, and standard deviation) from 1 to 20 frames like mask filter.
The data are characterized by eight feature values: y-axis coordinates of the hip, backbone angle,
right elbow angle, left elbow angle, right knee angle, left knee angle, elbow distance, and knee
distance. We experimented sequentially with 10–100 frames; however, the best performance was
achieved at 20 frames, and many features were obtained by taking advantage of the big data feature
of AEs. Statistical values are a powerful tool for analyzing time series data. Eight features are
generated from the sensor data, and five features are extracted for every frame based on eight features.
Finally, 40 features are built. As a result, it is better to apply five feature values than to use a single
minimum, a maximum, and an average value. Figure 6 shows a method of constructing statistical data.
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Figure 6. Method of constructing statistical data.

3.3. Ensemble Stacked Auto-Encoder

The softmax classifier provides us with the probabilities for each class label. It is more convenient
for humans to interpret probabilities rather than margin scores of an SVM. The ESAE is constructed
by building multiple SAE. By combining the probability values of the classifiers, an ensemble form is
created. Thus, we could improve the classification performance by changing the structure. The softmax
classifier is defined by Equation (16).

f j(z) =
ezj

∑k ez
k

(15)

The ensemble (sum) in the softmax classifier can be denoted as Equation (17). N is the number
of SAE.

Ensemble (sum) =
∑N

1 f j(z)
N

(16)

The ensemble (product) in the softmax classifier can be denoted as Equation (18).

Ensemble (product) = f1(z)× f2(z)× . . . f j(z) (17)

In ML, ensemble methods use multiple learning algorithms to obtain better predictive
performance than what is obtainable from any of the constituent learning algorithms alone. Unlike ML
in statistical mechanics, which is usually infinite, an ML ensemble consists of only a concrete finite set of
alternative types but typically allows a much more flexible structure to exist among those alternatives.
For this purpose, this paper proposes an ESAE. An ESAE consists of two or more SAEs as feature
extractors and improves the classification performance by averaging and multiplying the probability
values extracted from the softmax classifier using the ensemble (sum) and ensemble (product) values.
The performance of the data can be improved owing to the synergy. In this work, we changed the size
of hidden nodes in (1) and (2) and experimented in ensemble form. Figure 7 shows the structure of
ESAE. The training data is input to SAE (1), SAE (2), and SAE (3) respectively. Learning is performed
in the ensemble form according to the change in the hidden layer. Finally, the probability values are
obtained from the softmax. Performance is improved through sum and product methods are improved
using probability values.
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Figure 7. Structure of ESAE.

Pseudocode of Stacked Auto-Encoder

Procedure Ensemble Stacked Auto-Encoder
1. Reading:

Signal ← horse data
K ← sampling factor
N ← number of AE
Target signal ← signal samples by K

2. Initialization of variable:
Hidden node ← select the number of layers of SAE
Max-epochs ← select the number of layers of SAE
Weight ← select the number of layers of SAE
Sparsity Regularization ← select the number of layers of SAE

3. Training the SAE network (minimum mean square error sense):

(a) Train the AE network of N (2 − N)
(b) Obtain probability from softmax classifier
(c) Fuse probability values for entire softmax classifier using average and product

4. Testing

(a) Test the network using Signal against Target Signal
(b) Calculate the error as error ← predicted output—Target Signal

5. Repeat until convergence

if |error| ≥ tolerance level,
Go to Step.3

else
Finish training

4. Experiment and Database

4.1. Sensors of MVN Based Upon Miniature MEMS Inertial Sensor Technology

Sensors of Xsens are a camera-less 3D human motion measurement system. They are based
on state-of-the-art MEMS inertial sensors, biomechanical models, and sensor fusion algorithms.
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Sensors of Xsens are ambulatory and can be used indoors and outdoors regardless of lighting conditions.
The results of the sensor trials require minimal post-processing, as there is no occlusion or lost markers.
Results can easily be exported to other software applications. Figure 8 shows a horse rider with a
motion capture suit.

Figure 8. Horse rider with motion capture suit.

4.2. Database

Acceleration sensors were used for data acquisition [26]. In order to obtain the reliability of data,
data was additionally acquired. Accuracy can be trusted, because data is acquired over many days.
There are four types of horse gaits in the database, including walk, sitting trot, rising trot, and canter.
The database consists of 40 feature values with 2400 sizes. To describe the 40 feature values, there are
eight features such as elbow angles (2), knee angles (2), elbow and knee distance (2), a backbone
angle (1), and a hip-y-axis coordinates (1). The 40 features were extracted from 20 frames using mean,
maximum, minimum, variance, and standard deviation with eight features. The size of the database
for classification is 2400 × 40. The motion data of the horse rider is sized 49,500 × 1. It is projected
into each data to obtain the angle data. Owing to the fact that it is an 8-angle value, data of 49,500 × 8
can be constructed. The dimension is reduced through a wavelet packet algorithm. A2 is selected to
reduce the dimension, and statistical feature values are extracted through the reduced-size data.

Several AEs are modeled by using statistical feature values as input to the SAE, and by changing
the hidden node. The average is obtained in an ensemble form through the probability values obtained
from the respective softmax classifier. When all the results are collected, the final probability value can
be obtained. To summarize, there are 4 data. The first data was applied to the AE without preprocessing
the data acquired from the sensor to take advantage of the strength of the deep running. Performance
is relatively low and excluded. The second data is the hip y data obtained from the sensor with the size
2800 × 70. The third is data using wavelet packet, and the size is 2800 × 18. The parameter settings are
as follows. The weights of SAE are set to 0.0001, the max epoch is set to 3000, and the hidden size is 40.
Finally, statistical features are extracted after the wavelet packet. The size is 2400 × 40. Training data
and testing data is divided 50:50. Figure 9 shows the process of horse-riding coaching. Figure 10 shows
hip y data with four kinds of horse gaits [26]. Hip y data with wavelet packet was experimented on in
this paper.
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Figure 9. Process of horse-riding coaching.
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Figure 10. Hip y data with four kind of horse gaits. (a) Hip y data for walk, (b) hip y data for rising
trot, (c) hip y data for sitting trot, and (d) hip y data for canter.
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4.3. Environment

Motion data is acquired from an expert of horse riding who made one or two revolutions per
gaits (walk, sitting, trot, rising trot, and canter) of an oval horse-riding course 20 m in length and
10 m in breadth while wearing a motion capture suit. Using the 3D motion capture suit based on
Xsens inertial sensors, data were extracted in the order of Jeju (137 cm or less), Thoroughbred (160 cm),
and Warm Blood (150–173 cm). It took 1 to 2 min to measure a file. Figure 11 shows the environment
for data acquisition.

Figure 11. Environment for data acquisition.

4.4. Coaching for Horse Riding

There are various approaches to coaching horse riding, such as muscle utilization, posture,
and tacit understanding with a horse. We develop a system that allows users to visualize their data
and compare professional posture with amateur posture. Numerically, a range of the maximum value
and the minimum value is visually expressed from each feature value. Self-coaching can be achieved
by comparing feature values for each frame with an expert. Figure 12 shows a coaching system for
horse riding, and Table 2 shows a numerical comparison of walk and canter.

Figure 12. Coaching system for horse riding.

Table 2. Numerical comparison of walk and canter.

Feature
Minimum of
Rising Trot

Maximum of
Rising Trot

Minimum of
Canter

Maximum of
Canter

Hip y 32.08 38.79 31.87 38.31
Backbone 171.39 176.47 170.77 176.34

Angle of elbow 127.59 151.82 124.98 159.24
Angle of knee 123.92 172.20 119.50 135.80

Distance of elbow 23.02 27.02 25.87 25.78
Distance of knee 14.93 16.42 15.52 18.59
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Characteristics of walk and canter are analyzed for the sake of coaching. Generally, the data
value of horse riding has a cycle. By checking the frame-by-frame period, the user’s motion can be
recognized. Figure 13 shows a comparison of two feature values (hip y, an angle of backbone) by gaits.
In the case of Figure 13, the change in the value controls the rider’s hip height range. We can see it
move more significantly in the canter than in the walk. The canter represents greater movement than
the walk regarding elbow angle, knee angle, and backbone angle. Also, the cycle of canter is shorter
than walk. Figure 14 shows a comparison of two feature values (an angle of right elbow, an angle
of left elbow) by gaits. Figure 15 shows comparison of two feature values (an angle of right knee,
an angle of left knee) by gaits. Figure 16 shows a comparison of two feature values (a distance of elbow,
a distance of knee) by gaits.
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Figure 13. Comparison of two feature values (hip y, angle of backbone) by gaits.
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Figure 14. Comparison of two feature values (angle of right elbow, angle of left elbow) by gaits.
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Figure 15. Comparison of two feature values (angle of right knee, angle of left knee) by gaits.
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Figure 16. Comparison of two feature values (distance of elbow, distance of knee) by gaits.

4.5. Experiment and Result

This study focused on employing an ESAE to classify horse riding gaits to facilitate real-time
coaching. To classify the actual horse-riding gaits, an ESAE with a higher classification rate and
real-time posture coaching should be used. In summary, the ESAE exhibited the best performance for
classification. According to classification results and the motion information such as the hip value,
which is the main parameter for motion analysis and coaching, we can apply the proposed method
to the coaching system, for each horse gaits, and for a rider under real or simulated environments.
When three SAEs were used, the hidden size of ESAE was set to 30, 20, and 10, respectively, and when
two SAEs were used, they were set to 46 and 15, respectively. When a single AE was applied,
the average performance was 96.1%, and when a single SAE was applied, the performance was
96.8%. Two kinds of data were used: the hip value and eight characteristic values. The statistical data
exhibited good performance in all algorithms, because it could separate all data characteristics well.
Among them, the ESAE showed the best performance. Table 3 indicates a comparison of performance
using hip y data with wavelet packet. Figure 17 shows the performance of ESAE for 40 feature
data with wavelet packet. Figure 18 shows a comparison of performance using 40 feature data with
wavelet packet.
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Table 3. Comparison of performance using hip y data with wavelet packet.

Method Performance

LDA 87.0
SVM 94.5
TREE 84.1
KNN 94.0

Ensemble Bagging 91.3
ELM (Sin) 91.8
ELM (Sig) 91.1

AE (Hidden Size = 15) 94.1
SAE (Hidden Size = 10, 15) 94.2

ESAE-1 (n = 3, sum) 94.2
ESAE-2 (n = 3, product) 94.3

ESAE-3 (n = 2, sum) 95.3
ESAE-4 (n = 2, product) 95.2
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Figure 17. Performance of ESAE for 40 feature data with wavelet packet.

Figure 18. Comparison of performance using 40 feature data with wavelet packet.
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4.6. Classification Performance

The accuracy Performance of SVM, TREE, KNN, and Ensemble Bagging in Table 3 is used as the
ratio of correct classification to the number of total classified samples. The accuracy can be formulized
as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(18)

TP is the number of correct predictions for positive samples, TN is the number of correct
predictions for negative samples, FN is the number of incorrect predictions for positive samples,
and FP is the number of incorrect predictions for negative samples. The performance of ESAE models
presented in this study is obtained by softmax method described in Section 3.3.

5. Conclusions

This paper proposed the use of an ESAE to classify gaits of horse riding to facilitate real-time
coaching. When the ESAE is used, the classification rate is 98.5%. According to classification results,
and the motion information such as the hip value, which is the main parameter for motion analysis and
coaching, we can apply the proposed method to the coaching system for each horse gait and for a rider
under real or simulated environments. Moreover, ANFIS faced limitations in performance and time.
Therefore, we could solve this problem by applying deep learning. Additionally, the ESAE is used for
classifying horse gaits. AE can be converted into an ensemble form, which can have a synergistic effect
on performance enhancement. As future work in the field of horse riding data analysis, we will study
aspects of coaching in detail. Further, we plan to employ other body signals in the ESAE algorithm.

Author Contributions: J.-N.L. conceived and designed the research and experiments and contributed as the lead
author of the article; Y.-H.B. performed database construction for the study; and K.-C.K. supervised the writing of
the article, provided suggestions, and analyzed the data for the research.

Funding: This research was funded by the MIST (Ministry of Science & ICT), Korea, under the National Program
for Excellence in SW supervised by the IITP (Institute for Information & communication Technology Promotion)
(2017-0-00137).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Manic, M.; Rieger, C. Intelligent buildings of the future: Cyberaware, deep learning powered and human
interacting. Ind. Electron. Mag. 2016, 10, 32–49. [CrossRef]

2. Deng, W.; Hu, J.; Guo, J. Transform-invariant PCA: A unified approach to fully automatic face alignment,
representation, and recognition. IEEE Trans. Pattern Anal. Mach. Intell. 2014, 36, 1275–1284. [CrossRef]
[PubMed]

3. Fourati, H.; Manamanni, N.; Afilal, L.; Handrich, Y. Complementary Observer for Body Segments Motion
Capturing by Inertial and Magnetic Sensors. IEEE/ASME Trans. Mechatron. 2014, 19, 149–157. [CrossRef]

4. Fourati, H. Heterogeneous data fusion algorithm for pedestrian navigation via foot-mounted inertial
measurement unit and complementary filter. IEEE Trans. Instrum. Meas. 2015, 64, 221–229. [CrossRef]

5. Zihajehzadeh, S.; Yoon, P.K.; Kang, B.S.; Park, E.J. UWB-Aided inertial motion capture for lower body 3-D
dynamic activity and trajectory tracking. IEEE Trans. Instrum. Meas. 2015, 64, 3577–3587. [CrossRef]

6. Vartiainen, P.; Bragge, T.; Arokoski, J.P.; Karjalainen, P.A. Nonlinear state-space modeling of human motion
using 2-D marker observations. IEEE Trans. Biomed. Eng. 2014, 61, 2167–2178. [CrossRef] [PubMed]

7. Wang, Y.; Hoai, M. Improving human action recognition by non-action classification. In Proceedings of
the 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA,
27–30 June 2016; pp. 2698–2707.

8. Ligorio, G.; Sabatini, A.M. A novel kalman filter for human motion tracking with an inertial-based dynamic
inclinometer. IEEE Trans. Biomed. Eng. 2015, 62, 2033–2043. [CrossRef] [PubMed]

9. Yilmaz, A.; Orhanli, T. Gait motion simulator for kinematic tests of above knee prostheses. IET Sci.
Meas. Technol. 2015, 9, 250–258. [CrossRef]

180



Micromachines 2018, 9, 411

10. Zhang, Y.; Chen, K.; Yi, J.; Liu, T.; Pan, Q. Whole-body pose estimation in human bicycle riding using a small
set of wearable sensors. IEEE/ASME Trans. Mechatron. 2016, 21, 163–174. [CrossRef]

11. Villeneuve, E.; Harwin, W.; Holderbaum, W.; Sherratt, R.S. Signal quality and compactness of a
dual-accelerometer system for gyro-free human motion analysis. IEEE Sens. J. 2016, 16, 6261–6269. [CrossRef]

12. Sarafianos, N.; Boteanu, B.; Ionescu, B.; Kakadiaris, A. 3D Human pose estimation: A review of the literature
and analysis of covariates. Comput. Vis. Image Underst. 2016, 152, 1–20. [CrossRef]

13. Hasan, M.; Chowdhury, K.R. A continuous learning framework for activity recognition using deep hybrid
feature models. IEEE Trans. Multimedia 2015, 17, 1909–1922. [CrossRef]

14. Hong, C.; Yu, J. Multimodal deep autoencoder for human pose recovery. IEEE Trans. Image Process. 2015,
24, 5659–5670. [CrossRef] [PubMed]

15. Liu, H.; Taniguchi, T. Feature extraction and pattern recognition for human motion by a deep sparse
autoencoder. In Proceedings of the 2014 IEEE International Conference on Computer and Information
Technology, Xi’an, China, 11–13 September 2014; pp. 174–181.

16. Yin, X.; Chen, Q. Deep metric learning autoencoder for nonlinear temporal alignment of human motion.
In Proceedings of the 2016 IEEE International Conference on Robotics and Automation (ICRA), Stockholm,
Sweden, 16–21 May 2016; pp. 2160–2166.

17. Hossein, R.; Ajmal, M.; Mubarak, S. Learning a deep model for human action recognition from novel
viewpoints. IEEE Trans. PAMI 2018, 40, 667–681.

18. Potapov, A.; Potapova, V.; Peterson, M. A feasibility study of an autoencoder meta-model for improving
generalization capabilities on training sets of small sizes. Pattern Recognit. Lett. 2016, 80, 24–29. [CrossRef]

19. Xu, C.; Liu, Q.; Ye, M. Age invariant face recognition and retrieval by coupled auto-encoder networks.
Neurocomputing 2017, 222, 62–71. [CrossRef]

20. Kamyshanska, H.; Memisevic, R. The potential energy of an autoencoder. IEEE Trans. Pattern Anal.
Mach. Intell. 2015, 37, 1261–1273. [CrossRef] [PubMed]

21. Geng, J.; Wang, H. Deep supervised and contractive neural network for SAR image classification. IEEE Geosci.
Remote Sens. 2017, 55, 2442–2459. [CrossRef]

22. Zeng, K.; Yu, J. Coupled deep autoencoder for single image super-resolution. IEEE Trans. Cybern. 2017,
47, 27–37. [CrossRef] [PubMed]

23. Shi, B.; Chen, Y.; Zhang, P.; Smith, C.D. Nonlinear feature transformation and deep fusion for Alzheimer’s
disease staging analysis. Pattern Recognit. 2017, 63, 487–498. [CrossRef]

24. Saponara, S. Wearable biometric performance measurement system for combat sports. IEEE Trans.
Instrum. Meas. 2017, 66, 2545–2555. [CrossRef]

25. Seshadri, D.R.; Drummond, C.; Craker, J.; Rowbottom, J.R. Wearable devices for sports: New integrated
technologies allow coaches, physicians, and trainers to better understand the physical demands of athletes
in real time. IEEE Pulse 2017, 8, 38–43. [CrossRef] [PubMed]

26. Lee, J.N.; Lee, M.W.; Byeon, Y.H.; Lee, W.S.; Kwak, K.C. Classification of horse gaits using FCM-based
neuro-fuzzy classifier from the transformed data information of inertial sensor. Sensors 2016, 16. [CrossRef]
[PubMed]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

181



micromachines

Article

Multi-axis Response of a Thermal
Convection-based Accelerometer

Jae Keon Kim 1,2,†, Maeum Han 3,4,†, Shin-Won Kang 1,3, Seong Ho Kong 1,3,* and

Daewoong Jung 2,*

1 Department of Sensor and Display Engineering, Kyungpook National University, Daegu 41566, Korea;
jgk@knu.ac.kr (J.K.K); mehan@knu.ac.kr (S.-W.K.)

2 Aircraft System Technology Group, Korea Institute of Industrial Technology (KITECH), Daegu 42994, Korea
3 School of Electronics Engineering, College of IT Engineering, Kyungpook National University,

Daegu 41566, Korea; mehan@kitech.re.kr
4 Construction Equipment R&D Group, Korea Institute of Industrial Technology (KITECH),

Daegu 42994, Korea
* Correspondence: shkong@knu.ac.kr (S.H.K.); dwjung@kitech.re.kr (D.J.);

Tel.: +82-53-950-7579 (S.H.K.); +82-54-339-0624 (D.J.)
† These authors contributed equally to this work.

Received: 20 May 2018; Accepted: 27 June 2018; Published: 29 June 2018

Abstract: A thermal convection-based accelerometer was fabricated, and its characteristics were
analyzed in this study. To understand the thermal convection of the accelerometer, the Grashof
and Prandtl number equations were analyzed. This study conducted experiments to improve not
only the sensitivity, but also the frequency band. An accelerometer with a more voluminous cavity
showed better sensitivity. In addition, when the accelerometer used a gas medium with a large
density and small viscosity, its sensitivity also improved. On the other hand, the accelerometer with
a narrow volume cavity that used a gas medium with a small density and large thermal diffusivity
displayed a larger frequency band. In particular, this paper focused on a Z-axis response to extend
the performance of the accelerometer.

Keywords: accelerometer; frequency; acceleration; heat convection

1. Introduction

An accelerometer is a device that measures the magnitude and direction of acceleration that
is acting on a system. It is widely used in various areas. The airbag system of a vehicle and the
suspension for posture control are typical examples of this device’s application. Its application is
currently increasing in terms of scope and frequency; thus, portable small electronics such as smart
phones and tablet PCs contain accelerometers. As accelerometers are applied to advanced small
electronic devices, the demand for small-sized accelerometers has been steadily increasing.

Since the 1990s, the development of microelectromechanical systems (MEMS) has
microminiaturized devices that consist of mechanical or electrical components, which has also resulted
in a considerable reduction in production cost and size. Sensor is one of the representative devices
where MEMS has been concretely materialized and commercialized. Many types of measuring
instruments have been microminiaturized, and the accelerometer is one of them. In the 1990s,
Analog Device. Inc., a US company, developed and commercialized a capacitive-type subminiature
accelerometer that achieved a drastic decrease in both size and price compared with existing
accelerometers. Since then, many types of accelerometers have been developed and released to
the market. Piezoresistive, piezoelectric, and capacitive types are examples of current commercial
acceleration sensors [1–8]. Studies on a new type of accelerometer continue to advance.

Micromachines 2018, 9, 329; doi:10.3390/mi9070329 www.mdpi.com/journal/micromachines182
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Most of the traditional accelerometers use a solid proof mass to detect acceleration. On the
other hand, a thermal convection-based accelerometer detects acceleration by utilizing the thermal
convection in a sealed chamber [9–13]. This type of accelerometer possesses advantages and
disadvantages compared with the traditional ones. The use of gas simplifies the internal structure of
a sensor, which shortens the manufacturing process and reduces cost. In addition, the simpler shape,
without a proof mass is more durable against impact or can withstand a larger impulse. A thermal
convection-based accelerometer has an impulse-withstand value of 10,000 g or larger.

However, a thermal convection-based accelerometer suffers from the following disadvantages:
it uses a heat source, it consumes more power because it uses the inertia of gas, and its bandwidth
is lower than that of the existing accelerometers that use solids, which makes it unsuitable for
detecting acceleration with a high frequency [14]. Therefore, the current study designed and fabricated
an accelerometer using thermal convection and examined a method of improving its sensitivity and
frequency band. We found that various environmental and structural parameters such as heater power,
working gases, pressure, and cavity volume play an important role in the performance of a thermal
convection-based accelerometer. In addition, more efforts have been spent to expand the sensing axis
(Z-axis) as well as the planar axes (X- and Y-axes).

2. Materials and Methods

2.1. Device Structure and Working Principle

The proposed accelerometer consists of two main parts: top and bottom wafers. The bottom
wafer contains temperature sensors and a microheater, which are necessary for the operation of the
accelerometer. The top wafer secures the space for the gas that is used in the accelerometer and
minimizes the effect of the external environment. Figure 1a shows the bottom wafer, which includes
a heater and three pairs of temperature sensors. The bottom wafer was wet etched to form a 50 μm-thick
membrane. The top and bottom wafers are joined to each other by epoxy resin. Figure 1b shows the
top wafer of the proposed accelerometer, which creates the space by dry etching. Figure 1c shows
a schematic diagram of the accelerometer, with the top and bottom wafers connected. The heater
in the bottom wafer heats the gas in the space between the top and the bottom wafers, and the six
temperature sensors that are located equidistant from the heater detect the temperature change in
the space.

Figure 1. Proposed accelerometer with the (a) bottom and (b) top wafers and (c) bonded.

Figure 2 shows that the accelerometer operates when the gas is heated by the heater. Subsequently,
the air convection around the heater produces a particular temperature distribution. The applied
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acceleration generates convection to its direction, which moves the gas inside the accelerometer.
Acceleration is measured based on the change in the gas temperature that is detected by the
temperature sensors.

Figure 2. The principle of proposed convective sensor; the applied acceleration makes the deform
temperature distribution inside the top wafer due to thermal convection, which gives an opposite
movement of the temperature profile on both of the temperature sensors (i.e. temperature around
sensor 1 decreases and that around sensor 2 increases).

2.2. Determination of Materials

The temperature sensors in the bottom wafer were fabricated by utilizing the property of metals,
i.e., increases in resistivity as a function of temperature. A material with a higher temperature
coefficient of resistivity (TCR) exhibits a larger change in resistivity with temperature, making it ideal
for its use as a temperature sensor. In addition, if a material shows a linear change in its resistance
with temperature, this property also demonstrates the material’s suitability as a temperature sensor.
Accordingly, the temperature sensors of the proposed accelerometer need to be made of a material with
high TCR so that they can sensitively react to a slight temperature change. In addition, if a material
shows a more linear change in resistance with temperature, it is more suitable for displaying the
linearity of the sensor output.

Platinum (Pt) is a representative material for a temperature sensor [9]. Pt is highly resistant to
corrosion and shows a stable and linear change in its resistance over a wide temperature range. On the
other hand, nickel (Ni) has a narrower temperature range than Pt, but the TCR of Ni is 6.7 × 10−3 ◦C−1,
which is approximately twice that of Pt. Moreover, Ni is less expensive; thus, the temperature sensors
of the proposed accelerometer were made of Ni. The detailed fabrication process was described in
Ref. [13]. Figure 3 shows the fabricated sensors on a coin and a printed circuit board (PCB) chip.

Figure 3. Thermal convection-based accelerometer on (a) coin and (b) PCB chip.
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3. Results and Discussion

3.1. Characteristics of a Microheater and a Temperature Sensor

The microheater characteristics were investigated by measuring the temperature that was
generated from the heater under the condition that the current was sequentially increased.
The temperature was directly measured by using k-type thermocouple on the surface of the heater.
Figure 4a shows that the temperature change, which occurred when current was applied to the heater
to generate thermal convection, exhibited exponential function characteristics that were relative to the
quantity of the applied current, because the electrical energy supplied to the heater was proportional
to the square of the current.

The characteristics of the fabricated temperature sensor were determined by measuring the change
in the resistance with temperature. The Ni temperature sensor showed a linear change following the
temperature–resistance characteristic of the metal, as shown Figure 4b. A metal with a high TCR can
be suitably used as a temperature sensor. The temperature sensors of the proposed accelerometer
have a TCR value of approximately 5.1 × 10–3 (◦C−1). Although this value is slightly lower than
6.0 × 10–3 (◦C−1), which is the TCR of Ni, it is higher than 3.93 × 10−3 (◦C−1), which is the TCR of Pt.
Consequently, the temperature sensors have good sensitivity.

 

(a) (b) 

Figure 4. (a) Current–temperature characteristics of the micro heater and (b) temperature-resistance
characteristics of the micro temperature sensor.

3.2. Operating Principle

The governing equations that analyze the temperature profile of a thermal accelerometer are
based on the principle of conservation of mass, momentum, and energy [15–17]. A continuity equation
in physics describes the transport of a physical quantity being conserved. As mass, momentum, and
energy are conversed quantities, numerous physical phenomena can be described by the continuity
equations. In fluid mechanics, the continuity equation is a mathematical expression of the law of
conversation of mass.

The performance of a thermal convection-based accelerometer is based on the heat transfer by
natural convection. Therefore, analysis of natural-convection heat transfer is needed to analyze the
operating process of a thermal convection-based accelerometer and to identify its unique characteristics.
The heat transfer by natural convection is caused by the density gradient, due to a temperature
difference. When a temperature difference occurs in an area where fluid exists, the density decreases in
the part with a higher temperature and relatively increases in the other part with a lower temperature.
As the high-density part moves along the acceleration direction, natural convection occurs because of
the temperature difference.
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As the governing equation of natural convection has no solid solution and ideal conditions should
be given, a simplified degine was proposed to predict the performance of the thermal accelerometer [18].
The solutions to the equations of conitnity, mass, momentum, and energy are derived for the concentric
sphere models. The solution is then derived from some non-dimensional numbers, Grashof number
Gr, and Prandtl number Pr.

The use of these dimensionless numbers helps to predict and analyze the performance of the
thermal accelerometers. Gr is a nondimensional parameter that is used in the correlation of heat and
mass transfer due to thermally induced natural convection at a solid surface immersed in a fluid.
The significance of the Gr is that it represents the ratio between the buoyancy force due to spatial
variation in fluid density (caused by temperature differences) to the restraining force due to the
viscosisty of the fluid [19]. The Pr characterizes the distribution of the velocities relative to the
temperature distribution. It is a characteristic of thermal physics of fluid.

Gr =
gρ2βL3ΔT

μ2 (1)

Pr =
μ

α
(2)

Here, g, ρ, β, L, ΔT, μ, and α are the applied acceleration, gas density, coefficient of volumetric
expansion, characteristic size (generally denotes the cavity size), temperature difference between the
heater and boundary of the sensor, kinematic viscosity, and thermal diffusivity, respectively [9,13,17,18].

To predict the performance of the thermal accelerometer, Gr and Pr numbers were calculated for
the gas medium (using properties in Table 1) and are listed in Table 2. The calculation is based on
atmospheric conditions, applied acceleration of 1g, characteristic size (L) of 400 μm, and temperature
difference (ΔT) of 25 ◦C (assuming a heater current of 60 mA).

Table 1. The gas medium properties at 50 ◦C (adapted from [20]).

Density (kg/m3) Specific Heat (kJ/kg·K)
Kinematic Viscosity

(×10−6) (m2/s)
Thermal Diffusivity

(×10−4) (m2/s)
Thermal Conductivity

(W/m·K)

Air 1.092 1.007 19.6 0.248 0.02735
N2 1.0564 1.042 17.74 0.249 0.02746
CO2 1.6597 0.8666 9.71 0.129 0.01858

Table 2. Calculated Gr and Pr numbers.

Air N2 CO2

Gr 7.44 × 10−3 8.07 × 10−3 4.24 × 10−2

Pr 7.16 × 10−4 6.46 × 10−4 5.22 × 10−4

3.3. Characteristics of the Accelerometer

To confirm how the characteristics of the accelerometer change according to the current input into
the microheater, the current supplied to the temperature sensors was fixed at 10 mA, and the amount
of current applied to the microheater was adjusted.

3.3.1. Effects of the Heating Power

Figure 5 shows the measurement results of the characteristics. The higher the current supplied
to the micro heater was, the larger the heat generated by the heater was. As seen in Figure 4a,
the temperature started to increase at 30 mA and rapidly rose from 50 mA. Thus, four currents
(30, 50, 70, and 90 mA) were selected to examine the effect of the heating power on the sensitivity of the
accelerometer. According to the results, the temperature increase in the microheater was accompanied
by an increase in the voltage variation in the temperature sensor [21]. When the temperature of the
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microheater increased, the temperature difference (ΔT) between the temperature sensor increased, and
thus, the sensitivity of the accelerometer increased according to Gr in Equation (1). A large electric
power supply to the heater improves the sensitivity of the sensor.

Figure 5. Sensitivity variation according to the current of the micro heater.

3.3.2. Effects of the Frequency

Figure 6 shows the measurement results that were obtained by fixing the current supply for the
microheater at 70 mA and varying the frequency that was applied to the accelerometer. The purpose
of the experiment was to determine how the accelerometer characteristics change according to the
frequency variation that was applied to it. An acceleration of 5g was applied along the positive
direction. Figure 6 shows that the results indicate that as the frequency increased, the variation in
the output voltage of the temperature sensor decreased with the acceleration. The noise equivalent
acceleration (NEA) is measured to be 0.25 mg RMS. When the value of the acceleration was fixed
and only the magnitude of the frequency varied, the travel distance of the vibration shaker when
accelerated became shorter, and thus, the temperature difference that was detected by the temperature
sensor decreased [22]. Although the best sensitivity was measured at 1 Hz, the longest time to recover
thermal equilibrium for the next measurement was also observed at this frequency. In other words,
the sensitivity of the sensor and the frequency were inversely related. On this basis, we can predict that
as Gr in Equation (1) increases, the sensitivity improves, but the frequency band decreases [12,13,15,16].

Figure 6. Frequency characteristics of the accelerometer.
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3.3.3. Effects of the Medium Type

The sensitivity and frequency band were also measured using three different gas media to
determine the effect of a gas medium on the accelerometer. Figure 7a clearly shows that the
significant difference in the sensitivity was caused by different gas media. This result indicates
that the characteristics of a gas medium greatly affect the thermal convection, which is the operating
principle of the accelerometer. Gas media with large densities and small viscosities appeared to result
in better sensitivity [23,24]. This result also agrees with Gr in Equation (1).

Figure 7b clearly shows that the relationship between the sensitivity and frequency according to
the types of gas media produces the same result as that between the sensitivity and frequency in terms
of the volume of the top wafer. Figure 7b shows that the gas media with smaller densities and larger
thermal diffusivities have wider frequency bands [25,26]. The gases that have a smaller density can
move faster than those with a larger density, giving a widened bandwidth.

Figure 7. Output (a) sensitivity and (b) the frequency of the accelerometer according to gas medium.

3.3.4. Effects of the Gas Pressure

Figure 8a shows that an increase in pressure was accompanied by an improvement in sensitivity
because the pressure increase led to the increase in the gas density, which increased Gr, thereby
improving the sensitivity. This result is very significant as it indicates that high-pressure packaging
could reduce energy consumption and improve sensitivity without any structural modification or
additional increases in the heater power [23–27]. It is one of the great advantages that is introduced by
using a gas medium instead of a liquid one in the proposed thermal convection-based accelerometer.

Figure 8b shows the variation in the frequency according to pressure. The result shows that
an increase in the pressure was accompanied by a decrease in the frequency band. This result also
confirmed that sensitivity and frequency were inversely related. When the pressure increased, the gas
density increased, and its thermal diffusivity decreased. As is demonstrated by the frequency variation
relative to the gas, the decrease in the thermal diffusivity narrowed the frequency band. As a result,
when Gr increased, the sensitivity improved, but the frequency band became narrow. On the other
hand, when Pr increased, the frequency band became wider, and the sensitivity improved with
a smaller Pr. Consequently, in designing a thermal convection-based accelerometer, the use of an
accelerometer must be carefully considered to determine the appropriate variables.
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Figure 8. Output (a) sensitivity and (b) frequency of the accelerometer according to gas pressure.

3.3.5. Effects of the Cavity Volume

To investigate the effects of Gr and Pr on the sensitivity of the sensor and frequency band,
the output of the accelerometer was measured by varying the volume of the top wafer where gas
convection occurs, and by using other types of gas media.

Figure 9 shows the changes in the sensitivity of the accelerometer and the frequency band
according to the volume of the top wafer. Figure 9a shows that an increase in the space where the
medium can move was accompanied by an improvement in the sensitivity of the accelerometer [28]
due to the increase in the length (L) of Gr. As the space volume increased, i.e., where the medium
could move, the temperature difference between the heater inside the top wafer and that outside the
top wafer also increased, which resulted in the improvement of the output characteristics [15,16].

However, as shown in Figure 9b, when the volume of the top wafer increased, the amount of
medium that moved according to the acceleration value also increased, and the medium could not
follow the fast movement of the sensor with the increase in frequency. Consequently, the frequency
band that could be measured decreased. For this reason, when the volume of the top wafer is
considered, a large volume needs to be selected for high sensitivity, and a small volume is appropriate
for a large frequency band [12].

These results mean that a larger Pr in Equation (2) has a wider frequency band. To observe
the effect of atmospheric pressure on the sensitivity of the sensor and frequency, an experiment was
conducted by fabricating a chamber that could have its pressure controlled.

Figure 9. Output (a) sensitivity and (b) frequency of the accelerometer according to the height of the
etched top wafer.
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3.3.6. Z-axis Characteristics of the Accelerometer

The proposed thermal convection-based accelerometer can detect not only the x and y axes,
but also the Z-axis. Figure 10 shows the measurement results for the three axes (X, Y, and Z). The X- and
Y-axes showed almost the same level of sensitivity, and the output value in the upward (+) direction of
the Z(+)-axis showed considerably lower sensitivity than that of the X- and Y- axes.

As shown in Figure 11, the measurement could be made in the upward positive (+) direction,
but not in the downward negative (−) direction because the medium moved not to the left and right,
but up and down. Because the gas near the heater had a high temperature and a low density, it rose
upward. In this situation, when acceleration was applied in the upward (+) direction, the temperature
distribution inside the accelerometer slightly increased. As the temperature sensor detected a decrease
in temperature after the acceleration was applied, the output voltage decreased. Because the height of
the top wafer was only 400 μm, the temperature distribution only slightly moved and the temperature
sensor was placed on the surface of the bottom wafer, and the Z(+)-axis showed relatively lower
sensitivity than that of the X- and Y- axes.

On the other hand, when the acceleration was applied in the downward (−) direction, the sensor
moved downward, but the gas did not follow the sensor because of lower gas density and it
providing no space to move. Accordingly, the same output value was observed, irrespective of
the applied acceleration.

Figure 10. Output characteristic of the three-axis accelerometer.

To measure the acceleration in the negative direction on the Z-axis, the measurement was
conducted by turning the sensor to the opposite direction. Figure 12 shows that when acceleration
was applied in the positive direction, a constant output value was measured. On the other hand,
when acceleration was applied in the negative direction, the output values showed linearity according
to the magnitude of the acceleration. The reason is the same as that in the case of the positive direction in
the Z-axis. In other words, when the sensor turned to the opposite direction, and when the acceleration
was applied in the upward (+) direction, there was no place to move, and thus, even though the
sensor moved upward, the same temperature distribution followed the movement. Consequently,
the temperature sensor detected a constant temperature.
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Figure 11. Schematic view of the Z-axis sensing principle.

To detect both directions of the Z-axis, two accelerometers were vertically attached, as shown
in Figure 13. Figure 14 shows the outputs of the upper sensor for the positive direction in the Z-axis
and those of the lower sensor for the negative direction in the Z-axis. The result shows that the
values in the negative direction were always larger than those in the positive direction because the
temperature distribution inside the sensor became more delicate when the sensor was turned upside
down. The movement of the temperature profile in the turning sensor is limited due to the rising
tendency of the hot air.

Figure 12. Output characteristic of the accelerometer as a function of the accelerometer on the Z-axis.

For an effective Z-axis measurement, we needed to install a temperature sensor in a cavity or to
design a temperature sensor to be installed in the upper part of the top wafer.

The output values of the acceleration in the Z-axis directions were relatively low for the following
reasons: the temperature difference between the upper and lower parts of the top wafer were much
smaller than those between the left and right sides. Moreover, the measurements along the X-and
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Y-axes represented the differences in the outputs between the temperature sensors on both sides,
whereas the measurements along the Z-axis represented the output values of a single temperature
sensor. To compensate for the output values of the acceleration in the Z-axis directions, an amplifier
with an output that was larger than those of the X-and Y-axes may be included in the accelerometer,
or the temperature sensors may be designed to be installed in the top wafer.

Figure 13. The structure of the accelerometer for the Z-axis.

Figure 14. Output characteristic of the accelerometer on the Z-axis.

4. Conclusions

The MEMS technique was applied to fabricate a subminiature accelerometer. In addition,
the problems that were associated with existing accelerometers that use a solid proof mass could
be solved using gas as a medium. Because gas was used as a medium to measure the acceleration,
the accelerometer achieved a great improvement in durability, which has not been possible when
using solid proof mass accelerometers. Furthermore, the accelerometer was designed and experiments
were conducted to improve the performance. The proposed accelerometer offered another advantage
of a wide measurement range, from 1g to 9g. Many studies and trials have attempted to improve
sensitivity, however sufficient attention has not been paid to the problem of a narrow frequency band,
which is one of the disadvantages of the thermal convection-based accelerometers. Experimental
results revealed that larger heating power increased the temperature difference (ΔT) between the
temperature sensors, resulting in improved sensitivity of the accelerometer. Gases that have high
densities and small viscosities show high sensitivity. In addition, an increase in the space where
the medium can move was accompanied by an improvement in the sensitivity of the accelerometer.
However, we found that the thermal convection-based accelerometer showed an inverse relationship
between frequency and sensitivity. Gases that have a small density and large thermal diffusivity have
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a wider bandwidth. Smaller cavities showed a better frequency response than larger ones. Moreover,
the Z-axis response was characterized to extend the performance of the accelerometer. When the
acceleration was applied to an upward direction, the temperature profile rose along with the applied
direction, resulting in lowered temperatures around the temperature sensor. Owing to its sensing
mechanism and its structural design however, the same value was output irrespective of the applied
downward direction of the acceleration. To solve the half detection of the Z-axis, two accelerometers
were vertically attached.
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Abstract: Ocean turbulent kinetic energy dissipation rate is an essential parameter in marine
environmental monitoring. Numerous probes have been designed to measure the turbulent kinetic
energy dissipation rate in the past, and most of them utilize piezoelectric ceramics as the sensing
element. In this paper, an ocean turbulent kinetic energy dissipation rate measurement probe utilizing
a microelectromechanical systems (MEMS) piezoresistor as the sensing element has been designed
and tested. The triangle cantilever beam and piezoresistive sensor chip are the core components of
the designed probe. The triangle cantilever beam acts as a velocity-force signal transfer element,
the piezoresistive sensor chip acts as a force-electrical signal transfer element, and the piezoresistive
sensor chip is bonded on the triangle cantilever beam. One end of the triangle cantilever beam is
a nylon sensing head which contacts with fluid directly, and the other end of it is a printed circuit
board which processes the electrical signal. A finite element method has been used to study the effect
of the cantilever beam on probe performance. The Taguchi optimization methodology is applied
to optimize the structure parameters of the cantilever beam. An orthogonal array, signal-to-noise
ratio, and analysis of variance are studied to analyze the effect of these parameters. Through the
use of the designed probe, we can acquire the fluid flow velocity, and to obtain the ocean turbulent
dissipation rate, an attached signal processing system has been designed. To verify the performance
of the designed probe, tests in the laboratory and in the Bohai Sea are designed and implemented.
The test results show that the designed probe has a measurement range of 10−8–10−4 W/kg and a
sensitivity of 3.91 × 10−4 (Vms2)/kg. The power spectrum calculated from the measured velocities
shows good agreement with the Nasmyth spectrum. The comparative analysis between the designed
probe in this paper and the commonly used PNS probe has also been completed. The designed probe
can be a strong candidate in marine environmental monitoring.

Keywords: turbulent kinetic energy dissipation rate; probe; microelectromechanical systems (MEMS)
piezoresistive sensor chip; Taguchi method; marine environmental monitoring

1. Introduction

The accurate measurement of the ocean turbulent dissipation rate is a key point in marine
environmental monitoring. The turbulent kinetic energy dissipation rate represents the rate at which
turbulent kinetic energy is converted into molecular thermal kinetic energy under the action of
molecular viscosity, which can be used to build mathematical models to simulate the macroscopic
motions of the ocean. Through the study of the turbulent kinetic energy dissipation rate, the ocean
turbulent dissipation process can be constructed, which is of great importance to improve the physical
model of the ocean and to study the law of mixing in the ocean. Ocean turbulence contributes

Micromachines 2018, 9, 311; doi:10.3390/mi9060311 www.mdpi.com/journal/micromachines195
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significantly to the transport of momentum, heat, and mass in the ocean and has significant effects
on the velocity, temperature characteristics, and distribution of dissolved and granular substances in
the ocean.

Broadly used probes designed to measure the ocean turbulent kinetic energy dissipation rate
utilize piezoelectric ceramics as the sensitive element. The first probe based on piezoelectric ceramics
was designed by Ribner and Siddon [1,2], which was designed for atmospheric environmental
monitoring. Osborn [3,4], at the University of British Columbia, studied the airfoil probe, which
was a suitable and useful velocity sensor for oceanic turbulence. The probe had advantages over
heated anemometry due to its rugged nature, lower susceptibility to fouling, and inherent linearity.
However, improvements were also needed in the construction technique, so he improved the design of
the former probe and tested it in Howe Sound near Vancouver, British Columbia. He concluded that the
airfoil probe combined with a free-fall instrument housing was ideal for studying the vertical current
shear in the ocean. The resolution and sensitivity were sufficient to provide estimates of the energy
dissipation directly. This offers a classical approach to measuring the ocean turbulent dissipation rate.
Wolk et al. [5] evaluated the performance of a free-falling microstructure profiler-TurboMAP, and the
probe used on TurboMAP was almost exactly the same size and shape as the so-called Osborn probe.
By assuming a universal form of the turbulence spectrum, turbulent kinetic energy dissipation rates
below 5 × 10−4 W/kg can be estimated. Moum et al. [6], at Oregon State University, designed a shear
sensor that utilizes piezobimorph ceramic as the sensing element which they named OSU, and they
compared almost 1000 microstructure profiles obtained from different shear probes. Measurements of
ocean microstructure were made in the turbulent Faroe Bank Channel overflow using a turbulence
instrument equipped with SPM-38 turbulence shear probe [7]. The dissipation rate measurement
results revealed that the lowest detection level was as low as 5 × 10−11 W/kg, which was comparable
to the best available vertical microstructure profilers. Tianjin University in China designed a series
of ocean turbulent dissipation rate measurement probes, such as TMR1, TJUA, and TJUB [8–11].
The TMR1 was the first ocean turbulence sensor probe they designed, and after that, they proposed the
TJUA and the TJUB. Both the TMR1 and TJUA used piezoelectric ceramics as the sensitive material,
and the TJUB used carbon fiber reinforced polymer plastic as the sensitive material, which lead to
a high sensitivity of 2.52 × 10−4 (Vms2)/kg. The PNS series probes developed by Prandke at ISW
Wassermesstechnik have been broadly used in marine environmental monitoring. PNS shear probes
are airfoil-type microstructure velocity fluctuation sensors designed for a microstructure profiler.
PNS-93 was specially designed for use in operational microstructure measuring systems. The use of
a cantilever which transmits the lift force on the probe tip to the piezoceramic beam in the interior
of the sensor was a huge step forward. The sensitivity of PNS-93 shear probe varied in a range
from 1.5 × 10−4 to 2.1 × 10−4 (Vms2)/kg [12]. Then, a series of PNS probes were developed, such
as PNS-98, PNS-03, and PNS-06. Cisewski et al. [13] investigated the mixing regime of the upper
180 m of a mesoscale eddy in the vicinity of the Antarctic Polar Front at 47◦ S and 21◦ E using the
MSS profiler equipped with a microstructure shear sensor PNS-98. PNS-03 has an airfoil diameter
and length of 3 mm and 4 mm, respectively, and PNS-06 has an airfoil diameter and length of 6 mm
and 10 mm, respectively. PNS-03 and PNS-06 shear probes are available in a compact version and a
version with thread M10. The sensitivities are in the order of 1 × 10−4 (Vms2)/kg for the PNS-03 and
4 × 10−4 (Vms2)/kg for the PNS-06 [14]. Now, the PNS series probes are the basic configurations of
MSS-series microstructure turbulence profilers. Table 1 lists the detailed parameters of five series of
probes and of the probe designed in this paper.

The aforementioned probes are almost based on the piezoelectric effect, and the probes based on
piezoresistive effect are rarely mentioned. The signal processing system of piezoelectric-effect-based
probes is complicated, but the signal processing system of piezoresistive-effect-based probes is simple.
It is difficult for piezoelectric-effect-based probes to measure static signals, and the calibration also
can be difficult. For the financial cost, the piezoresistive chip is suitable for mass production and
micromation, but piezoelectric ceramics are sputtered and of high difficulty and high cost. In this
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paper, we designed an ocean turbulent kinetic energy dissipation rate measurement probe based on
the piezoresistive effect. The triangle cantilever beam and piezoresistive sensor chip are the core
components of the designed probe. An attached signal processing system has been designed and
connected with a printed circuit board in the probe. Tests in the lab and in the ocean have been
conducted separately. Test results reveal that the probe has good performance both in measurement
range and sensitivity. The comparisons between the designed probe and the PNS probe have also
been made.

Table 1. The detailed parameters of probes.

Probe Dimensions (mm) Withstand Pressure (mm) Spatial Resolution (mm) Sensitivity (Vms2/kg)

Osborn’s 6.3 in diameter
- in length 230 1 4 × 10−4

SPM-38 9.5 in diameter
127 in length 1000 10 0.57 × 10−4

TJUB 10 in diameter
63.3 in length 1000 5 2.52 × 10−4

PNS-03 8 in diameter
77 in length 1000 - 1 × 10−4

PNS-06 8 in diameter
77 in length 1000 - 4 × 10−4

This paper 8 in diameter
57 in length 1000 - 3.91 × 10−4

2. Structure Design and Working Principle

The schematic diagram of the proposed ocean turbulent kinetic energy dissipation rate
measurement probe is shown in Figure 1. The proposed probe consisted of a nylon sensing
head, a piezoresistive sensor chip, a printed circuit board, a stainless-steel triangle cantilever beam,
a half-cylinder gasket, and a stainless-steel shell. The nylon sensing head contacts with fluid flow
mass directly and transforms the velocity signal to a force signal. The piezoresistive sensor chip
was fabricated with an SOI (silicon-on-insulator) wafer, which consists of two layers of silicon and a
silicon oxide in-between. The piezoresistive sensor chip was attached to the stainless-steel triangle
cantilever beam, and a printed circuit board was also attached to it. The piezoresistive sensor chip
was wire-bonded to the printed circuit board and further connected to a signal processing system.
The piezoresistive sensor chip, printed circuit board, and stainless-steel triangle cantilever beam were
packaged using a half-cylinder gasket and a stainless-steel shell, and the nylon sensing head was fixed
on the free end of the stainless-steel triangle cantilever beam.

Figure 1. The structure of the designed ocean turbulent kinetic energy dissipation rate measurement probe.

When there is a kind of fluid flow through the probe, according to the theory of fluid dynamics,
assuming the fluid is nonviscous, the force produced by the fluid flow per unit length of the probe
is [15]:

fP =
1
2

ρv2 dA
dx

sin 2α (1)
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where fP is the force per unit length of probe, ρ is the density of the fluid, v is the velocity of the fluid
flow, dA/dx is the rate of change in the cross-section area in the axial direction, and α is the angle of
attack, as shown in Figure 1. In fact, the viscous effect also plays a role in terms of the kinetic energy
dissipation, but the viscosity coefficient of water is very small and thus the viscous force produced
by water is also very small [4]. The nonviscous fluid is considered as the flow fluid in this paper is
to simplify the mathematical model. Then, the overall force on the probe is the integration from the
bottom to the top of the probe:

F =
∫

fPdx =
1
2

ρAv2 sin 2α = ρA(v sin α)(v cos α) = ρAuw (2)

where u is the cross velocity and w is the axial velocity.
When the fluid flows through the probe, the nylon sensing head produces deformation and

thus the stainless-steel triangle cantilever beam produces deformation too. Then, the strain of the
piezoresistive sensor chip changes and the variation of resistance of the piezoresistor is

ΔR
R

= πF (3)

where ΔR is the variation of resistance of the piezoresistor, R is the original value of the piezoresistor,
and π is the piezoresistive coefficient of silicon. Then, the output voltage of piezoresistive sensor chip is

Uo = Ui
ΔR
R

= UiπF = UiπρAuw (4)

where Uo is the output voltage of the piezoresistive sensor chip and Ui is the input voltage. From
Equation (4), we know that the output voltage of the piezoresistive sensor chip is directly proportional
to the cross velocity of fluid.

Defining S as the sensitivity of the designed probe, the sensitivity can be expressed as

S =
Uo

u
= UiπρAw. (5)

Equation (5) can be rewritten as

u =
Uo

S
(6)

then, the variation of cross velocity can be obtained as

∂u
∂t

=
1
S

∂Uo

∂t
. (7)

According to the Taylor frozen theory:

∂u
∂x

=
1

Sw
∂Uo

∂t
. (8)

Then, the turbulent kinetic energy dissipation rate can be calculated as shown in Figure 2. This is
done by first deleting the singular value and calculating the shear frequency spectrum ϕ(f ) in the
frequency domain, followed by calculating the shear wavenumber spectrum ψ(k) in the wavenumber
domain. Then, the probe response correction and motion compensation correction is completed,
as shown in Figure 2. Finally, by confirming the integral cutoff wavenumber kmax of the shear spectrum,
the turbulent kinetic energy dissipation rate can be expressed as

ε = 7.5γ
∫ kmax

kmin

ψ(k)dk (9)
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where ε is the turbulent kinetic energy dissipation rate, γ is the kinematic viscosity coefficient, and ψ(k)
is the power spectrum of the shear velocity.

Figure 2. The flow chart of calculating turbulent kinetic energy dissipation rate.

A signal processing system was designed and connected with the probe. The signal processing
system main consisted of signal amplification, signal filtering, AD sample, reference source, single
chip microcomputer, and power source. Further, some guard blocks were also designed, such as a
protective guard, a fixing cap, a seal ring, and a water-tight joint. The overall diagram of the probe and
the signal processing system is shown in Figure 3.
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Figure 3. The overall diagram of the probe and signal processing system.

3. Finite Element Simulation and Optimal Design

According to the structure design and the working principle of the probe, the triangle cantilever
beam has great influence on the performance of the probe. High sensitivity and high natural frequency
are needed when the probe is working. Thus, the confirmation of the cantilever beam dimensions
is an essential step in probe design. The Taguchi method was used to analyze and determine the
dimensions of the cantilever beam. Taguchi uses a simple design of orthogonal array to study the
entire parameter space with only a small number of experiments [16]. The greatest advantage of this
method is that it saves effort in conducting experiments by reducing the experimental time, reducing
the cost, and accelerating the pace at which significant factors are discovered [17]. In this paper, three
parameters (height, thickness, and width of cantilever beam) at five levels were designed, and the
fractional factorial design used was L25(53) orthogonal array, as shown in Table 2.

We focused on the sensitivity of the probe, so the stress and deflection of the triangle cantilever
beam when it was placed in the fluid flow was studied. Since we were concerned with the robustness
of the probe, the natural frequency of the triangle cantilever beam had to be analyzed. The COMSOL
Multiphysics (Version 5.3a, COMSOL Inc., Stockholm, Sweden) was used to simulate the results. In the
simulation, water was used as the flow fluid. The triangle cantilever beam was made from 316L
stainless steel, and the density, Young modulus, and Poisson’s ratio were 7850 kg/s, 2 × 1011 Pa,
and 0.33, respectively. The sensing head was made from nylon material, and the density, Young
modulus, and Poisson’s ratio were 1150 kg/s, 2 × 109 Pa, and 0.4, respectively. The input flow velocity
was set as 1 m/s, and the output condition was set as 0 Pa. Different simulation conditions lead to
different results, so the conditions such as material parameters, input and output direction, input and
output velocity, boundary condition, area of flow field, and meshing influenced the simulation results.
The simulation results are listed in Table 3. Orthogonal arrays of Taguchi, the signal-to-noise (S/N)
ratio, and the analysis of variance (ANOVA) were employed to find the optimal levels and to analyze
the effect of the cantilever beam structure parameters on probe performance.

Table 2. Cantilever beam parameters and their levels.

Symbol Parameter Unit Level 1 Level 2 Level 3 Level 4 Level 5

A Height mm 16 18 20 22 24
B Thickness mm 0.2 0.25 0.3 0.35 0.4
C Width mm 4 5 6 7 8

200



Micromachines 2018, 9, 311

The range analysis was aimed at illuminating the significant levels of different influencing
parameters on the performance of probe. Thus, the most significant parameter could be disclosed
according to the results of the range analysis. The range analysis results of stress, deflection,
and frequency are shown in Figures 4a, 5a and 6a, respectively. The larger the stress and deflection is,
the higher the sensitivity is. Thus, we can see in Figures 4a and 5a that thickness is the most significant
parameter influencing sensitivity among the three parameters, and the thinner the thickness is, the
higher the sensitivity is. Also, the greater the frequency is, the stronger the robustness is. Thus, we can
know from Figure 6a that thickness is the most significant parameter influencing robustness among
the three parameters, and the thicker the thickness is, the higher the robustness is.

Table 3. Experimental layout and results using an L25(53) orthogonal array.

Experiment Number A B C Stress Deflection Frequency

1 16 0.2 4 6.86 49.4 232.68
2 16 0.25 5 3.38 20.5 360.31
3 16 0.3 6 2.07 9.93 513.37
4 16 0.35 7 1.27 5.39 690.19
5 16 0.4 8 0.81 3.16 888.59
6 18 0.2 5 5.99 54.3 218.5
7 18 0.25 6 3.23 23.4 331.03
8 18 0.3 7 2 11.7 464.05
9 18 0.35 8 1.25 6.46 616.23

10 18 0.4 4 1.88 8.59 544.03
11 20 0.2 6 5.69 60.4 204.39
12 20 0.25 7 3.13 26.7 304.65
13 20 0.3 8 1.86 13.6 421.86
14 20 0.35 4 2.71 17.2 383.35
15 20 0.4 5 1.71 9.12 516.99
16 22 0.2 7 5.35 67 190.92
17 22 0.25 8 3.08 30.3 281.05
18 22 0.3 4 4.25 35.2 265.61
19 22 0.35 5 2.39 17.8 369.4
20 22 0.4 6 1.53 9.87 487.13
21 24 0.2 8 5.01 74.3 178.4
22 24 0.25 4 6.82 77.1 178.63
23 24 0.3 5 3.62 35.8 259.16
24 24 0.35 6 2.24 18.9 352.26
25 24 0.4 7 1.58 11.6 456.95

 
(a) (b) 

Figure 4. The result graph for stress. (a) Mean value; (b) Mean S/N ratio.
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(a) (b) 

Figure 5. The result graph for deflection. (a) Mean value; (b) Mean S/N ratio.

 
(a) (b) 

Figure 6. The result graph for frequency. (a) Mean value; (b) Mean S/N ratio.

Taguchi used S/N ratio as the quality characteristic of choice. There are three categories of S/N
ratio characteristics when the characteristic is continuous [17–19]. First, larger is better:

S/N = −10 log
1
n
(∑

1
y2 ); (10)

second, nominal is the best:

S/N = 10 log
y
s2

y
; (11)

and third, smaller is better:

S/N = −10 log
1
n
(∑ y2) (12)

where n is the number of observations, y is the observed data, y is the average of observed data,
and s2

y is the variance of y. Large stress and deflection generate high sensitivity, and high natural
frequency leads to strong robustness. For all the types of characteristics with the above S/N ratio
transformation, the higher the S/N ratio, the better the result. The S/N ratio analysis results of stress,
deflection, and frequency are shown in Figures 4b, 5b and 6b, respectively. Similar results can be
concluded from the range analysis, that is, the thickness is the most significant parameter influencing
sensitivity and robustness among the three parameters, and the thinner the thickness, the higher the
sensitivity, and the thicker the thickness, the higher the robustness. Figure 7 shows the frequency
domain response of 25 combinations. According to the results from the range analysis and S/N ratio
analysis, B1C1A5 is the optimal combination of the structure parameters for sensitivity, and B5A1C5 is
the optimal combination of the structure parameters for robustness.
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Figure 7. The frequency domain response of 25 combinations.

The purpose of the ANOVA was to investigate the design parameters that significantly affected
the quality characteristic [20]. The total sum of square SST from the S/N ratio η can be calculated as [21]

SST =
m

∑
i=1

(ηi − η)2 (13)

where m is the number of the experiment, ηi is the mean S/N ratio for the ith experiment, and η is the
mean S/N ratio. The sum of squares from the tested parameter SSP can be calculated as

SSP =
t

∑
j=1

(Sηj)
2

t
− 1

m
(

m

∑
i=1

ηi)
2

(14)

where P denotes one of the parameters, j is the level number of this parameter P, t is the repetition of
each level of the parameter P, and Sηj is the sum of the S/N ratio involving this parameter P and level j.
The sum of square from error SSE is

SSE = SST − SSA − SSB − SSC. (15)

The total degrees of freedom DT is DT = m − 1, and the degree of freedom from tested parameters
DP is DP = t – 1. Thus, the degree of freedom from error DE is DE = DT − DA − DB − DC. The variance
of the tested parameters VP is VP = SSP/DP, and the variance from the error VE is VE = SSE/DE. Then,
the F value for each design parameter is simply the ratio of the mean-of-square deviation to the
mean-of-square error:

FP = VP/VE. (16)

The corrected sum of square SP can be calculated as

SP = SSP − DPVE. (17)

Then, the percentage contribution ρP can be calculated as

ρP = SP/SST . (18)
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Table 4 shows the results of ANOVA for stress, which shows that the thickness parameter is the
most significant structure parameter affecting the stress. The width parameter also has a significant
effect on stress, and the height parameter has an insignificant effect on stress. The contributions for the
stress of the three structure parameters height, thickness, and width are 3.21%, 73.67%, and 16.21%,
respectively. Table 5 shows the results of the ANOVA for deflection, which shows that the thickness
parameter is the most significant structure parameter affecting the deflection. The height parameter
also has a significant effect on deflection, and the width parameter has an insignificant effect on
deflection. The contributions for the deflection of the three structure parameters height, thickness,
and width are 14.77%, 69.9%, and 2.75%, respectively. Table 6 shows the results of the ANOVA for
frequency, which shows that the thickness parameter is the most significant structure parameter
affecting the frequency. The height parameter and width parameter also have a significant effect on
frequency. The contributions for the frequency of the three structure parameters height, thickness, and
width are 26.2%, 58.53%, and 9.54%, respectively.

From the results of the Taguchi method, we conclude that high sensitivity derives from the thin
thickness of the cantilever beam and strong robustness derives from the thick thickness of the cantilever
beam. This results in a trade-off between sensitivity and robustness. In this paper, we finally chose a
height of 20 mm, a thickness of 0.25 mm, and a width of 6 mm in consideration of the comprehensive
performance of the designed probe.

Table 4. Results of the ANOVA for stress.

Parameter DOF Sum of Squares Variance F Value p Value Contribution(%)

Height 4 3.432 0.8580 3.79 0.032 3.21
Thickness 4 58.852 14.7131 64.95 0.000 73.67

Width 4 13.654 3.4134 15.07 0.000 16.21
Error 12 2.718 0.2265 6.91
Total 24 78.657 100

Table 5. Results of the ANOVA for deflection.

Parameter DOF Sum of Squares Variance F Value p Value Contribution(%)

Height 4 2108.0 527.00 8.04 0.002 14.77
Thickness 4 8998.2 2249.55 34.32 0.000 69.9

Width 4 605.0 151.26 2.31 0.118 2.75
Error 12 786.7 65.56 12.58
Total 24 12,497.9 100

Table 6. Results of the ANOVA for frequency.

Parameter DOF Sum of Squares Variance F Value p Value Contribution(%)

Height 4 201,236 50,309 28.44 0.000 26.2
Thickness 4 440,802 110,200 62.30 0.000 58.53

Width 4 77,740 19,435 10.99 0.001 9.54
Error 12 21,227 1769 5.73
Total 24 741,004 100

4. Fabrication and Encapsulation

The fabrication of the designed probe main contained three parts: first, the fabrication of the
piezoresistive sensor chip; second, the fabrication of the printed circuit board and signal processing
circuit board; and third, the fabrication of the stainless-steel parts, such as the triangle cantilever beam
and protective guard.

204



Micromachines 2018, 9, 311

The fabrication of the piezoresistive sensor chip utilized microelectromechanical systems (MEMS)
technology. A very thin active layer SOI wafer was used as the starting material. The thickness of the
top silicon layer and the buried silicon oxide layer were about 5 μm and 0.4 μm, respectively. The front
side of the SOI wafer was implanted by boron ions by means of reactive ion etching (RIE) and the
piezoresistors were formed. After that, a high dose of boron ions was diffused and the wafer was
annealed. To protect the piezoresistors on the front side of SOI wafer from being corroded, a silicon
nitride layer was deposited by low pressure chemical vapor deposition (LPCVD). Then, the metal wire
was etched by RIE and contact pads were also formed. The fabricated piezoresistive sensor chip is
shown in Figure 8d.

The fabrication of the printed circuit board and signal processing circuit board utilized integrated
circuit (IC) technology and microelectronics technology. The fabrication of stainless-steel parts utilized
a line-cutting process. To package the piezoresistive sensor chip, some preparatory work had to
be completed. First, ultrasonic cleaning of the nylon sensing head, the triangle cantilever beam,
the half-cylinder gasket, and the stainless-steel shell was performed using a KH3200DB CNC ultrasonic
cleaner. The piezoresistive sensor chip was cleaned using acetone. Then, all of the components were
dried on a hot plate. Second, the piezoresistive sensor chip was adhered onto the triangle cantilever
beam using M-Bond 610 glue. Also, the printed circuit board was adhered onto the triangle cantilever
beam. The fully adhered finished probe is shown in Figure 8c. Third, the gold wire was soldered
between the piezoresistive sensor chip contact pad and the printed circuit board contact pad. Then,
silica gel was coated on the probe to protect the piezoresistive sensor chip and gold wire. After that,
the wire was soldered on the printed circuit board to connect it to the signal processing system. Finally,
the triangle cantilever beam and half-cylinder gasket were configured into the stainless-steel shell, and
the components were affixed by AB glue. To guarantee that the the probe was leakproof, the shell was
filled with silica gel. The packaged probe is shown in Figure 8b. The fabrication and encapsulation of
the signal processing system was similar to the fabrication and encapsulation of the probe, and the
fabricated probe and signal processing system is shown in Figure 8a.

Figure 8. The fabricated probe and MEMS piezoresistive sensor chip. (a) The overall of measurement
system; (b) The fabricated probe; (c) The cantilever beam with piezoresistive sensor chip and PCB
board on it; (d) The picture of piezoresistive sensor chip.

5. Experiments and Results

To verify the performance of designed probe, tests in the laboratory and in the Bohai Sea were
designed and conducted. A flowing cycling experiment system was purposely designed in the
laboratory, as shown in Figure 9. The system consisted of top and bottom sinks, an overflow gap,
a water inlet and water outlet, spin equipment, a jet orifice, turbulence compensation, and an emptying
valve. The probe was installed in the experiment system, and the fluid flow was set under a constant
velocity with attack angles from −10◦ to 10◦ with a step of 2◦. The experimental setup in the laboratory
is shown in Figure 10.
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Figure 9. The schematic diagram of flowing cycling experiment system.

Figure 10. The schematic diagram of experimental setup in the laboratory. (a) The flowing cycling
experiment system; (b) The measurement system in the experiment; (c) The designed probe.

We obtained 11 sets of data in each experiment, and every set of data includes the angle of
attack, the value of sin 2α, the output voltage, and the value of Uo/ρv2. The sensitivity was calculated
using Equation (5), and the experiment results are listed in Table 7. From the experiment results,
the relationship between the value of Uo/ρv2 and sin 2α can be described, which is shown in Figure 11,
where the cubic polynomial fitting is used to describe the relationship. The first order coefficient of
the polynomial is the sensitivity of probe, which is 3.91 × 10−4 (Vms2)/kg. This sensitivity is larger
than that of SPM-38, TJUB, and PNS-03, and close to that of Osborn’s and PNS-06, as listed in Table 1.
As a result, we can conclude that the probe designed in this paper can be a probable choice in ocean
turbulent kinetic energy dissipation rate measurements.

Table 7. The experimental results in the flowing cycling experiment system.

α Sin 2α Uo Uo/ρv2

−10 −0.342 −1.0261 −1.6367
−8 −0.276 −0.8001 −1.2773
−6 −0.208 −0.6037 −0.9653
−4 −0.139 −0.3727 −0.5982
−2 −0.070 −0.1842 −0.2984
0 0.000 0.0457 0.0669
2 0.070 0.2241 0.3504
4 0.139 0.3388 0.5328
6 0.208 0.4427 0.6980
8 0.276 0.7183 1.1359

10 0.342 0.9579 1.5186
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Figure 11. The relationship between the value of Uo/ρv2 and sin 2α.

The experiment in the Bohai Sea was designed to verify the practical performance of the designed
probe. The probe was carried by an ocean vertical profiler and every profiler carried two probes which
were designed in this paper and two PNS-series probes, as shown in Figure 12. A gallows was used for
the profiler’s release and recovery. The release velocity was about 1 m/s and the profiler was released
at a constant speed. Figure 13a shows the velocity shear data of MEMS and PNS in the experiment,
respectively. Note that normalization processing was used to make the comparison between MEMS
and PNS. The data collected by MEMS and PNS in the experiment are similar to each other. Figure 13b
shows the power spectrum of the velocity shear of MEMS and PNS, respectively. From Figure 13,
we can see that the probe designed in this paper has comparable performance with PNS series probes.

Figure 12. The configuration of the ocean test. MEMS denotes the probe designed in this paper. PNS
denotes the PNS series probes. (a) The schematic diagram of the ocean test; (b) The release of the
profiler; (c) The configuration of the probes.
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(a) (b) 

Figure 13. The response results of MEMS and PNS. (a) The velocity shear data of MEMS and PNS;
(b) The power spectrum of velocity shear of MEMS and PNS.

The measured power spectrum is routinely compared to the empirical turbulence spectrum,
which was measured by Nasmyth [22], as shown in Figure 14a, and the black dashed curve represents
the Nasmyth spectrum. The Nasmyth spectrum is an ideal curve, but in the actual experiments,
the results were influenced by noise and vibration, so the experiment results do not match with
Nasmyth spectrum strictly. The probes were carried by an ocean vertical profiler, and the release
velocity of the profiler and the vibration of the profiler caused by the ship affected the experimental
results, so the velocity measurements have spurious contributions from the high-frequency vibrations
of towed vehicle. Further, the roll and heave of the ship included large variations of the speeds and
depths of the towed vehicles. However, according to Figure 14a, we know that the experiment results
both from MEMS and PNS show good agreement with the Nasmyth spectrum. The cut-off frequency
is about 100 cpm, and the ocean turbulent kinetic energy dissipation rate of MEMS and PNS are about
3.34 × 10−7 W/kg and 1.25 × 10−7 W/kg, respectively. The measured ocean turbulent kinetic energy
dissipation rates are coincident with the estimated value in this ocean area.

 
(a) (b) 

Figure 14. The experiment results of ocean test. (a) The power spectrum compared with Nasmyth
spectrum. The black dashed curve represents the Nasmyth spectrum; (b) The ocean turbulent
dissipation rate of MEMS and PNS.

The ocean turbulent kinetic energy dissipation rate was calculated using Equation (9) and
the experiment results are shown in Figure 14b. The ocean turbulent kinetic energy dissipation
rates measured by MEMS and PNS in the 10–50-m upper mixing area are similar and mainly
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between 10−8 W/kg to 10−4 W/kg. From Figure 14b, we know that the ocean turbulent kinetic
energy dissipation rate decreases with the increase of depth. The ocean turbulent kinetic energy
dissipation rate is centered on 10−6–10−5 W/kg in the 10–25-m upper mixing area and centered on
10−7–10−6 W/kg in the 30–50-m upper mixing area, as shown in Figure 14b, marked by the blue
dashed box. The experiment results indicate that the probe has similar performance with PNS-series
probes once again.

6. Conclusions

This paper introduced an ocean turbulent kinetic energy dissipation rate measurement probe.
Different from numerous probes that utilize piezoelectric ceramics as the sensing element, the probe
designed in this paper utilizes a MEMS piezoresistor as the sensitive element. The structure design
and working principle have been introduced, and a signal processing system also been designed and
connected with the probe. The Taguchi method has been used to study the influence of the cantilever
beam structure parameters on the probe’s performance. Range analysis, signal-to-noise ratio analysis,
and analysis of variance were studied. Fluid flowing cycling experiments in the lab revealed that the
probe has a sensitivity of 3.91 × 10−4 (Vms2)/kg. The experiments in the Bohai Sea revealed that
the probe has a measurement range between 10−8–10−4 W/kg. The comparative analysis between
the designed probe and the commonly used PNS-series probe shows that the designed probe has
equivalent performance with the PNS-series probe. The designed probe can be a strong candidate in
marine environmental monitoring.
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Abstract: In this paper, we present our work developing a family of silicon-on-insulator (SOI)–based
high-g micro-electro-mechanical systems (MEMS) piezoresistive sensors for measurement of
accelerations up to 60,000 g. This paper presents the design, simulation, and manufacturing stages.
The high-acceleration sensor is realized with one double-clamped beam carrying one transversal and
one longitudinal piezoresistor on each end of the beam. The four piezoresistors are connected to
a Wheatstone bridge. The piezoresistors are defined to 4400 Ω, which results in a width-to-depth
geometry of the pn-junction of 14 μm × 1.8 μm. A finite element method (FEM) simulation model is
used to determine the beam length, which complies with the resonance frequency and sensitivity.
The geometry of the realized high-g sensor element is 3 × 2 × 1 mm3. To demonstrate the performance
of the sensor, a shock wave bar is used to test the sensor, and a Polytec vibrometer is used as an
acceleration reference. The sensor wave form tracks the laser signal very well up to 60,000 g.
The sensor can be utilized in aerospace applications or in the control and detection of impact levels.

Keywords: high acceleration sensor; piezoresistive effect; MEMS; micro machining

1. Introduction

Nowadays, high-g sensors have become an important measurement unit in technological
applications. The areas where sensors are most commonly applied include aerospace technologies,
military and security systems, and renewable energy technologies [1–3]. It is important to reduce
the size of the sensor to extend the field of applications. A silicon microfabrication technique makes
it possible to reduce both the size of the sensor and the production cost through batch fabrication,
making it suitable for mass production. In state-of-the-art technology and research, high-g acceleration
sensors measure the acceleration in one- or three-axis with proof masses [3–7]. Therefore, the electrical
variation from stress influence is an important parameter. Another important aspect, relevant to the
accelerometer sensitivity, is the maximum displacement of the system. Obtaining a high sensitivity
is the goal of recent research. Hence, new sensing mechanisms, like silicon nanowires, will be
developed. These mechanisms, with their new materials, are difficult to manufacture and not yet
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economically-feasible. For this reason, research and development still focuses on geometry and design
optimization [8]. Therefore, a novel high-g sensor with double-clamped beam was developed at
Fraunhofer IZM with a measurement range of up to 60,000 g. This paper describes the concept,
the simulation, and the process flow of the sensor, with device characterization at the end. For this
high-g sensor, the piezoresistive effect is used. It is a stable and well-known state-of-the-art method,
with a simple evaluation unit and precise accuracy. Important aspects of this developed sensor are its
high robustness and its resolution. The production process of this sensor family aims to be precise and
low-cost to fulfill economic requirements and make it accessible for a variety of new applications.

2. Sensor Design

The developed sensor design contains a silicon beam with four integrated piezoresistors.
The geometry of the sensor is optimized for a high acceleration range up to 60,000 g. Figure 1
shows a sketch of the top view of the sensor design.

 
(a) (b) 

Figure 1. (a) Sketch of top view of sensor design, featuring one double-clamped beam carrying one
transversal and one longitudinal piezoresistor on each end of the beam; (b) the Wheatstone bridge for
equivalent circuit.

Piezoresistors and conductors are connected to form an open full Wheatstone bridge. It contains
one double-clamped beam and carries one transversal and one longitudinal piezoresistor on each end
of the beam. Highly doped contact regions are employed to connect the piezoresistors to conductors.
The overall chip size is 3 mm × 2 mm in length and width, respectively. According to Equation (1),
a change of mechanical strain on the Wheatstone bridge is transformed into a change of output voltage
of the piezoresistive acceleration sensor.

ΔU = U0 · ε · k (1)

where ΔU represents the change of the output voltage and U0 the supply voltage of the Wheatstone
bridge. To increase the sensitivity, both the piezoresistive gauge factor k and the mechanical strain ε

can be increased.
The gauge factor of silicon depends on the dopant concentration and is typically limited to values

below 100. Piezoresistors with a high gauge factor are also more sensitive to changes of temperature,
i.e., they have a higher temperature coefficient of resistance (TCR). To obtain a high sensitivity, a dopant
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concentration of 2 × 1018/cm3 after annealing is implanted to form the piezoresistors, which should
have a gauge factor of at least 90. The high influence of temperature on such piezoresistors is accepted
to obtain a very high sensitivity without coming close to the yield strain of silicon. For the design of
the dimensions of the piezoresistors, the joule heating effect should also be considered, which is one
of the biggest influencing factors for the resistors’ performance. For this reason, the current density
within each resistor should be kept low. The increase of electrical resistance and of the piezoresistors’
cross-section helps to reduce the current density. Therefore, the values of resistance are defined as
4400 Ω and the cross section of the piezoresistors is designed as 14 μm × 1.8 μm (width × depth of
pn-junction, respectively).

ε =
ρ · f · g
2 · E · t

· l2 (2)

The mechanical strain can be calculated with Equation (2), which is based on the beam theory for a
double-clamped beam. Where the density ρ and Young’s modulus E are fixed material parameters,
and load f and gravity g are determined by external factors, only the geometrical parameters of beam
thickness t and of beam length l can be modified to increase the strain. To provide high sensitivity as
well as sufficient mechanical strength to tolerate a maximal acceleration overload of twice the specified
full range acceleration, the beam thickness is set to 20 μm [2,9]. Therefore, the only mechanical design
parameter changeable to provide a higher strain and thus a higher sensitivity is the beam length
l. The FEM model can be used to determine the beam length, which complies with the resonance
frequency and sensitivity. While the sensitivity of the sensor is increased by increasing the beam length,
its resonance frequency decreases (stability). Sensor design is therefore always a compromise between
high sensitivity and high resonance frequency. Another parameter that should be considered is the
beam width, because all four of the piezoresistors should be placed on the beam ends to form a full
Wheatstone bridge configuration within the areas of high strain on the beam ends. However, according
to Equation (2), the beam width has no influence on the strain the piezoresistors are subjected to. In this
project, a beam with a width of 400 μm was set for the double-clamped beam.

To analyze the mechanical behavior of the novel double clamped beam structure and to determine
the length of the beam length, a simplified model was built, as shown in Figure 2. Here, a quarter of
the model is shown, for symmetry of the sensor design can be exploited the reduce computational
time. The influence of the different beam lengths on the resonance frequency and sensitivity of
piezoresistive sensors were calculated and simulated. A static mechanical analysis using ANSYS
mechanical was generated. The element type used was Solid64, as it defines eight knots and three
degrees of freedom. As border conditions for this simulation, the surface of the sensor was defined
free of displacement. The sensor’s symmetry was exploited, and therefore, the symmetrical borders
were set free of displacement in the normal direction of symmetry.

  
(a) (b) 

Figure 2. (a) Symmetrical axis of acceleration sensor; (b) mashed model half of used sensor. Meshing is
homogenous over the surface with element sizes of 20 μm in the beam area and 100 μm around the
beam area on the bulk material.
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The resonance frequency is a direct result of the modal analysis carried out for each beam
configuration. Equation (3) can be used to estimate the first mode resonance frequency of a
double-clamped beam.

f1 =

e1
2·t

l2

√
E

12·ρ
2 · Π

(3)

where the first resonance frequency f 1, beam length l, Density ρ, and Young’s modulus E. Among them,
ρ and E are fixed material parameters, and f 1 will decrease with increasing l. The influence of the
different beam lengths on the sensitivity of piezoresistive sensors to acceleration Sa is calculated by
Equation (4).

Sa =
ΔU

Δa · U0
(4)

Using a gauge factor of 90, the required strain to obtain the specified sensitivity can be calculated.
By extracting the strain values for each beam configuration at the location of the piezoresistors from the
simulation result files, the average strain of the piezoresistors were evaluated. The simulation values
for resonance frequency and strain were plotted over the beam length for the acceleration ranges of
60,000 g in Figure 3a, and sensitivity at full scale, calculated from the simulated average effective strain
with SOI thickness of 20 μm and k-factors of 70 and 90, were plotted in Figure 3b.

The simulated values given in Figure 3a were divided by the required values for resonance
frequency and strain. The intersection points of required and simulated strain and frequency allow the
reduction of the beam length, complying with the given specifications. At an acceleration of 60,000 g,
a beam of not more than 600 μm length will comply with the frequency specification. To obtain
the required strain, a beam length of more than 14,000 μm is required at 60,000 g. Based on the
simulation results presented here, the selection of specific sensor geometries, fulfilling at least one
of the sensor specifications, is possible. The simulations clearly show that no single sensor design
exists to fulfill both the resonance frequency and sensitivity specification for the acceleration range of
60,000 g. Thus, the establishment of a beam length is a compromise between resonance frequency and
average effective strain.

(a) (b) 

Figure 3. (a) Simulated average effective strain and resonance frequency over beam length at an
acceleration load of 60,000 g; (b) sensitivity at full scale, calculated from the simulated average effective
strain with an SOI thickness of 20 μm and k-factors of 70 and 90, respectively.

3. Fabrication Flow of the Sensor Wafer

The sensors were produced from SOI wafers with a device layer of 20 μm. Table 1 lists the
thickness of each layer during the sensor process. A handle-wafer thickness from 300 μm to 325 μm,
a buried-oxide thickness from 0.2 μm to 0.4 μm, and a base dopant concentration of approximately
1 × 1015 phosphorus ions/cm3 are recommended.
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The fabrication process of the sensor, which is based on the micromachine technology, is shown in
Figure 4. The first processing step was aimed at etching the alignment marks into the device layer of
the wafers (see Figure 4a). For this purpose, a standard photolithographic process flow composed of
photoresist spin coating, prebake, exposure, development, and postbake was implemented. The second
step was to implant the contact region and the piezoresistors. Before the implantation, a layer of
approximately 50-nm-thick silicon oxide was grown in a furnace at 1000 ◦C (stray oxide). Then the
implantation of contact regions and piezoresistors was accomplished with the standard photolithographic
process described above. A dopant dose of 3 × 1015 and one of 1.1 × 1014 boron ions/cm2 were used for
the contact regions and piezoresistors, respectively. An implantation energy of 60 keV and a maximum
beam current of 100 μA were used for the implantation. After the implantation, the wafers were cleaned
and prepared for the annealing and oxidation process. Annealing and oxidation took place simultaneously
in a furnace at 1000 ◦C. Furthermore, SUPREM simulations indicated that an annealing time of eight
hours was necessary to establish the ion concentration of approximately 2 × 1018/cm3 required to obtain
a gauge factor of 90 and to realize a pn-junction depth of 1.8 μm. At the beginning of the annealing,
oxygen was added to the furnace gas to grow a layer of insulating silicon oxide. After the annealing and
oxidation, a silicon nitride layer was deposited through a low-pressure chemical vapor deposition (CVD)
process. The next step was to establish electrical contact between the metallization layer and the contact
regions. In order to form conductors and bond pads, the standard photolithographic process and dry
etching process were employed to open the contact areas. As demonstrated in Figure 4c, a thin AlSiCu
layer was then sputtered onto the surface and into the contact holes of the wafer. After structuring the
AlSiCu layer by chemical wet etching and removing the photoresist, the metal layer was annealed in a
forming gas atmosphere at 450 ◦C to establish ohmic contact between the metallization layer and the
implanted contact regions.

Table 1. Thickness of each layer during the sensor fabrication.

Layers Thickness (μm)

Handle wafer 300–325
BOX (buried oxide) 0.2–0.4

Device layer 20
Stray oxide 0.05

Insulation oxide 0.1
Silicon nitride 0.1

Pn-junction depth 1.8

 

Figure 4. Fabrication flow of a high-g acceleration sensor. (a) Cross-section of SOI wafer after dry
etching of the alignment marks; (b) after contact and piezoresistor implantation and photoresist
removal; (c) after structuring of the metallization layer. (d) After structuring of the backside nitride
and oxide layer; (e) after etching of the handling wafer from the back side; (f) after release of the beam
structure by wet etching.
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To realize the mechanical sensor structure, the process started by coating the back side of the
wafer with a thick photoresist layer (see Figure 4d). This layer served as an etch mask for deep silicon
etching, and therefore it is typically spun at a low rotational speed to obtain a thickness of over 4 μm.
The photoresist edge bead was removed with acetone on a spin coater after the prebake to ensure
good wafer clamping during the deep silicon etching. After exposure, development, and postbake,
the back side photoresist mask featured openings for the back side cavities. Before deep silicon etching
was conducted, the passivation and insulation layers needed to be removed locally. Removal of the
silicon nitride was conducted by dry etching, and wet etching with the BOE was used to remove the
silicon oxide. Etching of the front side AlSiCu metallization by the BOE was prevented by applying
a protective foil on the wafer front side before wet etching. The silicon oxide insulation was etched
within a few minutes. After the wafer was rinsed and dried, the protective foil was removed manually.
Alternatively, protection of the aluminum was possible by coating the wafer top side with photoresist.
The wafer was etched from its back side with the Bosch process until the BOX layer was reached
and exposed to the entire cavity bottom, as seen in Figure 4e. The photoresist mask was removed
subsequently. To form a double-clamped beam, two trenches per chip needed to be etched through
the device layer, where deep silicon etching was also applied (see Figure 4f). Moreover, a standard
photolithographic process was utilized, and after the postbake, the nitride and the oxide layers were
removed locally by dry and BOE etching, respectively. A short, deep silicon etching process was
sufficient to structure the device layer down to the BOX layer. After the release of the beam structure
and the removal of the photoresist, the chips were finished and tested. Figure 5 displays a realized
MEMS high-g-sensor element (3 × 2 × 1 mm3) and its package system.

  
(a) (b) 

Figure 5. (a) A realized MEMS high-g-sensor element (3 × 2 × 1 mm3). On top, the silicon beam
with integrated piezoresistors, the leads, and the bond pads can be clearly seen; (b) packaged
high-g-sensor system.

4. Device Characterization

In order to generate the necessary accelerations, a shock wave bar (Figure 6) and a Polytec
vibrometer were employed as an acceleration reference. The MEMS sensor element was attached to
a stainless-steel test fixture using the standard die attach method. The die was wire-bonded to the
Printed-Circuit-Board (PCB) where the output wires were soldered. Furthermore, a cover was added
for protection. The test fixture was mounted to the end of the shock wave bar. It also served as the
reference for the laser. Figure 7a shows the time domain by excitation at about 60,000 g. Note that the
left scale in m/s2 is for the reference laser sensor, and the right scale in mV is for the tested sensor.
The sensor wave form represents the laser signal. When applying higher accelerations, the time
domain signal becomes more distorted because of structural ringing at the bar and test fixture interface.
The linearity was also calculated from the maxima of the vibrometer and accelerometer signal. A typical
output signal is demonstrated in Figure 7b. The sensor wave form tracks the laser signal very well.
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Figure 6. Infrastructure (Shock Wave Bar) used to characterize the sensors.

 
 

(a) (b) 

Figure 7. (a) Test results of the fabricated 60,000 g sensor. Magenta: MEMS sensor signal. Blue:
reference sensor; (b) the calculated linearity of the sensor.

5. Conclusions

In this paper, a novel method for a high-impact sensor with an impact up to 60,000 g is proposed.
The sensor is realized with a double-clamped beam form and has been successfully fabricated using
silicon micromachining and diffusion techniques. The fabricated sensor was also tested with a
shock test, and the measurement results reveal that the fabricated devices exhibit a linear response.
In addition, with the time domain by excitation up to 60,000 g, the sensor wave form tracks the laser
signal very well. The sensors can be utilized in aerospace applications or in the control and detection
of impact levels.
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Abstract: For the MEMS capacitive accelerometer, parasitic capacitance is a serious problem.
Its mismatch will deteriorate the performance of accelerometer. Obtaining the mismatch of
the parasitic capacitance precisely is helpful for improving the performance of bias and scale.
Currently, the method of measuring the mismatch is limited in the direct measuring using the
instrument. This traditional method has low accuracy for it would lead in extra parasitic capacitive
and have other problems. This paper presents a novel method based on the mechanism of a
closed-loop accelerometer. The strongly linear relationship between the output of electric force and
the square of pre-load voltage is obtained through theoretical derivation and validated by experiment.
Based on this relationship, the mismatch of parasitic capacitance can be obtained precisely through
regulating electrostatic stiffness without other equipment. The results can be applied in the design of
decreasing the mismatch and electrical adjusting for eliminating the influence of the mismatch.

Keywords: MEMS accelerometer; mismatch of parasitic capacitance; electrostatic stiffness

1. Introduction

An accelerometer is a key device in inertial navigation and control systems for measuring the
acceleration information of a carrier. With the progress of MEMS technology, the MEMS accelerometer
has been rapidly developed and is widely used in military, industry, medicine, and consumer
electronics fields for its small volume, light weight, small power consumption, and low cost.
Among MEMS accelerometers, the closed-loop capacitive accelerometer based on electrostatic force
balance is an important form for its relatively good performance [1,2].

The MEMS capacitive accelerometer measures the acceleration through electrically detecting the
changed differential capacitance of sensor caused by the movement of proof-mass under acceleration.
As is known to all, parasitic capacitance is a serious problem in MEMS capacitive accelerometers [3–5].
Its mismatch between electrodes including in the sensor, package, and circuit would produce an offset
and deteriorate the performance of bias and scale. The mismatch of effective capacitance due to process
variation during sensor fabrication can be eliminated by the closed-loop system, but the mismatch
of parasitic capacitance remains. Some research has been carried out for eliminating the influence
of the parasitic capacitance [6–8], but these methods are either unsolved completely or lead to extra
questions. Reducing the mismatch of parasitic capacitance is more direct and effective, and another
solution is compensating the mismatch through electrical adjusting or adding an extra capacitor which
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is widely used [9,10]. Either reducing or compensating the mismatch of parasitic capacitance should
be measured accurately.

Currently, the method of measuring the parasitic capacitance is limited in the direct measuring
using the instrument or the capacitive measuring circuit [11,12]. This method has low accuracy for it
would lead to extra parasitic capacitance and the measuring result is the state of off-power, moreover,
some equivalent parasitic capacitance cannot be obtained and it cannot be implemented in some
occasions. This paper proposes a novel method of measuring the mismatch of parasitic capacitance
in MEMS accelerometer based on the mechanism of a closed-loop system. Through regulating the
electrostatic negative stiffness and obtaining the curve between the output of electric force and
the square of pre-load voltage, the mismatch can be obtained according to the coefficient of linear
fitting. This method can be applied in the design for reducing the mismatch and electrical adjusting
for eliminating the influence of mismatch, and the research for the characteristics of the mismatch
influenced by the temperature and the self-calibrating technique of eliminating the mismatch can be
further studied with this method.

2. Method of Measuring the Mismatch of Parasitic Capacitance

2.1. Influence of Parasitic Capacitance

Figure 1 shows the schematic of effective and parasitic capacitances in MEMS capacitive
accelerometer interfaced with a C/V converting circuit. Obviously, there are several parasitic
capacitances and the mismatch of parasitic capacitances ΔCm1 between Cp1 and Cp2—including
in the sensor, package, and circuit—will confuse the differential effective capacitances ΔC between Ctop

and Cbottom that would produce an offset. The mismatch ΔCm2 between Cp3 and Cp4 will also have an
influence on the output. Besides, the parasitic capacitances, Cp5 and Cp6, can affect the influence of
ΔCm1 and ΔCm2 on the output.

Figure 1. Schematic of capacitance in system of MEMS accelerometer.

Generally, the sensitivity of effective capacitance is about 100 fF/g or even smaller and the
mismatch of parasitic capacitance can be up to 100 fF that will result in an offset of 1 g. This large offset
would severely deteriorate the performance of the accelerometer. Therefore, it is necessary to study
the mismatch and do some work for reducing the influence. Measuring the mismatch accurately is a
basic step. Though there are many discrete parasitic capacitances, we only need to obtain the total
equivalent mismatch.

2.2. Theory of Measuring the Mismatch

In the closed-loop system of a MEMS capacitance accelerometer, there is electrostatic force between
fixed plates and proof mass that balances the inertial force caused by acceleration [13], and the proof
mass is not at the geometrical center for the mismatch of parasitic capacitance. Figure 2 shows a
working diagram of the sensor.
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Figure 2. Sensor working diagram of electrostatic force balance.

Considering the process variation and parasitic capacitance, the electrostatic force Fe of the proof
mass is:

Fe = Fe1 − Fe2 =
εrε0 A ×

(
Vd + Vf b − Vre f

)2

2(d0 − Δd − x)2 −
εrε0 A ×

(
−Vd − Vf b − Vre f

)2

2(d0 + Δd + x)2 (1)

where εr and ε0 are the relative and absolute dielectric constant respectively, A is the overlapped area
of capacitance, Vd is the modulated voltage, Vf b is the feedback voltage, Vre f is the pre-load voltage, d0

is the average gap between electrodes, Δd is the gap deviation due to process variation, and x is the
bending value of the beam due to the mismatch of effective and parasitic capacitance.

In general, x and Δd are far smaller than d0, and then, Equation (1) can be simplified to:

Fe =
2εrε0 A × Vre f Vf b

d2
0

−
2εrε0 A ×

(
V2

re f + V2
f b + V2

d

)
d3

0
× (x + Δd) (2)

where the bending value x consists of x1 brought by the mismatch of effective capacitance and x2

brought by the mismatch of parasitic capacitance, so x = x1 + x2 = −Δd + x2. Substituting this
equation to Equation (2), the electrostatic force Fe can be expressed as:

Fe =
2εrε0 A × Vre f Vf b

d2
0

−
2εrε0 A ×

(
V2

re f + V2
f b + V2

d

)
d3

0
× x2 (3)

where 2εrε0 A ×
(

V2
re f + V2

f b + V2
d

)
/d3

0 = ke is called electrostatic stiffness.
In the closed-loop system, there is the force balance for the proof mass:

Fe + kx + ma + Fs = 0 (4)

where k is the stiffness of the beam, m is the inertial mass of the proof mass, a is the external acceleration,
and Fs is the residual stress. Replacing Equation (3) into Equation (4), the formula of force balance can
be expressed as:

2εrε0 A × Vre f Vf b

d2
0

−
2εrε0 A ×

(
V2

re f + V2
f b

)
d3

0
× x2 = B0 (5)
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where B0 = 2εrε0 A × V2
d × x2/d3

0 − kx − ma − Fs. When the input acceleration is unchanged,
the parameter B0 can be considered as a fixed value. When the input acceleration and offset are
small, V2

f b is far smaller than V2
re f , so Equation (5) can be simplified to:

2εrε0 A × Vre f Vf b

d2
0

=
2εrε0 A × x2

d3
0

× V2
re f + B0 (6)

For the digital acquisition system, the left portion in Equation (6) can be transformed to
F′

e = 2εrε0 A × Vre f Vf b/d2
0 = Uout/K1 × m × gL where Uout is digital output which unit is LSB, K1 is

the scale of accelerometer which unit is LSB/g and gL is local gravity acceleration. Then, Equation (6)
can be transformed to:

Uout

K1
× m × gL =

2εrε0 A × x2

d3
0

× V2
re f + B0 (7)

Equation (7) can be transformed to:

Y = B1 × X + B0 (8)

where Y = Uout/K1 × m × gL is dependent variable, X = V2
re f is independent variable,

B1 = 2εrε0 A × x2/d3
0 is linear coefficient and B0 is intercept which is a fixed value.

Equation (8) shows that the relationship between output of electrostatic force
F′

e = Uout/K1 × m × gL and the square of pre-load voltage V2
re f is linear. Thus, we can make

a curve with F′
e as y-axis and V2

re f as x-axis, and then, a linear fitting of the curve is made.
Lastly, the mismatch of the parasitic capacitance can be obtained from the linear coefficient B1 through
the equation:

ΔCp =
εrε0 A

d0 − x2
− εrε0 A

d0 + x2
≈ 2εrε0 A × x2

d3
0

× d0 = B1 × d0, (9)

where d0 can be calculated through the obtained scale of the closed-loop system. Meanwhile, we can
get the offset and the deviation from geometrical center due to the mismatch of parasitic capacitance.

3. Measurement Results and Discussion

Measuring tests have been done with closed-loop MEMS accelerometer to verify this novel
method and two applications with this method are present. The measuring work were implemented
on a printed circuit board (PCB) with discrete component, interfaced with a packaged sensor using
ceramic shell and bond wire. The senor is fabricated with bulk silicon process and the structure is
comb finger. The control system is achieved by analogue circuit and the analogue output is digitally
acquired through Analog to Digital Convert (ADC) and Field Programmable Gate Array (FPGA)
chip. The full-scale range of the accelerometer is 30 g, and the noise is 10μg/

√
Hz. In this system,

the parasitic capacitances originate from the sensor, the ceramic shell, the bond wire and the PCB
circuit. In our designed accelerometer, this mismatch commonly leads in an offset of several hundred
mg that severely deteriorates the performance of accelerometer.

3.1. Measurement Results

3.1.1. Verification Experiment and Results

In the verification experiment, the accelerometer is placed on the marble platform and the input
acceleration is about 0 g which purpose is to make the external acceleration stable and the output very
small. This step can improve the accuracy of the measurement. Because the pre-load voltage goes
through voltage follower and resistance, and then reaches the node of proof-mass, so, the pre-load
voltage does not directly connect to this C/V node. We draw out a line from the node of pre-load
voltage that did not change the output. Then, the pre-loaded voltage of the accelerometer is changed,
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and the scale is tested through turning the accelerometer. The changed pre-loaded voltage, the digital
output and the scale are record. Table 1 contains the measuring data with different pre-loaded voltage.

Table 1. The measuring data with different Vre f .

Vre f (V) Uout(LSB) K1(LSB/g) V2
re f (V2) F′

e (N)

1.00 5058 137,837 1.00 7.33 × 10−8

2.00 1526 68,051 4.00 1.96 × 10−8

3.00 −49 45,092 9.00 −8.48 × 10−8

4.00 −1079 33,768 16.00 −2.29 × 10−7

5.00 −1946 26,993 25.00 −4.09 × 10−7

6.00 −2651 22,491 36.00 −6.22 × 10−7

7.00 −3329 19,253 49.00 −8.73 × 10−7

8.00 −4043 16,811 64.00 −1.18 × 10−6

9.00 −4682 14,942 81.00 −1.51 × 10−6

Using these recorded data, we make a figure by taking V2
re f as x-axis and F′

e as y-axis as shown in
Figure 3, and a linear fitting of the curve is made.

Figure 3. Relationship between V2
re f and F′

e .

The R2 of the linear fitting is 0.9999 which shows highly linear correlation between V2
re f and F′

e .
The strong linear relationship validates the theory of formula deduction. From the linear fitting formula,
the linear coefficient can be obtained which is −1.98205 × 10−8. Through calculation according to
this number, the bending value x2 of the beam owing to the mismatch of parasitic capacitance which
is also the deviation from the geometrical center is −13.48 nm. It should be noted that the bending
value of the beam is a vector. That is to say it can be positive or negative. The bending direction of the
beam depends on the sum of x1 and x2, and the minus sign of this x2 indicates that the beam bends to
the bottom plate, owing to the mismatch of parasitic capacitance. Correspondingly, the mismatch of
parasitic capacitance is −69.372 fF and the offset caused by the mismatch is 219 mg.

3.1.2. Applications and Results

The charge amplifier and diode ring are the common used C/V converting circuit. Because the
charge amplifier is based on current measurement, the parasitic capacitance Cp3 and Cp4 in figure1
has little influence on the output of charge amplifier. However, in our design the diode ring detecting
circuit is adopted for its simple structure. In diode ring detecting circuit, the principle of C/V
converting is based on charge-discharge of capacitance. The capacitance Cp3 and Cp4 would affect the
charge–discharge process of demodulating capacitance, so, it has an effect on the output. We carried
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out an experimental test to study the influence on output of capacitance to ground (GND) previously.
A 1 pF difference between Cp3 and Cp4 was made in MEMS accelerometer using diode ring detecting
circuit and a change of 0.5 g on output was observed, so it is necessary to study the influence of
the parasitic capacitance between the fixed plate and GND. It should be noted that the effect of this
equivalent mismatch on output is not equal to the effective differential capacitance, so its equivalent
mismatch cannot be measured using the direct measuring method. The experiment for measuring the
equivalent mismatch of the parasitic capacitance between the fixed plate and GND is carried out.

A chip capacitor of 1 pF is intentionally added between the top fixed plate and GND. Because this
operation changes the bias of accelerometer which is equivalent to changing the equivalent mismatch.
Then, the total equivalent mismatch is measured using this novel method before and after adding this
capacitor. Figure 4 is the testing results which show the influence of this mismatch.

(a) (b)

Figure 4. Measuring the equivalent mismatch between fixed plate and GND: (a) the initial state;
(b) state of adding a capacitance of 1 pF.

The linear coefficient after adding the chip capacitor is much bigger than the one of initial state
that indicates the parasitic capacitance between the fixed plate and GND can seriously affect the
output. Through calculating, the initial mismatch of the accelerometer is −60.840 fF and the mismatch
after adding the 1 pF capacitance is −233.213 fF. So, the equivalent mismatch of the 1 pF capacitance
between the fixed plate and GND is 172.373 fF.

Another application using this method is improving the design of circuit to reduce the mismatch
of parasitic capacitive. Table 2 shows the mismatch of parasitic capacitive for different sensors on
same circuit board. For these six sensors, the average bending value x2 is −11.0 nm and the average
mismatch is −56.44 fF, which causes an offset of 179 mg. It can be seen that the values of the mismatch
are near that indicates the mismatch is mainly from the circuit board for the mismatch of different
sensors would have large discreteness.

Table 2. Mismatch of different sensors on same board.

Sensor X2 (m) Mismatch/fF

1 −1.12 × 10−8 −57.64
2 −0.99 × 10−8 −50.95
3 −0.98 × 10−8 −50.43
4 −1.14 × 10−8 −58.67
5 −1.17 × 10−8 −60.21
6 −1.18 × 10−8 −60.73

average −1.10 × 10−8 −56.44

The design of the circuit should be improved to reduce the mismatch of parasitic capacitance on
the circuit board. An improved circuit was fabricated and the mismatch is measured with the same
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sensor welded on different circuit boards. Figure 5 is the contrast of mismatch on different circuit
boards. The mismatch of parasitic capacitance is −69.372 fF on the before-optimization circuit board,
and it is +22.332 fF on the after-optimization circuit board. It can be seen that through optimizing the
circuit design, the mismatch of parasitic capacitance is reduced by 69% and the sign of the mismatch
is changed.

(a) (b) 

Figure 5. Mismatch of different circuit design: (a) result of before-optimization circuit; (b) result of
after-optimization circuit.

3.2. Discussion

The linear relationship between output of electrostatic force and the square of pre-load voltage
is validated by the experiment. In an ideal system with no mismatch, the force F′

e is a fixed value
for the feedback and pre-load voltage are changed at inverse proportions. However, due to the
existence of the mismatch of parasitic capacitance in real system, the force F′

e will be changed in
proportion to x2 following the changed force kex2 when regulating the electrostatic stiffness through
changing the pre-load voltage. The novel method exploits this characteristic to obtain the mismatch of
parasitic capacitance.

It should be pointed out that the curve deviates from the straight line when the pre-load voltage
is small, especially when the mismatch is small. This is because the force kex2 has little change with
a small pre-load voltage or a small mismatch that makes the linear relationship disturbed by the
feedback voltage. Nevertheless, the mismatch of parasitic capacitance can be obtained precisely
through regulating electrostatic stiffness with relatively high pre-loaded voltage.

The measured results show the mismatch of capacitance parasitic is fF level. The mismatch is so
small that requires testing equipment of very high precision. Different from the traditional methods,
in this novel method a line is just drawn out from the pre-loaded node which does not interfere
with any electrical node of the C/V frond-end circuit, so it does not introduce additional parasitic
capacitance. Moreover, the measured result is the equivalent mismatch of all parasitic capacitance
when the accelerometer is in an operating state. Therefore, the mismatch result is that we want.

4. Conclusions

This paper describes a novel method for measuring the mismatch of parasitic capacitance in MEMS
capacitive accelerometer. The strong linear relationship between output of electrostatic force and the
square of pre-load voltage is validated by the theory and experiment. The total equivalent mismatch
of parasitic capacitance can be obtained precisely and conveniently through regulating electrostatic
stiffness with changing the pre-loaded voltage. The results can be used in the design and electrical
adjusting for decreasing the influence of the mismatch that is helpful for improving the performance of
accelerometer, and the temperature characteristics of the mismatch and the self-calibrating technique
of eliminating the mismatch can be further studied with this method.
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Abstract: In this paper, two versions of capacitive accelerometers based on low-temperature
co-fired ceramic (LTCC) technology are developed, different with respect to the detection technique,
as well as the mechanical structure. Fabrication of the key structure, a heavy proof mass with
thin beams embedded in a large cavity, which is extremely difficult for the conventional LTCC
process, is successfully completed by the optimized process. The LC resonant accelerometer, using
coupling resonance frequency sensing which is first applied to LTCC accelerometer and may facilitate
application in harsh environments, demonstrates a sensitivity of 375 KHz/g over the full scale range
1 g, with nonlinearity less than 6%, and the telemetry distance is 5 mm. The differential capacitive
accelerometer adopting differential capacitive sensing presents a larger full scale range 10 g and
lower nonlinearity less than 1%, and the sensitivity is 30.27 mV/g.

Keywords: low-temperature co-fired ceramic (LTCC); capacitive accelerometer; wireless; process
optimization; performance characterization

1. Introduction

Low-temperature co-fired ceramic (LTCC) technology, which was initially applied for RF
applications, is one of the integration techniques for microelectronic systems. Due to the ability
to embed integrated passive devices into substrates and good electrical properties, such as low
dielectric loss and high-speed transmission thanks to the usage of low dielectric ceramic and
highly-conductive Ag/Pd/Au conductors, LTCC technology is widely used in the field of microwave
circuits and highly-reliable electronic military components [1,2]. LTCC technology enables the
fabrication of 3D structures by micromachining perforated features into individual green tape and
then laminating and sintering the multilayer stack to form the compact integrated substrate/interposer.
The merit is soon exploited by various applications, including biomedical devices, electrochemical
devices, microfluidic devices, pressure sensors, and temperature sensors [3–7]. In the field of
micro-accelerometers, silicon-based accelerometers have been widely used in inertial measurement,
aerial navigation, and gravity gradient measurement [8–10]. LTCC-based accelerometers utilizing
different sensing principles were also reported. Neubert et al. [11] reported the first LTCC accelerometer,
which uses piezoresistors and measures the voltage gap in the bridge circuit to determine the
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acceleration. Subsequently, Jurkow et al. [12] proposed an LTCC accelerometer utilizing the
piezoelectric effect. A patented PZT film was applied to the surface of LTCC membrane as the
acceleration-sensing component. Moreover, a triaxial LTCC accelerometer using piezoresistors is
proposed as the follow-up [13]. An early exploration of a LTCC capacitive accelerometer was conducted
in [14], which mainly focused on simulation, and a fabrication process based on sacrificial material
was conceived.

Due to the hermeticity, chemical inactivity, and high-temperature stability of the LTCC material,
one major advantage of LTCC-based sensors over their silicon counterparts is the resistance to harsh
environments [15], which facilitates the application of LTCC-based sensors in harsh environments
where silicon-based sensors cannot be deployed. Additionally, LTCC-based sensors can be easily
integrated in multi-component modules (MCMs) which usually use LTCC substrates as a platform
to achieve a compact-sized system [3]. Compared to LTCC accelerometers based on piezoresistive
and piezoelectric principles, which may introduce materials incompatible with LTCC and instability
at high temperature, the capacitive accelerometer is more suitable for high-temperature applications.
In this paper, the LTCC-based capacitive accelerometers are designed, fabricated, and characterized.
The conventional LTCC process is unable to fabricate the key structure for the capacitive accelerometer,
namely, a heavy proof mass with thin beams embedded in a large cavity, because the structure would
collapse during co-firing. Thus, an optimized LTCC process flow is developed to solve the problem.
Based on the acceleration-sensitive structure, two signal processing methods are applied to capacitive
accelerometers: one is telemetry of the resonance frequency between the sensor and the readout unit by
inductive coupling, and the other is translating the differential capacitive input into a voltage output
using a commercial readout chip. The performances of accelerometers are confirmed by experiments,
which demonstrate good wireless acceleration-input transmission for the LC resonant accelerometer,
and stable performances for the differential capacitive accelerometer.

2. Structure Design and Process Optimization

The structure of the LTCC accelerometer is shown in Figure 1, which consists of three parts.
In the middle part, the proof mass is suspended by four symmetrical beams. By screen-printing metal
on the proof mass, it acts as a movable electrode, thereby forming a variable capacitor with top or
bottom electrodes. Movement of the proof mass due to an out-of-plane acceleration causes changes
in capacitance.

Figure 1. Schematic of the LTCC accelerometer.
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The seismic middle part is sandwiched between top and bottom covers, which protect the
sensitive structure and form a cavity for the proof mass to vibrate. In this paper, we applied two signal
processing methods to the accelerometer structure. One method is the coupling resonant frequency
sensing, which embeds a variable capacitor and an inductor in the accelerometer, and measures
the resonance frequency of the LC circuit by a remote reader coil. The other method is differential
capacitive sensing, which embeds a pair of differential capacitors into the accelerometer, and then
translates differential capacitive input into voltage output using a commercial readout chip. Figure 2
shows the profile of the LTCC accelerometers. For the LC resonant accelerometer, a variable plate
capacitor is formed between the top cover and the proof mass by screen printing electrodes on them.
A spiral inductor is printed on the surface of the top cover, and wired to the capacitor’s electrodes with
vertical interconnection vias and horizontal interconnections. The differential capacitive accelerometer
has a similar profile, and will be discussed in detail in Section 3.2. The beam-mass structure has a
significant effect on the performance of the accelerometer, such as the measuring range and sensitivity,
therefore, two types of beams, L-shapedd beams and Z-shapedd beams, are designed and fabricated
as shown in Figure 3, and the location vias are designed for precise alignment of different parts in
fabrication. Since coupling resonance frequency sensing is more sensitive to noise, the L-shapedd
beam, which is easier to deform, is used to guarantee a high sensitivity. Additionally, differential
capacitive sensing is more stable, and the Z-shaped beam is used to achieve a large measuring range.

(a) 

(b) 

Figure 2. Profile of the accelerometers: (a) LC resonant accelerometer; and (b) differential
capacitive accelerometer.
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.  
(a) (b) 

Figure 3. Beam-mass structure: (a) L-shapedd beams used in the LC resonant accelerometer;
and (b) Z-shapedd beams used in the differential capacitive accelerometer.

Table 1 lists the designed physical dimensions of the accelerometers. The overall dimension of the
accelerometer is 30 mm × 30 mm × 2.3 mm.

Table 1. Physical dimensions of the accelerometer.

Dimension Parameters Value

Middle frame/top cover/bottom cover 30 mm × 30 mm × 1.5 mm/0.4 mm/0.4 mm
Cavity 22 mm × 22 mm × 1.7 mm

Proof mass 12 mm × 12 mm × 1.5 mm
L-shapedd beam 16 mm × 1 mm × 0.3 mm
Z-shapedd beam 6 mm × 1 mm × 0.3 mm

Anchor of Z-shapedd beam 3 mm × 3 mm × 0.3 mm
Capacitive gap 0.1 mm

Numerical simulations were performed to obtain the mechanical behavior of the beam-mass
structure using FEM (finite element method) software ANSYS (ANSYS Inc., Canonsburg, PA, USA).
The material properties are referred to in [16]. Due to its longer effective beams, the L-shaped
beam-mass structure demonstrates much higher sensitivity than that of the Z-shaped beam-mass
structure, which is 2.99 μm/g compared with 0.321 μm/g. However, the trade-off between sensitivity
and bandwidth results in a lower resonance frequency for the L-shaped beam-mass structure. The first
resonance frequency of the two beam-mass structure is 291 Hz and 885 Hz, corresponding to a
vibration of the proof-mass in the Z direction. The next two modes following the first mode are
torsional vibration around the two diagonal lines of the proof-mass, respectively. The simulation
results are listed in Table 2. It is noted that the accelerometers are rotationally symmetrical about the
center of the proof-mass, and the angle of rotational symmetry is 90 degrees, so the second and third
resonance frequencies are the same due to equal stiffness and moments around the X-axis and Y-axis
for these two modes.

Table 2. Simulated mechanical properties of beam-mass structure.

Parameters L-Shaped Beams Z-Shaped Beams

Displacement sensitivity 2.99 μm/g 0.321 μm/g
First resonance frequency 291 Hz 885 Hz

Second resonance frequency 634 Hz 1549 Hz
Third resonance frequency 634 Hz 1549 Hz
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The accelerometers were fabricated with LTCC technology, but the traditional LTCC process has
difficulties in fabricating the high-quality large cavity and beam-mass structures of accelerometers.
To solve this problem, an optimized process, as shown in Figure 4, is proposed.

Figure 4. Optimized process flow for LTCC accelerometers.

Green tapes, which consist of alumina ceramic-filled glass systems mixed with an organic vehicle,
are a basic material of LTCC technology. They are available from commercial suppliers at different
thickness, and Dupont 951PT green tapes with 100 μm thickness were adopted in the fabrication.
Depending on the thickness, the accelerometer needs 23 layers of green tape in total, of which four
layers are for the top cover, 15 layers are for the middle frame, and four layers are for the bottom cover.

After preparing green tapes, the process moved to the via punching step to fabricate signal
interconnection vias, location vias, and cavities. The programmable punching machine is controlled by
a document which records the patterns of the green tapes.

Then the interconnection vias were filled with metal paste (Dupont Ag) using screen printing
techniques, and the inductor, capacitor electrodes, and horizontal interconnection lines were
also screen-printed.

The major difference between the proposed process and traditional LTCC process are subsequent
steps. For the traditional LTCC process, after the previous steps, all green tapes will be laminated
and co-fired together. However, the features of the accelerometer, particularly the large cavity with
dimensions of 22 mm × 22 mm × 1.7 mm embedded in the structure and enormous difference in the
mass of the beams and proof mass (the mass ratio of the proof mass to beams is 45 for L-shaped beams
and 30 for Z-shaped beams), imposed a great challenge to fabrication because unfired green tapes were
in a relatively soft state, the movable thin beams could not support the heavy proof mass structure,
and they would collapse in the cavity.

In most cases, sacrificial layers that are easy to burn out, such as graphite powder-based paste,
can be applied to solve this problem [17,18]. This method is typically used to fabricate cavities and
channels free of deformation. The sacrificial layer supports the three-dimensional structure up to
the burnout temperature during co-firing and, when the structure is stiff enough, it is burned out
into gas and escapes from the intrinsic pores in green tapes, which is followed by densification and
elimination of the pores of the LTCC tapes. Control of the burnout characteristics of the sacrificial
layer is critical for this method. If the sacrificial layer starts to burn out before the tapes become
stiff, the embedded structure will sag or even collapse. If the burnout of the sacrificial layer is not
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complete after the tapes’ densification, the gas generated afterward will swell the tapes. Sagging
and swelling problems also have a negative effect on the interconnections located on the surface of
tapes. For the designed accelerometer, fabrication of the cavity is a challenge, and the existence of the
suspension proof-mass makes it more difficult because neither of the two covers of the accelerometer
could touch the proof-mass and the space is only 100 μm. Therefore, the next steps were optimized for
the accelerometer, where the three parts of the accelerometer were laminated and co-fired separately
and then bonded together with glass paste.

In step 4, the green tapes of each part were stacked, and these three parts were laminated
separately in a laminating machine which adopts isostatic pressing in heated water. The process setting
is isostatic hydraulic pressure of 20 MPa in 70 ◦C water for ten minutes. The parts were vacuum sealed
in a plastic bag to prevent the water from coming into contact with them.

Then the three parts were co-fired separately. The temperature profile of co-firing is as follows:
20–400 ◦C for 5 h to volatize the organic particles; 400–600 ◦C for 6 h for structure formation, and the
green tapes started to harden around 500 ◦C; then, 600–900 ◦C for 5 h for complete densification;
and 900–20 ◦C for 3 h for cooling down.

The final step is bonding with glass paste. First, the three parts were aligned precisely with the
help of a computer aided vision system, images of location vias on the surface of LTCC tapes to be
aligned were captured by a CCD (charge-coupled device) camera (Sony, Tokyo, Japan), and alignment
is accomplished by adjusting the images until they coincide. Then the stack was sintered at 600 ◦C,
and a good bonding strength can be achieved because both glass and LTCC are isotropic materials.

The optimized LTCC process flow is very useful to fabricate movable structures in LTCC
substrates, where cavities can be avoided during co-firing and, thus, more control on movable
structures during fabrication can be obtained. With the process optimization, the LTCC accelerometers
were fabricated successfully, as shown in Figure 5, and the X-ray inspection image proved the
structural integrity.

 
(a) (b) 

Figure 5. Fabricated LTCC accelerometers: (a) optical image; and (b) X-ray inspection image.

3. Signal Processing Methods

In this section, the two different signal processing methods applied on the designed accelerometers
are discussed in detail, which are coupling resonance frequency sensing and differential capacitive
sensing. By using the coupling resonance frequency sensing, the accelerometer can be easily deployed
in harsh environments for its separated sensing circuits and reader antenna, but the involved signal
processing is complicated, while the differential capacitive sensing is more stable because of its
fully-developed interface circuit.
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3.1. Coupling Resonance Frequency Sensing

Due to the mechanical stability of the LTCC material, LTCC-based sensors can be deployed
in harsh environments. However, the signal readout and processing unit still need to be in a safe
environment. One solution is the telemetry between the sensor and readout unit by inductive coupling,
which has been applied to LTCC-based pressure sensors [19,20] and temperature sensors [21,22].
Wireless readout of the acceleration is first introduced to the field of LTCC accelerometers. The principle
is shown in Figure 6. The acceleration signal is translated into resonance frequency changes by a
variable capacitor, which is then detected through the coupling between the reader coil and the
sensor coil.

 

Figure 6. Equivalent circuit of the inductively-coupled sensor system.

Based on the circuit in Figure 6, the equivalent input impedance Zin at the reader coil port is
given by:

Zin(jω) = R1 + jωL1 +
1

jωC1
+

ω2M2

R0 + jωL0 +
1

jωC0

(1)

where L1, R1, and C1 are the inductance, parasitic resistance, and parasitic capacitance of the reader
coil, L0 and R0 are the inductance and parasitic resistance of the sensor coil. C0 is the capacitance of
the variable capacitor. M denotes the mutual inductance between reader coil and sensor coil, which is
given by:

M = k
√

L1L0 (2)

where k is the coupling coefficient with a value between 0 and ±1. When angular frequency ω

equals 1/
√

L0C0, which is the resonance frequency of the sensor circuit, the magnitude of Zin is at its
maximum and, meanwhile, the phase of Zin will demonstrate a phase dip [23]. Thus, the resonance
frequency of the sensor loop can be obtained by a frequency sweep on Zin, and then picking its
magnitude maximum.

Table 3 lists the physical dimensions of the passive components in the accelerometer. The square
spiral inductor is used as the sensor’s coil, and its inductance can be derived with an empirical
equation [24]:

L = K1μ0
n2davg

1 + K2ρ
(3)

where K1 and K2 are empirical coefficients dependent on the coil shape. For square coils, K1 and
K2 are 2.34 and 2.75, respectively. μ0 is the permeability of a vacuum and n is the number of coil
turns. The average diameter davg is given by davg = (din + dout)/2, and the fill ratio ρ is given
by ρ = (dout − din)/(dout + din), where din and dout are the inner and outer diameter, respectively.
The calculated inductance is 1.26 μH and the initial capacitance of the variable capacitor is estimated as
12.744 pF by the plate capacitance formula. Therefore, the calculated resonance frequency is 39.72 MHz.
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Table 3. Physical dimensions of the inductor and capacitor.

Parameters Value

Inner diameter of inductor coil 2.5 mm
Outer diameter of inductor coil 25.3 mm

Number of turns 10
Line width of coil 0.5 mm

Line spacing of coil 0.7 mm
Capacitor dimension 12 mm × 12 mm

Gap between capacitor electrodes 0.1 mm

As indicated by Equation (1), different mutual inductance M results in different maximal
magnitude of Zin at resonance frequency. Increasing M is the most straightforward method to increase
the signal-to-noise ratio of the system. Therefore, the sensor coil and read coil should be placed close
enough to maintain a detectable impedance change. The impact of distance on coupling coefficient
was investigated with the electromagnetic field solver ANSYS Q3D (ANSYS Inc., Canonsburg, PA,
USA). The simulated inductors (both the sensor’s and reader’s) are of the same size with the one we
used in the accelerometer. The results, as shown in Figure 7, demonstrate that, if the distance is larger
than 5 mm, the coupling coefficient is too small to be detected (k < 0.1). If a longer distance is desired
for a specific application, increasing the inductor diameter can solve the problem, but at the expense of
small size.

 

Figure 7. Effect of distance between inductors on the coupling coefficient.

3.2. Differential Capacitive Sensing

With the advantages of cancelling out the common-mode noise and high sensitivity, differential
capacitive sensing is very common in accelerometers. The profile of the LTCC-based accelerometer
utilizing differential capacitive sensing is shown in Figure 2b.

Figure 8 shows the evaluation board used for signal processing of the differential capacitive
accelerometer. A commercially-available MS3110 (MicroSensors, Costa Mesa, CA, USA) readout chip
was bonded onto the top cover. In addition, four 0306 SMT (surface mount technology) capacitors
(Murata, Kyoto, Japan) were placed on the surface as filtering capacitors. Then, the differential
capacitive input can be translated into the voltage output by the readout chip. From the datasheet of
the MS3110, the transfer function between the differential capacitance and output voltage is given by:

Vout =
2.25·1.14·Gain·ΔC

CF
+ VREF (4)

where ΔC is the differential capacitance. The reference voltage VREF is 2.25 V, the feedback capacitor
is 7.296 pF, and Gain is set to 4 in the experiment. These parameters can be set with the peripheral
circuits on the evaluation board.
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Figure 8. Differential capacitive accelerometer integrated with the signal processing circuits.

4. Performance Characterization

In this part, a static gravitational field test was performed for both the LC resonant accelerometer
and the differential capacitive accelerometer to measure the acceleration sensitivity. The dynamic
performance of the differential capacitive accelerometer was also evaluated using a vibration exciter.
The results were obtained by averaging three repeated measurements for error reduction.

4.1. LC Resonant Accelerometer

A static gravitational field test was carried out on the LC resonant accelerometer with a dividing
head, which could be easily and precisely rotated to preset angles or circular divisions with an angle
error of less than 1 s. Figure 9 shows the setup of the test environment. The accelerometer was stuck
to the dividing head table. The reader coil is 2 mm above the sensor, and connected to an AV3629A
vector network analyzer (VNA, CETI, Shandong, China). The VNA measured the 1-port S-parameter
(scattering parameter of the reader coil, which is a 1-port network) from 0.1 to 100 MHz. The input
impedance is then derived by:

Zin = Z0
1 + S11

1 − S11
(5)

where S11 is the one-port S-parameter, and Z0 is the reference impedance of the system, which is 50 Ω
in this case.

The L-shaped beam described in Section 2 is used in the LC resonant accelerometer to guarantee
a high sensitivity, in which case the calculate resonance frequency is 39.72 MHz and the estimated
sensitivity is 598 KHz/g. The measured magnitude and phase of the input impedance with the
acceleration of 1 g (the sensor inductor side faces up) is shown in Figure 10. The magnitude reaches its
maximum value at 39.73 MHz, which is the resonance frequency of the sensor circuit. This corresponds
well to the calculation. Figure 11 shows the measured resonance frequency vs. input acceleration using
the dividing head (Tianhe Mechanical and Electrical Company, Shanghai, China). As the dividing
head rotates from 0◦ to 180◦ (data was sampled once every 10◦), the acceleration applied on the sensor
changes from 1 g to −1 g, and the capacitance of the movable capacitor is increasing, which results in a
decreasing resonance frequency. Zero offset is calculated as 40.12 MHz by averaging the outputs of
accelerometer when acceleration is ±1 g. The measured sensor’s sensitivity is 375 KHz/g (equivalent to
1.88 μm/g in displacement), which is smaller than the estimate, may be caused by the slight distortion
of the long-beam structure as shown in Figure 5b, because the fabricated beams are not as ideal as the
ones in the simulation, and deformation occurs in the center area of beams and degrades performance.
The nonlinearity is caused by the measurement error, because the long cable connecting the reader coil
and VNA is very sensitive. Even with careful calibration, the parasitic effect induced by the cable can
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be changed by slight movement during the experiment. This can be solved by designing a compact
signal processing circuit into the reader, which should include functionalities of frequency sweep,
demodulation, and peak value extraction.

Figure 9. Dividing head test setup.

Figure 10. The impedance and phase of the input impedance with an acceleration of 1 g.

To determine the effective distance of wireless transmission, input impedance is measured at
different distances of the reader coil and sensor, and the results are shown in Figure 12. As the distance
increases from 4 to 8 mm, the V-shaped pattern formed by the phase curve becomes narrower and
shallower, resulting in a poor signal-to-noise ratio. Similar results are also observed in impedance
magnitude: the maximum value at the resonance frequency is decreasing, and the resonance wave
is disappearing. The results indicate that the effective wireless transmission distance is 5 mm for
our design.
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Figure 11. Resonance frequency vs. input acceleration.

Figure 12. The impedance and phase of input impedance changes at different distances.

4.2. Differential Capacitive Accelerometer

The performances of the differential capacitive accelerometer are reported in this part.
The differential capacitive accelerometer uses Z-shaped beams. First of all, the zero offset was measured.
By averaging the output voltage with dividing head at 0◦ and 180◦ (acceleration input is ±1 g), the zero
offset in differential capacitance was calculated as 3.20 fF by Equation (4), with the output voltage
being 2.255 V.

The dividing head test was also carried out for the differential capacitive accelerometer. The input
acceleration is from 1 g to −1 g and then back to 1 g as the dividing head rotates from 0◦ to 360◦,
and the results is shown in Figure 13. The measured sensitivity in the dividing head test is 30.27 mV/g,
equivalent to 21.50 fF/g in differential capacitance and 0.844 μm/g in displacement, and nonlinearity
is less than 1%.

Subsequently, the dynamic performance of the accelerometer was characterized with a vibration
exciter (Bruel and Kjaer, Copenhagen, Denmark). Figure 14 shows the test environment. The vibration
frequency and amplitude were controlled by the signal generator (Agilent Technologies, Santa Clara,
CA, USA) and power amplifier (SINOCERA, Shanghai, China). An 80 Hz sinusoidal acceleration input
of different amplitude was used to drive the accelerometer. As the amplitude increases from 1.41 to
10.7 g, the sensor’s peak output voltage is increasing from 2.344 to 2.625 V, as shown in Figure 15.
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Therefore, the measured sensitivity in the vibration test is 29.58 mV/g with the nonlinearity less than
2%, and the full-scale range is over 10 g.

Figure 13. Dividing head test results of the differential capacitive accelerometer.

 

Figure 14. Test environment for the accelerometer dynamic performance.

Figure 15. Vibration exciter test results of the differential capacitive accelerometer.
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The performance of both the LC resonant accelerometer and the differential capacitive
accelerometer is summarized in Table 4. It is noted that because the two accelerometers are based
on different detection techniques, their sensitivity is in different units, and equivalent displacement
sensitivity is provided in brackets for convenient comparison. Since the Z-shaped beams are stiffer
than the L-shaped beams, the sensitivity of LC resonant accelerometer is 20 times higher than the
differential capacitive accelerometer. However, the differential capacitive accelerometer has a larger
full scale range and better characteristics with regard to nonlinearity, which benefits from the stable
signal detection method. In addition, a qualitative judgment about the accuracy of the two detection
techniques can be obtained. Differential capacitive sensing could cancel out the common-mode noise
which still exists in coupling resonance frequency sensing. Additionally, wireless transmission without
any shielding measures are more sensitive to electromagnetic noise in the environment than reliable
wired interconnections, thus, differential capacitive sensing is more accurate compared with coupling
resonance frequency sensing.

Table 4. Comparison of the LC resonant accelerometer and differential capacitive accelerometer.

Parameters LC Resonant Accelerometer Differential Capacitive Accelerometer

Type of beams L-shaped beams Z-shaped beams
Sensitivity 375 kHz/g (1.88 μm/g) 30.27 mV/g (0.844 μm/g)

Full scale range 1 g 10 g
Zero offset 40.12 MHz 2.255 V

Nonlinearity Less than 6% Less than 1%

5. Conclusions

Two versions of LTCC-based capacitive accelerometers with different detection methods and
mechanical structures are developed in this paper. The optimized LTCC process is effective in
fabricating the key structures, such as the heavy proof mass with thin beams embedded in a large
cavity. The LC resonant accelerometer has a high sensitivity 375 kHz/g over the full scale range of
1 g, and the separated sensor part and reader circuit facilitates the application of the accelerometer
in harsh environments, with wireless readout achieved as far as 5 mm. The differential capacitive
accelerometer demonstrates a stable performance of sensitivity of 30.27 mV/g, with nonlinearity less
than 1% over the range ±1 g, and a full scale range over 10 g. This type of accelerometer can be used
for navigation in dynamic vehicles. The future work is to reduce the size of the accelerometers by
fabricating capacitor electrodes and the inductor coil distributed on different layers of LTCC tapes,
and to realize three-axis inertial measurement.
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