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Abstract: Enhancing the performance of the voltage source inverters (VSIs) without changing
the hardware structure has recently acquired an increased amount of interest. In this study,
an optimization algorithm, enhancing the quality of the output power and the efficiency of
three-phase grid connected VSIs is proposed. Towards that end, the proposed algorithm varies
the switching frequency (fsy) to maintain the best balance between switching losses of the
insulated-gate-bipolar-transistor (IGBT) power module as well as the output power quality under
all loading conditions, including the ambient temperature effect. Since there is a contradiction
with these two measures in relation to the switching frequency, the theory of multi-objective
optimization is employed. The proposed algorithm is executed on the platform of Altera®
DE2-115 field-programmable-gate-array (FPGA) in which the optimal value of the switching
frequency is determined online without the need for heavy offline calculations and/or lookup
tables. With adopting the proposed algorithm, there is an improvement in the VSI efficiency without
degrading the output power quality. Therefore, the proposed algorithm enhances the lifetime of
the IGBT power module because of reduced variations in the module’s junction temperature. An
experimental prototype is built, and experimental tests are conducted for the verification of the
viability of the proposed algorithm.

Keywords: grid-connected inverter; power electronics; multi-objective optimization; switching
frequency; total demand distortion; switching losses

1. Introduction

Renewable energy resources play a major role in the current world’s energy generation.
To interconnect renewable energy resources, grid connected three-phase VSIs are widely utilized [1].
However, the increased number of connections between the VSIs and the grid should never degrade
the power quality, particularly at the point of common coupling (PCC), while the total harmonic
distortion (THD) should never go beyond a specific limit to prevent harmonics related problems. It is
possible to reduce the THD with the switching frequency (fs») being increased. However, when the fs;,
is increased, the switching losses are likewise increased and, therefore, this can result in a reduction in
the inverter’s efficiency as well. Consequently, fs, is typically, but not optimally, chosen as a trade-off
between the output power quality and the efficiency at a specific loading condition. Since the operating
conditions of the VSI are continuously varying, the variable switching frequency (VSF) enables the
inverter switching losses to be decreased in regions where the harmonic content is insignificant, and,
in the same sense, the harmonic content can be reduced in the regions where the inverter losses are
highly insignificant.

Electronics 2017, 6, 110; doi:10.3390/ electronics6040110 1 www.mdpi.com/journal/electronics
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The performance of the three-phase grid connected VSIs is highly dependent on the selected
fsw. Therefore, literature has proposed numerous algorithms of the VSF to enhance the inverter’s
efficiency [2,3], inverter’s transient response [4], and the acoustic noise of induction motor [5].
Switching frequency is varied either within the fundamental period [6-9], or based on the operating
conditions [10-12], such that the switching losses or the THD are minimized. In [6], the proposed
algorithm is formulated based on the current-ripple analysis of the three-phase inverters in
a time-domain. The idea was geared toward the reduction of fs,, while maintaining the peak current
ripple under a certain limit; consequently, there is a reduction in the average fs;, and thus a reduction in
switching losses. Application of the above algorithm can be found in [7,8] as well. In [9], the switching
frequency trajectory was derived using calculus of variations and based on the current ripples analysis
relative to the single-phase inverters in time-domain, in order to reduce the switching losses while
meeting certain THD requirements. This method suffers from computational complexity and requires
heavy offline calculations. In [10], the efficiency of single-phase inverter is incrementally enhanced,
while satisfying standard THD; the result of the algorithm was an increase in the efficiency of the
inverter in comparison with the conventional sinusoidal pulse-width modulation (SPWM) as well
as the space-vector pulse-width modulation (SVPWM). In any case, the aim of the aforementioned
methods was to enhance the efficiency of the inverter, while ensuring that the THD is continuously
positioned to the highest allowable limit. An offline technique was proposed by the authors of [11]
for the minimization of the losses of VSIs based on multi-objective optimization, where the proposed
algorithm was used to control synchronous motors. Meanwhile, the target is characterized based on
the weighted combination of the peak-to-peak ripple of electromagnetic torque and switching losses,
in a way that a fair balance is achieved. In [12], an optimization process was applied on the electric
and hybrid vehicle motor drive, in which fg, was varied with different modulation indices or input
voltages. Concurrent switching losses minimization and dead-time compensation study was presented
in [13] under various power levels and different power factors. Compared with discrete pulse width
modulation techniques, switching losses were reduced by 15%.

The switching losses were reduced at high current-levels in [14] by proposing new SVPWM
strategies in which the number of switch commutations of the quasi-Z-source inverter is reduced.
In [15], a lower number of commutations is achieved by the proposed optimization. The variable
switching frequency reduces about 19% of the switching losses compared with constant switching
frequency for similar output current quality. Analytical variable switching frequency is presented
in [16] according to the modulation index and a predefined current ripple band. The switching
frequency varies within the fundamental cycle (sub-fundamental) to reduce the switching losses of two
level inverter traction drive system. In [17], the switching loss is analyzed under different discontinuous
SVPWM techniques for balanced two-phase load fed by a three-leg inverter. The algorithm tried
to balance the switching losses of each phase-leg at lower current ripple. In [18], 3D-SVPWM of
four-leg VSI was presented to reduce the switching losses of the proposed shunt compensator by
33%. The efficiency of a grid-tied full bridge inverter is improved in [19] using the variable switching
frequency scheme. The authors minimize the switching losses at predefined THD using a bipolar
modulation scheme. Variable switching frequency was used in [20] to reduce switching losses and
electromagnetic interference (EMI) noise of a common voltage oriented SPWM rectifier considering
the restrictions on voltage ripple at the direct current (DC) link.

The THD and the maximum torque ripple of the permanent magnet synchronous machine are
optimized in [21]. For this target, the authors presented a finite control set model based on a predictive
control scheme. A new behavioral model for losses in power semiconductors was proposed in [22]
where the impacts of gate resistance and gate voltage are considered. A summary of the several
behavioral models existing in literature and industry was listed.

The major contribution this paper puts in place is the proposition of an efficient and practically
sound VSF algorithm whereby there is an online variation of fy, at various loading conditions, including
the ambient temperature effect. The intensive calculations that are typically required with the exiting f,
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variation-laws are avoided in the proposed algorithm. Moreover, the benefits of the proposed algorithm
include the improvement of the inverters’ switching devices and packaging reliability by reducing
the variations in the junction temperature, which has a direct effect on the lifetime of the inverter.
The attractiveness of this algorithm lies in its simplicity, in which the online computation of the optimal
switching frequency can be easily done. Most of the algorithms that have been introduced in the
literature suffer from computational complexity that makes them lack practical sound. The advantages
of this new proposed algorithms can be summarized in four main points: (1) easy to be implemented
using micro-controllers; and (2) the proposed procedure can be generalized for any power converter
that includes multi-level inverters regardless of the control mode and the used technology of the
power device. However, the proposed mathematical derivations are discussed on an IGBT power
module of Infineon® FP50R06KE3 (Neubiberg, Germany). The same procedures are valid for different
technologies that have different power loss analysis. (3) The proposed procedure does not require
offline computations and lookup tables; and, (4) since the temperature is considered in the proposed
algorithm, the algorithm can reduce the thermal stress on the inverter during high ambient temperature
by reducing the switching frequency. Conversely, if the energy loss parameters are not directly given
from the manufacturer datasheets, the parameters can be experimentally characterized.

The remaining parts of this study are organized as follows. Short summary of the architecture and
the control mode of operations of VSIs are presented in Section 2. Section 3 presents the estimation of
power losses. Section 4 presents the thermal modeling of the IGBT power module. Section 5 presents
the time-domain current ripple analysis. Section 6 presents the proposed variable switching algorithm.
Section 7 presents a discussion of the experimental validation. Finally, Section 8 concludes the paper.

2. Voltage Source Inverters

VSIs are crucial components in the alternating current (AC) microgrids and modern power
systems. To ensure power system reliability, integrating distribution generators (DGs) with existing
power systems has some technical and practical constraints. One of these main limitations is power
system stability. Voltage stability becomes more important if the microgrid is off-grid (i.e., isolated
microgrid) or if connected with a relatively weak power system. The controllability of the VSIs and the
DGs adds effective and supportive actions that can improve the performance of the power systems
and microgrids in steady state and transient modes of operation [23].

VSlIs can be categorized into three main modes of operation and control schemes. The first one is
usually named as a grid-forming power converter in which the VSI is working as a conventional AC
source. The voltage and the frequency are controlled and stabilized; however, the output current is
load dependent. The uninterruptible power supply (UPS) is an appropriate example of grid-forming
VSI. The UPS delivers certain voltage and frequency, where the input of the UPS is also considered as
a DC, regardless of being from isolated batteries or converted from an online AC power supply.

The second category is known as grid-feeding power converters. Under this mode of operation,
the voltage control is not targeted in the control scheme of the VSI. Moreover, the VSI is working as
a current source to supply the desired real and reactive powers. Feeding an energized power system
adds more restrictions to the VSI and synchronizing the voltage at PCC is crucially important to track
the desired real and reactive power set points. In the previous two modes of operation, either the
voltage or the current is controlled. For power system stability, it is occasionally important to control
both the output voltage and current. This category is known as grid-supporting power converters and
can be classified into two modes: (1) besides supplying the demanded active and reactive powers,
it must contribute to stabilizing the voltage and/or the frequency of the grid-connected systems; and
(2) the supplied active and reactive powers are subjected to the output voltage magnitude. The voltage
magnitude and frequency have higher priority in the second mode than the first mode, and, hence,
they can be implemented either in islanded or grid connected microgrids [23].

The proposed algorithm is not limited to one topology or control mode from the aforementioned
architectures. However, for the sake of discussion and clarity, the grid-forming scheme is taken as
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an example in this paper. Figure 1 shows the grid-forming scheme associated with the proposed
algorithm, as executed in the FPGA, which will be discussed in detail throughout the paper. To this end,
any control scheme ends by generating the power reference to the pulse width modulator. The second
and the important side for the modulator is generating the carrier signal and the switching frequency
that are related to the proposed work. The inputs of the VSF algorithm are the loading measurements
and the measured temperature.
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Figure 1. Grid-feeding VSI associated with the proposed VSF algorithm. PWM: pulse width modulation.

3. Estimation of Power Losses in IGBT Power Modules

Basically, the occurrence of power losses in the inverters must be appropriately dissipated to
prevent system malfunction because of overheating. The design of the cooling systems, which take
responsibility for the dissipation of power losses should be optimized to prevent system failure due
to insufficient design or higher costs due to overestimation. The power losses rely on the utilized
modulation scheme, loading conditions and the used semiconductor switch. The behavioral model
alongside loss parameters taken from the device datasheet has been adopted in this paper due to its
simplicity as in [24]. Moreover, in [25,26], the adopted behavioral model provides a good estimate of
the actual losses as can be deduced from their comparative analysis.

Furthermore, the antiparallel diode and IGBT encounter power losses, which include driving
losses and blocking losses. These losses tend to be insignificant and can be ignored [27]; the diode
turn-on losses can be ignored as well [28]. Therefore, significant power losses are usually caused by:
(i) the conduction losses [26,29], (ii) the switching losses (IGBT turn on and off losses), (iii) and the
diode turn-off losses (the reverse recovery losses). A typical inverter module datasheet is comprised
of valuable information regarding switching and conduction losses of its specific IGBT and diode.
The datasheet information will be utilized for the estimation of the significant power losses that occur
in the inverter, which will be further discussed and derived in detail in the subsections that follow.
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3.1. Conduction Losses

The on-state voltage of IGBT (Vcr) varies with the collector current as depicted from the device
voltage—current (V-I) curves at different junction temperatures (T}) as shown in Figure 2. Due to
this, it is possible to find the IGBT’s on-state voltage as a function of the collector current. Moreover,
the IGBT’s on-state voltage relies on the on-state resistance (Rcg), including the threshold voltage of the
IGBT (V ko). In Figure 3, R is the reciprocal of the slope connecting points 1 and 2 of the linearized
V-I curve while Vg is the extrapolation of this curve to the voltage-axis. Meanwhile, the on-state
resistance and the threshold voltage are temperature dependent, and, hence, this dependency should
be considered. This can be achieved by interpolating Rcr and Vg for a given junction temperature as
in Equations (1) and (2) and Figure 4:

Rep(T)) = 5.82 x 10*7T].2 —3.07 x107°T; +238 x 102, 1)
Vero(Tj) = —9.10 x 10’6T/2 +22.76 x 10’5T]- +71.54 x 1072, )

As a result, an approximation of the IGBT on-state voltage can be given as
Vee(t) = Vero + Regie(t), ®)

where ic(t) = i, sin(wt) is the phase-current that flows through the entire IGBT while conducting,
ipk(t) is the output phase current peak value and w is the angular frequency in rad/s.

T o=2s"C

— == =T 125°C

......... T =150°C
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Ve V)

Figure 2. Infineon IGBT V-I curves for power module (Part number: FP50R06KE3) under different
junction temperatures [30].
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Figure 3. Linearization of V-I curves for IGBT.
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Figure 4. Interpolation of Rcg and Vg for different junction temperatures.
To estimate the average conduction losses of the IGBT for one fundamental phase—current period

(PcQ), the average losses in each switching period (Ts,) are lumped together, and then divided by the
total number of the switching pulses as

nTsw
1 1 o
PCQ = NZ Ti / lg(t)VCE(t)dt, (4)
" Sw("*i)Tszo

where N is considered as the total sum of pulses for each fundamental period and 7 is the switching
pulse index.

In a case whereby fs is highly relative to the fundamental frequency, which is the typical case for
SPWM inverter, it is possible to assume that the collector current is constant during every Ty, that is,

iﬂ((” - 1)Tsw) = ic(nTsw)- (5)

The IGBT is conducting for D, Ts;, at the nth switching cycle, where D, is the duty cycle of the
voltage pulses. Therefore, Equation (4) can be rewritten as
(n1=14Dy) Tsw
1 1

Peg =  Tow ( ‘1/)T ic(t) Veg (t)dt. (6)

Taking Equations (3) and (5) into account, and evaluating the integral in Equation (6) yields

1 1 . .
Pcg = NE Tlc(nTszu) [Vceo + Regic(Tsw)] Dn s 7)
7 dsw
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For the summation given in Equation (7), integration can be used to approximate it considering
the assumption of fg, is much higher than the fundamental frequency, and this assumption will be
used throughout this study. Subsequently, the current flows through the IGBT at half period when
its antiparallel diode is not conducting, and the integration is evaluated over half of the fundamental
period (T) as in Equation (8):

1 T/2
Peg = 1 [ ie(t)[Vero + Rex ie(]D(1)dt: ®)
0

For SPWM modulation, the duty cycle as a function of time can be written as in Equation (9) [24]:

1+ msin(wt +0)

D(t) il

©)

where 0 is considered as the angle difference between the output phase current and output phase
voltage in radian and m is the modulation index. Then, an evaluation of the integral yields:

Veeo ik Repipe® Veroipe  Repipe®
Peo = Pk, Pk P p

o 3 3 + i )m cos(6). (10)

The same procedure used to compute the IGBT conduction losses will be used to compute the
conduction losses of the antiparallel diode as well. A linear approximation of the V-I characteristics of
the diode can be given as

Vi(t) = Ry if(t) + Vo, 11)

where Vi is the threshold voltage of the diode and Ry is the forward resistance of the diode.
The dependency of Vp and Rf on the junction temperature is expressed in Figure 5 and
Equations (12) and (13):

Rf(Tj) = —4.16 x 107877 + 527 x 107°T; +2.14 x 102, (12)
Vio(Tj) = —9.22 x 10’67"]-2 —39.76 x 10’5Tj +86.91 x 1072. (13)
0.03 T T T T T T

Rf (£2)
=)
=
5

0.02 L L L L L L

20 40 60 80 100 120 140 160
T] (ﬂ C)
09
< 08F .
T2
> orf -
06 . . . . . :
20 40 60 80 100 120 140 160
T] (0 C)

Figure 5. Interpolation of Vg and Ry for different junction temperatures.
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The diode is conducting for (1 — D;;) Tsy at the nth switching cycle. Taking this into consideration
and following the same adopted procedure in deriving the conduction losses in the IGBT, the diode
conduction losses can be written as in Equation (14):

Vo ipk Rfi;zak Vo pk Rfi;zak
Pep = Y + g 8 + 3 m cos(@). (14)

3.2. Switching Losses

The turn-on and off energy losses for every Ty, are provided in the device datasheet. Those
are losses that rely substantially on the collector current (ic), the IGBT’s junction temperature (Tjq),
DC-link voltage (Vj), and turn-on (Rg,on) and turn-off (R, ,f¢) gate resistances. For all the previous
dependencies to be considered, 3D-curve fitting techniques are used for energy losses to be expressed
based on the parameters above. With the use of the surface fitting, the turn-on and the turn-off energy
losses (Ey, and E, ff) are expressed in terms of ic and Tjq, as shown in Figure 6 and Equations (15) and
(16). After that, the derived equations must be scaled to include the effect of a specific Rg on, Reoff and
V¢ as in Equations (17) and (18):

Eon(ic, Tj) = 30.34 x 10 7%, +75.79 x 10742 + 1.2 x 107%i. T}, (15)

Eoff(ic, Tj) = 46.92 x 10 %, —3.939 x 10™*i2 + 6 x 107°i, T, (16)

Vdc Eon (Rg,an)

Eon =
Vdc,test Ean (Rg,cm,test)

Eon(ic, Tiq), 17)

£ Vi Forr(Reors)
off
Vdc,test Euff (Rg,aff,test

)Eoff(ic,TjQ) . (18)

E_(m])
B (m])

30

140

20

130
o 10
T.C0

120 ¢ I(A)

Ti(” C) 120 ¢ |

Figure 6. Interpolation of Eo, and E, ¢ for different collector currents and junction temperatures.

The notation ‘test’ represents the value that is utilized in the measurements of the energy losses
test. Based on Equations (17) and (18), the average losses due to switching for every fundamental
period (Ps,q) are given as in Equation (19):

1
Poo = m;(EM + Eoff ) (19)
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In Equation (19), Eon and E, s are functions of the collector current (ic(t) = iy sin(wt)). Based
on estimation, it is assumed that the switching power losses are sinusoidal, while Equations (17) and
(18) define the sine function peak of E,, and E,, respectively, at the peak evaluation of the collector
current. An approximation of the summation in Equation (19) can be given by the integration as in
Equation (20):

1 " Eon + Eoff
Paug = 7 [ (Eon + Eog ) foo| / sin(widt = =L £, (20)
0

3.3. Reverse Recovery Losses

Following the same procedure in Section 3.2 but for the diode, Figure 7 shows the reverse recovery
energy losses as functions of i and T; and Equation (21) is the corresponding 3D-curve fitted equation:

Erec(if, Tj) = 20.64 x 10 %1y — 4.827 x 104 + 7 x 10~°iT;. (1)
As a result, the formulations for the reverse recovery losses are expressed as:

VdC Erec(Rg,an)

Eec = Erec(if, T;), 22

ree Vdc,test Erec(Rg,on,test) rec( f ]) ( )
E

Pst = %fsuﬁ (23)

The total IGBT module power losses can be finally formulated as in Equation (24):

Pr = 6(Pcg + Pep + Pswg + Pswd)- (24)

10
T.(°C) 0 1 (A)

Figure 7. Interpolation of E, for different diode currents and junction temperatures.

4. Thermal Modeling of the IGBT Power Module

Power losses that occur in a semiconductor switch are the main cause of rise of its junction
temperature; therefore, a thermal model that estimates the junction temperature from the power
losses has to be constructed. Thermal models can be steady-state models such as thermal resistance
networks in which only the steady-state temperatures can be estimated, or dynamic models such as
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the well-known Foster and Cauer models that can estimate the transient behavior of the temperature
when it changes from one steady-state point to another [31]. For gird-tied inverters, the time interval
between two consecutive active-power set-points is much larger than the time constant of the thermal
model in general. Since the aim of this study is to develop an algorithm that changes the switching
frequency with the change in the steady-state operating conditions (mainly the active-power) as
will be described later, thermal transients can be ignored. Hence, a steady-state thermal model is
adopted in this study. In steady-state operating conditions, a specific IGBT conducts for a half-cycle,
whereas its anti-parallel diode conducts for the other half, which causes the junction temperature to
increase during the half-cycle of conduction and decrease during the other one; this causes a junction
temperature ripple that the steady-state thermal model cannot estimate. However, for 50-60 Hz
operation, the junction temperature ripple is much smaller than the average value of the junction
temperature; therefore, a steady-state thermal model can be used. To account for the rise of the
instantaneous junction temperature above its average value, the maximum junction temperature that
corresponds to the maximum power dissipation is set to a value lower than the maximum operating
junction temperature defined in the datasheet of the semiconductor device; this practice is a norm
when it comes to the design of cooling systems of semiconductors.

Using the analogy between the electrical and thermal systems, it becomes possible to construct
a thermal network whereby each resistor represents the thermal resistance regarding a particular
material or path, while each current source represents a source of power loss. Moreover,
the temperature difference across a particular material is represented by the voltage difference across
the resistor [32].

The thermal resistance of a material in °C/W is defined as its resistance to heat flow across
a temperature gradient. In the datasheet of the IGBT modules, the thermal resistances (Ry) of the major
heat flow paths are provided, the notation ‘x” can be {j,C,S,A} to denote the junction, case, sink and
ambient, respectively. In addition, the zero-order thermal resistance network [26] of the IGBT module
shown in Figure 8, is adopted in this study. This thermal model matches the fast-computational time
associated with the proposed online variable switching frequency algorithms. The thermal resistance
of the heat sink is denoted as (Rs4). Based on Figure 8, the following relations can be deduced:

T, = 6(Po+ Pp)Rsa + T, (25)
Tc = 6(Pg + Pp)Rcs + T, (26)
Tjo = Pq Rjcq + T, (27)
Tip = Pioss,p Rjcp + Te, (28)

where T is the heat sink temperature, T, is the ambient temperature, T. is the case (or base-plates), Tigis
the IGBT’s junction temperature, and Tjp is the diode’s junction temperature. All the temperatures are
in °C.

Figure 8. The IGBT power module’s thermal resistance network.

10
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5. Time Domain Current Ripple Analysis

Figure 9 shows the circuit diagram of the grid connected inverter, which includes an inductor
(L) to represent the grid-inductance in series with a sinusoidal voltage source (v,) for the grid to be
represented. This representation is valid for any inverter that supplies motor loads and/or grids [33].

Figure 9. A-load connected to VSL

Before proceeding with the current-ripple analysis based on time domain, the following
assumptions are made:

e The input voltage is ripple-free.

e fy is relatively higher compared to the fundamental frequency.
e The modulating signals during each T, remain constant.

e The impact of dead-time is neglected.

From the circuit diagram of Figure 9, the voltage between phases a and b can be written as

Oy = gap + L, 29)
where v, is the inverter’s output line-line voltage, i, is the phase-current, and vg 4, is the line-line
grid voltage.

As mentioned earlier, the load current consists of the ripple component and the
fundamental-frequency component. Therefore, i,, can be written as

lgp = ?ub + ;ab/ (30)

where i, is the load current fundamental component and 7, is the load current ripple component.
Substituting Equation (30) in Equation (29), yields Equation (31), and then the load current ripple
component can be expressed as in Equation (32):

di i
Uap = Ugap + L< dl;h + ;i’)/ (31)
s Ogp — 0
Ty = / ab - b gy (32)

The term di,, /dt doesn’t appear in Equation (32) because of the assumption that the fundamental
component is constant within Ts,. The inductor resistance can be neglected, and since f;;, is much
greater compared to the fundamental frequency, the current ripple component is placed under the
assumption of rising and falling in a linear manner around the fundamental value. Using linear
approximation, each segment of the current ripple is given as

t
fop = 27— (22— 0n), (33)

11
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where i, is the current ripple segment over the interval of time (t, — ), vy is the voltage at time
and vy, is the voltage at time t;.

The ripple component and the output line-line voltage of the load current at Ty, are shown in
Figure 10. The ripple of the load current can be given as

. t—to

Lgp = 7Tvg,ub; forty <t <ty (34)
A Ty
lagp = — L T Ugab + i3 (Vdc vg,nb); fort) <t <tz (35)
¢ t—1y T+ Ty To
i = =g + = (Ve = 0ga ) — L 0gui forts <t <. (36)
~<— Carrier
50
£:(0)
£
< T, >
‘T(,' ‘Tlr ‘T’r ‘T: ‘T: ‘T; ‘T]r ‘Tor
VCJ['
Vas
0
;ab

Figure 10. Load current ripple and output line-line voltage during a switching period.

The ripple current mean square value over Ty (i.e., %)) can be expressed as

to+iy f Ti+T> 2
2, = 2fu / 2 = Vi /tzdt+/t2dt+ / TO+< —1)1&} dty, (@7
g,ab
fo

2‘/2 w T3 X 2 3 T3
B, =24t {TO +T3(Ti+ T2) — (v‘:ﬁb - 1) To(Ty + T)* +( e 1) R ?3} (38)

Vg,ab

The time intervals Ty, T1, T, and T3 can be related to Ty, as

Ty = <% - %fl(ﬂ) Tsw, (39)
e (HOZAOY, w
e (BOZAOY, )
Ty = G 1 ﬁ(t)) T, @)

12
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f1(t) = msin(wt); fo(t) = msin (cut + ) f3(t) = msin (wt + 4%) (43)
Substituting Equation (43) in Equations (40), (41), and (42) yields
1 Vie m—zsm 2(2nft+ 2) x 1 VBmsin(2mft + 2 ) + 32 (44)
@ =\ Lfow 6 6/ 4 |

To find the current ripple root mean square (rms) value over a fundamental period (f,,,,,ms),
Equation (44) is integrated over the fundamental period as in Equation (45):

(45)

Ih,rms

It should be noted that the integration was conducted over the period [—7/6,57/6] and the
symmetry justifies integration over a half period. Substituting Equation (44) in Equation (45) gives

mVae | 16\f §

Ihrms = 16Lfw0 31 2 (46)
If it is a Y-connected load, Equation (46) yields
mV, 16\[
Ih,rms = de 2— m (47)
16\[L f sw 3n 2
The THD in the inductor current THD; is given as
jh rms

THD; = =", (48)

ab,rms
where 1y, s is the fundamental current’s rms value.

6. The Proposed VSF Algorithm

Generally, the manufacturers of grid-tied inverters specify the PWM switching frequency fs, as
a design value with respect to the rated operating conditions. Increasing fi;, reduces the rms value
of the current ripple and therefore the total demand distortion TDD is reduced as well. However,
the value of f, is limited by the heat dissipation capability of the semiconductor power switches and
their associated cooling system. When the operating point of the inverter is below the rated conditions,
the cooling system appears to be oversized since it is possible to increase the switching frequency and
hence enhance the quality of the output current. Using the aforementioned premise, each operating
condition can be considered as a design problem; however, the switching frequency is the only degree
of freedom that is available in the problem design. Therefore, an algorithm that is able to improve the
output power quality of the grid-tied inverter without changing the physical structure of the system is
significant from an industrial point of view [34].

Increasing fs;, will increase the power losses and hence reduce the efficiency. However, the output
power quality is improved. Since increasing or decreasing fs;,, will improve one feature of the system
and degrade the other, this means that a conflict between two desired objectives is met, which is
a typical multi-objective optimization problem. In such problems, there is no unique optimal solution
but rather a set (maybe infinite) of optimal solutions. The selection of one solution among the set of
solutions is a degree of freedom left to the preference of the designer [35,36].

13
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To obtain an optimal solution with a reduced computational complexity that is strictly required
for an algorithm that can determine the optimal fs;, online (i.e., without heavy offline calculations that
are stored in lookup tables), a weighted-sum objective function is defined as follows:

Min  ¥(fsw) = (1—w) X TDD (fsw) + w X Psw(fsw), (49)

where Y is the optimization cost function to be minimized. fs;, is bounded by the upper and the lower
permissible bounds, f;,,; and fu,., respectively. w € [ 0 1 | isthe trade-off factor. To this end, since

each individual goal has distinct value, it is advisable to normalize both objectives in order to avoid
misleading solutions as

ideal i
Py total = Pagy total TDD — TDDedl
Yo =0 gy pideat T (17 W) ; deal” (50)
_ ea TDDnadlr _ TDDzdeal
sw,total sw,total

where ¥, is the normalized cost function, TDD™ % is the TDD at fswur TDD"i" ig the TDD at Sswls

P’Zf‘:é 11 18 the least expected switching losses, and P;;ﬁ"igt o1 is the highest acceptable switching losses.

Furthermore, the optimal value of f; ( fsw ) can be found by equating the first order derivative of
Equation (50) to zero, that is:

d‘Yn 1 fsw ufswl 1
= 1- — =0. 51
dfsw fswu fswl ( )fswu fsw,l fsw ( )

Rearranging Equation (51) yields

t 1—w
Sa£ =1/ Tfsw,l X fswu- (52)

As the operation and the loading conditions are varying, there is a change in the energy losses.
Therefore, fs,u changes. In other words, for every new condition that emerges, a new optimization
problem is solved. The maximum allowable switching frequency (fsw,.) can be expressed based on
switching energy losses given in Equation (53). However, f;;,, is restricted by the highest allowable
TDD, which is assumed to be 5%. The minimum allowable switching frequency can be expressed as
in Equation (54):

Pnacizrt .
_ sw,tota , 53
fsw,u —6(0n+Eoff+ Erec) (53)
V, 16 1 1
feg = | A2 f m+ (54)

m —.
16v/3L Ipoted J0.05

Making use of Equations (53) and (54), (52) can be rewritten as

"
opt _ | 1 [ mVac 2 16\@,11 + §m2 1 T P itotal y \/ﬂ (55)
v 0.05 | 16/3L 3 27 qpeted 6 (ontEoff + Erec) w

The highest permissible losses are limited by the highest allowable Tjg and Tjp. This value has to
be evaluated for each new ambient temperature. Based on the thermal layout in Figure 8, the highest
permissible total losses for each diode (Ppmax) at a given ambient temperature can be given as in

14
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Equation (56) and the highest permissible losses for each IGBT (Pgmax) can be related to Equation (56)
as shown in Equation (57):

T'D, - Ta
PDmax = Tl RjCD ’ (56)
Rjcp +6 (Rcs +Rsa+ R/.TQ(RCS + RSA))
Ricp
Pomax = R]_iPDmaw (57)
jcQ

From Equations (56) and (57), the highest permissible losses (P:;Z‘Z,’t 1) can be evaluated with
a consideration of just the switching loss aspect as follows:

i Rjcp
Psnug,[igtul =6 (PDmax (1 + RjCQ) — PCD - PCQ) . (58)

Figure 1 shows the implementation of the proposed algorithm in the FPGA platform.
The operating conditions including the modulation index, the DC-link voltage, and grid current,
and the power factor are used to estimate the conductions losses utilizing Equations (10) and (14)
and the energy switching losses evaluating Equations (17), (18) and (22). From the power and energy
losses’ estimates, the optimal switching frequency is computed from Equation (55). Since the junction
temperatures and power losses are mutually dependent, an iterative solution must be used as in
Figure 11. It should be mentioned that the effect of the ambient temperature is taken into consideration
as feedback from the case temperature, since the IGBT power module includes a thermistor that can be
measured as in Figure 1.

Start

Initialize junction temperature to equal ambient temperature

n=1

1

Calculate power losses at the current junction temperature

T,(n-1) )

Calculate the junction temperature T .(») at the current

power losses

|I::-(n:)—1::-(n—l)|£€ ?

Figure 11. Flowchart of the iterative calculation of junction temperature.

15



Electronics 2017, 6, 110

7. The Experimental Results

Validating the significance of this proposed algorithm requires the setup of an experiment as in
Figure 12. The experimental tests were performed on three-phase IGBT power module (Part Number:
FP50R06KE3) cascaded with passive low pass inductor and capacitor (LC) filter output and supplying
a Y-connected resistive load. Table 1 illustrates the system parameters and Table 2 depicts the optimal
switching frequency at different loading conditions alongside total switching losses, TDD, and case
temperature assuming a weighting factor of 0.6. As is evident, the proposed algorithm varies fs;,
to obtain the best balance between the TDD and the switching losses based on inverter’s loading
conditions including the ambient temperature. When this system is at heavy loads, switching losses are
high; therefore, the algorithm reduces fs,, while keeping the TDD below the 5% limit (IEEE standard
519-2014). However, at light loads, the switching losses becomes low; hence, the algorithm increases
the switching frequency for the output current quality to be enhanced.

Tektronix
$CO]

—

/f e

A i & B i i
Power { 4 k I i
analyzer power

module
Figure 12. Experimental test-bed.

Table 1. The three-phase system parameters.

Parameters Values

Ambient temperature (T,) 20 °C
Filter inductance (L) 1.7 mH

Modulation index (1) 1
Filter capacitance (C) 10 uF
Input dc voltage (V) 200V
Rated output current (I ,qt04) 5A
Heat sink thermal resistance (Rg4) 1.5°C/W

Table 2. Algorithm response to load variation.

% of Rated Power fsw (kHz) Py totar (W) TDD % T. (°C)
10 37.5 4.63 1.69 28.08
20 26.5 6.53 2.39 32.08
30 21.7 7.98 2.92 35.47
50 16.9 10.26 3.76 41.51
75 13.8 12.51 4.58 48.53
100 13.0 14.37 4.89 55.41

The measurement of the TDD was carried out by measuring the total harmonic distortion of
the output current (THD;) at certain loading conditions using the harmonic analysis functionality
provided by a Tektronix oscilloscope (Model Number: TPS2024B). According to IEEE-519 TDD is
defined as “the total root-sum-square harmonic current distortion, in percent of the maximum demand load
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current”. The calculated TDD is obtained from THD;, the rms value of load current (i,,,5) and the rms

value of the rated current (i%2¢%) as in Equation (59)

TDD = THD; ... (59)
lrms

The measurement of the switching losses is initiated by measuring the steady-state case
temperature at each operating condition by which the total power losses can be estimated. To extract
the switching losses component, the experiment is performed again with fixed switching frequency
while keeping other operating conditions unchanged, and, as a result, the conduction losses are
unchanged as well. Since the switching losses are almost linearly related to the switching frequency,
the switching losses can be deduced.

The following steps describe the experimental procedure in which switching losses are extracted:

(1) Measure the case (base plate) temperature by the solid state temperature sensors (negative
temperature coefficient (NTC) thermistor) Ryrc. The temperature characteristic of this thermistor
is shown in Figure 13 and Equation (60):

2
. _ T2648R}rc +3469Ryrc + 2114
R3;yc + 5.345R 7 +0.9036

(60)

(2)  From the measured case temperature and based on re-arranging of Equations (24)—(28), the total
power losses is determined by Equation (61)

T. - T,

Pr=—"——. 61
"™ Rsa +Rcs (61

(3) Under the same loading conditions, the switching frequency is varied, case temperature is
measured, and losses are calculated.
(4) Based on the calculated power losses, the following set of Equations (62)—(65) can be computed:

Eon + Eoff + Erec

PT(fswl):PCQ"'PCD""Tfswl/ (62)

Eon + Eoff + Erec

Pr(fsw2) = Pcg + Pcp + = fswo,s (63)
Eon + Eoff + Erec

PT(fst) _PT(fst) = %(fswz_fswl)/ (64)

pT _ PT(fst) - PT(fst)fswl/ (65)

fsw2 - fswl

where fg;,1 is the switching frequency of interest and f is the second switching frequency.

Validating how effective the proposed algorithm requires the experimental system to be tested
with a fixed fsy while constantly keeping the TDD at 2.5%. fs, is selected as 25 kHz, which is
approximately the middle point relative to the variable frequency range, with the system being tested
under the same load conditions. Table 3 summarizes the performance of the inverter. Comparing the
results from Tables 3 and 4, there is a reduction of the switching power losses at full load by about
51.6% using the proposed VSF algorithm, while the TDD is below the 5% limit. The decrease in the
switching losses with the use of the proposed VSF algorithm is justified by the fact that the weight of
0.6 automatically leads the algorithm to favor the reduction of the switching power losses. Figure 14
gives the measured efficiency curves, which is for the whole inverter system alongside the fixed and
VSF algorithms. It is obvious that the inverter efficiency is enhanced for a large array of load conditions.
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Table 4 indicates a comparison between the calculated and experimental results. It can be shown that
the power losses and TDD models are highly accurate.

R (k)

T.(°0Q)

Figure 13. Infineon temperature characteristic of the NTC thermistor [30].

Table 3. Inverter performance fs;y = 25 KHz.

% of Rated Power Py totar (W) T, (°C)
10 3.10 25.73
20 6.14 31.49
30 9.18 37.28
50 15.17 48.97
75 22.53 63.76
100 29.73 78.76

Table 4. Comparison between the experimental and calculated results.

0,
% of Rated Power fsw (kHz) Pewstotat W) DD %
Cal. Meas. Cal. Meas.
10 37.5 4.63 5.31 1.69 1.83
20 26.6 6.53 6.97 2.39 2.28
30 21.7 7.98 8.33 292 3.15
50 16.9 10.26 11.42 3.76 3.92

To further highlight the significance of the proposed algorithm, the California Energy Commission
(CECQ) efficiency of the inverter is measured under the fixed and VSF algorithms, the CEC efficiency is
97.3% using the proposed VSF algorithm, and 96.39% with the fixed fs;y. Therefore, it can be deduced
from comparing the efficiencies of both algorithms that fs;, can be increased without degrading the
efficiency of the inverter.

An interesting property related to the proposed VSF algorithm is the fact that the junction
temperature variation under different load conditions tends to be lower than that one under fixed
fsw- As can be shown in Figure 15, the case temperature rate of change with the VSF algorithm is
less than that of the fixed fs;. This property holds even if more weight is given to the TDD. In other
words, regardless of the selected weighting factor, the temperature profile when using the proposed
algorithm will always have a slope that is under the one when using the fixed switching frequency.
The importance of this property comes from the fact that the lifetime of the inverter is inversely
proportional to the junction temperature difference [37-39].
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Figure 14. Measured efficiency curves.
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Figure 15. Calculated output case temperature variation with fixed and the proposed VSF PWM.

8. Conclusions

This study achieves the development of an online adaptive switching algorithm. In this algorithm,
fsw tends to be varied online according to the loading conditions and the ambient temperature.
Depending on the models developed in Sections 2 and 3, fs;,, was expressed based on the operating
conditions, and an optimization issue was created using the multi-objective optimization theory. It was
shown that the algorithm increases over all the inverter’s efficiency from 96.39% to 97.3% at full load
without degrading the output power quality. The inverter’s lifetime can be increased because of the
limited case temperature rate of change as well. The implementation of the developed algorithm
is straightforward and the optimization can be performed online without complex computations,
by which the intensive offline calculations and lookup tables are totally avoided.
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Abstract: In this paper, a reduced switch AC-DC-AC converter is used as a distribution static
compensator (DSTATCOM) and induction motor drive. The AC-DC-AC nine switch converter (NSC)
is a reduced switch topology of conventional 12-switch back to back converter. With a 25% reduced
switch count, NSC has lower losses when operated at constant frequency mode compared to twelve
switch converter (TSC). The idea is to operate NSC input terminal as an active front-end rectifier to
mimic synchronous generator (SG) operation. The induction motor is connected at the output of the
NSC for irrigation application where no speed regulation is required. In distribution generation (DG),
a large capacitor bank is used to deliver required reactive power. This may lead to over-voltage at the
point of common coupling (PCC) when the load is turned off. To manage reactive power transfer
at PCC, a control scheme is developed for NSC such that it can absorb or deliver reactive power with
induction motor drive. Similar to SG, V-curve and inverted V-curve is plotted. The simulation and
hardware results prove the feasibility of the proposed system.

Keywords: nine switch converter; synchronous generator; digital signal controller; static compensator,
distribution generation

1. Introduction

DG system recently getting more popular concerning gradual depletion of conventional sources.
Several government policies such as subsidized solar panels and incentives on interest rebate of the
windmill encourage more generation of solar and wind energy. With the increase in the connection
of these renewable energy sources to the grid give rise to power quality issues [1-3]. It is necessary
to maintain the acceptable voltage range at PCC with the varying load conditions. To keep bus
voltage healthy, it is necessary to control reactive power transfer at loading and low load condition.
At loading condition, sufficient reactive power must be available to avoid voltage dip at PCC.
In addition, under low load condition, reactive power must be controlled to circumvent unacceptable
voltage rise. To regulate reactive power transfer a FACTS device D-STATCOM has been utilized [4-7].

In this paper, in view of controlling reactive power transfer, the D-STATCOM is integrated with
induction motor drive using nine switch AC-DC-AC converter. The NSC is recently introduced reduced
switch topology of conventional twelve switch converter (TSC) [8-16]. Various AC-AC topologies are
available in the literature. In matrix converter, to increase lifespan of converter the common DC-link is
eliminated at the cost of an increase in the number of active switches. It requires 18 active switches for
AC-AC conversion. Thus; switch associated losses and complexity increases [17]. The effort is taken to
reduce the switch count of matrix converter known as sparse matrix converter. However, with reduced

Electronics 2018, 7, 110; doi:10.3390/ electronics7070110 23 www.mdpi.com/journal/electronics
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switch count in sparse matrix converter, power flow become unidirectional [18,19]. Retaining common
DC-link capacitor, another reduced switch topology found in [20], known as the B8 converter. It is
the combination of two B4 converter which is connected back to back. In the B4 converter, four active
switches form two phase legs while for third phase two split capacitors midpoint is used. The drawback
of this arrangement is balancing two split capacitor voltage with large DC-link voltage variation [21].

The conventional AC-DC-AC converter for induction motor drive is made up of diode bridge
rectifier followed by six active switches inverter. The disadvantage of this topology is that the
input grid current is non-sinusoidal and has poor power factor operation. To improve quality of
input current, the diode bridge rectifier is further replaced by active six switches converter known as
back to back converter. It requires twelve active switches for AC-DC-AC conversion. In the proposed
AC-DC-AC induction motor drive, only nine active switches are required which gives sinusoidal
input current with desired power factor. The NSC turns out to be a better alternative for AC-DC-AC
with reduced switch count. Many applications of NSC are found in literature because of its two
three-phase terminal connection. It is used in an uninterrupted power supply (UPS) [13]. It is used to
interface solar panels, battery, and ultra-capacitor output to the grid for DG system [14]. A compact
battery charging system for an electric vehicle with the six-phase motor drive is reported in [11,12].
Depending on the terminal connection of NSC, it can be operated as DC-AC-AC, AC-DC-DC,
and AC-DC-AC. Of course, with the reduce switch count, there are some operating constraints of
the NSC. Application criteria of the NSC reported in [15,16] clearly mentioned that the NSC when
operated as AC-DC-AC with different frequency operation is not recommended as it requires double
DC-link voltage when compared to TSC operation. It also states that, when NSC is operated in common
AC-DC-AC frequency mode then along with reduced switch count, losses in the NSC are lesser when
compared to TSC.

Considering the advantages of the NSC operated in common AC-DC-AC frequency mode,
in the proposed system the three-phase induction motor is connected at the output which will run at
constant speed. For irrigation application, a centrifugal pump is connected to the induction motor.
In this application, there is no requirement of controlling speed. As induction motor is operated at
lagging power factor, a control scheme is developed such that the NSC with induction motor can be
operated as lagging, unity, and leading power factor. Operating the NSC at leading power factor can
deliver reactive power to PCC. The NSC, when operated as lagging power factor, can absorb reactive
power from PCC of the grid. The idea is to operate the NSC to mimic synchronous generator at the
input side and induction motor drive for irrigation application at the output side.

This paper is organized as follows, Section 2 gives system description and operation of NSC.
The generation of the gate signal and operating constraint is explained in Section 3. The control logic
of the proposed system is given in Section 4. Simulation and experimental results are presented in
Sections 5 and 6 respectively. Finally, the conclusion is drawn in Section 7.

2. System Description and Operation of NSC

Figure 1 shows the overall single-line diagram of the three-phase power system connection.
The NSC is connected at PCC with interfacing source inductance (Ls). Along with the NSC, a different
rating of reactive loads are also connected at the PCC. The Vi is the grid phase voltage at PCC.
The is, ij, and i, are the source, reactive load, and NSC currents respectively. The aim is to maintain
the unity power factor at PCC such that no reactive power exchange at the PCC. To achieve this,
the NSC is controlled so that, when the inductive load is connected, NSC will deliver reactive power
and when the capacitive load is connected, NSC will absorb reactive power. Figure 2 shows phasor
representation of the operation of the NSC. In Figure 2a, at PCC along with the NSC, an inductive
load is connected. Thus NSC is operated at leading power factor (i, leads Vs) such that Vs is in phase
with i. Similarly when the capacitive load is connected at the PCC, the NSC is operated at lagging
power factor (i, lags V) resulting in-phase operation of Vs and is. As shown in Figure 1, a different
rating of reactive load is connected at PCC to test the operation of NSC as DSTATCOM.

24



Electronics 2018, 7, 110

i T~
77 77

Lue
Vim
— == -I»w@
] Va i
NSC
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Figure 2. Phasor representation of operation of NSC. (a) NSC operated at leading power factor; (b) NSC
operated at lagging power factor.

Figure 3 shows the arrangement of NSC operated as DSTATCOM and induction motor drive.
The terminal a, b, and c are the input points and the terminals x, y, and z are the output points of
the NSC. For simplicity it is assumed that upper six switches (S1, Sy, S4, S5, S7, Sg) act as a DSTATCOM
and lower six switches (S;, S3, S5, Sg, Ss, S9) act as a inverter to drive induction motor which is
coupled to the centrifugal pump. The V¢, and V,, are the input and output terminal voltage of
the NSC. The Vo, is the function of DC-link voltage (V). The reactive power transfer depends on
the difference between a magnitude of Vs and Vi,;;. The voltage V is constant, thus by varying Vi,
reactive power transfer can be altered. As Vi, is a function of Vy, to charge DC-link capacitor
(Cq) active power from PCC to NSC is transferred by varying power angle ‘5" between Vs and Vop.
As the input terminal of the NSC is operated as active front end converter, to synchronize NSC at
PCC, instantaneous angle ‘0" of the PCC voltage is tracked. To measure this angle ‘¢’, three-phase
voltage is sensed by using voltage sensor. Synchronous reference frame phase lock loop (SRF-PLL) is
implemented in the logic controller to extract angle ‘60" [22]. In practical, to interface voltage sensor
signal and logic controller, signal conditioning circuit is required. Along with sensing voltage, a current
sensor is required to calculate the active and reactive power of the converter. Another voltage sensor
is required to measure DC-link capacitor voltage. As Vj,, is the output of the NSC, which is the
function of DC-link voltage. To keep V,, magnitude constant, the modulation index of an inverter is
changed according to the variation in DC-link voltage. To get desired gate pulses of the NSC, logic is
developed in a logic controller. The controller ePWM (enhance pulse width modulation) pulses of the
controller are processed by buffer circuit, an isolation circuit, and gate driver circuit to operated active
power switches.
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Figure 3. Arrangement of NSC operated as DSTATCOM and induction motor drive.

3. Generation of Gate Signal and Operating Constraints of the NSC

The AC-DC-AC NSC is operated as rectifier and inverter simultaneously. For rectifier and
inverter operation two modulating references, Refrec and Refjy,, respectively is compared with a single
carrier signal (V). For front-end rectification operation, Refrec must be synchronized to the PCC.
Thus; SRF-PLL is implemented to track instantaneous angle ‘0" of the grid. Also, to control active
power transfer between PCC and NSC, the reference Ref. is shifted by an angle ‘6" with respect
to the PCC voltage. Figure 4 shows the PCC voltage and phase shifted references by an angle ‘¢".
The Three-phase modulating references of the NSC are given by-

Refreca = mysin(0 + 6) + Ve offset
0 —120° +0) + Ve offset
0 +120° +6) + Ve offset
04 0) — Ve offset
0 —120° +6) — Ve offset

0+ 120° + (5) - Vdcfoffset

Refrec b = mysin

— = =

Refrec ¢ = mysin
1

Refiny x = mjsin

Refiny_y = mjsin

—~ o~

Refiny z = mjsin

where m, and m; are the modulation indices of Refr.c and Refj,,. The angle 6’ is an instantaneous
angle of the PCC voltage tracked by SRF-PLL. The angle '” is a phase shift angle. To understand the
generation of the gate signal of the NSC, one leg of the NSC is considered. There are eight possible
switching states. Table 1 shows switching states and associated pole voltages. Among that eight
switching states only three valid states are possible for the operation of the NSC. From Table 1, it is
observed that pole voltage V,y is always greater than or equal to V. Hence; modulating reference
Refrec is always kept above Refiy,,. Thus; to achieve switching constraint a small DC-offset is added
and subtracted from Ref..c and Ref;,,. The switching constraint is applied to avoid short circuit of
a DC-link capacitor or open circuit condition of the inductive load. Figure 5 shows the generation
of gate pulses and pole voltage. When Ref, is greater than the V., gate signal for S; is generated.
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When Refj,,, is lower than the V., gate signal for S; is generated. Applying XOR logic to the gate signal
of S; and S3, gate signal for S, is obtained.

PCC phase
voltage

Modulation
references with
Phase shift

Time

—>

Figure 4. PCC voltage and phase shifted references by an angle “5".

Refrec
A
m Ve
M
o] _
E s,
S S
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ss 32 1 23

Figure 5. Generation of gate pulses.

Table 1. Switching states.

Switching States (SS) S;1 S» S3 Van Vi
Valid states

1 1 1 0 V4 V4
2 1 0 1 V4 0
3 0 1 1 0 0
Forbidden states
4 1 1 1 0 0
5 0 0 0 0 0
6 1 0 0 Vi 0
7 0 1 0 0 0
8 0 0 1 0 0
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4. Control Logic of the Proposed System

To control NSC, sinusoidal pulse width modulation technique is incorporated. A common DC-link
is shared for both the rectifier and inverter operation. The rectifier input and inverter output voltage is
a function of DC-link voltage and it is given by

Veom = Refrec Via/2 )

Vino = Refinv Via/2 3)

In the proposed system, NSC is connected to PCC with the source inductance. Figure 6 shows the
single line diagram of the connection of the NSC to PCC with Ls which have its internal resistance R;.
The PCC voltage V;/0 is a reference voltage while Vi, /6 is a variable voltage as it depends on the
dc-link voltage of the NSC. The reactive power flow depends on the voltage magnitude of | V| and
[ Veom | and the active power flow depends on power angle between Vs and Vy,. From Figure 6,
rectifier input voltage Vo, is given by

Vcom = Vs - (Rs + sz)ia (4)

rPCC

VS £0 V(:Ump Z6

AVAVAY, | NSC

Figure 6. Single line diagram of the connection of the NSC to PCC.

Resolving i, in d-q plane,
fa = ipy + fing (5)
where i,4-active component, i,-reactive component. By controlling i,4 and iy current component of
the NSC active and reactive power flow of the NSC is controlled. From (5) and (4)

Vcom = (Vs - RsiZ,j + Xsi:q) - j(RsiZq + XsiZd) (6)

The magnitude and angle of V., is given by

Vcom = |Vcom|l5 (7)
where
[Veom| = \/(Vs — Rei%, + Xsitg)2 + (Reity + Xsi%,)? ®)
Ri¥, + Xi*
/6 = tan~! (Reizg + Xsizq) )

(Vs — Reizy + Xsigg)
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To calculate i*;q current reference, reactive power of the PCC is continuously monitored.
In addition, to calculate i*,4 reference output power of the NSC is measured. The active and reactive
power in d-q reference is given by

P(t) = S [Val)ia(t) + Vy(B)ig(t)] (10)
Q) = S[=Valt)iy (1) + Vy(1)ia(1)] ay

Aligning the d-axis of the input and out voltage of the NSC with the d-axis of the synchronous
reference frame.
For input side of the NSC
Vi = Veomd (12)

For output side of the NSC
Vi = Vinod (13)

As the g-axis is orthogonal to the reference axis
V,=0 (14)
By using Equations (10)—(14), active power of NSC input and output is given by
3 .
Py = E[chmd lad] (15)
Bu using Equations (6), (10), and (11), real power at the inverter output side is given by:
3 .
Pour = E[Vinvd iLd] (16)

where ip; is a d-axis component of the load current. Assuming NSC to be lossless converter and
applying power balance criteria,
Py = Pout (17)

3 . 3 .
E[Vcnm lud} = E[Vinvd lLd] (18)
As the same dc-link is shared by the rectifier and inverter, Vs and V;,,, is given by:
Veomd = Refrec Vi /2 (19)
Vinoa = Refinv Va/2 (20)
The m; and mj are the only variable in Refy.c and Refj,,, Thus; by using Equations (18)-(20)
log = [m*;]lLd (1)

Equation (21), gives relation between source current and load current in terms of modulation
index of rectifier and inverter reference. The 714 is active component of the load current. Thus;

ipg = [m—z]lL oSy (22)
.

where ¢, is load phase angle. The ij cos¢, is calculated from measured output power. Thus; i*,; reference
is generated. To calculate i, reactive current component (issing) of the PCC current is measured.
The aim is to maintain zero reactive power at PCC. Thus, the issin¢ is compared with zero reference so
as get desired i*y. Figure 7 shows the proposed control diagram. The calculated i*,; and i% is fed to
the phase shift generator block which generates desired phase shift to control active power or to charge
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DC-link capacitor at desired voltage level. The extracted PLL angle § and angle ¢ is used to generate
desired gate pulses for the operation of NSC.

|
DG AC-AC
—— L
& i NSC T ’_@
! 1

| Gate driver circuitry I

Source Source Vv
]
voltage current

| ePWM Pulses l | Eqn.(3) |

abc abc

Gate Signal Generation ¥
Eqn. (1)

— 0

A A 4

| roner |

Phase Shifi Generator |

Quitput Power

igrer™

Figure 7. Control scheme.

5. Simulation Result

The MATLAB simulation is carried out considering different load conditions at PCC. The simulation
parameters are given in Table 2. To maintain unity power factor operation at PCC, the reference current
i*;rEer is kept as 0. Referring to Figure 1, to test the dynamic performance of the proposed control technique
different reactive loads are connected for different time duration. The time duration of different load
connection is given in Table 2. The switching frequency (Fsy) of the NSC is 9 kHz. The modulation index of
a rectifier is kept constant at 0.8, whereas modulation index of an inverter is varying to keep Vj,, constant.
To satisfy switching constraint a small dc-offset of 0.1 pu is added only in rectifier references. The NSC
input and output line voltages are shown in Figure 8.

Table 2. Simulation parameter.

Vs 3-Phase, 400 V, 50 Hz
Induction Motor 5.4 hp, 4 pole, 400 V, 50 Hz
Ls, Rs, my, Fsy 10 mH, 1.63 (3, 0.8, 9 kHz
Load at PCC parallel to NSC drive

1-R-L 250), 0.1 H[0-1s]
2-R-L 250),0.3 H[1-2s]
No-load [2-3 5]
3-R-C 25, 30 uF [3-4 ]
4-R-C 25 (), 60 pF [4-5s]
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NSC input line voltage

NSC output line voltage

15 1.51 152 153 1.54 1.55 1.56
Time

Figure 8. NSC input and output line voltages: V;, Vay (500 V/div, 10 ms/div).

Figure 9 shows the exchange of the three-phase reactive power transfer under varying load conditions.
During 0-1's, 3100 VAR reactive power (Qjoaq) is absorbed by the R-L load. Thus; to maintain zero reactive
power (Qy) transfer at PCC, NSC delivers —3100 VAR (Qnsc) so that actual reactive power (Qat) is equals
t0 Qyef- Similarly, during 1-2's, 1550 VAR is absorbed by an R-L load, thus NSC provided —1550 VAR to the
PCC. During 2-3 s, no load is connected parallel to the NSC, thus there is no exchange of reactive power at
PCC. During 34 s, an R-C load is connected which delivers —1400 VAR reactive power, thus NSC absorbs
1400 VAR from PCC. Similarly, for 4-5 s, R-C load delivers —2450 VAR, thus NSC absorbs 2450 VAR from
PCC to maintain zero reactive power at PCC.

800 T T T T T

6000k e o Qrcc Qisc Qoad Qref

Reactive power (Q) VAR

Time

Figure 9. Exchange of three-phase reactive power at PCC: Q (2000 VAR/div, 0.5 s/div).

Figures 10 and 11 show the effect of varying load conditions on the NSC phase current (i,)
and power factor of the NSC respectively. Figure 10a shows, during 0-1 s the NSC is operated at
0.8 leading power factor (i, leads V). After the change in load, NSC changed its operation to 0.93
leading power factor. When there is no load connected parallel to the NSC at 2 s, the NSC switched
its operation from 0.93 lead to 0.999 unity power factor (i, in-phase to Vs) as shown in Figure 10b.
Figure 10c shows at 3 s when an R-C load is connected at PCC, the NSC is operated at 0.95 lagging
power factor (i, lags V). At4 s when an R-C load is changed, the NSC shifted its operation from 0.95
lagging power factor to 0.86 lagging power factor as shown in Figure 10d.
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NSC phase voltage and current

NSC phase voltage and current
NSC phase voltage and current

NSC phase voltage and current

Figure 10. Phase voltage and NSC phase current under various load conditions: Vs, 15 * i, (200 V/div,
200 A/div, 50 ms/div).

I
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0.4

0.2

NSC Operated at different power factor
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0.5 1 1.5 2 2.5 3 35 4 45
Time

Figure 11. NSC operated at different power factor: (0.2 pu/div, 0.5 s/div).

Figures 12 and 13 show a change in DC-link capacitor voltage and the angle J respectively.
As earlier discussed, the reactive power transfer from NSC to PCC depends on voltage magnitude of
Vs and Viom. As Vo depends on DC-link voltage, with the changed in DC-link voltage Vo, varies and
thus reactive power transfer varies. In a simulation, at first, NSC delivered reactive power thus at that
instant required DC-link is more. With the change in load, NSC changed its operation from delivering
to absorbing reacting power. Thus, according to a required magnitude of V., DC-link voltage is
varied as shown in Figure 12. To charge or discharge the DC-link capacitor the angle J is varied as
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per desired DC-link voltage requirement and finally, it settled down. As a common DC-link is shared
for rectifier and inverter function of the NSC, with the change in DC-link voltage V,, also changes.
To maintain V,,, constant, m; is varied to keep NSC output voltage constant. Figure 14 show change in
modulation index of the inverter. Figures 15 and 16 show induction motor three-phase current and
speed under dynamic load variations at PCC.

100 T T T T T T T
o0
8
S 800)
g
g
2 600k - ...... ...... ...... ...... .......

1 ] 1 1 ] 1 1
0.5 1 15 2 25 3 35 4 45

Time

Figure 12. DC-Link capacitor voltage: (200 V/div, 0.5 s/div).

Delta
*
1

Modulation index of inverter (mi)
3
¥
i

0.5 1 1.5 2 2.5 3 35 4 4.5

Figure 14. Change in modulation index of inverter: m; (0.1 pu/div, 0.5 s/div).

<)

Induction motor current (A)

0.5 1 1.5 2 25 3 35 4 4.5

Time

Figure 15. Three-phase induction motor current: i, (10 A/div, 0.5s/div).
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=0 05 1 15 2 25 3 35 4 45 5
Time

Figure 16. Induction motor speed: (500 RPM/div, 0.5 s/div).

The simulation results are summarized in Table 3. It is observed that the input rectifier operation
of the NSC mimics the operating principle of the synchronous generator. The synchronous generator
delivers reactive power when its field is over-excited and absorbs reactive power when its field
is under-excited. The V-curve and inverted V-curve is obtained by varying field excitation of the
synchronous motor. A Similar phenomenon is observed in case of the NSC. By controlling DC-link
voltage of the NSC reactive power transfer can be controlled. From simulation results shown in Table 3,
V-curve and inverted V-curve is plotted in Figure 17.

Table 3. Simulation results.

[Vs =230 V/phase, m, = 0.8]

S o i W owewwn Ll S
@0o-1s 4.75;%/0 lgfd 3%{16%/0 854 —3100 324.32% Z:g
D12 g dea w0 B0 mowm g
Noload23s  Jonunt g % 0 sielm a8
@45 g g mowe P M0 am i
D455 o g atem 77 PO aise 4
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s
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= 0.
4
; ! T
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1
0 0
0.8 0.9 1 0.9 0.8 760 780 800 820 840 860
Power Factor DC-Link Voltage
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Figure 17. V-curve and inverted V-curve of the NSC.
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6. Experimental Setup and Result

The experimental setup of the NSC with induction motor connected to the source through the
source inductance is shown in Figure 18. The experimental parameters are given in Table 4. The Hioki
3197 power quality analyzer is used to measure various system parameters. The source voltage is
kept constant at 110 V. Three LV20-P voltage sensors are used to measure source voltage to track
instantaneous source angle () for the rectifier operation of the NSC. The NSC input (V) and output
(Vxy) line voltages are shown in Figure 19.

Table 4. Parameter of Experimental Setup.

Item Specification
AC Source 0-110V
Source Inductance 10 mH
IGBT KGT25N120NDH
Gate driver IC MIC4425
Dsp dsPIC33EP512MU810
Software MPLAB X IDE v2.10
Sensors LV-20P, LA-25P

Induction Motor 1 hp, 4 Pole, 110V, 50 Hz

Figure 18. Experimental setup.

@& Stop M Pos: —S.600ms
Vab (200V/div

Vxy (200V/div)

ns/div

CH2 200V MM S.00ms

Figure 19. NSC input and output voltages: V, Viy (200 V/div, 5 ms/div).

To demonstrate reactive power transfer between source and NSC, i*;rgr reference is varied.
The operation of NSC is tested for different power factor conditions.
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6.1. NSC Operated at Unity Power Factor Condition

To operate NSC with induction motor drive at unity power factor, reference i *4rEF is kept as 0 pu.
The phase angle between V; and i, is 4.5° as shown in Figure 20a. Ideally, as i*jggr is 0, the angle
between V; and i, must be equal to zero. However, due to the presence of harmonics in the system,
a small reactive power is consumed by the harmonics present in pulsating nature of the input and
output voltages. Figure 20b shows various parameters of the system. It is observed that a small reactive
power of 16 VAR is absorbed by the NSC. The power factor is almost unity i.e., 0.974 PE. Figure 20c
shows the phase voltage and phase current are in phase. The DC-link voltage is 380 V. The NSC phase
current is 0.64 A.

[VECTOR
10| 16a| [ntav|

(a) Phase angle between V, and i, (b) System parameters

Tek Al @ Stop M Pos: -4.800ms  MEASURE
+

i
A" A

32,

CH4 Off
Cyc RMS

H2 1 M 10.0ms CH4 /" 402v
CH3 2.00A 26-Apr—18 20:53 <10Hz

(c) Source voltage (V, ) and NSC phase current (i,)

Figure 20. Unity power factor operation of the NSC i*qREF =0pu: Vg, Vs, i, (100 V/div, 100 V/div,
2 A/div, 10 ms/div).

6.2. NSC Operated at Lagging Power Factor Condition

The lagging power factor operation of the NSC is tested for two conditions; i*rgr = 0.7 pu,
and i*;rer = 0.3 pu. As shown in Figure 21a, when i*;rgr is 0.7 pu, 81 VAR reactive power is absorb by
the NSC. The phase angle between V; and i, is 43.4° (lag) i.e., 0.701 PE. The amplitude of phase current
iz increased to 1.05 A as compared to the unity power factor operation. The DC-link voltage is droped
to 369 V. As shown in Figure 22b, when i*;grgr is 0.3 pu, 33 VAR reactive power is absorb by the NSC.
The phase angle between Vs and i, is 22.2° lag i.e., 0.896 PF. The amplitude of i, and DC-link voltage is
0.70 A and 371 V respectively.
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Figure 21. Lagging power factor operation of the NSC: V;, Vs, i, (100 V/div, 100 V/div, 2 A/div,
10 ms/div).
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Figure 22. Leading power factor operation of the NSC: V;, Vs, i, (100 V/div, 100 V/div, 2 A/div,
10 ms/div).

6.3. NSC Operated at Leading Power Factor Condition

The leading power factor operation of the NSC is also tested for two conditions; i*;rer= —0.4 pu,
and i*;rpr= —0.6 pu. As shown in Figure 22a, when i*jrpr is —0.4 pu, 44 VAR reactive power is
delivered by the NSC. The phase angle between Vs and i, is 29.6° (lead) i.e., 0.857 PE. The amplitude of
phase current i, increased to 0.88 A as compared to the unity power factor operation. The DC-link
voltage is increases to 401 V. As shown in Figure 22b, when i*;rgr is 0.6 pu, 65 VAR reactive power is
delivered by the NSC. The phase angle between Vs and i, is 40.6° (lead) i.e., 0.751 PE. The amplitude of
i, and DC-link voltage is 0.88 A and 408 V respectively.

The positive reactive power shown in Figure 21 states that reactive is absorb by the NSC.
The negative reactive power shown in Figure 22 states that the reactive power is delivered by NSC.
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Thus, the NSC with induction motor drive can be operated to absorb or to deliver reactive power to
the connected source. Figure 23 show induction motor phase current on half load. The V-curve and
inverter V-curve is plotted from experimental results is shown in Figure 24.

Tek Al @ Stop M Pos: 56.80ms
«

M 10.0ms
26—Apr—18 21:00

Figure 23. Induction motor current: i, (1 A/div, 10 ms/div).
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Figure 24. Experimental V-curve and inverted V-curve of the NSC.

Comparing V-curve of simulation and experimental showed in Figures 17a and 24a, it is observed
that the amplitude of the NSC phase current (i;) is minimum near unity power factor. The amplitude
of i, increased as the power factor lowered on both the lagging as well as leading side. Referring to
Figure 6, the power factor at the PCC depends on the voltage magnitude of V and V. The PCC
voltage V; is constant and the magnitude of the V., is directly depends on DC-link voltage (V) as
per (2). Thus; controlling V;, power factor at the PCC is controlled. Comparing inverted V-curve of
simulation and experimental results showed in Figures 17b and 24b, as the DC-link voltage increases
power factor shifted from lagging to leading. Ideally, when the magnitude of the Vs and Vi, is equal,
the power factor at PCC must become zero. However, practically, there is a small voltage drop across
the internal resistance of the source inductance. This drop varies with the amplitude of the current
flowing through it. Thus; for different loading conditions, values of V-curve and inverter V-curve are
different but nature of curve remain same. In experimental results switching and conduction losses
are present whereas in simulation switches are ideal. Thus, there is a slight difference in the shape of
V-curve and inverter V-curve of the NSC for simulation and experimental results.
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7. Conclusions

In this paper, the compact AC-DC-AC NSC is used as DSTATCOM and induction motor drive
application. The switch count is reduced by 25% as compared to the conventional TSC. The control
scheme is developed to operate NSC so as to mimic the operation of SG. The NSC can absorb or
deliver reactive power at the PCC with induction motor drive. The NSC with induction motor drive is
operated at desired power factor of the PCC. To verify simulation results, an experimental prototype
is developed in the laboratory. The V-curve and inverted V-curve is obtained from simulation and
experimental results are found similar in nature. Due to the presence of internal resistance of the
source inductance and the switching losses in the experimental results, there is a slight difference in the
shape of V-curve and inverted V- curve of the simulation and experimental results. The experimental
results proved the practicability of the proposed control scheme to operate NSC as DSTATCOM and
induction motor drive.
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Abbreviations

The following abbreviations and symbols are used in this manuscript:

DG Distribution generation

NSC Nine switch converter

DSTATCOM  Distribution static compensator

TSC Twelve switch converter

SG Synchronous generator

PCC Point of common coupling

FACTS Flexible Alternating Current Transmission System
\'A Phase voltage of grid

is Phase current of grid

i Phase current of reactive load connected across NSC
ia Phase current of NSC

Veom NSC input phase voltage

Viny NSC output phase voltage

i NSC output phase current

¢Pa Angle between Vs and i,

¢1 Angle between V; and iy

o Angle between Vi, and i,

Vg DC-link voltage

0 Instantaneous angle of the grid

o Power angle between Vg and Veom

Refrec Modulation references for rectifier operation
Refiny Modulation reference for inverter operation
\'A Carrier reference

my Modulation index of Refyec and Refj,,, respectively
Ls Source inductance

Ry Internal resistance of the source inductor
ab,c Input terminals of the NSC

X,y,Z Output terminals of NSC

N Common point of negative dc-link voltage
Van Pole voltage between terminal a and N

VN Pole voltage between terminal x and N
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1d*
Qrec

Generated active current reference
Reactive power at PCC

QOnsc  Reactive power of NSC
Qjoad  Reactive power of other load connected across NSC

Qref Desired reactive power at PCC

Va1 Fundamental component of the NSC input line voltage

Vi1 Fundamental component of NSC output line voltage
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Abstract: This paper is devoted to an otablen-line application of the selective harmonic elimination
method (SHEM) to three-phase, two-level, grid-connected voltage source converters (VSCs) by
particle swarm optimization (PSO). In such systems, active power can be controlled by the phase
shift angle, and reactive power by the modulation index, against variations in the direct current
(DC) link voltage. Some selected, low-odd-order harmonic components in the line-to-neutral output
voltage waveforms are eliminated by calculating the SHEM angle set continuously through the
developed PSO algorithm on field-programmable gate array (FPGA)-based computing hardware as
the modulation index is varied. The use of powerful computing hardware permits the elimination of
all harmonics up to 50th. The cost function of the developed PSO algorithm is formulated by using
an optimum number of particles to obtain a global optimum solution with a small fitness value in
each half-cycle of the grid voltage and then updating the SHEM angle set at the beginning of the next
full-cycle. Since the convergence of the solution to a global minimum point depends upon the use
of correct initial values especially for a large number of SHEM angles, a generalized initialization
procedure is also described in the paper. Theoretical results are verified initially using hardware
co-simulation. They are also tested using a small scale photovoltaic (PV) supply prototype developed
specifically for this purpose. It is demonstrated that the 5th, 7th, 11th, 13th, 17th, and 19th sidekick
harmonics are eliminated by on-line calculation of seven SHEM angles through the developed PSO
algorithm on a moderately powerful XEM6010-LX150, USB-2.0-integrated FPGA module. All control
and protection actions and the calculation of SHEM angles are achieved by a single FPGA chip and
its peripherals within the FPGA board.

Keywords: field-programmable gate array; particle swarm optimization; selective harmonic
elimination method; voltage source converter

1. Introduction

Various modulation schemes have been employed in inverter circuits, such as space vector
modulation (SVM), pulse width modulation (PWM), and the selective harmonic elimination method
(SHEM). The main feature of the SVM scheme is the fast dynamic response obtained, whereas the
SHEM has superior harmonic performance for a given switching frequency. The performance of the
best PWM modulation techniques is somewhere between the SVM and SHEM [1]. On-line application
of SHEM to voltage source converters (VSCs) for the elimination of low-order output voltage harmonics,
however, has not been reported yet in the literature due to the computational overhead of the digital
implementation on processors.
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In grid-connected VSCs of either two-level or multilevel types, the SHEM angles can be
determined by solving a set of nonlinear algebraic equations. The resulting mathematical model
contains sinusoidal terms and the number of equations in the model is equal to the number of
switching angles. Two main groups of techniques have been presented in the literature to solve
these nonlinear equations. Iterative methods, such as the Newton—-Raphson method [2,3] and the
homotopy algorithm [4-7], are given in the first group. Some other iterative numerical techniques
have been proposed in [8-11], and the Walsh-function-based analytical technique has been adopted
in [12]. In [13,14], to find the solutions for all modulation indices, theories of resultants and symmetric
polynomials have been employed, which are then used to solve the polynomial equations obtained
from transcendental equations. It has been shown in [13] that such SHEM equations do not have a
solution set for some unfeasible modulation index values of the inverter.

In the second group, SHEM is considered as an optimization problem, which is investigated
through evolutionary search algorithms. Evolutionary search algorithms have been used to solve
various industrial problems in recent years. Easier solutions can be found to these problems by this
way as compared to the analytical methods, and in some cases, they constitute the unique way to find
a feasible solution [15]. The global optimum solution can be found by these algorithms for complete
elimination of certain harmonics or optimum switching angles can be offered in cases where a feasible
solution cannot be found. Some major evolutionary search algorithms which have been applied can be
cited as the genetic algorithm (GA) [16-18], particle swarm optimization (PSO) [2,19,20], ant colony
optimization [21], the bee algorithm [22], and the bacterial foraging algorithm [23].

Until now, SHEM has been applied off-line in industry applications of grid-connected converters
by using lookup tables (LUTs). Among these, distribution-type, two-level static synchronous
compensator (STATCOM) systems based on a current source converter (CSC) with a variable direct
current (DC) link current are reported in [24-26], two-level voltage source converter (VSC)-based
distribution-type STATCOM systems with variable DC link voltages in [27], and a transmission-type
cascaded multilevel converter-based STATCOM system with constant DC link voltage in [28,29]. On
the other hand, VSCs with variable DC link voltages are widely used in photovoltaic (PV) and traction
applications, in which the modulation index value for the VSC changes in a wide range as the DC link
voltage varies. In such applications, the off-line SHEM using LUTs for determination of switching
angle sets is disadvantageous primarily due to the stepwise control of the modulation index value
resulting in minimization of selected harmonics instead of their elimination, and secondarily due to
the infeasible region of the solution space [30] and the need for a large LUT storage area [31].

To solve these problems, researchers have searched for an effective way to apply SHEM on-line
in order to allow for continuous control of SHEM angles. The generalization ability of an artificial
neural network (ANN) has been applied in [30] to cope with this problem. The switching angles have
been calculated beforehand for different DC source values using GA, then the switching angles have
been determined for different DC link voltage magnitudes at each phase of the multilevel inverter in
real-time by adopting the ANN to train the controller. By this way, the ANN can be used instead of a
LUT, thus introducing its inherent capability to generalize the solution space into the problem with
proper training. In [31], another approach was investigated for on-line applications of SHEM, where an
analytical procedure was employed for computation of all pairs of valid switching angles in five-level,
H-bridge cascaded inverters. Here, a fully analytical calculation is allowed for the switching angles
using Chebyshev polynomials and Waring equations. This procedure can be implemented in real-time
using either a digital signal controller, a programmable logic device, or a field-programmable gate array
(FPGA), as claimed in [31], due to its limited complexity. On the other hand, digital control techniques
applied to voltage source inverters in renewable energy applications were reviewed in [32]. On-line
optimal switching frequency selection for grid-connected voltage source inverters was presented in [33].

In this paper, calculation of SHEM angles in real-time is described by using a PSO algorithm,
specifically developed for this purpose, and a digital computing hardware. An on-line application of
SHEM is important especially for grid-connected inverters with variable DC link voltages in order
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to eliminate all odd-order characteristic power system harmonics up to the 50th. The initialization
procedure for the PSO algorithm is generalized to ensure the convergence of the solution to a global
optimum by assuming that the modulation index, and hence the inverter’s output voltage, is initially
zero. A timing diagram for the on-line application of SHEM is given in the paper, in which the number
of SHEM angles, up to 17, is calculated in each half-cycle of the supply voltage waveform, and the firing
instants of all power semiconductors of the grid-connected inverter are updated in the next full-cycle.
Keeping the switching pattern constant in each full-cycle avoids the generation of DC component
and even-order voltage harmonics. The proposed method is verified by a hardware co-simulation
work, and the theoretical results are justified in the field on a small-size photovoltaic (PV) supply by
calculating on-line seven SHEM angles on a moderately powerful FPGA board. In the prototype PV
supply, active power control is implemented by phase shift angle control, reactive power control by
variation of the modulation index, and elimination of selected sidekick voltage harmonics (5th, 7th,
11th, 13th, 17th, and 19th) in the inverter’s output phase voltage by SHEM.

2. Problem Description

2.1. Possible Application Areas of SHEM

Possible application areas of SHEM are summarized in Figure 1. The common properties of these
applications are: (i) few MVA apparent power rating, (ii) Connection to an available three-phase,
medium-voltage grid bus though a dedicated coupling transformer, and (iii) 690 V or 1 kV voltage
rating for the grid-side VSC. The application of SHEM is suitable for the gray-shaded converters in
Figure 1. In these three-phase, two-level VSCs, either high voltage insulated gate bipolar transistor
(HV-IGBT) type or integrated gate commutated thyristor (IGCT) type power semiconductors are used
in practice. IGBTs and IGCTs in these converters can be switched, respectively, in the range of 1.5
kHz and 500 Hz in practical applications because of their relatively high switching losses. SHEM
best matches the needs of such applications, i.e., minimum harmonic current distortion on the grid
side and high conversion efficiency. In the near future, with the advents in SiC power MOSFET
technology, these new power semiconductors can be switched at much higher frequencies in such
applications. In the systems shown in Figure 1a—c, the DC link voltage is variable depending upon the
operating condition. In the system in Figure 1d, the DC link voltage may be kept constant or varies in
a narrow range. However, in the systems in Figure 1le,f, the DC link voltage may be varied only for
performance concerns.

In most of these applications, the grid-side inverter or rectifier is connected to the grid by using
a dedicated coupling transformer as shown in Figure 1. If the leakage reactance of the coupling
transformer is not sufficiently large for minimization of total demand distortion (TDD), a small
series inductor bank may be connected on the converter side of the system. On the other hand, for
small-size systems, the grid connection is achieved by using an LCL filter or its derivatives, since an
inductance-only filter is not sufficient to suppress high-order harmonic components which are not
eliminated by SHEM.
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Figure 1. Possible application areas of the selective harmonic elimination method (SHEM) in
grid-connected voltage source converter (VSC) applications. (a) Single-stage grid-connected
photovoltaic (PV) supply, (b) wind energy conversion system with a permanent magnet synchronous
generator (SG), (c¢) Subsynchronous slip-energy recovery drive or double-output induction
generator, (d) Medium-power induction melting furnace, (e) Distribution static synchronous
compensator (STATCOM), and (f) Variable frequency alternating current (AC) motor drive. PWM,
pulse-width modulator.

2.2. Switching Techniques for SHEM

Various switching techniques that can be used in the application of SHEM are clearly described
in [34]. Line-to-line converter voltage harmonics can be directly eliminated by the three-phase
line-to-line technique (TLL), and line-to-neutral converter output voltage harmonics by the three-phase
line-to-neutral techniques (TLN1 and TLN2). In the TLL technique, a 2 times higher switching
frequency and a higher DC link voltage are required in comparison with those of the TLN2 technique
in order to eliminate the same number harmonics and to give the same grid voltage. Similar conclusions
can be drawn also for the TLN1 technique. In view of PV applications with direct power conversion,
the TLN1 and TLN2 techniques are more suitable to maintain the maximum power-point voltage, Vi,
and hence the DC link voltage of the inverter within an acceptable range, e.g., 600-900 V for thin-film
PV arrays. On the other hand, TLN1 differs from the TLN2 technique by the number of harmonics
to be eliminated from the voltage waveform. This number is even for the TLN1 technique, whereas
it is odd for the TLN2 technique. It can be examined from the line-to-neutral voltage waveform in
Figure 2 that an odd number of notch angles «; to a5 exists, resulting in the elimination of an even
number of characteristic power system harmonics, i.e., the 5th, 7th, 11th, and 13th in the line-to-neutral
voltage waveform. In SHEM, the first notch angle is always used to control the fundamental voltage
component. Triplen harmonics, such as the 3rd, 9th, and 15th, will be cancelled out in line-to-line
voltage waveforms although they are present in line-to-neutral voltage waveforms. There will be no
even-order characteristic power system harmonics, such as the 2nd, 4th, 6th, 8th, etc., in line-to-neutral
voltage waveforms because of the quarter-wave odd symmetry [24,27,35,36]. The converter’s switching
frequency f. can be expressed as in (1) for TLN1 and TLN2 techniques:

N is odd for TLN1
fe=@N+ 1)f1{ N is even for TLN2 )
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where, f1 is the frequency of the fundamental component and N the total number of harmonics to be
eliminated, including the fundamental component to be controlled.

If TLN2 were chosen, a higher-order harmonic component, the 13th for N = 4 or the 19th for N =6
among the sidekick harmonics (the 11th and 13th for N = 4 or the 17th and 19th for N = 6) could not be
eliminated. Therefore, in this research work, the TLN1 technique is preferred.

The Fourier series expansion of the line-to-neutral voltage waveform in Figure 2 gives the
magnitude of the nth characteristic power system harmonic, b;, obtained from (2).

4 Vi
nmw 2

n =

—1—2% (—1)kcos(nak)} ()
k=1

where, 1 is the odd harmonic order, V;. the DC link voltage, and aj the switching angle for
k=1{1,2,... ,N}.

Vi-to-n

TR A0
LU Uiy uut

Figure 2. Line-to-neutral voltage in the TLN1 technique for five switching angles.

N transcendental equations with N unknowns (a1, &y, ... , ay) in (3) are then obtained by setting
the fundamental voltage component to a prespecified value and equating the remaining N — 1
harmonics all to zero.

2cos(ay)  —2cos(az) - 2(—DNcos(ay) 1+ zﬂTb;(

2c0s(501) —2cos(5ap) -+ 2(—1)N cos(5ay) 1 3
' ' ' N+ '

2cos(Xay) —2cos(Xap) -+ 2(—1)""" cos(Xay) 1

where X =3N — 2 and « constraints 0 < a1 < ap < --- <ay < 5.

A simultaneous solution of the set of transcendental equations in (3) is necessary to obtain
a solution set for a; to ay. Since these equations are nonlinear, either an iterative method or an
evolutionary search algorithm is required.

2.3. Need for On-Line SHEM

The technical specifications of a three-phase, two-level, and grid-connected VSC with some
selected harmonics eliminated by SHEM are assumed to be as follows.

e It provides conversion of the desired amount of DC power to AC over a wide DC link voltage
range, e.g., V4. = 600 V to 900 V for the thin-film PV systems in Figure 1a.

e Active power control is achieved by controlling the phase shift angle, J, of the VSC output voltage
with respect to the supply voltage.

e  The reactive power generated or consumed by the VSC should be adjusted to any prespecified
value by varying the magnitude of the VSC’s output voltage by controlling the modulation index
over the entire operating range.

The need for on-line SHEM is justified by carrying out two case studies as given below.
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Case Study I: Constant SHEM Angle Set with Variable DC Link Voltage

The three-phase, grid-connected VSC can be represented by the single-line diagram shown in

Figure 3.
Pc, Oc 120 Ps, Qs
—> —> —>
Vezo R X Vs£0

O—W—

Figure 3. Single-line diagram of the simplified three-phase system.

The output series filter reactor’s internal resistance component, R, and/or the coupling
transformer’s leakage impedance is much smaller than the inductive reactance component, X,
and phase-shift angle, J, between the fundamental component of converter voltage, V., and the
fundamental component of supply voltage, Vs, phasors is very small, then sind ~ ¢ and cosé ~ 1 [27,36].
Under these assumptions, the active and reactive powers generated by the VSC, (P, Q;), and active
and reactive powers consumed by the grid, (Ps, Qs), can be approximated by expressions in (4) to (6).

VeVs

Pr 2 P o 4
c 53X0 4)

Ve — Vs
X
Ve—Vs
<= ©)

Since Vs and X in (6) are constant, Qs can be adjusted to any preset value only by controlling V..
The relationship between the rms value of the fundamental component of the VSC’s output voltage,
V., and the variable DC link voltage, V4, is given by the modulation index expression in (7). Since M
is kept constant for a constant SHEM angle set, as V5. changes there will be no control on V. and hence
on Q. Therefore, the use of constant SHEM angles in the control system of grid-connected inverters

Qc =3V¢ (5)

Qs =3Vs

with variable DC link voltages is to be avoided.

M= Ve _ VAV @)
2Vg, 2Vq,

Case Study II: Off-line SHEM by the Look-Up Table Method

In order to avoid the drawbacks of constant SHEM angles in the reactive power control of
grid-connected inverters with variable DC link voltages, M and hence V. should be adjusted by
using several sets of SHEM angles as V;. changes. The common approach to this problem is the
computation of several SHEM angle sets and their storage in an internal or external random access
memory (RAM)/read-only memory (ROM) in the form of (a) LUT(s). This approach makes necessary
the discretization of M control range into d number of steps for N number of total harmonics to be
controlled over the entire operation range of the resulting system, which yields a d x N LUT. Since M
and hence SHEM angles a4 to ap are controlled stepwise instead of by on-line continuous control, the
required value of M at any particular operating point will be rounded to the nearest M number stored
in the LUT. This may result in a significant error in V. and hence Qs values when the row number, d, of
the LUT is kept low. Therefore, d should be as high as possible. A d x N LUT will be impractical if a
huge number of harmonics is to be eliminated.

The effects of the order of a LUT on the discretized values of M, the corresponding V., and Qs for
unity power factor operation are examined by considering 5 x 7 and 41 x 7 LUTs and the associated
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results are given in Table 1 for two different values of DC link voltage (V¢ (min) = 600 V, Ve (ax) = 900
V, and X = 3.14 () at 50 Hz). In this paper, theoretical results are verified on a sample small-scale PV
system as described in Section 4. This small-scale prototype is connected to a 400-V, 50-Hz grid. The
performance of real-time SHEM in adjusting M, and hence V. to its set value of 230 V in order to bring
Qs = Qq(ser) to zero is also given in Table 1 for the same problem. As can be understood from the results
marked by red colored values in Table 1, V. and Qs deviate significantly from their set values in the
case of a small-sized LUT. Deviations from the set values can be significantly lowered as the size of
the LUT increases (marked by yellow color in Table 1). In order to alleviate the problem arising from
the discrete LUT method in variable DC link voltage applications, linear interpolation can be used
between consecutive M steps.

Table 1. Errors in Reactive Power Adjustment Arising From Off-line SHEM Based on the Look-Up
Table (LUT) Method for Unity Power Factor (PF) Operation.

Off-Line SHEM

Parameter On-Line SHEM
5 x 7LUT 41 X 7LUT

Vi (V) 600 900 600 900 600 900

M (required) 0.852 0.568 0.852 0.568 0.852 0.568

M (realized) 0.9 0.6 0.85 0.57 0.852 0.568

Ve (Vims, 1—n) 229.6 230.9 230 230
Qs (VAr) —88 198 0 0

Ps (W) 1350 1675 1350 1675 1350 1675

5(°) 1.449 1.797 1.534 1.892 1.531 1.900

At the present time, with the advances in digital electronics area by using a powerful FPGA
module or parallel computing hardware, such as a Graphical Processing Unit (GPU), enormously large
SHEM angles can be calculated on-line to control M continuously. The performance of the on-line
SHEM by using a single FPGA module to control seven harmonics is also given in Table 1 by the
green-colored area.

3. Application of PSO to SHEM

In grid-connected PV inverter applications, since the supply frequency is constant (f; = 50 or
60 Hz), SHEM angles should be updated once in a full-cycle (20 or 16.67 ms) with 27t/3 and 4m/3
phase-shifted signals for the remaining two phases. Therefore, on-line calculation of SHEM angles
should be carried out in a total execution time less than a period of grid voltage, i.e., 20 ms for 50 Hz
applications. However, variable-frequency alternating current (AC) motor drive applications need
lower calculation times when the applied motor frequency is higher than the rated frequency. In this
research work, the equations in (3) will be solved by the PSO technique, which is an evolutionary
search algorithm.

In order to evaluate the fitness values of each particle at each time frame, a cost function should be
formulated as required by the PSO. SHEM equations should be put into a format so that each particle
is assigned a real fitness value. Then, boundaries of the solution space are defined, and an initial
population of swarms is generated in this solution space. Finally, PSO parameters are set, so that the
PSO algorithm is ready to find a feasible global optimum to the optimization problem.

3.1. Particle Swarm Optimization (PSO)

The stochastic population-based optimization technique called particle swarm optimization (PSO)
has been developed by Dr. Russell Eberhart and Dr. James Kennedy in 1995 [37]. It is initialized with a
random or heuristic population which consists of particles such as birds, fish, and insects. Each particle
in this research work is a vector composed of seven SHEM angles and in order to assess whether it can
be a potential global solution or not, it is evaluated with a fitness function. The particles search the
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problem space via cognitive and social interaction by pursuing the current optimum particles. The
personal best location (pbest) is defined as the coordinates of the particle which is associated with the
best personal fitness value acquired so far. The global best location (gbest), however, is defined as the
location with the best fitness value which all of the population has reached. In each time frame, each
particle updates its velocity towards its pbest and gbest locations. Separate random numbers [38] are
employed to weight the total acceleration terms of local and global searches. The velocity, v;, and
position, x;, update equations are as given in (8) and (9), respectively.

K x Boi(t) + c1 x rand x (pbest;(t) — x;(t))

vi(t+1) = +ca x rand x (gbest(t) — x;(t))

®)

xi(t+1) = x; () +oi(t+ 1) x At ©)

where, § is the inertia weight which dictates the velocity of the particles in the next time frame, the
acceleration constants c; and c; are, respectively, the cognition and social factors which are, respectively,
related to the diversification and intensification of the search procedure. rand is chosen as a random
number between 0 and 1, which defines the explorative capability of the particle over the search space,
and K is the constriction factor to guarantee the convergence of the algorithm given in (10), which has
been found in [38].
ke 2 (10)
RPN

where, ¢ = ¢ +cand ¢ > 4.

Figure 4 shows the basic flowchart of the PSO algorithm. Whenever the global best fitness, f,
reaches a value less than a prespecified limit, e.g., f = 1 x 10~ in this application, the algorithm
terminates for each PSO calculation window.

Swarm
Read
particles

Evaluate Fitness

for Each Individual <———|

Update Calculate New

pbest, gbest Positions
N

Global best
fitness low
enough?

Calculate
Velocities

Terminate
algorithm

Figure 4. Flowchart of the particle swarm optimization (PSO) algorithm.
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3.2. Determination of Cost Function

In this application, the TLN1 technique is chosen to eliminate the six lowest-order sidekick
harmonics, given as the 5th, 7th, 11th, 13th, 17th, and 19th, in the output voltage waveform of the
inverter since even-order harmonics are not present if an odd quarter-wave symmetric pattern is used,
and all triplen harmonics are eliminated in the line-to-line voltages for a three-phase, three-wire system.
This results in a switching frequency of 750 Hz. For this sample application, the equation set in (11) is
to be solved.

A new set of equations given in (12) is obtained by rearranging equations in (11) and using the
M expression given in (7). The cost function T, and the fitness value, f, of a SHEM angle set can
be expressed by squaring the left hand sides of the equations in (12) and then summing them up
as given in (13). In (13), 7 should be set to a value higher than 10 to converge the solution more
rapidly. Furthermore, T1 in (12) has crucial importance in determining V. and hence adjusting Qs to
the prespecified set value.

by =% Ve {—1 -2 i(—l)kcos(lxk)} =V

k:71 (11)
b= A Y [71 2% (—1)"cos(nak)} =0
k=1

where, V. = V2V, is the peak value of the fundamental line-to-neutral voltage at the inverter output,
V. is the DC link voltage, b, is the peak value of the nth harmonic component (7 =5, 7, 11, 13, 17, and
19) as given in (2), and «y, is the SHEM angle to be determined fork=1,2,...,7.

Ty =—1— {Zkél(—l)kcos(txk)} -M=0

7 . (12)
Tw=-1- {2 Y (—1) cos(nak)] =0
k=1
f=nOTE+ T3+ T7 4+ T + T + T + Ty) (13)
where y and y are the penalty values, respectively, for M and the angle constraint in (14).
0<0(1<0€2<D¢3<lJ(4<0(5<066<Dé7<E (14)

2

# can be set to 10 for this sample application in order to eliminate invalid SHEM angle sequences
rapidly during the on-line application of SHEM.

3.3. Results of the PSO Algorithm

The parameters used in the PSO algorithm are first optimized in the MATLAB environment.
Among these, the most important parameters affecting how fast the PSO algorithm converges are
the swarm size, s, and the number of time frames, Ntf. The variations in fitness value, f against s,
and Ntf are given in Figures 5 and 6, respectively. The ideal value of f is zero. From Figures 5 and 6,
the optimum swarm size and number of time frames are chosen to be s = 250 and Ntf = 200, which
correspond to a decadic logarithmic error, i.e., logig f = —9. The optimized and default values of all
parameters used in the PSO algorithm are as given in Table 2. SHEM ang]les from a; to a7 are found
against M by running the PSO algorithm in the MATLAB environment with optimized parameters in
Table 2.

50



Electronics 2018, 7, 151

Decadic Logarithm of Fitness (log, ;

Y] I— ........ ........ RN ........ — Curve Fitting 1

#*  Actual Data

i i Pk i #*

i
1] 200

400

600 800 1000 1200 1400 1600 1800 2000

Swarm Size (s)

Figure 5. Fitness values expressed as decadic logarithmic error against swarm size.
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Figure 6. Fitness values expressed as decadic logarithmic error against the number of time frames.

Table 2. Optimized Parameters of PSO Algorithm (optimized parameters are marked by *, and others

are default parameters).

Symbol Parameter Value
B Inertia weight 1
€ Cognition factor 2.8
c Social factor 1.3
K Constriction factor 0.729
s Swarm size * 250
Ntf Number of time frames * 200
0% Modulation index penalty * 100
U Angle constraint penalty * 10

Random initialization of the PSO algorithm at time ¢ = 0 (at start-up) can be made by utilizing
the constraints defined for the problem by equating the initial value of M and hence the fundamental
component of inverter’s output voltage to zero. Randomly chosen initial values usually cause
convergence of the solution to a local minimum, especially for large numbers of SHEM angles, N.
When the problem is generalized to eliminate all odd-order power system harmonics up to the 50th
according to IEEE Std. 519-2014 [39] and IEC 61000-4-30 [40], the initial values of N number of SHEM

angles can be distributed in the range of either,
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Case (I) from 0 to & =90°, or
Case (II) from 0 to & = 60°,

with respect to the zero crossing point on the rising edge of the fundamental line-to-neutral voltage
waveform. Initial values of N number of SHEM angles can therefore be determined from the first
equation in (12) by setting M to zero as given in (15).

M = —1+2cos(a1) —2cos(ap) +2cos(az) —2cos(ag) + ... +2cos(an_p) —2cos(an_1) +2cos(ay) =0 (15)

In case (I), the SHEM angles are distributed between 0 and 90°, where the first SHEM angle
is set to zero, and the last angle ay to 90°. The angles from &, to an_1 are distributed to p sections,
where p = (N + 1)/2, so as to eliminate pairwise the remaining cosine terms in (15). For N =7, in the
case study, a1 =0, ap = a3 = 15°, ay = 60°, a5 = ag = 75°, and a7 = 90°. In order to cancel out the first
term (—1) in (15), a4 is set to 60°. Although the initialization procedure with M = 0 for case (I) which
distributes SHEM angles over the quarter wave from 0 to 90° gives quite accurate results on the PSO
algorithm for a low number of harmonics to be eliminated (for N = 3, 5, 7, and 9), this is not true for
N > 9. However, in case (II), the SHEM angles are distributed between 0 and 60°, i.e., the last SHEM
angle should be set to 60°, thus canceling the first term in (15). On the other hand, angles a; to an-q
are evenly distributed to p = (N + 1)/2 sections so as to cancel pairwise the remaining cosine terms.
The generalization procedure for initial values of SHEM angles for case (II) is summarized in Table 3.
The initialization procedure in case (II) is simpler and more general than that of case ().

Table 3. Generalized initialization procedure for SHEM angle sets. (N can be chosen to be any value
among 3,5,7,...,17; N =17 eliminates all odd-order characteristic power system harmonics up to

the 50th).
Initial Values of SHEM Angles, &1, ..., ay to give M =0
.51 L33 a3 .23 119" aN—2 aN—1 (5N
60 60 60 60 60 _ 60 _ o
» 7 p X2 p X2 p><(p 1) p><(p 1) 60

There may be more than one solution for SHEM angles for any number N between 3 and 17. As
an example, for N = 7, the optimum values of SHEM angles (a1, a5, ... a7) and the corresponding
fitness values as a function of M are obtained by distributing the initial values in the range from 0 to
90° (case (I)) as given in Table 4. However, Table 5 shows the optimum values of SHEM angles and
fitness values for the same problem when the initial values of those angles are chosen according to the
generalized procedure in Table 3 (case (II)). As can be understood from Tables 4 and 5, the optimum
values of SHEM angles are different for the same problem owing to the use of different initial values.
Since the f values are very low, both solutions can be considered to be the global optimum points
found by the PSO algorithm.

Much lower f values could be obtained by using time frames higher than 200 (Table 2) at the
expense of a longer execution time. In this research work, the results given in Table 4 are used in
the implementation.

The control range of M is divided into three subregions:

(a) Impractical M values in which the difference between any two consecutive SHEM angles is less
than 0.1°. The associated M values and the critical angles are marked by red color boxes in
Tables 4 and 5. As an example, the typical turn-off times for 1700 V 300 A SiC power MOSFET and
HV IGBT are nearly 0.27 us and 1.8 us, respectively. Deadbands of 0.5 us and 3 us can be chosen
in the implementation for these power semiconductors. These values for deadbands correspond
to ~0.01° and ~0.06° for 50-Hz grid applications, respectively. In higher power applications, IGCT
(alternatively ETO) requires a nearly 10-pus deadband, which corresponds to ~0.2°. Therefore,
operation at M > 0.95 is impractical for all power semiconductors.
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(b) M <0.10and 0.9 <M < 0.95 values are not recommended for implementation especially for Si
IGBTs, which are marked by yellow color circles in Tables 4 and 5.
(¢) The remaining M control range in Tables 4 and 5 defines safe operating M values.

Table 4. SHEM Angles Found by the PSO Algorithm for N =7 and Case L. (Yellow M: Not recommended,
Red M: Impractical).

SHEM Angles, Degree
M f
(5} 19} a3 Ky &5 L. 73 (.44

0.10 048 | 1451 1492 60.83 7418 7577 8928 219 x 107°
0.20 123 1469 1554 6166 7342 7662 8857 437 x 1077
0.30 1.86 1456 1581 6249 7263 7744 8787 4.02x10°%
0.40 252 1449 1612 6333 7186 7827 87.18 843 x107°
0.50 319 1448 1647 6419 7110 79.13 8651 442 x107°
0.60 3.87 1451 1683 6507 7037 80.04 8589 251 x107°
0.70 456 1458 1720 66.01 69.69 81.03 8535 244 x 107
0.80 525 1470 1759 6715 69.20 8226 85.06  4.74 x 1077
0.90 592 1488 1799 | 69.88 70.35 84.64 8589 7.50 x 107°

_ 594 1489 17.93 _ 88.77 89.27  3.03x 1072

Table 5. SHEM Angles Found by PSO Algorithm for N = 7 and Case II. (Yellow M: Not recommended,
Red M: Impractical).

SHEM Angles, Degree
M f
&1 &2 &3 L2 &5 X6 &7
0.10 1414 1531 | 29.14 3057 4415 4576 59.16 223 x10°°
0.20 1333 1568 2826 31.14 4324 4647 5833 494 x1077
0.30 1248 1601 2735 31.69 4233 4719 5748 822x 1078
0.40 11.61 1632 2641 3222 4138 4792 56.61 1.12 x 10°8
0.50 10.72 1659 2542 3271 4039 4862 5571 552x107°

0.60 9.80 16.80 2437 3313 3931 4931 5478 506 x 107°
0.70 8.84 1690 2321 3341 3809 4992 5376 322 x107°
0.80 7.81 16.77 21.83 3333 3653 5033 5250 714 x107°
0.90 6.56 1587 19.68 31.60 3337 | 48.11 4863 841 x107°
_ 5.92 1474 1779 29.10 30.10 2.78 x 102

In order to justify the usefulness of the PSO algorithm and the generalized initialization procedure
in applying SHEM for the elimination of odd-order power system harmonics up to the 50th, optimum
SHEM angles have been found for N =7, 9, 11, 13, 15, and 17, and sample results corresponding to M =
0.7 are given in Table 6. The results of these analyses show that the PSO algorithm can be successfully
used in an on-line application of SHEM provided that powerful computing hardware is available for
each case.

Table 6. SHEM Angles for N =7, 9, 11, 13, 15, and 17, and M = 0.7 Optimized by PSO Using the
Generalized Initialization Procedure in Table 3.

SHEM Angles for M = 0.7, Degree

N f

a &2 &3 L &5 X6 a7 g L2] 10 11 K12 13 14 15 K16 K17
7 8.84 1690 2321 3341 38.09 49.92 5376 - - - - - - - - - - 322 x 1077
9 715 1324 1870 2620 3045 39.15 4256 5210 55.08 - - - - - - - - 8.24 x 1077
11 599 10.88 1567 21.56 2544 3220 3538 4285 4554 5350 5594 - - - - - - 7.50 x 1077
13 517 923 1349 1831 21.86 2735 30.33 3639 3892 4544 47.66 5447 5654 - - - - 9.30 x 1077
15 454 801 1185 1591 19.18 2377 2656 31.62 34.03 3948 4159 4735 4924 5520 5699 - - 4.89 x 1077

17 404 708 1056 14.06 17.09 21.02 23.65 27.96 30.25 3491 36.93 41.86 43.66 4881 5047 5575 5734 7.77 x 1077
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4. On-Line Application of SHEM to a Small-Scale PV Supply

SHEM is applied on-line by PSO to a laboratory prototype of a small-scale PV supply consisting of
a two-level, three-phase, and grid-connected IGBT inverter with variable DC link voltage. It performs
direct power conversion to the AC grid, and is equipped with a FPGA-based digital control system.
If the PV inverter were connected to the PV array via a boost-type DC-DC converter, a DC link
voltage control strategy could be adopted for reducing the TDD in grid-connected PV inverters as
recommended in [41].

4.1. Description of the Laboratory Prototype

The circuit diagram of the power stage and block diagram of the prototype’s FPGA-based
controller is given in Figure 7. An IGBT module (SKiiP 12AC12T4V1), a DC link capacitor, and an
FPGA board are mounted on a common printed circuit board (PCB). The controller features are (a)
elimination of selected harmonics (5th, 7th, 11th, 13th, 17th, and 19th) in the output voltage waveforms
of the voltage source inverter (VSI), (b) maximum power-point tracking, and (c) reactive power control.
The PCB of the laboratory prototype, the grid connection of the PV inverter through an LCL filter, and
the flat-roof mounted thin-film PV arrays are shown in Figure 8.
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Figure 7. Three-phase two-level grid-connected inverter controlled by a field-programmable gate array
(FPGA). ADC, analog-to-digital converter.
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In order to implement the worst operating condition in the laboratory, i.e., a step change in V.
from 600 V to 900 V, the power stage is supplied from a solar simulator (Chroma 62150H-1000S) and
Qset in Figure 7 is set to zero for unity power factor operation. However, for steady-state operation, the
power stage is supplied from the thin-film PV array shown in Figure 8c.

FPGA Module
DC Link fhon
Capacitors P
L Gate
Drivers
IGBT
Module ADC

3 Inverter-Side

Capacitors ~ }~ Filter Inductors

of the LCL (Grid-Side Filter
filter Inductors not shown)

Figure 8. Experimental setup. (a) Power stage and controller (206 x 196 mm double-layer printed
circuit board (PCB)), (b) Grid connection of PV inverter through an LCL filter, (c) Two strings of the
thin-film PV panels used in the experiments.

4.2. FPGA Implementation of On-Line SHEM

In order to apply the on-line SHEM to the grid-connected, two-level, three-phase VSI, powerful
computing hardware having very fast computational capability, a parallel operation ability, and a
sufficient number of input/output (I/O) ports is required. In the sample application, all calculation
steps of the seven SHEM angles by the PSO algorithm and the necessary control actions should be
completed in a time period of less than a complete cycle (20 ms for a 50-Hz application). The numbers of
digital inputs to the computing hardware and outputs which will be applied to the gate driver circuits
of the power stage are, respectively, 8 and 6 as shown in Figure 7. The timing diagram in Figure 9
summarizes the operational principles of the sample system in Figure 7, including all control actions
and on-line application of SHEM. All of these functions are performed by only one common FPGA
board. The phase-locked loop (PLL) modules of all phases run for each 20-pis period. The instantaneous
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reactive power, Q;,,, is calculated in each 20-ps period to update M. The PSO module is running in
synchronism with the phase A supply line-to-neutral voltage waveform to calculate SHEM angles
in every positive half-cycle of v;,. New SHEM angles for the power semiconductors of the inverter
circuit are then updated only once in the next full-cycles of the v¢,, U4, and vy, voltage waveforms
successively in order to avoid generation of DC and even-order voltage harmonics. On the other hand,
the MPPT algorithm runs continuously to update J every second.

In this research work, an XEM6010-LX150 USB-2.0-integrated FPGA module from Opal Kelly is
chosen in the implementation which satisfies the requirements mentioned above [42]. This module
consists of a Xilinx Spartan-6 XC6SLX150-2FGG484 FPGA to perform all control actions of the VSI
together with an analog-to-digital converter (ADC) pchip (ADC1285102) [43].

Vi-to-n
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I~

R

N SHEM angles are updated at these 1nstants

—>—>—— PLL modules of all phases run for each 20 ps period —>—>——
——>—— C(alculation of Qin to update M for each 20 us periord —>—>——

YYVYV M *e* yywyy *°° Vywyy *°°* vywvvy *°°* vvwyy

New SHEM angl c
i PSO module runs P> <" SHEM angles PSO module runs P> NCW SHEM angles PS
dating are ready for updating are ready for updating

10 ms—>» 10 mg—> —
——>——  MPPT Algorithm runs to update J every second —>—>——

ngles

Figure 9. Timing diagram illustrating all control actions and on-line application of SHEM for the
sample system in Figure 7.

The implementation of the on-line SHEM was realized by utilizing a fixed-point library in the
very high level design language (VHDL) code. The developed software is composed of two parts, one
of which performs calculations sequentially, while the other carries out parallel operations. VHDL
code runs at a 10 MHz system clock frequency, while the RAM blocks should run at a maximum 30
MHz clock frequency in order to be able to follow the operations in one clock period. The flow of the
PSO algorithm is as illustrated in Figure 10. In this research work, it is aimed at determining SHEM
angles a1 to a7 in a time period less than or equal to 10 ms. For this purpose, the 10 ms time period is
divided into 200 time frames. Each time frame can be considered as an iteration in two steps, A and B.
Therefore, each iteration will take 50 us of time. In the first phase, A, in Figure 10 of each iteration,
(12)—(14) are solved in a consecutive manner for 250 individuals, whereas for each individual the
same equations are solved simultaneously. Each iteration in phase A utilizes values for SHEM angles
obtained in phase B in the previous iteration as being their initial values.

At the end of phase A of each iteration, the pbest values in (8) for 250 individuals and the gbest
value in (8) for the population are calculated. As can be seen from the velocity update Equation (8), the
algorithm uses two random numbers between 0 and 1 for random searching of particles in the search
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space. For this reason, random number generation has been employed in the VHDL code by using a
pseudo random number generator (PRNG) [44].

A linear feedback shift register (LFSR) is a PRNG using sequential shift registers to produce binary
random numbers in a certain periodic sequence, whose period can be increased by using more registers.
Therefore, a more random sequence with respect to the frame of the algorithm can be acquired [45].
A 12-bit LFSR was used for this purpose in the code. In phase B of the same iteration, the velocity in
(8) and new positions in (9), i.e., new a; to ay, are calculated for each individual consecutively. The
new positions for 250 individuals will then be applied to the phase A of the next iteration as the initial
values. In phase A of the last iteration step, the 200th iteration, 250 SHEM angle sets, one for each
individual, are obtained and among these the one having the lowest fitness value (gbest) is chosen as
the solution of the problem in phase S of the 200th time frame in Figure 10. These are the updated
SHEM angles (e.g., those calculated in the green-colored PSO module box in Figure 9) that will be
applied to gate driver circuits of the power stage in the next full-cycles of the v, U4, and vy, voltages
as illustrated by green-colored arrows in Figure 9.

200 Time Frames

50 ps
—
coe [afn] eee [a]B][a]s]
t=0 t=10ms
Computational Phase A: Computational Phase B:
Finding pbests and gbest Calculating new positions
250 Clock Cycles 250 Clock Cycles
25 pus 25 us
10 MHz /—Iﬁ 10 MHz /—Iﬁ
Clock —> U I Clock —> ML JIu

...@ ...@

At rising edge of At the end of At rising edge of At the end of

the clock, for Process A, pbest the clock, for Process B, x(t+1)
each particle for each particle each particle for each particle
e fiscalculated and gbest for the ® y(t+]) is calculated is known.

® pbestissaved entire population e y(t+l) is limited

® ghestisupdated  isknown. ® Xx(t+]) is calculated

Figure 10. Implementation of the PSO module.

In the next positive half-cycle of the line-to-neutral voltage vy, (e.g., the violet-colored PSO
module box in Figure 9), the PSO algorithm starts to run afresh regardless of whether the value of M
remains the same or not. The PSO algorithm is initialized according to the lattice diagram given in
Figure 11. Note that this diagram is a generalized one to cover all possibilities for N from 3 to 17. The
first individual is the swarm leader, which tends to guide other individuals towards the solution. To
initialize the PSO algorithm in the new positive half-cycle, the first individual utilizes the final values
of the SHEM angles a; to ay calculated in the previous positive half-cycle as the initial values of aq
to an.

Only the initial value vectors corresponding to the 2nd and 250th individuals are marked on
Figure 11, while the others are evenly distributed according to the lattice structure. The maximum
SHEM angle & can be chosen as either 60° or 90°. In the prototype system, N = 7 and & = 90° were used.
The performance of the FPGA implementation of on-line SHEM is verified in the following subsection
experimentally by applying a step variation to M from 0.1 to 0.9.
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Figure 11. Generalized lattice structure used for population initialization in each positive half-cycle of
line-to-neutral voltage.

4.3. Hardware Co-Simulation Results

The FPGA program written in VHDL code is run in real-time to determine the system clock
frequency limits and to verify the correct operation of primarily the PSO submodule and secondarily
the PLL, DC link voltage controller, and reactive power calculation submodules via Opal Kelly’s
FrontPanel interface. In order to observe the performance of the on-line application of SHEM, a step
change is given to M from 0.1 to 0.9 in the PSO module and the resulting responses of the SHEM
angles a1 to ay are recorded by using a digital storage oscilloscope (DSO) through digital-to-analog
converters (DACs). The step change in M from 0.1 to 0.9 corresponds to a variation in V. much wider
than 900 to 600 V. This is because M would vary in the range from 0.5 to 0.9 for a V;, variation range
from 900 V to 600 V in the field application.

The responses of the PSO module against the step change in M are as given in Figure 12 in both
the transient-state and the steady-state. The 10-ms window, which corresponds to a half-cycle of 50 Hz
grid voltage, is marked by a blue-colored pulse. Steady-state values of SHEM angles read on the DSO
screen for M = 0.1 and 0.9 are also marked by purple-colored pulses on the records given in Figure 12.
These records show that on-line calculation of SHEM angles by the PSO algorithm works rapidly and
successfully, and in nearly 5 ms of time the SHEM angles a; to ay reach their final values even for a
drastic step variation of M from 0.1 to 0.9.

In the hardware co-simulation test, the SHEM angles determined by the PSO module are also
captured from Opal Kelly’s FrontPanel interface for different values of M in the range from 0.1 to 0.9
as given in Table 7. It is worth noting that the SHEM angles in Table 7 are more accurate than the
corresponding DSO readings. That is the main reason why the steady-state values of SHEM angles for
M =0.1and 0.9 in Figure 12 are slightly different from the corresponding values in Table 7. Fitness
values of SHEM angle calculations against M variations are given in the last column of Table 7.

In the implemented system, higher f values have been obtained in comparison with the target
fitness value of f = 1 x 10~ in Figures 5 and 6. This is attributed to the fact that the random number
generator in the FPGA module is implemented to produce 12-bit random numbers and SHEM angles
are realized as 24-bit fixed-point logic vectors. Twenty-four-bit random number generation and 32-bit
fixed-point logic vector usage would give much lower f values. Nevertheless, when the SHEM angles
calculated by the FPGA and corresponding to the worst case fitness value of 2.489 x 10~# in Table 7
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are applied to the MATLAB model of the PV supply, the individual low-order 5th, 7th, 11th, 13th,
17th, and 19th harmonic contents of the output line-to-line voltage waveform are found to be less than
0.5% with respect to the fundamental value. Thus, the fitness values in Table 7 are found to be quite
acceptable in this application.
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Figure 12. Online calculation of SHEM angles for a step change in M from M = 0.1 to 0.9. (a) &1, (b) ap,
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Table 7. SHEM Angles Found by Hardware Co-simulation.

M al(o) 042(0) 0&3(0) a4(0) 045(0) a6(°) l¥7(o) f

0.10 0.541 14.606 15.018 60.805 74.234 75.794 89.289  1.216 x 107>
0.20 1.217 14.677 15.524 61.637 73.439 76.619 88.583  2.384 x 1077
0.30 1.864 14.583 15.838 62.481 72.649 77.441 87.868  1.192 x 107°
0.40 2.544 14.522 16.188 63.347 71.843 78.293 87.170  2.408 x 107>
0.50 3.154 14.612 16.429 64.168 71.110 79.115 86.521  1.860 x 107>
0.60 3.843 14.510 16.816 65.048 70.391 80.003 85916  7.153 x 1077
0.70 4.555 14.590 17.219 66.012 69.694 81.034 85.359  1.907 x 10~°
0.80 5.253 14.728 17.616 67.138 69.186 82.275 85.053  1.907 x 10~°
0.90 5.895 14.865 17.923 70.053 70.572 84.427 85.767  2.489 x 10~*

4.4. Limitations of Computing Hardware in On-line Application of SHEM

In this research work, on-line application of SHEM is implemented by using a XEM6010-LX150
USB-2.0-integrated FPGA module containing a Xilinx Spartan-6 XC6SLX150-2FGG484 FPGA to
calculate seven SHEM angles continuously. Table 8 shows the utilization report of the chosen FPGA
while running only the PSO code and also the total code including all control and protection actions.
As can be understood from the last row of Table 8, the chosen FPGA is working at its limit from the
viewpoint of the number of DSP48A1 slices. Each DSP slice contains an 18-bit x 18-bit multiplier and
a 48-bit accumulator to perform high-performance arithmetic and signal-processing actions.

Table 8. Utilization report of FPGA Used in the Experimental System to Calculate Seven SHEM Angles
in Real-Time.

Used Utilization
Slice Logic Utilization Available Number
PSO Code Total Code PSO Code Total Code
Slice Registers 184304 5080 9920 2% 5%
Slice LUTs 92152 8142 32794 8% 35%
Fully-Used LUT-FF Pairs 37683 2652 5031 7% 13%
Bonded IOBs 338 24 57 7% 16%
Block RAM/FIFO 268 84 104 31% 38%
BUFG/BUFGCTRL/BUFHCEs 16 2 3 12% 18%
DSP48A1s 180 105 177 58% 98%

One hundred and five DSP slices have been used to run the PSO code and 177 of the available
180 DSP slices have been used to run the total code in each half-cycle of the supply voltage waveform.
It is obvious that in order to calculate a higher number of SHEM angles up to 17, high-performance
computing is required. This can be achieved either by (a) using a much more powerful FPGA chip,
which has much higher DSP slices, such as 740, 1920, and 3600, than the one used in the research work,
(b) operating more than one moderately powerful FPGA for parallel computing, or (c) using a proper
GPU together with a real-time operating system.

4.5. Field Test Results

The field performance of the real-time SHEM angle calculations by the PSO algorithm has been
obtained on the prototype of a small-scale, grid-connected PV supply in Figure 8a with direct DC-to-AC
conversion. Line-to-line voltage waveforms of the PV inverter and the corresponding harmonic voltage
spectra are given in Figures 13 and 14 when V,y;, = V;;c = 560 V and 667 V, respectively. These results
show that the recommended method eliminates the target low-order harmonics (n < 19) successfully.
For elimination of all odd-order harmonics up to the 49th, 17 SHEM angles, instead of seven, are to be
calculated on-line by using a PSO algorithm with higher computational complexity and more powerful
digital computing hardware. This would increase the switching frequency from 750 Hz to 1750 Hz
according to (1).
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Figure 13. Line-to-line (I-to-1) voltage output of the VSC at the top when V3. = 560 V, and its harmonic
spectrum at the bottom.
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Figure 14. Line-to-line (I-to-1) voltage output of the VSC at the top when V3. = 667 V, and its harmonic
spectrum at the bottom.

The 400-V line-to-line grid bus to which the prototype PV supply delivers power is slightly
distorted (THD = 1.8%) owing to the presence of the 3rd, 5th, and 7th harmonic voltage components.
The line current waveform injected into the grid and its harmonic spectrum are as shown in Figure 15
when the PV supply delivers 800 VA to the grid at 0.8 p.f. lagging (the inverter is operating in its
capacitive region). Although the TDD of the line current for the given test conditions is 4.1%, it contains
some low-order harmonics, such as the 3rd, 5th, and 7th, which are not produced by the PV inverter,
but sinked by the LCL filter tuned to 291 Hz and connected to the grid terminals. Harmonic current
contributions of the PV inverter and the grid can be separated by using the method recommended
in [46,47]. If the grid voltage waveform were a less distorted one, the TDD of the line current waveform
would be much lower than 5%.

Since the reactive power delivered to the grid is determined by Q control loop and SHEM
angles, and hence the magnitude of the fundamental component of the inverter’s output voltage,
the performance of the resulting system is tested in the field for different Qs+ values. Since in this
application of instantaneous p-q theory only the average values of vy, vy, iy, and i, are taken into
account, Q and Qs are the actual and set values of the reactive power at 50-Hz supply frequency,
respectively. Figure 16 shows the readings of an energy analyzer corresponding to Qs = 0 and Qset =
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500 VAr. In these snapshots, the apparent power and active power readings include also harmonic
effects, while the Q values are calculated only from the fundamental components. These results show
the success of the PSO module, DC link voltage, and reactive power controller blocks.
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Figure 15. Grid-side line current of PV supply at the top, and its harmonic spectrum at the bottom
when delivering 800 VA to the grid at V;, = 667 V. TDD, total demand distortion.
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Figure 16. Field records of energy analyzer. (a) Qset = 0, and (b) Qset = 500 VAr.

5. Conclusions

An off-line application of SHEM provides stepwise control of SHEM angles resulting in
minimization of the selected harmonic components instead of their elimination. However, in the
on-line application, switching angle sets can be continuously controlled by on-line calculation of
SHEM angles, resulting in much better harmonic elimination performance and minimization of
THDs. As reported in this paper for the first time, the six low, odd-order voltage harmonics of a
grid-connected VSI with variable DC link voltage in a small-scale PV supply are eliminated on-line
by using the developed PSO algorithm running on am FPGA controller successfully. The global best
solution of the PSO algorithm is obtained with 250 individual particles, i.e., switching angle sets,
within 200 time frames, resulting in a relatively small fitness value in the range from 10~7 to 10~*
depending on the modulation index, M. For a step change in M, all switching angles converge to the
solution within a time period less than one half-cycle of the grid voltage, thus updating the switching
instants of power semiconductors in every full-cycle of the output voltage.
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In order to eliminate all voltage harmonics up to the 50th continuously and rapidly, very powerful
digital computing hardware is needed. This is an important requirement especially for variable
frequency traction and industrial AC motor drives, where the motor drive is to be operated frequently
at frequencies much higher than the rated frequency. In general, the maximum number of harmonics
that can be eliminated or minimized in SHEM applications is dictated by the operational capabilities of
power semiconductors employed in the VSC, such as the optimum switching frequency and turn-on
and turn-off times. As an example, an SiC power MOSFET, as a wide-band-gap device permits
the elimination of a number of harmonics much higher than that of IGBT-based VSCs in an on-line
application of SHEM. Each recorded harmonic is the vectorial sum of the harmonic current component
injected by the PV supply, and the associated one sinked by the LCL filter from the grid. Therefore,
the harmonic current contribution of the prototype system can be assessed only by using a proper
measurement and calculation method. On the other hand, the elimination of a much higher number of
harmonics at the expense of a higher switching frequency would reduce significantly the size of the
LCL filter and hence the amount of low-order harmonics sinked from the grid.
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Abstract: To prevent short-circuits between the upper and lower switches of power converters
from over-current protection, the dead time is mandatory in the switching gating signal for
voltage source converters. However, this results in many negative effects on system operations,
such as output voltage and current distortions (e.g., increased level of fifth and seventh
harmonics), zero-current-clamping phenomenon, and output fundamental-frequency voltage
reduction. Many solutions have been presented to cope with this problem. First, the dead-time
effect is analyzed by taking into account factors such as the zero-clamping phenomenon, voltage
drops on diodes and transistors, and the parameters of inverter loads, as well as the parasitic
nature of semiconductor switches. Second, the state-of-the-art dead-time compensation algorithms
are presented in this paper. Third, the advantages and disadvantages of existing algorithms are
discussed, together with the future trends of dead-time compensation algorithms. This article
provides a complete scenario of dead-time compensation with control strategies for voltage source
converters for researchers to identify suitable solutions based on demand and application.

Keywords: dead-time compensation; power converters; harmonics

1. Introduction

Power converters are widely used in industrial applications, such as photovoltaic (PV) power
systems [1], adjustable speed drive systems [2], and wind energy systems [3]. With the development of
power electronics technology and switching power devices, more advanced converters are receiving
widespread attention. A dual output single-phase current source inverter has been proposed for
microgrid applications. It utilizes six switches to handle power flows to two independent loads with
the same or different voltage ratings [4]. The interaction of the cyber twin model by a cyber integration
layer with the physical device is needed for effective control of the system. The interest in grid-tied
PV transformer-less inverters has increased rapidly because of their higher efficiency and lower cost
compared to traditional line transformer inverters. Some new transformer-less have been proposed
such as ESI [5], CH5 [6]. The results show that the novel topologies change the common-mode
behavior, which consequently allows a significant reduction of ground leakage current. On the other
hand, the high-frequency-based medium voltage inverters are used in renewable energy. However,
the power quality is compromised as a result of the increase in common mode noise currents by the
high inter-winding parasitic capacitance in high-frequency link transformers. To solve this problem,
the modified design of a toroid ferrite core transformer offers more resistance to temperature increases
without the use of any cooling agent or external circuitry power sources for power transmission [7].

Electronics 2019, 8, 196; doi:10.3390/ electronics8020196 66 www.mdpi.com/journal/electronics
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In practice, the power switches (e.g., Insulated Gate Bipolar Transistor (IGBT)) of the voltage
source converter have non-ideal features, such as rising and falling time. In order to avoid short
circuits of power switches, the dead time is mandatory for operating voltage source converters [8,9],
that is, a dead time is set between the driving signals of the upper and lower switches on each bridge
arm. In the case of a single pulse, the dead-time effect is not obvious in a speed control system with
a low carrier frequency and low performance requirement. However, the dead-time effect in one cycle
has a cumulative effect. When the converter operates at low speed and high switching frequency,
the accumulated dead-time effect will cause the voltage and current to contain a large number of
harmonic components, and will generate a zero-current-clamping phenomenon. The greater the
switching frequency is, the more adverse this phenomenon is. Moreover, in the case of frequency
conversion, the speed regulation and dead-time effect causes the motor to generate a large pulsating
torque and additional loss. Therefore, the dead-time compensation is one of the most important issues
for power converters.

There are two kinds of algorithms for dead-time compensation. One compensates by both
software and hardware. The hardware detection circuit is used to judge whether the anti-parallel
diode is turned on for the current direction detection. The compensated voltage signal is obtained by
comparing the actual voltage and voltage reference. Software is used for the compensation algorithm.
The major limitation of this method is that the reliability of the hardware detection circuit cannot be
guaranteed, and the complexity of the system is increased. The other method is to simply use the
software compensation algorithms only. This kind of method does not require a hardware detection
circuit, and is simple and flexible for practical implementations. The classification of the dead-time
compensation methods is shown in Figure 1. In general, dead-time compensation methods are divided
into three methods: time compensation method; average voltage compensation method; and other
methods, which use existing mature modulation technologies. Among these, the time compensation
method is most widely used, with other methods using closed loop control.

The remainder of the paper is organized as follows. First, the dead-time effects on the harmonics
of the output voltage are elaborated. Second, the different dead-time compensation methods are
classified and summarized in detail, and the advantages and disadvantages of various methods
are discussed.

Va

Dead Time Compensation Methods

|

—{Time Compensation Average Voltage Compensation M  Repetitive Control
I
[ ]
|| Disturbance Observer
| | Pulse Width Current Feedback Voltage Feedback Compensation
Adjustment Compensation Compensation
: l 1| Adaptive Dead Time
Compensation
L{ Invalid Switch Predictive Current Volt-Second g
Elimination Control Equilibrium Theory
m Other Methods

Figure 1. Classification of dead-time compensation algorithms.
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2. Dead-time Effect Analysis

In practice, there are voltage source converters [10] and current source converters [11]. The former
is the main topic of this paper. Assuming that when the current flows into the grid, the direction is
positive, the driving signal waveform and output voltage waveform of the power switch are shown in
Figure 2. The elements of Figure 2 are as follows:

Figure 2a is the waveform of the switch driving signal in the ideal state without dead time.

Figure 2b is the waveform of the switch driving signal with a dead-time state.

Figure 2c is the ideal waveform of the output voltage.

Figure 2d is the actual waveform of the output voltage when i > 0.

Figure 2e is the actual waveform of the output voltage when i < 0.

Figure 3 takes phase A as an example to analyze the effect of dead time on the output voltage
and current.

I Upper switch |
| Lower switch I

(a)

Figure 3. Phase a of voltage source inverter.
2.1. Effect of Dead Time on Output Voltage

From Figure 2, it is clear that there is an error between the actual and ideal values of the output
voltage. The error voltage of phase A can be obtained as follows, where Ty is the dead-time, and f. is
the switching frequency:

@

Aup = {chdudc 1:A >0
—feTqUye ia <0

Three-phase phase voltage errors can be analyzed from the Fourier series point of view, as shown
in Equation (2), wheren=1,3,5,7,11,13, ..., and w is the angular frequency of the output voltage.
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AUpN = %chdUch % sin(nwt)
n
Alpn = %fCTdUdCZ%sin [n(wt — %n)} )
n
AlUcn = %chdUch % sin [n (wt — %n)]
n
The output voltage of phase A by taking the dead-time effect into account can be expressed as:

Uxp = MUy sin(wt + ({7) + AUAN

3
= {Mudc sin(wt + @) + %chdudc sin(wt)} + %chdudc [%(3wt) + %(5wt) + %(7wt) +.. ] ©)
where M is the modulation index and ¢ is the power factor angle. The harmonic voltage amplitude
decreases as the harmonic order rises. The higher harmonics can be filtered by a low-pass filter,
while the low-order harmonics are difficult to attenuate and result in undesirable voltage distortion.

2.2. Zero-Current-Clamping Phenomenon Caused by Dead Time

Zero-current clamping means that the current is close to zero in any direction during dead
time. Due to the freewheeling action of the freewheeling diode, the current magnitude decreases.
When the magnitude of the current is near zero, the dead time begins. Then, when the current drops to
zero, the reverse voltage on the diode will prevent the reverse increase of the current, which keeps
the current near zero during the remaining dead time. When the output voltage is almost zero,
the zero-current-clamping phenomenon causes current distortion and torque ripples. Henceforth,
dead-time compensation becomes mandatory for voltage source converters.

Figure 4 is a schematic diagram of zero-current clamping of a voltage source inverter.
From Figure 4, the following conclusions can be drawn as follows:

(1)  The zero-current clamping of the inverter dead time occurs near the current zero crossing, and the
current is clamped near zero during the entire dead time.

(2) The current is little affected by the dead time for a period of time before zero crossing, and it is
clamped to near zero for a period of time after zero crossing.

Therefore, during the period of zero-current clamping, it is inaccurate to compensate the voltage
error by judging the current direction based on the current only.

zero-current-clamping point

S N

-4

00235 0035 0.045 0.055

Figure 4. Zero-current clamping diagram.

3. Dead Time Compensation Methods

3.1. Pulse Width Adjustment Method

The pulse-width adjustment method (also named the time compensation method) changes the
pulse-width by lagging or leading the turn-on or turn-off time of the power device according to the
dead-time insertion, so as to compensate for the effect of dead time [12,13]. It requires the direct
adjustment of real-time pulse-width in each switching cycle. Therefore, it is relatively complex
to implement. Figure 5 is a schematic diagram of the pulse-width adjustment method, where the
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dead-time compensation method based on pulse-width adjusts to ensure that the output voltage
waveform is the same as the ideal waveform.

Pulse Width
Adjustment Module

Current Direction
Detection

Dead-Time Compensation

Comparator .
P Reference Sine Wave

Triangular Carrier

Figure 5. Schematic diagram of pulse-width adjustment method.

In order to solve the problems of phase voltage and phase current distortion and zero-current
clamping caused by dead time, a novel adaptive dead-time compensation strategy is proposed in [14].
The strategy does not require current polarity detection. In the synchronous rotating coordinate system,
the observed g-axis disturbance voltage is adjusted by a proportional integral (PI) controller to obtain
the dead-time compensation time. The dead-time compensation time is allocated according to the ratio
of the action time of the two non-zero space voltage vectors.

A tri-carrier Sinusoidal Pulse-Width Modulation (SPWM) used to eliminate dead-time effects is
proposed in [15]. It directly modifies the modulation strategy to remove dead-time. It also can reduce
current harmonics and suppress the current ripple on the AC side of voltage source converters. Triple
carriers are used to modulate the modulating wave. According to the current direction after filtering,
the driving signals are obtained by simple logic operations. This method can improve the performance
of the induction motor (IM).

A dead-time compensation scheme is presented for a six-switch three-phase output inverter
in [16]. The error is compensated by extension or reduction of the switching conduction period.
The extended object, which is a turn-on or turn-off period for each switch, is varied by the direction
and the magnitude relationship of the output current in each phase.

In order to simplify the time compensation algorithm, a method for measuring the narrow pulse
width of a pulse train through a single-channel time analyzer is reported in [17]. This provides no
limit to the dead time of the measurement channel. Simultaneously to the periodic jitter measurement
of the pulse train, it can estimate both pulse-width measurement error and minimum pulse width,
which is determined by specifying a relative measurement error.

Furthermore, the dead-time compensation method presented in [18] reduces the delay time and
minimum pulse width. Therefore, it is able to completely compensate for voltage distortion, even if
the input signal includes narrow pulses.

In [19], the dead time at the initial stage of the pulse-width modulation (PWM) generation is
introduced. The protection algorithm ensures that the two series switches are not conducted at the
same time and no switch is turned on during the dead time.

In the voltage source converter, due to the effect of dead time, the fifth and seventh current
harmonics are generated in the stationary reference frame, and the corresponding sixth current
harmonic is generated in the d-q synchronous reference frame, respectively. A proportional integral
(PI) current regulator in the synchronous frame is used to compensate the distortion results from the
dead time [20].

A correction strategy of major contributors that causes voltage distortion has been put
forward by analyzing and quantifying the contributors [21]. Unlike the previous reported solutions,
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the contributors to voltage distortion are analyzed and quantified. The duty cycle of each phase is
adjusted as a function of current feedback or current command to mitigate the voltage distortion due
to switch dynamics.

The effect of dead time of a three-level neutral-point clamp (NPC) voltage source converter is
discussed in [22]. The self-balancing space vector pulse-width modulation (SVPWM) is presented
to improve the effect of dead-time compensation. It provides a cost-effective pulse-based dead-time
compensation for three-level voltage source converters.

The effect of dead-time, as well as minimum and maximum pulse-width effects, on the continuous
and discontinuous pulse-width modulations, is discussed in [23]. Considering that the controller
is not able to compensate for dead time in the case of minimum pulse-width, two compensation
methods are developed. One solution, used for the moderate modulation index, is to switch between
DPWM (Discontinuous Pulse-Width Modulation) methods to avoid a distorted region and allows
a loss-optimized DPWM method. It is used for the maximum part of the operating time. Another
method, used for the high modulation index, is proposed to maintain the linearity of the fundamental
voltage component. The above two methods are able to reduce the sixth voltage harmonics.

A new integrated dead-time space vector pulse-width modulation technique is proposed to
control a voltage source inverter in [24]. The proposed algorithm is modified to ensure the duty ratios
are independent of sampling time T and carrier frequency f.. After the duty ratios are generated by
using the modified modulation technique, an integrated dead-time insertion block is used for given T
and f. by taking the three-phase duty ratios as inputs.

The fixed dead-time control strategy may lead to unwanted body-diode conduction or momentary
cross-conduction. Considering that the optimum dead time varies with the load current, it is important
to continuously adjust the dead time in a cycle-by-cycle manner. An improved solution is proposed to
predict the optimal dead time and eliminate the cross-conduction and body-diode conduction [25].
It is able to adjust the optimum timing for both the rising and falling edges of the output switching
waveform for the converter.

In [26], the impact of the dead time on common-mode voltage is discussed. A modified
pulse-width modulation method is presented to eliminate common-mode voltage due to the dead-time
effect. Another dead-time compensation method superimposes the square wave on the triangle
wave [27]. The triangle carrier and the square wave have the same frequency. The amplitude of the
square wave is equal to that of the dead time. It is simple to implement in practice. Based on a back
calculation of the current phase angle, a new on-line dead-time compensation method is proposed
in [28]. A detailed switching characterization with dead-time effect in all operation states is discussed
in [29]. A dead-time compensation method for a three-level voltage-source inverter is proposed
in [30]. It is based on the fact that the voltage error caused by dead time depends on current polarity,
and inserts the dead time at the instant of turning on and off of switches. The algorithm is simple and
eliminates current harmonics.

It can be concluded from the above that the advantage of the pulse-width adjustment method
are that the compensation accuracy is high, the voltage is compensated and has no error, and the
compensation method is only related to the polarity of the current. It is simple and intuitive, and has
good real-time performance. However, the pulse-width is simultaneously directly adjusted during
each switching cycle, which occupies a large amount of computing resources of the controller, and the
ambiguity of the zero-crossing point of the current affects the accuracy of the compensation.

3.2. Average Voltage Compensation Method

The average voltage compensation method averages the deviation voltage that is caused by
the difference between the output voltage and ideal output voltage waveform [31]. Dead-time
compensation is completed by feeding forward the averaged deviation voltage. Compared with
the pulse-width adjustment method, it is much simpler. Figure 6 shows a schematic of the average
voltage compensation technique and elaborates in detail.
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Figure 6. Schematic diagram of average voltage compensation method.

The direction of the output current of the converter is sgn(i,):

. 1 (ia > 0)
sgn(iz) = 4)
i) {—1 (ia < 0)
The dead-time voltage required for each modulation period in bipolar modulation is:
sgn(ia)-2t
U = B2V 2 ®
S

where T is the switching period, V4 is the DC voltage and t4 is the dead-time.

The compensated voltage Uy, superimposed on the modulating wave voltage and compared
with the carrier to obtain a PWM driving signal. This kind of method has the same issues as
the pulse-width adjustment method, such as compensation error around the zero-crossing region.
The major reason for this is that the compensation voltage is determined by the current detection
signal. Therefore, the accuracy of current detection directly affects the compensation accuracy.

In order to minimize the harmonic current distortion caused by dead time, a simple dead-time
compensation technique is proposed in [32]. With a suitable PI current controller, the proposed
technique easily be added into the synchronous reference frame current (cf. d-q axis) control. With the
proposed technique, the output of the PI current controllers can be limited to lower values to reduce
an integral windup problem and improve control capability of the system.

A new dead-time elimination method is proposed in [33]. It uses a low voltage detector circuit
connected in parallel to each device to measure the terminal voltage of power switches. It can reduce
voltage distortion.

An accurate compensation based on the average-value theory is presented in [34].
The compensation factor is adjusted according to the accumulated error within a half period of
the output current. The proposed method evaluates initial compensation voltage according to the
dead-time and switching cycle, and a proportional factor is introduced to the compensation voltage.
The exact compensation factor is obtained by minimizing the harmonic component of the current in
the synchronous frame. The compensation voltage introduced by the dead-time, turn-on/off delay
and voltage drop across the power switches can be accurately identified by the proposed method.
Another method based on the virtual inductor is proposed for dead-time compensation in [35]. It is
able to reduce current distortion. Another improved compensation based on the average error voltage
is proposed in [36]. Different from conventional methods, which have amplitude and phase errors
at the output voltage, it can achieve dead-time compensation with much less amplitude and phase
errors. A new distortion voltage compensation method for eliminating the effect of dead-time on
zero-current clamping is proposed in [37]. The modeling analysis of the dead-time effects on parallel
converters is discussed in [38]. It is useful to evaluate the impact of dead-time on the circulating
current of voltage-source converters.
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In summary, the average voltage compensation method is simple and convenient, easy to
implement, and feasible. However, the zero-crossing detection accuracy is not high enough, and error
compensation will occur, causing new harmonics in the output voltage and current.

3.3. Current Feedback Method

The current feedback dead-time compensation method determines the compensation voltage
by detecting the polarity of the output current of the converter [39]; a schematic diagram is shown
in Figure 7. In practice, it is affected by the dead-time, amplitude and frequency of the current.
Actually, the zero crossing of the current is not easy to detect. Moreover, the necessary current filters
also exacerbate the difficulty of detection of the current polarity, especially when this method is
implemented in software. Severe detection delay will destroy the correct compensation of dead-time.

The current feedback needs to detect the polarity of the phase current and convert the polarity
of the current into a square wave voltage, which is added to the modulation wave of each phase.
This square wave voltage causes the inverter to generate a current phase that is the same as the error
of the compensation voltage. Generally, in the control system, there are three kinds of methods used to
detect the polarity of the current:

A. Direct detection of current zero-crossing point

This method determines the modulation plus or minus compensation voltage according to the
current sign. Its key characteristic is its simplicity, but it needs to accurately detect the current
zero-crossing point, especially when the frequency is relatively low, or else it will lead to incorrect
compensation because the current zero-crossing point is not obvious.

B. Prediction of zero-crossing point
This method is an improvement of method (A), realizing the advance detection of the current
zero-crossing point, which is usually used for high-frequency bands. It has a good compensation effect.

C. Dead-time compensation based on rotor magnetic field orientation

The method performs coordinate transformation on the three-phase output current, then calculates
the current vector angle according to the synchronous rotation angle of the rotor field orientation,
and finally compensates for the dead time according to the current vector angle. Usually,
the three-phase output current pulse has a better compensation effect.

Figure 7 shows a schematic of current feedback compensation. It is known that, due to the
influence of dead-time, the output current contains harmonics. A method named the current harmonic
filter method calculates the compensation voltage by filtering the sixth current harmonic in the d-q
synchronous rotating coordinate system [40,41]. The output current of the grid-tied inverter contains
odd-numbered harmonics because of dead-time and nonlinear characteristics of the switching devices.
A new compensation algorithm using the second-order generalized integrator (SOGI) is proposed to
reduce the dead-time effect [42]. By using synchronous reference frame, even-harmonic components are
generated by the dead-time effect. Accordingly, SOGI detects the specific frequency used to reduce the
dead-time effect. This algorithm does not require any additional hardware or other information, except
phase current and grid angle information. The output current harmonics are effectively eliminated by
controlling the error terms of d-q axis currents.

A novel method of compensating for dead-time effects, which uses a feed-forward approach for
the standard compensation and a feedback loop with adaptive harmonic compensator to suppress the
persistent sixth harmonic components in the d-g axis current, is presented in [40]. This method does
not rely on parameter calculation.
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Figure 7. Schematic diagram of current feedback compensation method.

In [41], a novel online dead-time compensation strategy for a vector controlled permanent-magnet
synchronous motor (PMSM) is proposed. The output of the adaptive method is a slowly time-varying
voltage, which is used to compensate for output voltage distortion. Although the current harmonic
filtering method does not depend on current polarity detection and motor parameters, it is affected by
the zero-current-clamping phenomenon.

In a voltage source converter, the dead-time effect can be divided into the controlling dead-time
effect and switching dead-time effect. The switching dead-time effect includes the turn-on and
turn-off time delay of the power devices, the voltage drop of the power devices, and the influence of
parasitic capacitance. In order to reduce the switching dead-time effect, a dead-time compensation
method to reduce the influence of zero-current-clamping and parasitic capacitance has been raised [43].
The method is used to calculate the three-phase compensation voltage according to the polarity of the
three-phase current and the compensation time, and to correct the error polarity of the compensation
voltage caused by the zero-current-clamping phenomenon. Since the magnitude of the compensation
voltage varies with the current, this method has the disadvantage that the reference quantity is the
amount of change when the voltage polarity is corrected.

The polarity of the current is often difficult to determine accurately, mainly because the accuracy
of the current detection is affected by the dead-time, amplitude and frequency of the current, thus the
output current of the converter is distorted in the zero region and the current zero-crossing point is
more difficult to determine.

The dead-time effect is created by using the change of the slope of the current waveform caused
by dead time to compensate for the deviation voltage [44], but this method relies on the correct
judgment of the polarity of the current. If the polarity is judged incorrectly, it will lead to a worse
compensation effect.

In order to reduce the voltage error and current waveform distortion caused by dead time, current
feedback control is applied to a three-phase power factor correction rectifier and power device ripple
filter with a small capacitance value using a high feedback coefficient [45]. Since the small capacitor
on the AC side easily leads to system instability under a high feedback coefficient [46], this method
cannot effectively suppress the current ripple due to dead time.

A method compensating for dead-time harmonics by including a harmonic compensator
with a current controller is proposed in [47]. A multiple-parallel resonant controller is adopted,
which enables selectively canceling out the harmonic components or a repetitive controller mitigates
all harmonics below the Nyquist frequency.

For the well-known problem of determining the current polarity in the zero-crossing region of
the current, a solution to minimize the voltage distortion in the zero-crossing region is discussed [48].
In the proposed solution, the polarity of the current and its instantaneous value is employed to correct
the pulse-width. The experimental results show that the compensating term is maintained at a fixed
value no matter the polarity and magnitude of the current flowing through the power switch.
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For the problem of a low current with multiple zero-crossing points during a switching period,
a new method which uses a model for calculating the voltage error caused by dead time has been
put forward [49]. This determines the dwell time and integrates the volt-seconds for a half period of
the triangular carrier. Each half period of the triangular carrier split to time segments. The resulting
error voltage is used to calculate a new compensated duty factor. Another method that uses the model
to calculate the deviation voltage caused by dead time is introduced in [50]. It uses a model to split
each half period of the triangular carrier into time segments where the slopes of the currents in all
phases and the output voltage of all semiconductor phase legs are constant. It determines the duration
of each time segment and integrates the voltage-seconds for a half period of the triangular carrier.
The resulting error voltage can be used to calculate a new duty cycle to compensate for dead time.

As is known, the amplitude of the square wave modulated by SPWM is basically constant, and the
amplitude can be estimated without additional hardware. The structure is simple, easy to implement,
and has a practical application value. On the other hand, the compensation effect is greatly affected
by the current detection accuracy, and accuracy of the zero-crossing point of the current detection
becomes the decisive factor in determining the compensation effect.

3.4. Voltage Feedback Method

The voltage feedback dead-time compensation method compares the actual output voltage of
each phase with the reference output voltage to obtain the deviation voltage, and superimposes the
deviation voltage with the reference voltage to obtain a new reference voltage [51]. Because each
comparison must be corrected at the next switching cycle and the output voltage must be accurately
detected, this method also has hysteresis and is complicated to implement. Figure 8 shows a schematic
of voltage feedback compensation.
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Figure 8. Schematic diagram of the voltage feedback compensation method.

The error voltage vector caused by the dead-time effect of the PWM inverter is given by [52].
Using the vector synthesis method, the formulae for calculating the amplitude and phase of the
composite voltage vector are deduced, and the characteristics of the composite voltage vector are
analyzed by simulation. In order to ensure that the actual opening time of the switch tube is equal
to the ideal given opening time, a dead-time compensation method is proposed. Combined with the
characteristics of SVPWM, a simplified formula is obtained. In order to eliminate the error voltage
vector, a dead-time voltage compensation method is proposed. According to the difference between
SPWM and SVPWV, the equations for dead-time voltage compensation in the stator three-phase
stationary frame and the two-phase stationary frame are calculated separately. The experimental results
show that the proposed compensation method can improve the output performance of the inverter.

In some control strategies, it is necessary to use the output voltage to calculate some state values,
but it is difficult to accurately measure the output voltage of the converter. Therefore, the reference
voltage is often used in place of the actual output voltage. However, due to the effect of the dead time
of the power devices, the output voltage is distorted, resulting in inconsistency with the reference
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voltage. Therefore, the reference voltage is used instead of the output voltage after compensating the
output voltage [53].

The classical dead-time compensation scheme is to add an extra voltage command to counteract
the voltage error using a similar approach. The compensation signal is generated based on the precise
analytical voltage. The voltage deviation can be compensated by adjusting pulse-width accordingly.

According to the current feedback compensation methods, the distortion of the output voltage
results in the generation of fifth and seventh harmonics in the current of the stationary coordinate
system, and the generation of the sixth harmonic in the current of the synchronous rotating coordinate
system. Various harmonic attenuation methods are proposed [54-58]. The output signal of the PI
current regulator in the synchronous coordinate system, which is used to compensate for voltage
distortion, is selected and processed in [59]. This method reduces voltage distortion by compensating
the d-axis output voltage and the g-axis current regulator.

It is known that the deviation voltage is directly detected, and that the error caused by the
dead-time effect can be eliminated and is not affected by the change of the load current. This structure
is complicated, and an additional voltage detecting circuit is needed. The small dead-time value
requires real-time and accurate detection.

3.5. Adaptive Dead-Time Compensation Method

During processing and analysis, the adaptive control method automatically adjusts the processing
method, sequence, parameters, boundary conditions, or constraint conditions to adapt to the statistical
distribution characteristics and structural characteristics of the processed data to obtain the best
treatment effect.

An adaptive observer-based method, which does not require current polarity detection, is brought
forward in [14]. This method uses the PI controller to adjust the g-axis disturbance voltage observed in
the synchronous rotating coordinate system to obtain the compensation time of dead time. On the
basis of conventional SVPWM [60], in each sector, the compensation time is allocated according to the
ratio of the dwell time of the two non-zero space voltage vectors. Finally, the dwell times of the two
vectors, respectively, are compensated by the allocated compensation time. An adaptive estimation
principle diagram of compensation time based on disturbance observer is shown in Figure 9, where PI
is the proportional integral controller, 144 is the g-axis disturbance from the disturbance observer.
The compensation time is obtained by the disturbance and the PI regulator.
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Figure 9. Adaptive estimation of dead-time compensation time based on disturbance observer.

The conventional sliding mode observer (SMO) collects the rotor position angle by identifying
rotor position angle, and needs to introduce a phase-locked loop (PLL) to realize the reverse control.
It has certain limitations, including massive calculation, slow dynamic response and complex methods,
and not taking the effect from the inverter dead time on the estimation model into consideration during

76



Electronics 2019, 8, 196

the identifying process. To solve the problems, a new sensorless control method for the adaptive SMO
based on a rotating coordinate system and considering dead-time has been proposed [61]. Based on
the conventional hypothetical rotational co-ordination system approach, and combined with the model
motor approach, this method takes the rotation speed of the hypothetical coordination system as
a controlled variable and improves the response speed. Meanwhile, the voltage change triggered by
the inverter’s dead time is taken into consideration and the motor current control is achieved through
the SMO, which reduces the error between the model and actual motor current to be zero. This method
can be realized easily and achieves the motor’s positive-negative rotation control.

A dead-time optimization technique for a two-level voltage source converter using turn-off
transition monitoring is proposed in [62]. By tracking the change of the load on-line, the method
can adaptively calculate the optimum width of the inductor current zero-crossing region to eliminate
the dead-time effect of the zero-crossing region and the non-zero-crossing region, respectively.
This technique can effectively eliminate dead time regardless of the load during the entire modulation
period. This method not only reduces the output voltage’s fundamental distortion and low harmonic
content, but also introduces the adaptive algorithm, greatly reducing the accuracy requirements of
the current sampling device and effectively improving the practicality of the dead-time elimination
method and the reliability of system.

In [63], an adaptive dead-time compensation strategy to obtain fundamental phase voltage for
inverter-fed vector-controlled PMSM drives proposed. A phase dead-time compensation voltage
(DTCV), which is used to compensate for the disturbance voltage, is transformed into g-axis DTCV
in the rotor reference frame. The relationship between dead-time compensation time (DTCT) and
the g-axis DTCV, when the d-axis current is zero, is investigated. In this study, the g-axis DTCV is
considered to be the same as the g-axis interference voltage. Adaptive DTCT is used to determine the
amplitude of the phase DTCV. Since only the amplitude of the phase DTCV is adjusted, this method
has less influence on the estimation delay of the disturbance observer.

There is a dead-time problem in the PWM control of the motor, and it seriously affects the
performance of the motor. In order to eliminate the influence of noise, an adaptive filtering method
has been presented [64]. The response speed of the filter is improved by the dynamic convergence
coefficient. Experimental results show that this filtering method is highly suitable for dead-time
compensation, which is based on the current vector. Compared with other noise removal methods,
the algorithm is concise and easy to program.

Based on the influence of dead time on the PMSM inverter, a dead-time compensation method
based on the Kalman filter has been brought forward [65]. This method is used to filter system noise
and the generation of fifth and seventh harmonics in the « and f static coordinate frame, so as to obtain
the direction of the three-phase current and the error voltage vector reduced by dead time. According
to the error voltage vector, the dead-time effect can be suppressed. The experimental results show that
the proposed method can effectively improve the output current waveform of the inverter and the
performance of the PMSM system.

In [40], an adaptive dead-time compensation method based on sixth harmonic elimination is
proposed. In order to improve the performance of the control algorithm, the method uses an adaptive
harmonic filter to suppress the sixth harmonic. PI controllers are used in the proposed method.
These controllers have appropriate parameters and effectively suppress the sixth harmonic current in
the d-g axis.

Aiming at the online dead-time compensation for PMSM, which is controlled by a vector, a new
online dead-time compensation strategy has been discussed [41]. The proposed method is composed of
two parts. The first independent part of the parameter is an adaptive method based on the monitoring
of harmonic distortion in the d-axis current. Therefore, the criterion is defined as the sum of squared
direct axis current between the two zero-crossing points of the phase current. The criterion is minimize
by the PI controller, and the output of the PI controller is a slowly time-varying voltage, used to
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calculate the compensation voltage. This method is extended by the constant voltage disturbance
observer of the PMSM model.

Some industrial processes are affected by not only different gain and time constants, but also
dead-time. For such industrial processes, the present classic self-regulating regulator is not applicable
because it needs the time delay of the process.

In order to control the switching time and simultaneously eliminate the power losses caused by
body-diode conduction, power-stage shoot-through current and inductor reverse current, an adaptive
inverter-based dead-time controller for synchronous DC-DC converter is proposed in [66]. To achieve
even faster comparison, an inverter is used to replace the high-speed comparators in the proposed
dead-time controller. In addition, a two-step (coarse- and fine-tuning) dynamic delay generator
is proposed for accurate switching time and a wider dead-time correction range comparing to the
conventional design. Thanks to the novel adaptive dead-time controller, it is able to dynamically adjust
the dead-time to its optimal value with a very wide load range.

An adaptive-linear-neuron (ADALINE)-based dead-time compensation method used for
vector-controlled PMSM drives is put forward in [67]. Four ADALINES are employed in the proposed
method. Two ADALINES are used for estimating the sixth-order harmonic components of d-q axes
currents, and the other two used for generating the compensation voltages of d-g axes. Without
any additional hardware and complicated signal processing algorithms required, the method is easy
to implement.

Because of fault tolerance, adaptive dead-time compensation has the ability to adapt to changes
in dynamic behavior of controlled objects, parameters and operating conditions. On the other hand,
the disadvantage of this method is that simple fuzzy processing of information will lead to reduced
control accuracy and dynamic quality of the system, and the design is not systematic and cannot define
control objectives.

3.6. Predictive Current Control

The predictive current control method uses predictive control to control the voltage source
converter; that is, to use the known state of the present sampling point, the circuit model, and the
reference current of the next sampling point to predict the voltage that can make the output current
reach the desired current [68]. This method is implemented only with software. Figure 10 shows the
schematic of predictive current control.
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Figure 10. Adaptive estimation of dead-time compensation time based on disturbance observer.

In order to improve the adaptability of the system, a novel closed-loop adaptive method is
proposed in [69]. The method uses the duty ratio instead of the average deviation voltage, and feeds
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forward the duty cycle of the compensation time. Simultaneously, the method uses the predictive
current controller (PCC) to regulate the phase current. The method is simple to implement, has high
computational efficiency, and is easily added to the existing PCC. This method can enhance the
dead-time suppression capability of the PCC without modifying the internal structure.

With dead-time compensation, a control method of a doubly-fed induction generator with
a three-level midpoint-clamped inverter with dead-time compensation is described in [70].
The principle of the proposed control scheme is to use a dynamic model to predict the voltage
value, the rotor current and the DC bus capacitor voltage vector of the next sample point. However,
dead time also can cause errors in the established model. Therefore, taking dead time in the model
into account, active and reactive power can be estimated based on the stator flux and rotor currents to
compensate for dead-time effects. The cost function in this prediction algorithm considers active power,
reactive power, and the error between the reference capacitor voltage and the actual. The algorithm
selects the optimal switching state of the minimum value function to achieve the purpose of reducing
the switching frequency and the common mode voltage.

A predictor structure derived from the filtered Smith predictor is discussed clearly in [71].
The structure is used to simplify the tuning in the robustness of model predictive controllers (MPCs)
and improve robustness. The stability and robustness of linear MPCs are analyzed, and this method is
extended to nonlinear MPCs of a class of nonlinear systems. The key idea of this method is to separate
the predictive structure from the optimization phase in order to guarantee input-to-state stability and
constraint satisfaction by using an equivalent dead-time free system.

Although the MPC technique can easily deal with the dead-time effect due to its internal prediction
structure, in order to improve robustness an appropriate predictor for the MPC algorithm needs to
be defined. A filter-based Smith prediction structure is put forward in [64]. This prediction structure
simplifies the traditional prediction algorithm and improves robustness. The key to this method is to
separate the predictor structure from the optimization phase so that stability can be guaranteed using
an equivalent system without dead time so that the constraints are satisfied.

A predictive method which allows the compensation of dead-time in a Voltage Source Inverter
(VSI) feeding an Induction Motor (IM) with the control of SVPWM is discussed in [72]. Based on
the step-by-step analytical prediction of the stator phase currents, the method modifies the reference
space vector of the feeding voltage. In this way, the effects of dead time can be taken into account
and compensated for. It is known that the predictive current control can be used to eliminate the
adverse effects of control delays. This method is essentially a control algorithm based on an accurate
mathematical model, and its control effect depends on the accuracy of the parameters of the
grid-connected converter and, especially, the accuracy of the filter inductor.

3.7. Dead-Time Compensation Method Based on Disturbance Observer

The basic idea of the disturbance observer is to construct a disturbance signal observer based on
the error between the actual model and the reference model. The dead-time compensation method
based on the disturbance observer uses a disturbance voltage observer based on making the output
current as the input of the observer, and to estimate the disturbance voltage caused by dead time.
The estimated disturbance voltage is used to compensate for dead time [73].

This method is implemented only with software; Figure 11 shows a schematic of the dead-time
compensation method based on the disturbance observer [74]. In Figure 11, the reference input voltage
ug* consists of the input reference and the disturbance voltage.
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Figure 11. Schematic diagram of disturbance observer method.

A novel procedure for PI feedback and lead-lag filter design is introduced in [75]. The proposed
controller uses a robust tuning rule that is complemented be filters and is used for improving reference
current and measurable disturbance responses. When perfect measurable disturbance compensation is
not possible due to dead time, the proposed control provides a smaller integral error.

In order to improve the static and dynamic output performance of Uninterrupted Power Supply
(UPS) inverters without adding sensors, a digital control strategy is proposed in [76]. This strategy uses
the area equivalence principle to equate the dead-time voltage with a square-wave disturbance voltage,
and regards the output current as the disturbance current of the control system, and the feed-forward
control is used to compensate voltage and current. Because this method uses the differential operation
of the output voltage to obtain the output filter capacitor current value, even if the current sensor is
not used, the quasi-double loop control of the UPS inverter is still achieved.

In [77], an auto-tuning control system based on the modified Smith-predictor is proposed for use
as an effective dead-time compensator. In order to improve the anti-interference ability, the system
adds a feedback loop, used in a cascade structure. At the same time, this study provides several
optimization rules of the main controller.

In the presence of interval parameter uncertainty, a novel method used to tune a PI compensator
with dead time has been proposed [78]. Based on the optimization of load disturbance rejection,
the method constrains the magnitude of the sensitivity and complementary sensitivity functions.

A simple and direct compensation technique to solve voltage distortion in a three-phase VSI
has been introduced [79]. The proposed method calculates the practical voltage drop of the power
devices in a sampling period according to the current polarity. The average voltage deviation is
calculated by the difference between the actual voltage and reference voltage. The SVPWM switching
intervals of each phase are derived by the average output voltages, and calculated according to
the current polarity and nonlinear voltage distortion to compensate for the output voltage errors.
The proposed compensation method is extremely easy to implement without any additional cost and
software burden.

A new dead-time compensation method using the signal of the integrator output of the
synchronous d-axis current regulator has been proposed [80]. The method can reduce voltage distortion
by compensating for the output voltages of the d-q axis current regulator. This method does not
require an additional hardware circuit, and can be adapted not only for the steady state but also for
transient states.

This method relies on a simple principle and simple control structure, and needs few measurement
parameters. Though it is easy to implement, the tracking step size of the method cannot balance
response speed and accuracy. If the search step is too small, the search speed becomes slower; if the
search step is too long, it is easy to cause oscillation and affect system stability.

3.8. Invalid Switch Elimination Method

The invalid switch elimination method, which is only valid for switches needing anti-parallel
diodes such as IGBTs, has been the main method researched by scholars in recent years. The principle
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is that by analyzing the effective device of the converter, the invalid power device in the same bridge
arm can be turned off, and the anti-parallel diode is freewheeling, so that there is no need for adding
dead time. Therefore, the phenomenon of straight through of the upper and lower tubes of the same
bridge arm can be avoided [81]. Because wrong current polarity detection can cause severe voltage
distortion, even if the invalid switch elimination method does not consider turn on-off time and the
voltage drop of power devices, it requires high-accuracy current polarity detection. The single-phase
VSI circuit is an example for analyzing the mechanism of dead-time elimination.

The following is an analysis of the principle of an invalid switch elimination method outside the
threshold range. Instantaneously, the output current i, > 0, the driving signals of VT, VT, are turned
on, and the inverter is in the power device conducting-state, as shown in Figure 12a. VT; and VT, are
turned on, and VT, and VTj are turned off; when the driving signal of VT is turned off, the inverter
is in the diode freewheeling state, as shown in Figure 12b. At this time, VT is turned off and VD,
is freewheeling. From the above analysis, no matter whether VT, has a driving signal, i, does not
flow through VT, so VT, can be called the invalid switch. Therefore, the driving signal of VT, can be
closed when i, > 0. Similarly, when the output current i, <0, the driving signal of VT; can be closed.
This method not only ensures that the upper and lower power devices on the same bridge arm will
not pass through, it does not affect the inverter output current i, waveform.

Because the polarity of the current changes frequently around the zero-crossing point, the invalid
switch elimination method needs to add a threshold near the zero-crossing point [82]. Outside the
threshold range, the invalid power device driving signals are turned off; within the threshold range,
the inactive power device is reused, and the dead time is added to the driving signals of the upper
and lower power devices in the same bridge arm. The key to this kind of method is how to select the
threshold range. If the value is not accurate enough, the phenomenon of inaccurate compensation will
occur near the threshold value, thus introducing harmonics.

(b) doide freewheeling-state

Figure 12. Current flow direction when the phase current i, > 0.

Based upon the fact that the self-commutation switch device of an inverter phase would not
turn on even though the gate-driving signal is supplied, the dead-time minimization algorithm is
proposed in [83]. Using this method, the number of inverter switches is almost reduced to half that of
the conventional method.
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The invalid switch elimination method is adopted in dead-time compensation, used in the vector
controlled PMSM system [84]. Above the threshold, the control strategy is based on the invalid switch
elimination method; below the threshold, the dead-time compensation strategy is adopted to eliminate
the voltage error caused by the current fluctuations and zero-current-clamping phenomena. This new
strategy improves system stability and achieves desired control performance.

A novel IGBT gate-drive method is easily implemented in the IGBT gate driver of a PWM voltage
source converter [85]. Using this method, the upper and lower IGBT gate drivers on the same bridge
arm can receive the ideal complementary PWM signal without dead time. If the freewheeling diode
conducts current, the gate driver turns off the IGBT, which parallels with this diode. This novel method
can effectively operate with low current, low output frequency.

A dead-time elimination scheme for a converter that is controlled by PWM is proposed in [86].
The presented scheme proposes a current polarity detection circuit, which requires one power source
only for a converter and a PWM control method without dead time. The proposed method dramatically
improves output voltage loss and current distortion.

A novel strategy of dead-time elimination method for an H-bridge VSI and a new current polarity
detection circuit used to remove dead time between signals are presented in [87]. The proposed
detection circuit is based on the conduction states of two low anti-parallel diodes, and requires one
power supply. Moreover, this proposed circuit can accurately detect low current polarity even at low
output frequencies unlike current sensors.

A SVPWM control method based on a hybrid voltage vector has been put forward to avoid the
effect of dead time [88]. This paper presents a novel method to compensate for dead-time effects by
combining the 180° conduction type and 120° conduction type. In this method, an arbitrary space
voltage vector is synthesized with the 12 basic voltage vectors. As a result, the novel control algorithm
without dead time reduces the waveform distortion and harmonic content of the output voltage and
improves the utilization of the DC bus voltage.

The invalid switch elimination method mainly relies on the accurate detection of the conduction
state of each power device, so a hardware detection circuit is introduced in [89]. Due to the
increase of hardware circuits, these methods have the disadvantages of increased experimental costs,
poor reliability, and noise generation.

Based on the dead-time elimination method, a new switching strategy for PWM power converters
has been proposed [90]. This strategy uses the polarity information of the reference current instead of
the real current.

In [91], in order to deal with the dead-time control around the zero-current-crossing points,
an immune algorithm based on the dead-time elimination PWM control strategy is proposed.
This algorithm restricts the control sequence to a specified level around the zero-crossing region.
Compared with traditional methods, the method can resolve the problem of detection around zero-the
crossing point without a hardware detection circuit.

The dead-time effect in a synchronous d-q reference frame is studied in [92], and an average model
of the inverter capable of capturing the low-frequency harmonic content in the load current along
with the fundamental component is also developed. The average models are shown to consume less
computation time.

In addition to the invalid switch method, other scholars proposed methods of not setting the
dead time from the perspective of the control method [93]. A new dead-time elimination method
for a nine-switch converter is proposed in [94]. The proposed method assumes that the unique
switching elements of the nine-switch converter to operate at several subintervals are divided during
a fundamental period. Due to the unidirectional conducting characteristics of the switching unit,
the nine-switch converter can operate without dead time. In addition, for a special subperiod in which
no switching unit can be used, a novel driving signal conversion method is proposed to eliminate dead
time. A non-dead-time SPWM control strategy for a grid-connected inverter based on a modulation
function is put forward in [95]. The phase separation control is used to achieve the decoupling of the
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three-phase grid-connected current and modulation function. Then the decoupled grid-connected
current modulation function is used to perform the dead-time SPWM control. This control strategy
is simple and effective, further guarantees the reliability of the dead-time modulation strategy,
and removes the dependence of the traditional method on the hardware detection circuit.

The invalid switch elimination method enables the driving pulses of the upper and lower
switching devices to alternate according to the current polarity. However, there is a certain
degree of ambiguity in current zero-crossing and it is difficult to measure. Because the double
second-order generalized integrator frequency-locked loop (DSOGI-FLL) has the noise-attenuation and
frequency-adaptability characteristics, it is used to detect the current polarity. The DSOGI-FLL-based
invalid switch elimination method is proposed in [96], and an improvement in the form of a delay
compensation term is inserted in the DSOGI-FLL to compensate for both the current measurement
delay and the control delay to minimize the current zero-crossing distortion. A dead-time elimination
method of PWM controlled inverter is introduced in [97]. This method accurately determines the
direction of the load current by detecting the operating conditions of the power devices and their
antiparallel diodes. A low-cost circuit used to detect the operation of anti-parallel diodes is introduced
in this study. Compared with complex compensators, this method has the characteristics of simple
logic and flexible implementation.

It is known that the control is simple and convenient, easy to implement, and feasible. But this
method cannot completely eliminate the influence of dead time, and it is necessary to set a certain
dead time in a special interval.

3.9. The Volt-Second Equilibrium Theory Method

The volt-second equilibrium theory method divides the factors that cause output voltage
distortion into the effects of dead time, switching time, and the voltage drop of the power device [98].
This method builds the converter circuit model off-line to achieve online compensation, and quantifies
the effect of each factor on voltage distortion, since current polarity, detection and voltage error at
the zero-crossing point of the current are the two key points of this method. Most of the dead-time
compensation methods based on the volt-second equilibrium theory directly use the current sensor to
detect the current polarity, but at the zero-crossing point, the current polarity detection is affected by
the zero drift and noise.

Accurate current polarity judgment is achieved by detecting the situation of the two freewheeling
diodes conducting in the same phase bridge [82]. However, the complicated hardware is required for
this solution.

A feed forward voltage-second balancing strategy used in online conditions for monitoring data
of SiC devices is employed in high frequency VSI applications [99]. The turn-off delay and rise/fall
time of drain-source voltage signals are sent to the micro-controller, which is used in an algorithm
to actively adjust the duty cycle of the driving signals to match the voltage-second of the non-ideal
output voltage with an ideal output voltage-second. The monitoring system also allows the method to
eliminate the need for accurate current detection.

A technique to compensate the effect of dead time in sinusoidal a PWM VSl is proposed in [100].
In order to avoid unfeasible pulse-widths of the driving signals, the compensation is implemented by
adjusting the switching frequency. The variation of the switching frequency is defined by a simple
scalar equation that can easily be included in the software of any drive system.

A feedback-feedforward phase voltage compensation method, based on derived expression of
error voltage is proposed in [101]. Using a simple hardware circuit is used to obtain the actual output
of the VSI as feedback with which precise compensation amplitude can be calculated. This method can
also detect the current polarity by reconstructing the phase current from filtered current components
with a Kalman filter. Using this method to compensate for dead time can improve the system stability.

For the duty cycle error of the drive signal, most studies use off-line compensation methods;
however, these take a lot of time. In order to achieve online measurement of the error of the voltage
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duty cycle, a simple hardware circuit is designed in [102]. However, due to the parasitic capacitor of
the power device, the slope of the terminal voltage will change at the zero-crossing point of the current.
At the same time, this kind of hardware circuit will produce more duty cycle errors.

Based on the power device circuit, some models are formulated in [103]. These models mainly
consider the parasitic capacitance, but rely on current detection, so the accuracy of the voltage error
calculation at the zero-crossing point of current is still relatively low. Although the methods based on
the principle of volt-second equilibrium seem to be accurate, this method needs to solve the problem
of weak current measurement in a noisy environment.

A new method of deadtime effect compensation based on additional current measurements
realized by analog-to-digital converters is proposed in [104]. Because the measurements are carried
out at the time instants specified by a PWM strategy, they can easily estimate the voltage error caused
by dead time. The voltage error is compensated for during the next switching period by modification
of a reference voltage. Experimental results prove that the change of the time instant of additional
measurements will give better results in the case of other low-pass filter parameters.

3.10. Repetitive Control

Dead time can be seen as a periodic disturbance signal that can be compensated by a repetitive
controller [105]. Repetitive control is based on the internal model principle [106]. The internal model
principle means that if the signal generator contains a reference command in a stable closed-loop
system, the controlled output can follow the reference command without a steady-state error. If the
system requires a zero steady-state error for the sinusoidal input, the model of the sine function should
be included in the stable closed-loop transfer function. Due to the limited system bandwidth, it is
impossible to eliminate all harmonics. The repetitive controller is mainly used to reduce the low-order
harmonic distortion caused by dead time.

Figure 13 is a discrete block diagram of a repetitive controller used to compensate dead-time,
where r(k) is the reference sinusoidal signal, y(k) is the output voltage of the inverter, d(k) is the
disturbance signal caused by the dead-time, e(k) is the error voltage, and r.(k) is the reference instruction
after being compensated. The transfer function P(z~!) represents the SPWM inverter model, Q(z ') is
aband limited filter, and S(z 1) is a compensator of the repetitive control loop. The repetitive controller
calculates the compensation voltage according to the output voltage error, and the compensation
voltage is added to the initial sinusoidal reference value for dead-time compensation.

dk)

Ty (k)
>

Repetitive control can effectively suppress the harmonic current of the grid due to the infinite
gain at each harmonic of the full frequency band. However, because repetitive control is equivalent

Figure 13. Schematic diagram of repetitive control.

to an infinite number of resonant terms connected in parallel, it also has problems, such as a narrow
resonant frequency band and poor resistance to frequency fluctuation. Therefore, there is a control
delay, which will affect the dynamic response of the system.

4. Discussion and Conclusion

The advantages and disadvantages of dead-time compensation methods and the inadequacies of
various compensation methods are summarized in this article.
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For the pulse-width adjustment method, due to the ambiguity of the zero-crossing point, the pulse
width needs to be adjusted in each switching cycle in order to improve the accuracy of the current
polarity determination. The existing method is either computationally complicated or increases the
complexity of the system, so is still difficult to apply industrially.

Compared with the pulse-width adjustment method, the average voltage compensation technique
is simple and convenient to control, and easy to implement. However, if the zero-crossing point
detection accuracy is insufficient, the error compensation phenomenon will still occur. To solve this
intractable problem, the voltage error is estimated online as a disturbance. The estimated value is fed
back to the closed-loop control to avoid direction detection of the zero-crossing point or to reduce the
accuracy requirement for direction detection.

In order to avoid the inaccuracy of current detection, the voltage feedback compensation technique
directly detects the deviation voltage to eliminate the error caused by the dead-time effect. This method
needs to add a complicated voltage detection circuit, and the detection circuit in actual industry will
reduce the reliability and stability of system, so this method has almost no application.

The compensation effect of the current feedback compensation method is greatly affected by the
accuracy of voltage or current detection. The accuracy of the current zero-crossing-point detection
becomes the decisive factor determining the compensation effect. However, compared with the
voltage feedback compensation technique, since the current needs to be detected in the control system,
this method can estimate the feedback current without additional hardware, and the current detection
is easier than the voltage detection. This method is simple in structure and easy to implement, and is
widely used in practical industries, but requires increased detection accuracy.

The volt-second balance principle also relies on correct detection of the polarity of the current,
and current polarity detection is greatly affected by zero drift and noise, which can easily cause false
compensation. At the same time, this method requires a significant amount of software calculation,
occupies lot of space resources, and is not easy to implement.

Due to the presence of high-frequency noise in the current detection channel, in the vicinity of
the current zero-crossing point, error compensation will occur following error detection, which will
aggravate the influence of the dead time. Therefore, all the above traditional compensation schemes
have a common problem, namely, solving the current zero-crossing detection problem. In order to
improve the traditional current detection methods, methods such as the invalid switch elimination
method, the predictive current control method, and the adaptive method are proposed. However,
these methods all require complicated software calculations, so are difficult to implement.

As with the voltage feedback compensation method, in order to avoid the direction detection of the
current zero-crossing-point or to reduce the accuracy requirement for the direction detection, the invalid
switch elimination method can eliminate dead time in most cases based on the optimization of the
on/off state of a switching device, but cannot completely eliminate the dead-time effect. The method
needs to set a certain dead time in a special interval by setting a threshold. For improvement of
the invalid switch elimination method, one method is to set the threshold value, with the linear
compensation within the threshold and the fixed value compensation beyond the threshold. Another
method is to calculate the zero-crossing area width to improve zero-crossing detection.

Dead-time compensation methods based on disturbance observation means the disturbance
voltage vector is no longer related to the polarity of the three-phase current, avoids detecting the
polarity of the phase current, and can realize online real-time compensation for the dead-time effect.
The method is simple to implement, better suppresses the zero-current-clamping phenomenon, and is
widely used in industry, but requires a large amount of software calculation.

Similar to the disturbance observer, predictive current control does not need to detect the current
direction, greatly simplifies the calculation process, and saves system resources. It is a low-cost and
high-efficiency dead-time compensation method. Compared with traditional methods, it effectively
improves the dynamic performance and steady state accuracy of the system. However, errors of system
parameters can have a detrimental effect on dead-time compensation.
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Similarly, the adaptive dead-time compensation method does not need to detect the current
direction, which can effectively suppress the zero-current-clamping phenomenon. This improves the
low-speed running performance of the system, which is simple and easy to implement. At the same
time, this method can observe and compensate the dead-time effect in real time online, and avoid the
undesired phenomenon of dead time caused by offline measurement. However, the fuzzy processing
of information will lead to the reduction of control precision and dynamic quality of the system.

The repetitive control theory was developed for the characteristics of the dead zone effect and the
periodicity of the output voltage distortion caused by phase-controlled rectification. It is applied to the
control of the output voltage waveform of the inverter. Since this control operation is simple and has
good reliability, the repetitive control technique has been widely used. However, repetitive control
only suppresses periodic disturbances, and does not work for non-periodic disturbances.

Looking at the various dead-time effect compensation methods mentioned in the paper, we can
clearly identify the research hotspots and trends of the dead-time compensation methods:

(1) The traditional dead-time compensation schemes need to solve the zero-crossing-point current
direction detection problem to avoid the zero-current-clamping phenomenon and the detection
error of current direction. This problem can be solved in one of two ways: one is to develop
anew method to avoid current detection, while the other is to improve the detection accuracy of
current zero-crossing from the perspective of software and hardware.

(2) Combining the intelligent control theory with the dead-time compensation algorithm optimizes
the existing dead-time compensation methods and improves the compensation effect. The existing
relevant literature attempts to combine intelligent control theory with dead-time compensation,
but only in the laboratory stage, and is far from reaching the point of industrial application.

(3) Develop higher-precision voltage and current detection instruments to improve detection
accuracy. Hence, the existing compensation methods can be further applied.

Finally, the dead-time compensation is a key part for power converter, which directly affects
the output performance, stability and reliability of the control system. Although in-depth research
on dead-time compensation has been conducted and many solutions have been proposed, there are
still certain problems or limitations for these algorithms in practical applications, especially for high
and very high switching frequency operation of power converters with SiC and GaN devices [107].
The principles of various compensation methods have been comprehensively introduced and discussed
in this article. This paper provides a useful reference regarding the selection and further research of
dead-time compensation methods for power converters.
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Abstract: This paper describes the design of an electromagnetic interference (EMI) filter for the
high-frequency link matrix converter (HFLMC). The proposed method aims to systematize the design
process for pre-compliance with CISPR 11 Class B standard in the frequency range 150 kHz to 30 MHz.
This approach can be extended to other current source converters which allows time-savings during
the project of the filter. Conducted emissions are estimated through extended simulation and take
into account the effect of the measurement apparatus. Differential-mode (DM) and common-mode
(CM) filtering stages are projected separately and then integrated in a synergistic way in a single PCB
to reduce volume and weight. A prototype of the filter was constructed and tested in the laboratory.
Experimental results with the characterization of the insertion losses following the CISPR 17 standard
are provided. The attenuation capability of the filter was demonstrated in the final part of the paper.

Keywords: EMI filter; electromagnetic compatibility; AC-DC power converters; electromagnetic
interference filter; matrix converters; current source; power density; battery energy storage systems;
battery chargers

1. Introduction

Power electronics is making profound changes within the transportation sector [1,2] and the
electric power system [3,4]. Bidirectional AC-DC converters are required for several applications,
such as battery energy storage systems (BESS) [2,5], chargers for electric vehicles (EVs) [6-8],
uninterruptible power supplies (UPS) [9], solid-state transformers (SST) [10], and DC microgrids [11].
The development of new wide bandgap power semiconductors combined with enhanced modulations
and control techniques are contributing for the miniaturization and efficiency improvement of the
power electronics converters [12]. This is followed by an increase of the switching frequency of the
power semiconductors. As a result, conducted emissions (CE) with higher intensity are generated in the
measurement range of the electromagnetic compatibility (EMC) standards. In this way, an additional
effort is necessary in the design of the electromagnetic interference (EMI) filter included in the input of
the power converters in order to comply with the standards [13]. A careful dimensioning of the EMI
filter is also essential to ensure the adequate power factor in all operating range and to achieve a high
power quality without penalizing the efficiency, volume and cost of the system.

Matrix converters (MC) are one of the most interesting families of converters due to its unique
and attractive characteristics [14]. By employing an array of controlled four-quadrant power
switches, the MC enables AC-AC conversion without any intermediate energy storage element [15].
The high-frequency link matrix converter (HFLMC) is a single-stage bidirectional and isolated AC-DC
energy conversion system [16]. The new modulation proposed in [17] and patented in [18] allows
independent control of active and reactive power (PQ control) as well as the DC current in the
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battery pack. By exploring the MC attributes, circuit volume and weight can be reduced, and a longer
service life is expected when compared with equivalent DC-link based solutions [16,19,20]. However,
due to its complex power structure, it presents EMC challenges that have to be studied in order to
ensure compliance with the international standards by designing the necessary EMI filter.

Several approaches for the design of differential-mode (DM) and common-mode (CM) filtering
stages for direct and indirect matrix converters (MC) were proposed in [20-33]. However, in spite of the
long history of this question, until now there has been no complete systematization regarding which
topologies and damping methods should be used for each DM and CM filtering stage. Among these
works, there are also some procedures of design and formulas that simply do not match between
different papers, which may mislead or confuse the reader. Additionally, these works do not show the
complete design process from the requirements specification until the experimental characterization of
the insertion losses. According to our best knowledge, this is the first work in literature that propose
a complete design of EMI filter for the HFLMC. The main contribution of this paper is setting up
a systematic methodology for the design process of the HFLMC’s EMI filter for CISPR 11 Class
B pre-compliance. This design process also takes into account the modeling of the measurement
equipment, such as the Line Impedance Stabilizing Network (LISN) and the Test Receiver (TR),
in order to better predict the effectiveness of the designed EMI filter. Furthermore, a practical way to
characterize the insertion losses according the CISPR 17 standard is fully described and supported by
experimental results. It is worth noting that this is the same procedure followed by the manufacturers
to characterize their EMI filters. In addition, this is the typical information available in the EMI filter
datasheet and is very useful to compare the effectiveness of different filters.

The manuscript is organized as follows: the HFLMC is briefly presented in Section 2. Then,
the applicable standards and the measurement approach of CE are described in Section 3. The detailed
design of DM and CM filtering stages is explained in Sections 4 and 5, respectively. Section 6 presents
the proposed integration strategy of the different filtering stages. The experimental results are shown
in Section 7. Finally, Section 8 draws conclusions and proposes future work.

2. High-Frequency Link Matrix Converter

Figure 1 shows the HFLMC proposed for single-stage bidirectional and isolated AC-DC energy
conversion. Each bidirectional switch Sy, is composed of two transistors: Syy1 and Syy2 (x = a,b, ¢
and y = P, N) in a common-source configuration. Command signals for the power semiconductors
are generated by the modulation proposed in [17] and patented in [18]. The MC applies voltage v,
to the high-frequency transformer (HFT) [34]. The full-bridge produces i, by impressing v; in the
HFT secondary. Finally, the output filter reduces the ripple in the DC current ip¢ that charges and
discharges the battery pack.
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Figure 1. Circuit schematic of the high-frequency link matrix converter.
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The EMI filter is projected to attenuate the noise present on currents i,; . generated by the
three-phase to single-phase matrix converter. For this reason, the matrix converter side is considered
the input of the filter and the grid side the output. It is expected that the conducted noise existent in
currents i, - be within the limits specified in the international standards.

3. Standards and CE Measurement

The CE are generated by harmonics present in the input current of the MC, i; = [iy, i}, ic|, where
ig, i, and i, are the phase currents. EMC standards classify the CE according to the frequency
range [35]. Low-frequency harmonics are typically measured up to 2 kHz (40th harmonic) as
defined by IEC 61000-3-2 [36]. Section 6 presents the low-frequency (LF) harmonics measured for
this converter and compared with IEC 61000-3-2 Class A limits. Regarding the HF conducted emissions,
CISPR 11 [37] specifies the limits for frequencies from 150 kHz to 30 MHz. These emissions can
be estimated by simulating the converter operation without any input filter at nominal conditions:
Ppom = 10 kW, line-to-neutral grid voltage V,;, = 230V, grid frequency f; = 50 Hz and output
voltage Vpc = 380 V. A simulation model of the HFLMC was implemented in GeckoCIRCUITS (v1.7.2
Professional, Gecko-Simulations A.G., Diibendorf, Switzerland) [38]. This software has a measure block
that performs analysis according to the CISPR 16 [39] standard using the time domain simulation data.
Similar to a test receiver (TR), it is possible to select different signal processing options: average (AVG),
quasi-peak (QP) or peak detection. The first step of the filter design is to specify the maximum
admissible CE levels. Due to the type of application, the QP limits of the CISPR 11 Class B curve
will be considered. A line impedance stabilizing network (LISN) is connected between the grid and
the device under test (DUT) in order to provide a known impedance and ensure the reproducibility
of the measurements [40]. Then, a TR calculates the CE in "dBuV" through the measurement of the
voltage at the LISN output port, Vrr. An equivalent impedance of 50 (3/50 uH is specified by the CISPR
16 standard for the TR/LISN. The LISN’s transfer function from V1 to DUT’s input current is [41]:

GLisn(s) = Vir(s) _ s’LisnCrisnRrr
Tiwe(s)  s?LrisnCrisn + sRTrCrrsn + 17

@
where RTR =50 Q, LLISN =50 LLH and CLISN =250 nFE.

4. Design of Differential-Mode Filter

4.1. Spectrum of the Converter Input Current

Due to the symmetry of the converter and the measurement system, the DM input filter can be
projected considering a single-phase equivalent circuit [27]. Figure 2a shows the spectrum of the input
current of one phase, I, (jw), obtained from simulation. Since no circuit element is connected between
the lines and the ground (PE), only DM current is present at I,,;(s). As can be seen, the first significant
harmonic content appears around the switching frequency, f; = 20 kHz. Other harmonics are also
present at frequencies multiple of f;. The first switching frequency harmonic inside the measurement
range appears at 160 kHz. A zoom around this frequency is depicted in Figure 2b.
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Figure 2. (a) frequency spectrum of the converter input current I, (jw); (b) zoom around the first
switching frequency harmonic above 150 kHz.

4.2. Spectrum of the Measured Voltage

The spectrum of Vg can be determined by the multiplication of I, (jw) with Equation (1).
Figure 3 depicts the spectrum of Vrgr(jw) at the LISN’s output terminals along with the maximum
and minimum estimation of the CE levels using QP detection. The exact QP values will be between
the Maxtgr and Mintg curves. Further details about the modeling of the TR and the determination
process of these curves are described in [23].

Mingp(jw) Maxzqp(jw)

60 CISPR 11 Class B

40
20

Conducted emission (dBuV)

0
100 k 1M
Frequency (Hz)

Figure 3. TR measurement without the DM filter: maximum and minimum estimation of CE along
with the spectrum of Vyg (jw).

4.3. Required Attenuation

The required attenuation for the DM filter can be estimated without the need for calculating the
exact QP values. The predicted CE level at 160 kHz by Maxtg curve is 182.9 dBuV. By analysing this
curve, the next switching frequency harmonic appears at 180 kHz and requires lower attenuation.
Thus, the filter design will focus on the emissions at 160 kHz. The limit specified at this frequency
by CISPR 11 is LimitcisprieokHz = 65.5 dBuV. A margin of 6 dB is added in order to account for
possible inaccuracies in CE estimation, and also for the parasitics of the inductive and capacitive
components [41]. In this way, the design process can be faster since the parasitic effects are not
considered in the first step. Finally, the required attenuation of the DM filter at 160 kHz is:

Attreq, DM =Maxrr 160kHz — Limitcispr6okHz + Margin = 123.4 dB. (2)
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4.4. Topology

In theory, there are a large number of filter topologies that can be employed for EMI filtering.
However, a low number of topologies are used due to cost and complexity reasons [41]. The second-
order LC circuit is a very common topology employed as the input filter of MC [42]. In order to
minimize the resonance that occurs at the filter, natural frequency, active and passive damping
solutions were proposed in [21,22,43]. Passive damping is achieved by adding a resistor in series or in
parallel with an inductor or capacitor. Considering the simple LC circuit, it was demonstrated in [25]
that the minimum power losses are obtained with a resistor connected in parallel with the inductor.
Moreover, this solution also reduces the global cost and volume of the input filter [14]. More complex
damping networks can be obtained by adding an additional inductor or capacitor in series or in
parallel with the damping resistor [22]. The objective of these damping networks is to provide passive
damping to a filter without increasing excessively the power dissipation. By modifying the peak output
impedance, this damping aims to facilitate the controller design and avoid large oscillations during
transients [41]. Figure 4 shows two LC filter topologies with single resistor damping networks [22].
Both have a high frequency attenuation asymptote given by 1/ (w?L ¢Cr), which is identical to the
original undamped LC filter. For the shunt RC damping network, Cyy blocks the DC current in order
to avoid significant power losses in R;. However, the large total capacitance reduces the power factor
for low-power operation making this solution unattractive.

i . ‘ )
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Figure 4. Two LC filter topologies with single resistor damping networks. (a) shunt RC damping
network; (b) series RL damping network.

Regarding the series RL damping network, L¢; provides a DC bypass to avoid significant power
dissipation in R;. Therefore, both inductors must be rated for the peak DC current. The output
impedance of the LC filter is dominated by the inductor impedance at a low frequency and by the
capacitor impedance at a high frequency [44]. Both asymptotes intersect at the filter resonant frequency:

1
= ——.
271, /Lfo

As previously discussed, Vrg (jw) is dependent on the DUT’s input current. Therefore, I, (jw)
must be reduced in order to generate CE within the imposed limits. Transfer function Hj,(s), which
relates I, with I, is defined in Equation (4). The magnitude of Hj,(s) characterizes the attenuation
capability of a single-stage LC filter with series RL damping network (cf., Figure 4b):

®)

B SLfd+Rd
- s3CfoLfd + 52CfRd(Lf + Lfd) +sLpa + Ry

chrl (5) (4)

A compromise between damping and the size of Lz must be done during the design process [44].
The damping ratio n, defines the relation between inductor Ly; and Ly. For practical purposes,
a unitary damping ratio is interesting since only one type of inductor needs to be built/purchased.
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According to [41], this solution also results in acceptable losses on R;. As demonstrated in [22],
the optimum damping resistance for the series RL damping network can be calculated as:

L 1+ng [2(1+n4)(4+n4)
Ry = c . )
Fona | (24 na)(4+3ny)
Figure 5 shows the impact of different damping factors in terms of resonance of Hj.(s) for
Cr =20 uFand Ly = 60 pH. As expected, the peak in the magnitude is reduced when the damping is

increased. Simultaneously, the frequency at which this peak occurs also decreases as damping rises.
Nevertheless, the low and high frequency asymptotes are not affected by the damping factor.

60

40

20

Gain (dB)

-20
Frequency (kHz)

Figure 5. Impact of different damping factors in transfer function Hj.(s).

For a given attenuation, the cascade connection of multiple LC filter stages allows the reduction
of volume and weight when compared to a single-stage LC filter [44]. This is achieved by increasing
the cutoff frequencies of the multiple stages resulting in smaller inductance and capacitance values.
Nevertheless, the interaction between cascaded LC filter stages can provoke additional resonances and
increased output impedance. An approach to reduce this interaction is by selecting gradually smaller
cutoff frequencies as it nears the filter output [22]. In other words, higher attenuation is required for
the stages near the filter output to improve system stability.

4.5. Components

In order to provide the required attenuation, a three-stage filter as shown in Figure 6 is employed.
Stage 1 and Stage 2 are formed by LC filters with series RL damping networks, and Stage 3 is an
undamped LC filter formed by C3 and L.

Lz L, Lig L

idm

T T
Figure 6. Equivalent single-phase circuit of the DM filter.

The DM capacitors draw reactive current from the grid, which decreases the operating power
factor (PF). In order to have a minimum power factor during a light load operation, the total capacitance
must be limited to the converter nominal power. In [45], the authors suggest that the PF must be at
least 0.9 for operation at 10% of Py,;. Other authors consider that a 0.8 power factor for the same
operating conditions is reasonable [28]. The capacitance limitation can also be specified in terms of
the absolute value for the reactive power. For instance, in [20], it is proposed that the reactive power
drawn by the input filter must be restricted to 15% of Pyoy. Assuming a small voltage drop for the
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fundamental component across the filter inductors, the total reactive power absorbed can be calculated
by Equation (6). Considering this last criteria, the maximum capacitance per phase must be restricted
to Cf,rotul < 30 pF:

Qc; ~3-27 fg - Ctotal - Vi ©6)

4.5.1. Stage 1

The matrix converter is a voltage-fed topology and behaves as a current source at its input.
Capacitor Cy (Cr in Figure 1) is placed at the MC input in order to limit the voltage ripple and ensure
a correct system operation. For the worst operations conditions, the peak current at the MC input is
[; = 37 A. By defining &,¢ £,pp as the maximum peak-to-peak voltage ripple, the minimum required
capacitance can be calculated as [46]:

I.
Cy > ! .
VS V27 fo - buc pp

@)

By limiting 6, fpp tO about 5-10% of the nominal input voltage [41,46], the minimum required
capacitance must be between 11.6 and 23.2 uF. Due to the discrete availability of capacitance values
and also for practical implementation reasons, capacitor C; is selected to 20 pE.

The magnitude of the LF current harmonics can be affected if the resonant frequency (fy) of the
different filter stages is near the measurement range (up to 2 kHz). However, the resonant frequency
must be significantly lower than the switching frequency in order to provide sufficient attenuation at
f = fs. Therefore, it is common to choose a resonant frequency between 20 times the grid frequency and
about one-third of the switching frequency [26]. Considering this criteria, the resonant frequency for
Stage 1 must be between 1 and 6.66 kHz. As previously discussed, the attenuation for this stage must
be higher than the other stages, resulting in a lower resonant frequency for Stage 1 when compared to
Stage 2. The attenuation for Stage 1 is selected as Attsage1 = 0.5 - Attyeq pp, which by the following:

160kHz

0,Stagel = —F/———
f se A”Smgfl
10720 —

results in fg 51461 = 4588 Hz. Considering C; and Equation (3), Ly is calculated as 60 uH. For nyy =1,
the damping network is composed by L1; = 60uH and Ry; = 3.4 Q) according to Equation (5).

®)

4.5.2. Stage 2

For practical reasons, L and Ly, are selected to be equal to Ly and Ly,4. By defining Attssgeen =
0.35 - Attreq,pm, the resonant frequency of Stage 2 needs to be fj stoee0 = 13316 Hz. Considering L
and Equation (3), C; is calculated as 2.3 uF. Due to the discrete availability of capacitance values, C, is
selected to be 2.2 uF. Finally, the unitary damping ratio results in Rp; = 10 Q.

4.5.3. Stage 3

The third stage of the filter is composed by C3 in combination with L3. During test experiments,
L3 corresponds to the inner inductance of the LISN, L;;sy. For normal operation, L3 coincides
with the grid inductance, Ly. Although the grid inductance can vary significantly depending of
the PCC, for this analysis, Ly =50 uH is considered, following the reference network defined in
IEC 61000-3-3 [47]. This stage must provide the remainder attenuation, which can be written as
Attsigges = Attreg, DM — Attsigger — Attsiager. Therefore, the resonant frequency of Stage 3 needs to be
fo,5tages = 53204 Hz. Considering L3 = 50 uH, the respective capacitor is chosen to be C3 = 180 nF.
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4.6. Evaluation of the DM Filter

By combining all three stages, the complete transfer function H,,, from I; to I;,, can be obtained.
Figure 7 depicts the frequency response of the DM filter. As required, a 123 dB attenuation is provided
at 160 kHz. The effect of the damping networks is perceptible by comparing the gain at fo stsg.1 and
f(),sfagfz with the gain at fO,Stuge3~

40

_ Hdm (J w)

10 100 1k 10k 'fs 100 k 1M
Frequency (Hz)

Figure 7. Frequency response of the DM filter: magnitude of Hy,,, the transfer function from I; to L;,.

Figure 8 depicts Maxrg and Mintg for the converter operation with the DM filter. As can be seen,
the maximum curve for the predicted QP values is below the limits specified by the CISPR 11 Class B
curve and the selected margin of 6 dB can be observed. Thus, the DM filter design is considered to
be concluded.

120

—_— CISPR 11 Class B

Conducted emission (dBuV)

— Maxcyp(jw) — Mingg(jw) |
10k 100 k 1M
Frequency (Hz)

Figure 8. TR measurement with DM filter: maximum and minimum estimation of CE.

5. Design of the Common-Mode Filter

5.1. Common-Mode Voltage

The CM voltage generated by the matrix converter induces a circulating current, i.,,;, through
the converter and the ground (see Figure 9). This current closes the loop through the TR/LISN
impedance resulting in CE that must be within the limits specified by CISPR 11. Silicon Carbide (SiC)
MOSFET C2M0025120D is used for the converter implementation. The parasitic capacitance from the
semiconductor to the heat sink per unit area is approximated by 20 pF/cm? [32]. Considering this
reference value, the parasitic capacitance of all the matrix converter’s semiconductors is Cgh = 600 pF.
Regarding the transformer interwinding capacitance and the stray primary side wiring capacitance, it is
difficult to estimate these values without making measurements. For this reason, a 1.2 nF capacitance
is added to the simulated circuit in order to take into account these parasitics. Thus, a total parasitic
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capacitance to ground Cg = 1.8 nF is considered. The resulting CM voltage, v, impressed by the MC
is represented in Figure 9. This voltage has approximately 110 V;,,;s and a peak equal to Vg,m

Voltage (V)
o

-300

80 90 100 110 120
Time (ms)

Figure 9. Common-mode voltage impressed by the matrix converter.

The frequency spectrum of the simulated RMS common-mode current (ic, (jw)) for this operating
point is shown in Figure 10. A zoom around the first switching harmonic inside the measurement
range is shown in Figure 10b.

0.015 0.01
Lem(jw) Lo (jw)
0.012 0.008
i:/ 0.009 = 0.006
g =
E 0006 g 0.004
O S
0.003 0.002
00 0.0
10 100 1k 10k 100k 1M 050 155 160 165 70
Frequency (Hz) Frequency (kHz)
(a) (b)

Figure 10. (a) frequency spectrum of the common-mode current Io; (jw); (b) zoom around the first
switching frequency harmonic above 150 kHz.

5.2. Spectrum of the Measured Voltage

The converter and the measurement system can be reduced to its single-phase equivalent CM
circuit as represented in Figure 11. It is important to note that, from the CM point of view, the three
line-to-ground capacitors of each stage are in parallel. Thus, the effective common-mode capacitance is
equal to the sum of the three capacitor values [48]. The LISN and the TR are modeled by its equivalent
CM impedance. v, is modeled by an ideal voltage source.

. Ve,
Lem Lcm2 Lcm] <

[
Zyisns3 Comz I Cem I I C,

Figure 11. Equivalent single-phase circuit of the CM filter.
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The C, connected to the ground represents the parasitic capacitance. The spectrum of Vg can be
determined by the multiplication of I, (jw) with the LISN's transfer function Gy jsy,cm = Grisn /3.
Figure 12 depicts the spectrum of V7 at the LISN output terminals along with the Maxrg and MinTr
using QP detection.

Mazqpg(jw)

Conducted emission (dBuV)

0
100 k 1M
Frequency (Hz)

Figure 12. TR measurement without CM filter: maximum and minimum estimation of CE along with
the spectrum of Vyg (jw).

5.3. Required Attenuation

The required attenuation for the CM filter can be estimated without the need of calculating the
exact QP values. The predicted CE at 160 kHz by Maxtg (jw) curve is 123.7 dBuV. The limits specified
in the CISPR 11 Class B for CM are equal to the DM. Considering the limit at 160 kHz and including a
margin of 6 dB, the required attenuation of the CM filter at 160 kHz is Att,q,cp = 64.2 dBuV.

5.4. Topology

In order to limit ic;,, the EMI filter must maximize the mismatch between the power source and
the converter impedances [49]. LC circuits are usually employed for the common-mode filter [50].
In contrast with the DM filter, no additional damping needs to be added by external elements.
The CM inductors are connected in series with the lines in order to provide a high-impedance for the
common-mode noise. The three windings of the inductor are wound on the same core, which forms a
common-mode choke. Because the power line currents are symmetrically displaced in each winding,
the magnetic flux produced in the core by these currents cancels.

5.5. Components

In order to provide the required attenuation a two-stage CM filter is employed (see Figure 11).
Stage 1 and Stage 2 are formed by undamped LC filters that make the connection between the lines
and the ground (PE). The maximum value of the line-to-ground capacitance is limited by the leakage
requirements imposed by several safety agencies [48]. This safety measure is necessary for protection
of personnel against electric shock under fault conditions.

According to IEC 60950, the ground leakage current for Class I equipment must be limited
to lieakmax = 3.5 mA at 50 Hz. This requirement has a great impact on the CM filter design.
Considering the upper limit of the grid RMS voltage, a maximum total CM capacitance per phase of
Cem,max = 44 nF is calculated by:

_ Ileak,mux
Ccm,mux ~11. Vg,ln o fg . )
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According to [41], for maximum attenuation given a minimum total capacitance, each stage
shall present the same value. In order to provide some margin to the imposed limit of Cey,max,
a total capacitance per phase of 20 nF is chosen. Therefore, capacitors C.,,; and Cc;» must be 10 nE.
Considering this capacitance, the value of the CM choke of each stage is then chosen to provide half of
the required CM attenuation (Attgsge1—2,cm = 0.5 - Attreq cm). Thus, the cut-off frequency should be
fO,Stagel—z,C M = 25.2 kHz. Taking this frequency into account, inductor L.,,; and L., are selected to
1.3 mH.

5.6. Evaluation of the CM Filter

By combining the two stages, the complete transfer function Hc;, from I; to I is obtained.
Figure 13 depicts the gain of the CM input filter. As required, a 64 dB attenuation is provided at
160 kHz.

Gain (dB)

-100
-120

- Hcm.Stagel (Jw) T Hcm(jw)
10 100 1k 10k 100 k 1M
Frequency (Hz)

Figure 13. Frequency response of the CM filter: magnitude of Hy,, the transfer function from I; to I¢.

Figure 14 depicts the maximum and minimum estimation of the CE for the converter operation
with the CM filter. As can be seen, the maximum curve for the predicted QP values is below the limits
specified by CISPR 11. Thus, the CM filter design is considered to be concluded.

=
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=
%/ 60 — CISPR 11 Class B
g 20
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10k 100 k 1M

Frequency (Hz)
Figure 14. TR measurement with CM filter: maximum and minimum estimation of CE.

6. Integration of DM and CM Filter

The final step for the design of the EMI filter is the integration of the DM and CM stages. There are
several ways to perform this integration. Due to the imperfect coupling between the three windings
of a CM choke, some leakage inductance is present in L.,,; and L. The inductors of both DM and
CM filters can be combined in each stage, so that this leakage inductance can be employed as part
of the required DM inductance. Using this strategy, a small DM inductor can be employed reducing
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the volume and weight of the filter. Figure 15 shows the complete circuit of the EMI filter. All of the

components are listed in Table 1.

Lo L Lew> L L L
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Figure 15. Complete circuit of the EMI filter comprising the DM and the CM filtering stages.

Table 1. Components for the EMI filter.

Component Specification
C EPCOS, MKP B32928C3206K, X2, 20 uF, 305 V¢
C EPCOS, MKP B32924C3225K, X2, 2.2 uF, 305 V4
C3 Murata, GA3 GB563K, X7R, 56 nF, 250 V. (x3)
Ly, Ly, Lig, Loy Micrometals, Iron Powder T184-52, 21 turns, 12 AWG

Ry Bourns, SMD CRS, 3.3 (), 2 W
Ry Bourns, SMD CRS, 10 ), 2 W

Cem1, Comn Murata, Ceramic DE2F3KY, Y2, 10 nF, 250 V,

Lemt, Lema Schaffner, RB8532-16-1M3, 1.3 mH, 16 A

Toroidal cores are preferred for the DM inductors (Ly, L1, Lo, Lyp) since they create a low external
magnetic field, reducing the magnetic coupling with other elements in the circuit. Iron powder material
is selected since it presents a much higher saturation flux density than ferrites, resulting in a more
compact inductor [41]. The distributed air-gap is also a constructive advantage when compared with
ferrites. Cores from Micrometals [51] were chosen mainly due to its low-cost and availability in the
market. The —52 material is suitable to be used in differential-mode filter applications. This material
features a nominal saturation flux of 1.0 T and can be operated at temperatures up to 110 °C. Core size
T184 was selected in order to maintain inductance for the required energy storage. The inductor
was constructed in a single layer in order to reduce the winding parasitic parallel capacitances.
Furthermore, a solid round conductor is employed to take advantage from the increased resistance
with frequency [41]. Using GeckoMAGNETICS software (v1.4.4 Professional, Gecko-Simulations A.G.,
Diibendorf, Switzerland) [52], the required number of turns was projected so as to obtain the nominal
inductance at half of the peak current. This criterion takes into account the 9.1 uH leakage inductance
of the CM chokes (L¢y1, Lemz)- The losses for the designed DM inductors are estimated at 2.1 W with a
15 °C temperature rise at Pyo;,. Core T184-52 has a product of number of turns by the current (NI) of
951 at 80% saturation flux density, Bsst. Dividing this number by 21 turns, it can be concluded that at
least 45.3 A can flow in this inductor without provoking saturation while keeping a 20% margin.

Voltage surges due to electrical discharges and under voltages during load steps can appear at the
MC input. Since the aforementioned voltages are usually high, metallized polypropylene capacitors
(MKP) are selected for C; and C; due to its higher ripple current capacity and lower ageing when
compared with electrolytic capacitors [45]. Moreover, capacitors from class X2 need to be chosen
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since they are specifically for “across-the-line” applications. Capacitors from class X2 can withstand
pulse peak voltages up to 2.5 kV in accordance with IEC 60664. Ceramic capacitors for C3, Cy1
and Cg, are preferred since a small capacitance is required, leading to a compact construction and
low parasitics. Due to safety reasons, CM capacitors are from class Y2, which is specifically for
“line-to-ground” applications.

According to the IEC 60950 standard, the capacitors connected across the lines should be
discharged to a voltage lower than 60 V in less than 10 seconds after a supply disconnection. This is
required since both DM and CM capacitors remain charged to the value of the mains supply voltage at
the instant of disconnection. If a hand or any other body part touch two pins of the mains supply plug
at the same time, the capacitors will discharge through that body part. This discharge can be quite
painful and for this reason, resistors of large value are connected across the lines in parallel with such
capacitors. In this EMI filter, 130 k() SMD resistors with a power rating of 2 W are employed.

Figure 16 shows a photo of the assembled EMI filter. The PCB also includes current sensors,
relays and fuses for protection. C1 capacitors are mounted in another board near the SiC MOSFETS in
order to reduce the parasitic inductances.

Figure 16. Photo of the EMI filter implementation.

As discussed in Section 3, low-frequency current harmonics are generated by the converter and
are mainly dependent of the employed modulation. However, the resonant frequencies of the EMI
filter could make interference in this measurement range. A final simulation with the integration of
the DM and CM filters was performed. Figure 17 shows the measured low-frequency harmonics of the
grid current and compares it with the IEC 61000-3-2 [36] Class A limits. As can be seen, the limits of
the standard were not exceeded and the effectiveness of the EMI filter is verified.
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Figure 17. Low-frequency harmonics of grid current compared to IEC 61000-3-2 limits: simulation
with the EMI filter comprising the DM and CM filters.

7. Experimental Results and Discussion

A prototype of the HFLMC was designed and built to test the capability to generate grid currents
with a high-power quality [17]. Figure 18 shows the three grid currents and the battery current in both
charger and inverter mode. As can be seen, the grid currents are well controlled (d-g control) and form
a perfectly symmetric three-phase system. Since the HFLMC performs a single-stage power conversion,
there is no significant energy storage between the grid and the battery. As a consequence, the battery
current has a very fast dynamic response when a power flow inversion occurs at the grid side, such as
at instant 140 ms.

Figure 18. Experimental results of the HFLMC operating in charger and inverter mode: grid currents
(iga, igp, igc) [yellow, blue, magenta] and battery current (ipc) [green].

The low-frequency harmonics of the grid currents were also measured in the laboratory using the
PA1000 Power Analyzer from Tektronix (Beaverton, OR, USA). The total harmonic distortion (THD) is
2.58 % at 10.2 Arms in charger mode and 3.44 % at 9.0 Arms in inverter mode. From the measurements,
all the harmonics are within the limits specified by the IEC 61000-3-2 standard.

EMI filters are usually characterized by the insertion loss (IL) that is a measure of the interference
suppression capability of a filter [35]. IL can be determined by using the scattering s-parameters
defined for the 2-port network circuits. The most accurate way to measure s-parameters is using
a vector network analyzer (VNA) [53]. The test procedure is specified in CISPR 17 [54] standard.
Figure 19 shows the test circuits used for measuring the IL for the DM and CM stages. The VNA
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generates a signal with a pre-defined power and variable frequency at its port 1. This signal is then
propagated through the DUT and measured at the VNA port 2. CISPR 17 specifies that the source
and load impedances of the VNA must be equal to Zy = 50 (). Since the impedances are matched, IL
coincides with the magnitude of the forward transmission coefficient Sy, as defined by Equation (10):

IL=-20- 10g10|521|,dB. (10)

Balanced-unbalanced transformers, also known as “baluns”, must be connected to the VNA ports in
order to isolate the DUT from the ground plane during DM measurements, as represented in Figure 19a.
Moreover, the baluns are essential to provide very high CM rejection.

! Zy i1 1:1 B | Voo Z i ) |

DI oo o t |

i EMI § o EMI §

v Filter 12 @m P vi Filter (12 @V’

| I N : : 1

\_ VNAport 1 < ‘ YNAport2 | | VNAport1 | <  VNdport2 j
(a) (b)

Figure 19. Test circuits for measuring the insertion losses in EMI filters. (a) differential-mode (symmetrical);
(b) common-mode (asymmetrical).

The Coilcraft PWB1010LB [55] wideband transformer (Coilcraft, Cary, IL, USA) was mounted in a
shielded housing with BNC receptacles as shown in Figure 20a, resulting in a 50 Q2 : 50 Q) balun with a
3.5 kHz to 125 MHz bandwidth. A Rohde-Schwarz ZVL 3 (Rohde-Schwarz, Munich, Germany) with
an operating frequency range from 9 kHz to 3 GHz was employed for the measurements. Coaxial cables
with a characteristic impedance of 50 () were used to connect the DUT to the measurement equipment.
The test bench with the baluns and the VNA is shown in Figure 20b.

CoilCraft PWB1010LB
Wideband Transformer

Pomona 2390 BNCF 500:50Q balun 500:50Q balun

Shielded Box connector / for VNA port 1 fo_r VNA port 2
(a) (b)
Figure 20. Differential-mode S parameter measurement. (a) photo of the constructed balun; (b) photo
of the test bench.

The DM S,; parameter was measured between phase A and B while the other lines remained
unconnected. Figure 21a depicts the obtained results for the DM Stage 2 and also for the series
of Stage 1 and 2. As measured by the R&S ZVL 3, Sy1 4 stage2 = —50.2 dB for Stage 2 and
So1,dm,Stage1—2 = —92.4 dB for Stage 1 and 2. The former result is inferior when compared with
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the expected 104.9 dB. This is justified since the measurements are performed with a power of 20 dBm
(equivalent to 100 mW). For this power level, the DM inductors have a higher inductance as explained
in Section 6. Consequently, a shift in the resonant frequency occurs, resulting in a smaller attenuation.
However, this is not a problem since, for higher currents, the effective inductance is within the
expected range.
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Figure 21. Sy; parameter of the EMI filter measured with R&S ZVL 3 VNA. (a) differential-
mode Sy1 du,Stagez [Trel]l and Sp1 gy, Stage1—2 [Mem?2]; (b) common-mode Sy1¢m,stager [Trel] and
SZl,cm,Stagelfz [Mem?2].

For the CM Sy parameter measurement, the baluns are not needed since the ground plane of
the VNA is directly connected to the PE terminal of the EMI filter. Figure 21b depicts the obtained
results for the CM Stage 1 and also for the series of Stage 1 and Stage 2. As specified in Section 5,
each stage must provide half of the required attenuation, more specifically 32.1 dB. As can be seen,
Sa1,em,5taget = —31.2 dB for one stage and Sa1ci,stage1—2 = —62.0 dB for the complete CM filter.
These values are clearly aliened with the predicted ones.

With the results exported by the R&S ZVL 3, the insertion losses were computed using
Equation (10) and depicted in Figure 22. It is clearly noticed that parasitic effects limit the achievable
insertion losses and degraded the EMI filter performance for frequencies above 1 MHz. This can be
explained by the parasitic series inductance of capacitors and the capacitance across the choke coils [56].
There are modeling methods for passive components that can be used to predict the high frequency
parasitic effects that typically create EMC degradation [57]. For the current project, the required
attenuation at these high-frequencies is less than the attenuation required at 160 kHz. This margin can
be observed at the curves represented in Figures 8 and 14. Therefore, the performance of the filter is
not compromised and complies with the specifications.

107



Electronics 2018, 7, 318

Electromagnetic field (EMF) simulation tools for analyzing EMI offer more accurate results than
the tools based on circuit simulators. However, EMF simulation needs a high number of computational
resources and are expensive tools. In order to meet the time requirements of the development cycle of
the products, it is often only applied to very simplified models. The main weakness of this method is
precisely the fact that parasitic elements of the components are not modeled, since it would require
significant additional effort that is not compatible with the straightforward design approach that
proposed. As a consequence, some components could have to be changed after the experimental
pre-compliance tests in order to ensure the expected attenuation capability in the high-frequency range.
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Figure 22. Measured insertion losses for DM filter [I Ly, stage1—2] and CM filter [IL¢y,stage1-21-

The main strength of this design method is to present a framework for quickly obtaining a project
of the EMI filter that can be also extended to other current source converters. This can be of high value
for engineers that need a practical and guided way to design an EMI filter for their projects. For sure,
some time-savings can be obtained since the main input for this project is the frequency spectrum of
the converter input current and the common-mode voltage. As previously demonstrated, these inputs
can be obtained through simulation or experimental measurements.

8. Conclusions

This paper details a step-by-step design method for the DM and CM filters of the HFLMC.
This procedure can be extended to other current source converters provided that the spectrum of
the input current is known. The conducted emissions are determined by a simulation model that
includes the modeling of the measurement system. Each filtering stage is projected based on the
required attenuation for CISPR 11 Class B pre-compliance. Both filters are integrated in a synergistic
way in order to reduce volume and weight. A prototype of the filter was constructed and tested in the
laboratory. An experimental test bench was mounted to determine the insertion losses according to
the CISPR 17 standard. The obtained results confirm that the attenuation capability of the filter is in
the expected range. Therefore, the effectiveness of the EMI filter regarding both LF harmonics and HF
conducted emissions is confirmed.

9. Patents

D. Varajao, L. M. Miranda, and R. E. Araujo, “AC/DC converter with a three to single phase
matrix converter, a full-bridge AC/DC converter and HF transformer,” U.S. Patent 9,973,107 B2;
United States Patent and Trademark Office (USPTO), Alexandria, VA, USA, 15 May 2018 (Priority date:
13 August 2014).
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Abbreviations

The following abbreviations are used in this manuscript:

AC-DC Alternating Current to Direct Current

AVG AVG

BESS Battery Energy Storage Systems

BNC Bayonet Neill-Concelman

CE Conducted Emissions

CISPR International Special Committee on Radio Interference
M Common-Mode

DM Differential-Mode

DUT Device Under Test

EMC Electromagnetic Compatibility

EMI Electromagnetic Interference

EV Electric Vehicles

HF High-Frequency

HFLMC  High-Frequency Link Matrix Converter
HFT High-Frequency Transformer

IEC International Electrotechnical Commission
LISN Line Impedance Stabilizing Network

LF Low-frequency

MC Matrix Converter

MOSFET  Metal Oxide Semiconductor Field Effect Transistor
MKP Metallized Polypropylene Capacitors

PCB Printed Circuit Board

PE Protective Earth (Ground)

PF Power Factor

PK Peak

Qr Quasi-Peak

RMS Root Mean Square

THD Total Harmonic Distortion

TR Test Receiver

VNA Vector Network Analyzer
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Abstract: The switching device in a power converter can produce very serious electromagnetic
interference (EMI). In order to solve this problem and the associated reliability and stability issues,
this article aimed to analyze and model the boost power factor correction (PFC) converter according
to the EMI conduction path. The sources of common-mode (CM) and differential-mode (DM) noise
of the boost PFC converter were analyzed, and the DM and CM equivalent circuits were deduced.
Furthermore, high-frequency modeling of the common-mode inductor was developed using a precise
model, and the EMI filter was designed. According to the Class B standard for EMI testing, it is
better to restrain the EMI noise in the frequency range (150 kHz to 30 MHz) of the EMI conducted
disturbance test. Using this method, a 2.4-kW PFC motor driving supply was designed, and the
experimental results validate the analysis.

Keywords: common-mode inductor; high-frequency modeling; electromagnetic interference; filter

1. Introduction

With the rapid development of electronic technology, power converters are widely used in various
fields [1]. The application of the product requires the power to be converted to maintain high reliability
and stability. In order to pursue higher performance and smaller size, the switching frequency of power
devices is becoming increasingly higher [2,3]. With the continuous improvement of the switching
frequency in power devices, its reliability became a common and urgent problem that needs to be
solved. The reliability of the power converter is affected by the manufacturing process and actual
operating conditions.

Scholars from various countries conducted extensive research on the reliability of converter
devices and their power devices [4-6]. Power converters usually consist of switching devices, storage
devices, driving devices, and signal processing and control circuits. The reliability of the converter is
determined comprehensively by the reliability of each part. All kinds of capacitive elements, especially
aluminum electrolytic capacitors, are key factors which affect the reliability of power converters.
However, research shows that the power switching device is the most likely part to lose efficacy among
the components of the converter. As the most fragile component of the power electronic switching
device, the reliability of the power switching device determines the reliability of the entire device
to some extent. Studying the reliability of power devices is the basis for improving the reliability
of power converters [7]. The discussion of reliability in this paper is based on the influence and
suppression of the interference caused by power converters in actual operation. When the device
is operated beyond the rated voltage or current range, it may cause excessive electrical stress and
damage to the power device [8,9]. Under excessive electrical stress, part of the device will locally
overheat. When the hot-spot temperature reaches the melting point of the material, the material will
melt, causing damage to the device. When the circuit interference is relatively strong, the disturbance
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will form a strong inrush current through the parasitic parameters in the circuit, which will cause the
power device (diode, rectifier bridge, metal-oxide-semiconductor field-effect transistor (MOSFET),
etc.) to be damaged. The power switching device has a high current voltage, which causes great
switching loss and strong interference. The rapidly changing dI/df and dV/dt of the power device
causes a strong interference current through the parasitic parameters in the circuit, which influences
the reliability and stability of the power converter [10]. The interference current caused by the power
device is mainly the common-mode (CM) current, which is the conduction interference in the converter.
This can be suppressed by an electromagnetic interference (EMI) filter. Therefore, the conduction
interference in the circuit of the power converter needs to be analyzed and suppressed in order to
improve its reliability and stability.

Because current power converters are widely used, the electromagnetic compatibility (EMC)
problem became increasingly important, a serious problem of which is the EMI [11]. The conducted
interference and radiation interference need to be suppressed for correct functioning of the power
converter. The radiated EMC effect of the power converter was introduced in Reference [12], and
magnetic dipole array-based time-domain (TD) modeling of the electromagnetic near-field (NF) using a
printed circuit board (PCB) was presented. Modeling of metallic wire susceptibility to the disturbances
caused by electromagnetic near-field radiation by electronic structures in radio frequencies was
introduced to suppress radiated EMC coupling of a power converter in Reference [13]. Furthermore,
scholars also studied the influence of temperature and bandwidth on a power converter’s lumped
components [14]. These studies are helpful for the suppression of EMC in power converters.

The noise between the power converter system and ground is known as CM noise, and two power
transmission paths are called differential-mode (DM) noise. In order to limit the EMI noise, a series
of EMC standards were developed. These standards define the frequency range and the maximum
amplitude of the allowable EMI noise. EMI filters are usually added to the circuit in order to solve the
EMl issue. Analysis of EMC is based on three factors: jamming source, coupling path, and disturbed
object. EMI filters can reduce the interference signal, cut off or change the propagation path of a
jamming signal, and increase the anti-jamming ability of the disturbed object. For restraining the
conduction EMI of power converters, we start with reducing the interference source and changing the
conduction path.

Boost power factor correction (PFC) converters are widely used; thus, this paper investigated
the use of boost PFC converters [15-18]. Firstly, the EMI of the boost PFC converter needed to be
analyzed. The switch drain source voltage of the boost PFC converter was considered as the EMI
source. According to the EMI conduction path, the causes of CM and DM interference were analyzed.
The boost PFC’s DM and CM equivalent circuits were derived. For the conduction interference in the
circuit, an appropriate EMI filter circuit was selected. In addition, the high-frequency modeling of the
common-mode inductor was analyzed in the circuit, which effectively suppressed the EMI. Finally,
an EMI filter based on the improved CM inductor was designed for a PFC motor drive application.
The experimental and commercial test results are presented, and the superiority of the proposed EMI
filter and the reliability of the boost PFC converter are verified.

2. EMI Analysis of the Boost PFC

Due to the strong EMI found in the PFC boost circuit during testing, it affected the normal
operation of the circuit. Therefore, we needed to analyze the conduction interference in the circuit.
The conduction EMI of the boost PFC converter can be analyzed from two aspects: DM interference
and CM interference. The DM current is transmitted between two wires, which is independent of the
ground wire. The amplitude and phase of the two wires are the same, and the interference voltage is
formed on the signal line. Through the parasitic capacitance of the interference source, the CM current
is introduced into the ground along the ground transmission from the signal line return, where the
same amplitude and phase opposite in each wire and ground, at the same time, form the interference
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voltage. When the impedance of two wires in the converter is unbalanced, the distribution of the CM
current is different between two conductors. Thus, the CM noise becomes the DM noise to some extent.

The drain source voltage (Vps) of the power devices of the boost PFC converter can be considered
as the noise voltage source of the CM and DM interferences. It is generally considered that the DM
current is mainly caused by the ripple current of the inductor, and the CM current flows mainly from
the drain electrode of the switch tube and the parasitic capacitor of the protector, as shown in Figure 1.

When the current of the inductor Ly is discontinuous, the junction capacitance of inductor L,
the switching device, and the rectifier bridge D1-D4 will induce resonance. The input voltage, after
being rectified, will produce voltage spikes that will not only damage the rectifier bridge and switching
devices, but also cause common-mode interference. Therefore, the DM capacitor Cx; is usually added
behind the rectifier bridge to suppress the voltage spike. At this point, since the capacitance value
of differential-mode capacitor Cy; is larger than the junction capacitance value of the rectifier diode
and the switch tube, the voltage of capacitor Cx; remains substantially constant when the inductor
current is discontinuous. When the rectifier bridge is on, the DM capacitor provides a low-impedance
path for the L and N lines, which suppresses the differential-mode interference. If without capacitor
Cx1, due to impedance imbalance in the circuit, some of the DM current in the boost PFC converter is
generated by the CM current.

Differential-mode noise source

/\ Di/AD>
L

- ' Qo ! p— R
e e' iy } ’:} } ”
N y — 1== G
Common-mode! H

. I !
noise source L___| __
/\Ds /\ D4

PE

Figure 1. Common-mode (CM) and differential-mode (DM) interference sources in the boost power
factor correction (PFC) converter.

When the rectifier bridge is on, due to the DM capacitance Cxj, the CM current from the chassis
almost meets the equivalent impedance. At this time, the CM noise almost equally flows into the L
and N lines, where we avoid the CM interference transformation position difference caused by the
line impedance unbalance. As shown in Figure 2, the diodes in grey do not conduct. When the input
voltage is positive, D1 and D4 conduct; however, the noise reversely flows through diode D, because
the alternating current (AC) power grid voltage makes the diode conduct. In the negative half-cycle,
D, and D3 will conduct, and a similar analysis can be performed. The addition of Cx; will result in
harmonics of the input current and needs to ensure that the frequency is higher than 150 kHz. A Cx;
capacity resistance that is much less than 50 ) can effectively suppress the mixed interference (the DM
interference in part from the CM interference).

As shown in Figure 3, the rectifier bridge is off and the CM current passes the test resistor on the
L line and Dy, which produces the interference voltage. Obviously, when the CM current does not flow
through the L-line and N-line resistors, the DM voltage is generated. In order to inhibit the problem
caused by the impedance imbalance, a DM capacitor can be added.
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Ry

(b) D, and Ds turn on

Figure 2. Common-mode current path.

Ro

(b) Dy turn on (Cp discharging)

Figure 3. Common-mode current when the rectifier bridge is off.
3. Boost PFC CM and DM Equivalent Circuits

In Figure 4, the CM and DM interference paths of the boost PFC converter are given, where the
capacitors Cx; and Cx, are added according to the above discussion. The green dotted line represents
the DM interference path, and the red dashed line represents the CM interference path.
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Figure 4. Electromagnetic interference (EMI) paths when the rectifier bridge is on with the

filter capacitors.

Figure 5 shows the CM and DM equivalent circuit of the boost PFC converter. According to
Figure 4, the filter capacitors Cx; and Cx; are parallel. Make Cx = Cx; + Cx». In the CM interference
branch, Cy is connected in series with the test resistor Ry on the branch. When the impedance of Cx
is smaller than the test resistance R, it can be considered that the filter capacitor Cy is short-circuited,
and the test resistance of the L and N lines is equivalent to the parallel connection. Therefore, the test
resistance on the CM interference equivalent circuit is Ry n/2, and its CM interference voltage is V.
The CM interference equivalent circuit is shown in Figure 5a. The transmission gain | TGcp(f) | of the
CM voltage is derived as below.

Rin fCpRiN 3)

[TGem(f)|=| =
Rin + 777c; (mfCpRiN)> +1

Due to the parasitic capacitance Cp in the circuit, generally, nfCpRyn << 1, and the amplitude of
the CM interference voltage is derived as below.

Vem= Vs x |TGem(f)| = Vps x mfCpRiN 4)
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Figure 5. Common-mode and differential-mode equivalent circuits of the boost PFC converter.

Obviously, with the increase of frequency f, the CM interference voltage Vy will increase at a
slope of 20 dB/dec. The parasitic capacitance has an obvious influence on CM interference.

Meanwhile, the decrease of voltage Vg will reduce the CM interference.

In the DM interference branch, the DM current flows through the test resistor Ry y of the L and
N lines in sequence. Therefore, the test resistance on the DM interference equivalent circuit is 2R ;,
and the DM interference voltage is Vpys. The DM interference equivalent circuit is shown in Figure 5b.
The transmission gain | TGpp(f) | of the CM voltage is derived as below.

_ 2RLN//(]‘27-[}‘CX) _ RLN
2RLN//(ﬁ) +j2rfL 2\/R%N(4712f2LCX,1)2 + 1672f212

ITGpm(f)I ()

Usually, when the frequency f is higher than 150 kHz, 47%f 2LCy >> 1 and 47f 2LCxRn >> 7ifL.
The amplitude of the DM interference voltage is derived as below.

1

Vem= Vps x |TG =Vps—F——
cm=Vps x |TGpm(f)| T

(6)

Obviously, with the increase of frequency f, the DM interference voltage Vpy will decline at a
slope of —40 dB/dec. Meanwhile, it can be seen from the formula that, in the boost PFC converter,
increasing the boost inductor can obviously reduce the DM interference, and decreasing the rate of the
up or down of switching devices can reduce the DM interference.

From the above analysis, for the DM and CM interferences, the noise source is the switching
device. The DM interference will be converted into CM interference. The parasitic parameters of
the boost PFC converter have an impact on the DM and CM interferences. However, the influence
is different. The boost inductance mainly affects the DM interference, and the parasitic capacitance
between the switching device and the radiator shell mainly affects the CM interference.

4. Model of the CM Inductor and EMI Filter Design

4.1. The High-Frequency Model of CM Inductor

Since the common-mode inductor can achieve a very large inductance value in a very small
magnetic core, it is widely used in EMI filters, as it can restrain EMI’s common-mode noise
interference very well. In the EMI conduction frequency range, the CM inductor will be affected
by the leakage inductance and various parasitic parameters when working at high frequencies, such
that its characteristics will change nonlinearly with the frequency. In order to improve the design of
EMI filters and to accurately select a common-mode inductor, it is necessary to establish a suitable
common-mode inductor high-frequency model in the EMI interference frequency range.

The CM model is more complex, and because of the nonlinearity of the magnetic element,
the parameters of the common-mode equivalent model vary with the frequency [19-21]. Based on
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these reasons, a more complex model was used to characterize the high-frequency modeling of CM
inductors. The improved model, shown in Figure 6, was based on the traditional Foster model [22].
The first level mainly consisted of the core characteristics (influence of iron core, layer number, and turn
number), the second level determined the position and amplitude of the second resonant peak, and
the third level determined the phase frequency characteristics before and after the second resonance
peak, in which stray capacitance C; is mainly related to the lead length of the common-mode inductor.
The n-order Foster model can be expressed by n-harmonic peaks.

—
Ly R Ry Re
Ly, Ly Ly
O O
cu | ) G
Ria

Figure 6. Common-mode inductor high-frequency model.

In order to verify the feasibility of the model, an impedance analyzer was used to test the CM
inductance sample, and the scanning frequency range was 150 kHz to 30 MHz. Figure 7 shows the
comparison results, fitted using MATLAB.

15000
— Actual data
c Common-mode Inductor model
& 10000 J
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@
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8 5000 1
E

Phase/degree

_1 OU Il i i Il
10* 10° 10° 107
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(b)
Figure 7. MATLAB fitting comparison.

According to the simulation results in Figure 7, the high-frequency model of the CM inductor
(see Figure 6) in this paper had a better fitting effect both in impedance (see Figure 7a) and in phase
(see Figure 7b). Thus, the model circuit shown in Figure 6 can reflect the change of the CM impedance
in the frequency range of 10 kHz to 30 MHz. This improved model is suitable for all kinds of power
converters with EMI filters, for example, PFC boost converters, bridgeless converters, and so on.

4.2. EMI Filter Design

The EMI filter’s attenuation of conducted EMI can be expressed as the voltage insertion gain.
The voltage insertion gain is defined as the ratio of the interference voltage measured before and after
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adding the EMI filter. Similarly, CM and DM equivalent circuits of the EMI filter need to be established,
and then the CM and DM attenuation effects of the filter are considered, respectively. The filtering
effect of EMI filters is not only related to its own parameters, but is also closely related to interference
source impedance. Therefore, in order to design EMI filters efficiently, it is necessary to choose an
appropriate filter topology according to different impedance characteristics. In medium and high
power of the converters, due to strong common-mode interference, two-stage EMI filters are usually
used to suppress interference. In general, the leakage inductance of a CM inductor is used as a DM
inductor when designing an EMI filter. Figure 8 shows the two-stage EMI filter topology. In Figure 8,
Cy1 and Cy, are CM capacitors and their values are equal, Cx;—Cx3 are DM capacitors, and Lcps; and
Lcpyp are CM inductors.

Lewn Lemn
YTYTYNL YTYTY N
° L .
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Figure 8. The EMI filter topology.

The attenuation of an EMI filter can be represented by the voltage insertion gain. The common-
mode equivalent circuits are shown in Figure 9. The differential-mode equivalent circuits are shown in
Figure 10.
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Figure 9. Common-mode equivalent circuits.
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Figure 10. Differential-mode equivalent circuits.
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The attenuation can be exemplified by the common-mode equivalent circuit. The CM interference
voltage is V’'cp when the filter is not added, and the CM interference voltage is Vp when the filter is
added. Therefore, the CM insertion gain is derived as below.

Gem(s) = pu
= Lot Lema2Cy12Cyos* + Lea2Cy12CyaReps® @)
+[Lcm22Cy1 4 2Lean (Cyr + Cyo)]s?

+2Rcpm(Cy1 + Cyo)s + 1.

Figure 11 shows a simplified common-mode equivalent model. According to Equations (8)—(11),
the insertion loss of the common mode can be calculated.

Zeymn = R+ Zpy; (8)
Zeme = Zio + Zy1 X ﬂ; )
Zy1+Zcewmn
Zy1 + Zcw
Gem = (Zya + Z x ST 2EML, (10)
cm = (Zya + Zemz) Zoi + Zys
1L = 20l0g,01/ (RelGel) + (Im|Gel)* (11)

Z Z
+ Ll 12

Common
Vou N N mode
~ o N interference
source

Figure 11. Common-mode equivalent circuit simplified diagram.

According to the previous analysis of the boost PFC circuit and the high-frequency modeling
of the common-mode inductor, the high-frequency attenuation performance of the EMI filter can be
evaluated more accurately. Meanwhile, it will better suppress the interference of the boost PFC circuit,
which helps the reliability of power converters.

5. Experimental Results

Based on the above analysis, the EMI filter was designed, and the boost PFC converter was
optimized. The experimental platform of a 2.4-kW boost PFC motor was built, and the experimental
prototype is shown in Figure 12a. Figure 12b is the experimental EMI test platform. Figure 12c shows
the input voltage and input current waveforms of the boost PFC converter system. Figure 12d shows
the output voltage waveforms. Figure 13 shows the EMI conduction test results of the experimental
prototype. Clearly, as shown in Figure 13, the 2.4-kW boost PFC test platform could successfully pass
the EMI test. The power factor (PF) of the prototype was very high, and the system could run stably
for a long time, thus ensuring the security, reliability, and stability of the system.
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(a) Experimental prototype (b) Expenmental test platform
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Figure 12. Experimental results.
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Figure 13. EMI conduction test results.

6. Conclusions

A boost PFC converter can be used to analyze and suppress the EMI issue of power converters.
Here, CM and DM interferences of the boost PFC converter were analyzed and discussed in detail.
To alleviate the EMI challenges in the reliability of the entire converter system, a common-mode
inductor was designed accordingly and modeled. Using MATLAB simulations, it was found that
the improved model, based on the traditional Foster model, could better represent the impedance/
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frequency characteristics of the common-mode inductor. In addition, the design of the EMI filter could
better suppress the CM and DM interferences of the boost PFC converter. EMI-conducted interference
could be suppressed using this method. Thus, the reliability of the boost PFC converter was improved.
Finally, both simulation results and experimental tests validated the analysis and results.
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Abstract: DC-DC buck converters are widely used in portable applications because of their high
power efficiency. However, their inherent fast switching releases electromagnetic emissions,
making them prominent sources of electromagnetic interference (EMI). This paper proposes a
voltage-controlled buck converter that reduces EMI by using a chaotic pulse-width modulation (PWM)
technique based on a chaotic triangular ramp generator. The chaotic triangular ramp generator is
constructed from a simple on-chip chaotic circuit linked with a symmetrically triangular ramp circuit.
The proposed converter can thus operate in the chaotic mode reducing the EMI without requiring any
EMI filters. Additionally, using the triangular ramp signal can relax the requirement for a large LC
output filter in chaotic mode. The effectiveness of the proposed scheme was experimentally verified
with a chaotic triangular ramp generator embedded in a voltage-mode controller buck converter using
a 0.18 pm Complementary Metal Oxide Semiconductor (CMOS) process. The measurement results
from a prototype showed that the EMI improvement from the proposed scheme is approximately
14.53 dB at the fundamental switching frequency with respect to the standard fixed-frequency PWM
reference case.

Keywords: electromagnetic interference; chaotic PWM; DC-DC buck converter; CMOS chaotic circuit;
triangular ramp generator; spread-spectrum technique; system in package

1. Introduction

The size of portable/wearable electronic devices is being decreased by integrating circuits, such
as analog circuits, high-speed digital circuits, high-speed memories, RF circuits, and antennas, into a
single system-on-chip (SoC) or system-in-package (SiP) [1]. It is desirable that these devices be small
and light-weight, and have a long battery life. Because of their high power conversion efficiency,
switched-mode DC-DC converters are widely used in portable electronic devices [2]. However,
the high periodical switching frequency of DC-DC converters produces switching noise, which leads
to spectrum noise tones at the fundamental switching frequency and its harmonics, causing serious
EMI problems. Those problems are particularly serious in SoC/SiP applications that include sensitive
blocks, especially RF or sensor circuits [3,4].

Several a posteriori solutions have been proposed to reduce the EMI of DC-DC converters.
The work in [5] found that the printed circuit board (PCB) layout has a great effect on the EMI
problem and proposed a method of PCB layout optimization to reduce EMI. The research in [6]
presented a method to reduce ringing EMI noise by using a passive loss-less snubber cell. An EMI
filter is also a common approach to solving the EMI problem [7]. Those schemes, however, need extra
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components [5,6], which increases the manufacturing cost and PCB area and make them unsuitable for
compact SoC/SiP applications.

The source of EMI in a DC-DC converter is its switching activity; therefore, reducing the EMI
should address the switching activity. Such a solution would both eliminate the need for extra
passive off-chip components and produce a better low-frequency EMI performance than previous
solutions [8]. In the literature, spread-spectrum techniques have been widely applied to the controller
of the DC-DC converter to reduce EMI at the design stage. This a priori approach concentrates on
preventing EMI directly at the switching signal. In the spread-spectrum technique, the shape of
the power spectrum is altered to reduce the harmonic peaks. The first spread-spectrum technique
for EMI reduction used carrier frequency modulation (CFM) [9,10]. The approach presented in [9]
obtains a flattened power spectrum by using sinusoidal modulation where the driving signal is a
sinusoid. The implementation of this approach is simple, but the EMI reduction performance is not
optimized, because it creates a U-shaped power spectrum that peaks at two endpoints. The work
in [10] used a cubic waveform as the driver signal to mitigate the peaks at the two end-points of
the U-shaped power spectrum while maintaining the sinusoid-based modulation, but that technique
significantly increased the complexity of the circuit. Either a triangular waveform or a sawtooth
waveform was later adopted to replace cubic waveform because that circuit is easier to implement, and
the triangular waveform offered an EMI performance similar to that with the cubic waveform-based
modulation [11-13]. Therefore, the most common method currently used to implement the CFM
spread-spectrum technique is triangular-based frequency modulation [13]. The limitation of the CFM
method is the periodic characteristic of the driver signal, which creates a discrete modulated power
spectrum. Therefore, chaos-based random pulse-amplitude modulation was proposed by several
researcher [14,15]. Assuming that a uniform random distribution could be obtained using a chaos
generator, the resulting EMI spectrum would be continuous. Several methods have been proposed to
approximate a random source [14,15]. The approach presented in [14] proposed a self-tuning offset
and amplitude-adaptive ramp control for the buck and boost converters. That solution achieved a
significant EMI improvement in both the buck and boost converters, but it is costly and applicable
only at PCB level. The offset and amplitude tuning method improves the EMI, but it causes stability
problems for the DC-DC converter.

Recently, the spread-spectrum technique has expanded to new effective schemes that use
randomized/chaotic pulse-width modulation (RPWM/CPWM) [16-18]. This spectral modification
scheme is realized by operating the converter in aperiodic mode. An analog chaotic generator (Chua’s
oscillator) was used in [16] to form CPWM for the converter. That method achieved a good performance
on EMI reduction and was simple and flexible in its design. Unfortunately, Chua’s oscillator circuit
requires many off-the-shelf passive inductors and capacitors (in uH and pF ranges), which makes it
unsuitable for compact applications. The work reported in [17] presented an on-chip CMOS-based
CPWM generator for a DC-DC converter. The digital chaotic sequence generator replaced the constant
switching frequency generator in the DC-DC converter. However, that CPWM scheme was only
modulated by chaotically hopping among a set of 4 fixed frequency levels, which generated an
upper limit for its reduction of EMI. Another approach, based on the spread-spectrum concept
called frequency hopping [18], used the RPWM technique. It randomly distributes the switching
frequency among a set of 8-fixed frequencies; thus, it reduces the spectrum only around the pre-defined
frequency sets. Additionally, that method requires a uniform distribution random circuit, which is
costly and difficult to implement. In general, existing RPWM /CPWM schemes have undesirably high
output-voltage and inductor-current ripples, which have gone unconsidered in most previous studies.
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Motivated by all those concerns, we here propose a dual-mode PWM/ pulse-frequency modulation
(PEM) voltage-controlled buck converter with EMI reduction under chaotic mode operation.
The proposed solution achieves a significant EMI reduction and mitigates the aforementioned
shortcomings of previous works. First, we propose a simple and fully on-chip CMOS chaos generator
associated with a strict N-shaped chaos map to generate controllable chaotic signals. A strictly
mathematical model for the proposed chaos map circuit is derived via the stroboscopic sampling
method, and its chaotic behaviors are deeply analyzed via the Lyapunov exponent theory and a
bifurcation diagram. Second, we design a symmetrical triangular ramp generator to work with the
chaos-generator to form a chaotic ramp generator for EMI reduction. Finally, we design, fabricate,
and test a prototype implementation of the dual-mode PWM/PFM buck converter with the chaotic
triangular ramp generator using a 0.18 um CMOS process. The result measured from the prototype
shows an EMI improvement of approximately 14.53 dB with respect to the standard PWM reference
case, while maintaining a reasonable output ripple magnitude. This proposed scheme can be applied
to any voltage mode-controlled converter and has a feature that enables the user to tune a single
converter to various electromagnetic compatibility norms.

The rest of this paper is organized as follows: in Section 2, the concept for the EMI-improved SiP
buck converter and the requirements that affect the selection of the ramp generator for EMI reduction
are presented. The section then deals with the implementation of the proposed chaotic circuit and
the chaotic ramp generator. The simulation results are presented and discussed in Section 3, and
the experimental results and EMI comparison with other state-of-the-art schemes are presented in
Section 4. Finally, Section 5 concludes this research work.

2. Proposed Chaos-Based EMI Reduction with On-Chip Chaotic Ramp Generator

2.1. SiP Dual-Mode PWM/PFM Buck Converter with Chaos-Based EMI Reduction Scheme

Buck converters are indispensable in most battery-powered devices due to their simple power
conversion step and high power efficiency. To maintain high power efficiency over a wide range
of load currents, dual-mode PWM/PFM buck converters are widely used [19,20]. Figure 1 shows
a simplified schematic diagram of our EMI-improved buck converter, along with the concept for
a SiP buck converter powered by a battery represented by a voltage source (VBAT). The buck
converter is controlled by a PWM/PEM controller to turn ON/OFF the high-side and low-side
switches (HSW/LSW) with non-overlapping pulses CPWMP/CPWMN. To eliminate the conduction
loss when the converter enters low load conditions, a comparator is utilized to output a zero-current
detection (ZCD) signal to turn off the LSW by comparing the switching node voltage (VSW) and the
ground. The bandgap reference (BGR) circuit outputs a reference level of 1.2 V to regulate the output
voltage of the converter. Also, in the block diagram, (EA) represents the error amplifier, and equivalent
series resistance (ESR) and direct current resistance (DCR) represent the parasitic resistances inside
the inductor and capacitor of the LC filter, respectively. This work presents a DC-DC buck converter
that features an automatic mode change between PWM and PFM depending on the load current level.
The corresponding output to load is in the range from 50 mA to 500 mA. When the load current is
higher than 200 mA, the converter operates in PWM mode. When the load current is lower than
200 mA, the converter automatically switches into PFM mode, in which the power stage operates
intermittently, based on the load demand. In PFM mode, the switching activity is reduced to minimize
the switching loss and maintain the high power efficiency of the converter.
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Figure 1. System-in-package (SiP) buck converter with chaos-based electromagnetic interference (EMI)
reduction. The highlighted chaotic ramp and clock generator forces the converter to operate in chaotic
mode for EMI reduction.

Figure 2 shows the proposed scheme for generating a chaotic PWM signal for EMI reduction
in a type-III compensation network. Type-IIl compensation is normally used for its optimized
loop bandwidth and fast transient response in a voltage-mode-controlled converter that operates in
continuous conduction mode (CCM) mode, as compared to type-I and type-II counterparts [21]. In this
scheme, a fully on-chip N-shaped chaos generator circuit is proposed. Additionally, a new design for a
symmetrically triangular ramp generator is implemented. The chaotic output of the N-shaped chaos
generator (Vcnaos) is applied to control the triangular ramp generator (to Vi or Vpgr) and generate a
chaotic triangular signal (Vcrr). The Verr signal is then compared with the slow-varying signal at
the output (Vga) of the error amplifier to generate the CPWM to control the high side switch (HSW)
and low side switch (LSW) power switches. In chaotic operation mode, the switching period, Tsw,
varies chaotically, and the duty cycle also changes from cycle to cycle. However, the average duty
cycle is constant, which means the output voltage follows the pre-determined value as expected.
The inductor current and output voltage are also chaotic, so their associated spectra can spread over
a certain frequency range. In this way, the EMI is significantly reduced using the characteristics of
the broadband frequency spectrum in the chaotic signal. Most importantly, the scheme proposed
here modulates the switching frequency (Fsy) continuously in a defined range. This is equivalent to
hopping among an infinite set of switching frequencies, which results in the full elimination of the
peaks in the power spectrum present in the standard fixed-frequency PWM mode. Therefore, EMI
reduction can be higher than that offered by previous solutions [17,18].
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Figure 2. Proposed scheme for synthesizing a chaotic pulse-width modulation (PWM) signal with an
N-shaped chaotic generator for a buck converter using a type-III compensator network.

As described in the previous sections, EMI reduction via the spread-spectrum technique is always
achieved at the cost of a performance reduction in the buck converter, including: (1) an increase in the
output voltage ripple; (2) a increase in inductor current ripple; and (3) a reduction in power efficiency.
However, those negative side-effects have often been neglected in the literature [16-18]. All of those
factors require an increase in the size of passive LC output filter [8,22]. However, in the design of
SiP buck converters, a large LC is not recommended, because the space inside the package is limited.
This work mitigates those negative side-effects of the spread-spectrum technique by using a ramp
generator to generate a triangular signal instead of a sawtooth. The triangular signal mitigates the
ripple of the inductor current, thereby relaxing the requirement for large LC output filter. The overall
specifications of our DC-DC converter are listed in Table 1. The details of the implementation of the
proposed scheme are explained and discussed in Sections 2.2 and 2.3 below.

Table 1. Designed buck converter specifications.

Parameter Description Quantity
Vin Input voltage range (Battery) 2742V
Vour Output voltage range 1.0-1.8V
IouT,max Maximum load current 500 mA
Vrip/(max) Maximum output ripple 50 mV
Fsw Switching frequency 1-2 MHz
Lout Inductor (in package) 22 uH
Cout Output capacitor (in package) 2.2 uF

2.2. Fully Integrated On-Chip Chaos Generator with N-Shaped Map

Chaotic sources have previously been proposed as a cheap replacement for a random signal in the
spread-spectrum technique [23]. The chaotic signal plays a key role in the distribution of harmonics
when a converter operates in the chaotic mode. So far, several CMOS chaos generators have been
reported [23-25]. Those circuits, however, are not completely straightforward to design due to their
lack of governing models [23], non-robust chaos with regard to variable circuit parameters [24], bulk,
low frequency, and high power requirements [25].
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In this section, a new, fully integrated on-chip, CMOS chaos generator is presented with its
associated mathematical chaos map. The chaos map model can be strictly derived from the circuit
operation, thus making the analysis and design simple and accurate. Because the chaos exists in a wide
continuous range, the chaos robustness with respect to the unavoidable error introduced by physical
variations in circuit devices can be significantly relaxed. Also, the compact design and low power
consumption of the proposed chaos generator make it a good pseudo-random source. To achieve EMI
reduction in the DC-DC buck converter, the output of the N-shaped chaos generator is injected into a
triangular ramp generator to construct a chaotic ramp generator as explained in detail in Section 2.3.

2.2.1. N-Shaped Chaos Generator

For the simplicity of the analysis, the proposed N-shaped chaos generator (CG) is simplified and
shown in Figure 3. The circuit consists of one capacitor C that is either charged or discharged through
two current sources/sinks (I; and I), respectively; the remaining part contains a controller with two
comparators, two SR latches, one AND gate, one XOR gate, and one SPDT (single pole double through)
switch. In the proposed chaos generator, the only state variable is the capacitor voltage v(t).

4

Figure 3. Simplified block diagram of the proposed N-shaped chaos generator.

The operation of the chaos generator can be represented by a finite state machine (FSM), as shown
in Figure 4a. The state machines S1 and S3 correspond to the charging of capacitor C at every rising
edge of the clock (CK) or when v(f) reaches the upper limit Viyc; the state S2 corresponds to its
discharging when v(t) reaches the low limit (V). The dynamics of the proposed chaotic circuit can be
represented by a 1-D piece-wise map, a so-called stroboscopic map. Assuming that at ty, the capacitor
voltage reaches Vi, which triggers the control signal V., to be HIGH (Q = 1), capacitor C is discharged
through I as follows:

o(t) = Viie — 2t~ t) )

Also, at the beginning of the next period (ty), Ve is triggered to be LOW (Q = 0) by the clock
signal, and capacitor C is charged by I;:

o(t) = Vie + gt~ 1) @
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Figure 4. Operation of the N-shaped-based chaos generator: (a) Finite state machine. (b—d) Capacitor
voltage waveform.

The 3 possibilities that the FSM can evolve depend on the value of state variable v(f) at ty. First,
the state space is separated into 2 sub-spaces (R; and R; + R3), depending on boundary condition Vy,,
which is defined as the voltage level at which the capacitor voltage is charged from Vi c to V},; within
one clock cycle T. Vy,; is calculated from discharging Equation (2) as follows:

Vic = Vp1 + IEIT — Vp1 = Ve — IalT (Vb1 < VHC) 3)

e Sub space R1: At ty, if Vi <V}, the capacitor will continue charging on the next clock cycle as
shown in Figure 4b, corresponding to FSM S;. However, if V} > V},3, the subspace higher than Vi,;
can be divided into 2 other sub spaces, R; and R3, depending on a second boundary condition,
Vbz.

e Sub space R2: The capacitor continues charging until v(t) reaches Vi and then discharge for the
time durations t, and t,,, respectively. Figure 4c shows the representative waveform for this case
with the charging period t, and discharging period t,, which can be deduced from Equations (1)
and 2): ta =L /C x (Ve — Vi) tp =T — t =T —1;/C x (Ve — Vy). For this case, t, + t, = T.

e Sub space R3: The capacitor continues charging until v() reaches V¢, then it discharges to Vic
for the periods t,, t,, and t, as shown in Figure 4d. In this case, t, + t, < T; therefore, t. can be
calculatedastc =T —t, —t, =T — ;1 /C x (Vuc — Vk) — C/Ix (Ve — Vo). In this case, t, is
different from before and can be calculated using the discharging equation Vic = Vic — I,/C X
t,. The second boundary condition can be derived by the setup t. = 0:

te >0 T—ta—ty =T— &(Vhc — Vi) = £(Vac — Vic) > 0
— Vo = Vic — I%T+%(VHC_VLC)

@)
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Now, the N-shaped map of the chaos generator that relates the value of state variable v(t) at every
clock instant can be written as follows:

Vi + LT, with Vic < Vi <V,
Vir1 =4 Vic — T+ ¢ (Ve — Vi), with Vi < Vi < Vi ®)
Vi + TI% — (VHC — VLc)(l + %), with Vi, < Vi < Ve

Furthermore, that N-shaped map can also be normalized and parametrized:

Vi L 5] Vb1 Viz |

= ;T =T———, Ty =T———; — b1, =
Xk VHC,I Vie xC’ 2 VHCXC’Xbl VHC/Xbl Ve,

(6)

Thus, the normalized chaos map of the proposed chaos generator can be presented as:

xk + T1 with 0 < xi < Xp1;

T .
Xee1 = f(Ty, Toxg) = ¢ 1= Ta4 2 (1 —x) with xp1 < xic < Xpo; @)
xk+T17( 7%>(1+%>;withxb2<xk<l;

2.2.2. Dynamical Analysis of the Chaos Map

Before implementing the chaos generator at the circuit level, the proposed mathematical model
for the chaos generator is realized to find the range of system parameters at which the circuit outputs
chaotic signal. The dynamic behavior of a chaotic system can be qualitatively studied through
Lyapunov exponents. The Lyapunov exponent of the N-shaped map is theoretically calculated as
follows [26]:

1 /
A= ,}gt;o;]; In|f'(x;)| ®)
where f'(.) is the derivative of the chaotic map f(.) and can be derived as:

1with 0 < x¢ < Xp1;
f(x) = —% with xp1 < X < Xpp; 9)
1; with with x,, < x < 1;

Hence, the Lyapunov exponent is calculated as follows:

T

e .
A_,}%E(lenl+1Xln T,

22
1

+k><1n1) - 1iml<1n
n

—oon

),i+j+k=n (10)

where 7 is the number of x points use in the calculation, i, j, k are the number of times that x belongs to
three ranges [0, xp1], [Xp1, Xp2], and [Xxpp, 1], respectively.

According to Equation (7), when T,/T; > 1 and A > 0, the map produces periodic doubling
bifurcation; in other words, a chaotic signal is generated [26]. Otherwise, if T, /T <1 and A <0, the
system output has a periodic state or converges to a stable point. The chaotic dynamics can also be
observed via the bifurcation diagram. For example, when T; = 0.5 and T is gradually increased from
zero, the bifurcation diagram appears as shown in Figure 5, from which the dynamic behaviors of the
point, periodicity, and chaos (dense area) can be observed. The bifurcation diagram also highlights
the robustness of the chaos generation from the map versus the system parameter (T5); there is no
intermittent-periodic window inside the bifurcation diagram, unlike in previously reported work [16].
The circuit parameters for designing the N-shaped chaos generator in the next section can be selected
easily based on the bifurcation diagram shown in Figure 5. The dynamics behaviors of the chaotic map
can be further examined in another reported work [27].
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Figure 5. Bifurcation diagram versus T, of the mathematical model of the proposed N-shaped chaos
generator. The range of T, associated with the dense area of the diagram shows chaotic behavior and
can be used later to design Complementary Metal Oxide Semiconductor (CMOS) chaotic circuit.

2.3. Design of Chaotic Triangular Ramp Generator

In the voltage mode of a DC-DC buck converter, a ramp signal is needed to modulate the PWM
signal. Basically, there are two different possible forms for the ramp signal, a sawtooth ramp signal
and a triangular ramp signal. The studies in [4] demonstrated that a symmetrically triangular ramp
signal with equal rising and falling slopes can effectively mitigate the inductor current imbalance
effect; therefore, it can also mitigate the aforementioned side-effects of the spread-spectrum technique
without influencing the inductor current spectrum (and therefore the EMI performance). We therefore
propose a PWM ramp generator that generates a triangular signal to reduce EMI and minimize the
side-effects caused by the inductor current imbalance in the chaotic operation mode.

The detailed implementation of the proposed chaotic triangular ramp generator is shown in
Figure 6a. The proposed chaotic triangular ramp generator consists of a triangular ramp generator
linked with the proposed N-shaped chaotic circuit. Unlike a sawtooth ramp generator, in which
the discharging time is much smaller than the charging time, the time for charging and discharging
should be equal in a triangular ramp generator. Therefore, a current source/sink is used to control the
charging/discharging speed to optimize the accuracy. This requirement preserves the memoryless
property of the steady state inductor current, especially, when the switching frequency changes
from cycle-to-cycle in chaotic operation mode. In the proposed triangular ramp generator shown
in Figure 6a, the V-I converter (constructed from a error amplifier (EA), resistor (R), transistor (M1)
and a wide-swing current source using cascade current mirror (M2-M5)) controls a charging current
Icng = VBr/R. This current is copied by the current mirrors M6 and M8M10 to form a current sink
that controls the discharging current Ipchg. As mentioned before, the charging and discharging time
for timing capacitor C; must be equal, so Ipchr = 2Ichg. This is implemented by setting a current
ratio between current mirrors M4-M5 and M9-M10 as 2:1. The operation of the proposed triangular
ramp generator can be briefly described as follows: Assume that at the beginning, after an initial reset
event (with the triangular signal at low threshold limit (Vy)), the switch M7 is OFF and capacitor C1 is
slowly charged with charge-current Icpg until the capacitor voltage (ramp) reaches the upper limit
(Vh). At that point, the comparator trips, and the switch M7 switch is turned ON, which discharges
the ramp to Vi, by the current sink M6 with Ipchg = 2Icng. When the triangular signal ramps down to
Vi, another cycle begins [28]. To reduce the asymmetry of the triangular ramp signal caused by current
mismatches in the current mirrors, the length of the transistors in the current mirror should be large.
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Figure 6. Proposed design of chaotic triangular ramp generator: (a) Chaotic ramp generator; (b)
N-shaped chaos generator.

Figure 6b shows the implementation of the proposed N-shaped chaos generator. In this circuit,
the inverter MN6-MP6 plays the role of the SPDT switch, whereas the transistors MPCS1 and MNCS1
act as the current source I; and current sink I, respectively. The one-shot circuit is used to generate
short pulses for the SR latches because the clock signal (CLK) ideally consists of an impulse train at the
rate f = 1/T. Practically, these impulses are approximated by narrow pulses and implemented using
the one-shot circuit. The N-shaped chaotic circuit parameter was designed based on the selection of
the mathematical model’s parameters T and T,. For this work, T, is selected inside the chaos region
(as shown in Figure 5) for robust chaos generation against the variation inherent in process fabrication
as mentioned in [27]. With the proposed N-shaped chaos generator, the output is chaotic, as long as
T, /Ty > 1. This condition can be easily met, irrespective of the variation of capacitor C, (usually up to
30% of the design value). Because T; =T x I; /(VHC), To = T x I,/(VHC); therefore, setting the ratio
T,/Tq > 1is equivalent to setting the ratio I /I; > 1. This can be easily controlled at the circuit level
using a basic current mirror and matching the layout between the current source/sink (Mpcs; and
Mnicst)-

The triangular ramp generator and N-shaped chaotic circuit are connected together to construct
the chaotic ramp generator. The switching frequency of the triangular ramp generator proposed in
Figure 7 can be expressed as [29]:

1 IChg

where Vi and V|, are the high and low bounds of the triangular ramp signal, respectively. Clearly,
Equation (7) shows that two parameters can define the switching frequency of the triangular ramp
generator: the ramp bounds (Vi and V1) and the charging current Iy of the triangular signal. To alter
the switching frequency from cycle to cycle, one or both parameters can be modulated using the
generated chaotic signal (Vp,0s) from the N-shaped chaotic generator.
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Figure 7. Modulation of chaotic triangular ramp signal: (a) peak modulation; (b) slope modulation.

For the first scheme (peak modulation), keeping the low bound (V1) and the charging current
(Ichg) unchanged causes the switching frequency of the ramp generator to depend only on the high
bound (Vy). The chaotic signal generated from the N-shaped chaos generator can then be fed directly
into the Vi of the comparator, making Vi = Vpaes; therefore, the switching frequency of the ramp
generator is chaotically modulated. Figure 7a depicts the timing diagram for that method. For the
second method (slope modulation), the chaotic signal generated from the N-shaped chaos generator
can be indirectly fed into the V-I converter at Vgr, making Vgr = Vpaes- Its timing diagram is shown
in Figure 7b. In this scheme, the chaotic signal is converted into chaotic charging/discharging currents;
therefore, the ramp signal and switching frequency are also chaotic. The chaotic signal from the
N-shaped ramp generator cannot be fed directly into Vgg because that continuous chaotic signal also
changes the charge/discharging current within one cycle. Therefore, the chaotic signal is sampled
only at the end of each cycle by an impulse (S) signal from the low-threshold comparator (U1) inside
the ramp generator circuit. This configuration keeps the charging/discharging current (Ichg /Ipchg)
unchanged until the end of the current cycle and eliminates disturbances on the triangular waveform.
The switching frequency deviation (AFsy) in the chaotic mode is set near the fixed-frequency mode at
1.2 MHz and the frequency envelope of the chaotic triangular ramp signal is in the range of:

(Fowis fown) = ( Icng ) Icng ) _ ( Icng ] Icng ) (12)
SWLs JSWH 2C(Vimax — V1) 2C (Vemin — V) 2C(Vac — Vi)’ 2C(Vic — Vi)

for the peak modulation and:

IChg(min) . IChg(max) )

(fswis fswn) = <2C(VH — Vi) 2C(Vy — V1)

Vic Vic
_ R . R
N <2C(VH — VL) 2C(Vy — VL)> (13)

for the slope modulation. By using Equations (12) and (13), the circuit parameters of the chaotic
ramp generator such as Cl1, Icng, VH, VL, VHC, and VLC can be derived for implementation.
The derived values of VHC, VLC from Equations (12) and (13) in combination with the normalized and
parametrized Equation (6) presented in Section 2.2 can then be used to calculate the circuit parameters
for N-shape chaos generators T, I1, 12 and C. It should be noted that the N-shaped chaos generator
confines its chaotic signal at the output within a defined band [Vic; Vic] by two comparators.
This assures that the frequency deviation of the chaotic ramp signal can be accurately controlled.

135



Electronics 2018, 7, 254

This characteristic adds extra controllability to the chaotic ramp generator as the frequency deviation
can be customized.

Of the two methods for generating the chaotic triangular ramp signal presented above, the peak
level injection offers easier implementation. The slope modulation is more complex because it samples
the chaotic signal and thus needs an additional sampling circuit. The slope modulation scheme also
requires a high bandwidth V-I converter because the speed for converting the chaotic signal into
chaotic current needs to be fast enough for the charging current to switch from one level to another at
the beginning of each cycle. In practice, the bandwidth of the V-I converter is set to at least 10 times the
switching frequency. In designing the triangular circuit, because the ramp down slope of the triangle is
lower than that of the sawtooth ramp generator, the design of the comparator is simple, and the power
consumption of the comparator is low. Additionally, because the ramp amplitude directly affects
the stability of the buck converter in voltage mode [21], the compensation network of the converter
using a triangular ramp generator with peak modulation should be designed carefully. For the slope
modulation method, the amplitude of the ramp signal is kept constant, and the stability does not
change once the compensation network is fixed.

3. Simulation Results

Before fabricating a chip, we examined the performance of the proposed EMI-improved buck
converter through a simulation. The chaotic ramp generator presented in the previous section was
applied to the dual-mode PWM/PEM buck converter in Figure 1 to examine the EMI reduction
performance. The simulation was conducted for both the standard mode and the chaotic mode for
ease of comparison. The nominal switching frequency Fsy for the standard mode was set to 1.2 MHz,
and the chaotic frequency range was set at +/—10% of the Fs,, (1.08 MHz to 1.32 MHz) and +/—20%
of Fsyw (0.96 MHz to 1.44 MHz).

In the standard mode, the design parameters of the triangular ramp were set at Vgg =0.6 V,
C=3pF, Vyg=15Vand Vy =0.8V to achieve a nominal of Fsyy = 1.2 MHz. To achieve the frequency
deviations of +/—10% and +/—20% around the nominal switching frequency Fsy, the bounds of
the chaotic signal (Vcpaes) applied to the Vgg of the ramp were set at Ve = 0.66 V, Vic =0.514 V,
Ve =071V, and Vi = 0.46 V, in accordance with Equation (9). In the chaotic mode, the mean value
of Fsw = 1.2 MHz is defined using the mean value of Vyc and Vic. Following the condition of
T2/T1 > 1 or12/I1 > 1 to output the chaotic signal, the parameters of the N-shaped chaotic circuit were
setat: C =3 pF, 11 =1 uA, 12 =6 pA, and CK = 1 MHz for both cases. The simulation setup for the
converter was: ViNy =3V, Vour = 1.8V, Ioyt =250 mA, L =2.2 uH and Coyr = 2.2 pF. The ESR value
of the capacitor (ESR = 30 m(2) and the other components of the compensation network were selected
from commercial elements to give a good predictable result when comparing the simulation with the
real test chip measurement results.

Figure 8 shows the simulation results for the converter when operating in the chaotic mode with
the chaotic triangular ramp generator using slope modulation. Clearly, the chaotic signal from the
N-shaped chaos generator is sampled at the beginning of each switching cycle and then fed into
the V-I converter at the Vgg of the triangular generator. As a consequence, the converter operates
in the chaotic mode. The inset figure of inductor current shows that it varies chaotically; therefore,
the EMI performance will be improved. The chaotic operation of the buck converter can also be easily
confirmed from the phase portrait of two internal chaotic states (inductor current and output voltage)
shown in Figure 9b. Compared to the standard mode shown in Figure 9a, in which the operation is
stable between two equilibrium points and can thus be presented by only one trajectory, the chaotic
operation shows a complex pattern, including multiple un-repeated trajectories that represent chaos.
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Figure 8. Steady-state time-domain simulation results of the converter in chaotic mode using chaotic
triangular ramp generator with slope modulation.
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Figure 9. Operation mode of buck converter under phase-portrait view between two internal states
(output voltage and inductor current): (a) Standard mode. (b) Chaotic mode.

The simulated switching frequency distribution of the chaotic triangular ramp generator using
slope modulation is shown in Figure 10. To achieve the most flattened power spectrum, a uniformly
distributed switching frequency is most desirable [18]. As seen in Figure 10, the distribution of the
chaotic switching frequency is not uniformly distributed over the desired frequency range. However,
the frequency spreads out continuously in the pre-defined range; therefore, harmonic peaks in the
power spectrum in chaotic mode are expected to disappear.
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Figure 10. Simulated distribution of the switching frequency in chaotic mode using slope modulation:
(a) 1.2 MHz +/— 10% (1.08 MHz to 1.32 MHz); (b) 1.2 MHz +/— 20% (0.96 MHz to 1.44 MHz).

Generally, the EMI reduction of the switched-mode dc-dc converters using spread spectrum
technique can be verified by analyzing the power spectrum [16-18]. The power spectrum of the
switching node and the output node were calculated using the available spectrum analyzer tool in
Cadence software. Because of the intended target is to show the power spectrum up to 30 MHz,
the resolution bandwidth (RBW) for the calculation of power spectrum was 6.67 kHz. The selected
bandwidth for the spectrum analyzer in Cadence was also setup at 5 GHz for capturing all the
harmonics for the analysis. Figures 11 and 12 show the simulated power spectra of the output
node and switching node under different conditions of frequency deviation under I} oap = 250 mA.
The spectrum of the converter in the standard mode with a fixed switching frequency of Fsyy = 1.2 MHz
is included as a benchmark for comparison with the chaotic mode. Clearly, the power is densely
concentrated at the fundamental frequency of 1.2 MHz and its harmonics when the converter
operates in standard mode, whereas the spectrum is continuous and the amplitudes of the spectral
peaks are reduced in chaotic operations. This is because the total emitted energy does not change;
instead, the energy gets spread over a wider frequency range, thereby reducing peak emissions [30].
To determine the optimal frequency deviation in the chaotic mode in terms of EMI reduction
performance and minimize the negative side-effects, the proposed design was simulated for 2 cases.
For the first case, the switching frequency was chaotically varied within +/—10% of Fgw, which
reduced the fundamental harmonic peak from —13.34 dBm to —28.4 dBm at the output node and
improved the peak at the switching node from 10.12 dBm to —4.87 dBm. The improvement of the
power spectrum of the output node is similar to that of the switching node, and the EMI reduction for
this case is approximately 15 dBm. For the second case, when the frequency deviation is increased to
+/—20% of Fsw, the EMI reduction is approximately 19 dBm.
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Figure 11. Simulated power spectrum in chaotic mode (with slope modulation) with Fsw +/— 10%
(1.08 MHz to 1.32 MHz): (a) Output node; (b) Switching node (@Vpp =3.0V, Vo =1.8 V, Io = 500 mA,
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Figure 12. Simulated power spectrum in chaotic mode (with slope modulation) with Fgw +/— 20%
(0.96 MHz to 1.44 MHz): (a) Output node; (b) Switching node (@Vpp =3.0V, Vo = 1.8 V, Io = 500 mA,
L=22uH,C=22uH).

As shown in the power spectra in Figures 11 and 12, as the frequency deviation increases,
the power spectra can be effectively spread over a wider frequency range, thereby reducing the
peaks at the harmonic frequencies to much lower levels. In previous works using the randomized
modulation technique [17,18], the power at the harmonic frequencies was spread out around discrete
fixed-frequency levels. In particular, using the theory reported in [18], and assuming that randomness
was assured, the theoretical reduction (ideal case) in the power spectrum using 2, 4, and 8 switching
frequencies was 6 dB, 12 dB, and 18 dB, respectively. Using the spread-spectrum chaotic modulation
proposed here, the reduction in the power spectrum can easily be more than 18 dB without the
requirement of randomness because the power spectrum is spread continuously out rather than
clustered around discrete frequency harmonics. Also, the hardware implementation of this proposed
system is much simpler than that in the previous work. Therefore, the proposed design outperforms
those earlier works.

Theoretically, the inductor current imbalance effect caused by the time-varying switching
frequency in chaotic mode can be eliminated by using the triangular ramp generator. In fact,
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the non-idealities, such as the non-ideal triangular ramp and the delay in the drivers and controller,
will cause a small imbalance in the inductor current; therefore, in fact, the low-frequency ripple
caused by the chaotic switching frequency still exists [4,28]. This perturbation will be injected into
the output voltage at the switching frequency. A feedback network in response to perturbation at
such a high rate of change cannot occur in a voltage-mode converter with limited bandwidth (0.2-0.3
switching frequency (Fsw)), so the perturbation from the inductor current imbalance is injected into
the output node. THis increases the output voltage ripple compared to the fixed-frequency PWM
operation mode. After a few cycles, the amount of output voltage ripple accumulates, and the feedback
network will start to respond and remove the redundant voltage. Figure 13 shows the simulation
results for the inductor current ripple and the output voltage ripple when the converter operates in
chaotic mode. As seen in this figure, the converter output ripple increases compared to the standard
fixed-frequency mode (and the mean value of the output voltage is considered to be unchanged).
In particular, the output ripple is more than two-fold (28 mV vs. 13.36 mV of standard mode) with Fyg
+/— 10%, while the output ripple is more than three-fold that of standard mode when the switching
frequency deviation AFgyy is increased to +/— 20% (36 mV vs. 13.36 mV of standard mode). Clearly, the
output voltage ripple in the chaotic PWM mode is much higher than in the standard fixed-frequency
PWM mode.
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Figure 13. Simulated output voltage and inductor current waveform in chaotic mode: (a) Using

a0 42

ramp generator with slope modulation; (b) Ramp generator with peak modulation. Standard mode:
VOUT ripple: 13.36 mV, I, yipplet 257 mA (@ Simulation condition: Io = 250 mA). (Fsw +/— 10%
(1.08 MHz to 1.32 MHz); Fsw +/— 20% (0.96 MHz to 1.44 MHz)).

As presented previously, there are two schemes for chaotic modulation in the triangular ramp
generator: peak modulation and slope modulation. All of the simulated results above are based on the
triangular ramp generator using slope modulation. To re-confirm the advantages of slope modulation,
we also checked the performance of the converter with the ramp generator using peak modulation.
Under the same frequency deviation condition with peak modulation, the output ripple rose to 213 mV
and 549 mV, and the inductor current ripple rose to 549 mA and 984 mA, respectively, for 10% and
20% of switching frequency deviation. This confirms that peak modulation should not be used in the
chaotic ramp generator even if the EMI performance could be improved significantly because of the
large trade-offs in the output voltage ripple and inductor current ripple.

The results from the simulation showed that the frequency deviation (AFsy) should be small
to limit the effects on the output ripple and the inductor current ripple, but it should also be large
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to achieve a significant EMI reduction. Therefore, the value of AFsy should be determined by
balancing the trade-off between the ripple performance and the EMI of the converter. The switching
frequency deviation should not usually be more than 20% because of the large trade-offs on the
primary performance, such as output voltage ripple, inductor current ripple, and power efficiency.
For example, when AFgy was higher than 20%, the output voltage ripple was increased by orders of up
to 10 mV, which is unacceptable for practical use. Additionally, the high inductor current ripple with
the triangular ramp using peak modulation adds difficulty in designing the PWM/PEM controller,
because the load current is indirectly sensed through the inductor current when switching between
the PWM/PFM modes. Because the inductor current ripple changes from cycle-to-cycle, unexpected
ring switching will happen between PWM and PFM. Therefore, the triangular ramp generator using
slope modulation is more appropriate because of it much lower ripple. Finally, it is important to
understand that the effect of a fixed frequency of the clock (CK) in the chaotic circuit does not affect
the EMI reduction performance of the proposed scheme, as was found in [18], because the operation
of the converter is asynchronous with the clocking signal (CK) of the chaos generator. As shown by
the power spectrum when the converter is in chaotic mode (Figures 11 and 12), it does not peak at
CK =12 MHz.

4. Experimental Results and Discussion

4.1. EMI Reduction Performance of the Proposed Scheme

To verify the proposed chaotic PWM scheme and compare it with a fixed-frequency PWM, a buck
converter with the proposed chaotic ramp signal generator and slope modulation was designed and
fabricated using a 3.3 V, 0.18 pm, CMOS one-poly six-metal-layers process. The active chip area
was 0.626 mm? (0.602 um x 1.04 mm), excluding bonding pads, where the power transistors occupy
520 x 365 um?. The chip photograph and the chip mounted on PCB for testing are shown in Figure 14.
The experimental setup is shown in Figure 15 and the list of component values for the prototype is
shown in Table 2. The terminal MODE (MODE = 0:Fixed-frequency PWM, MODE = 1:Chaotic PWM)
can switch between the standard fixed-frequency PWM mode and the proposed chaotic PWM mode.
Unless otherwise stated, all of the following results were measured using an input voltage of 3.3 V.
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Figure 14. (a) Chip layout of the chaotic-PWM (pulse-width modulation) voltage-mode buck converter;
(b) Chip microphotograph; chip test on printed circuit board (PCB) (the top).
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Figure 15. Experimental setup of the monolithic EMI-improved SiP buck converter. R is the current
biasing current resistor of the V-I converter for the triangular ramp generator, and the Vggr, Vyc, and
Vi c of the triangular ramp generator are easy to tune.

Table 2. List of component values used in test setup.

Parameter Quantity
CIN 10 ],LF
LOUT 2.2 |J.H
COUT 22 |J.F
Rpp1 43kQ
() Repy 9.47 kQ)
Cy 15 pF
Cz 1nF
Cs 470 pF
Ry 47kQ)
Ry 560 ()

(*) Rpy: Controlled by a variable resistor (internal Vrgg: 1.238 V).

First, we constructed an experiment to examine the operation of the ramp generator to verify its
functional operation before checking the EMI performance of the proposed scheme. Figure 16 shows
the measurement results for the ramp generator in two modes (controlled by the MODE terminal).
Because the parasitic capacitor on the voltage probe terminal of the measurement equipment is quite
high (up to 10 pF) compared to the internal capacitor of the ramp and clock generator (2 pF in this
study), the ramp signal should not be measured directly. Instead, an on-chip reading buffer was
embedded to measure the clock signal inside the chip. The biasing current resistor (R) of the V-I
converter for the triangular ramp generator is off-chip in order to tune the biasing current of the ramp
generator in the prototype. When the MODE terminal is connected to the GND, the triangular ramp
generator works in standard mode, whereas it works in chaotic mode when the MODE terminal is
connected to the Vpp. Figure 16a,b shows the measurement results from the triangular ramp generator
for the standard mode and the chaotic mode (Fsy +/— 20%), respectively. Clearly, the switching
frequency is a constant for the standard mode when a fixed Vg is used and chaotic when chaotic Vgr
generated from the N-shaped chaos generator is used. The measured constant Fgy is approximately
1.2 MHz (MODE =0V, Vgr = 0.61 V), and the measured chaotic switching frequency is in the range
from 1.06 MHz to 1.37 MHz (MODE = Vpp; Vpr is chaotic when internally connected to the N-shaped
chaos generator; Viyc = 0.73 V, Vic = 0.41 V (tuned values)). The experimental result for the triangular
ramp generator matches well with the simulation result, with only a small mismatch caused by
chip fabrication.
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Figure 16. Measurement result of the chaotic ramp generator: (a) Standard mode: triangular ramp
generator with fixed switching frequency of 1.2 MHz (1.214 MHz); (b) Chaotic mode: ramp generator
with chaotic switching frequency at Fsy +/— 20%. (Channel 1: Vgg; Channel 2: clock impulse signal.
The width of measured impulse: ~15 ns; (X: 4 us/div, Y: 0.3 V/div)).

To test the EMI reduction in chaotic mode, the operation of the designhed PWM/PEM buck
converter in standard mode with a fixed switching frequency was also confirmed. Figure 17 shows the
experimental results of the converter in standard mode under different load conditions (250 mA-PWM
and 150 mA-PFM). The measured output ripples were 17 mV and 28 mA for the PWM and PFM
modes, respectively.

I 1 Vidiv

I 3.0 Vidiv

IS Vidiv

I 500 mA/div

iy

ISOO mA/div,

Probe — Jaw Open [ Probe - Jaw Open

() (b)

Figure 17. Measurement results for the fabricated chip in standard mode: (a) PWM mode
(Iout =250 mA); (b) pulse-frequency modulation (PFM) mode (Ioyt = 150 mA).

Because the switching node (rather than the output) is the dominant source of EMI [18],
we evaluated the EMI performance by looking at the peaks in the power density spectrum of the
inductor current (I ), aiming to reduce it compared with its fixed-frequency counterpart. To evaluate
the effectiveness of the proposed scheme, the inductor current of the buck converter in both the
standard and chaotic mode was measured and analyzed using the discrete Fourier transform in
MATLAB to estimate the EMI reduction. Figure 18a shows the measured inductor current in standard
mode (top) and chaotic mode (bottom) with 10% switching frequency deviation, and Figure 18b
shows their associated power spectrum analyses. The peaks that appear at the multiples of the
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fundamental frequency, Fsy, are dramatically suppressed compared to the standard mode, similar
to the simulation results in the previous section. The observed peak reduction at the first harmonic
is about 14.53 dB, which agrees closely with the simulation result (15 dB). In fact, these differences
come from the statistical properties of the chaotic output trajectory (in other words, the statistics of
the chaotic frequency distribution). Also, the peak of the first harmonic of the power spectrum is at
approximately 1.214 MHz for the standard mode, whereas the highest peak harmonic in the chaotic
mode is at 1.2 MHz. Thus, the chaotic frequency distribution is focused at 1.2 MHz in chaotic mode,
which slightly lowers the power spectrum reduction level of the proposed scheme. Additionally,
the low spectrum peaks in the low-frequency range (lower than the minimum chaotic switching
frequency) come from the low-frequency disturbance of the inductor current when the chaotic PWM is
applied. However, it is still much lower than the other peaks, so it is not a concern related to EML

40 T T T T
20
0 14.53 dB
E A
= Standard mode
[ Probe —aw Open E -20 1
2
©
2 -0
@
5
E3
£ 60 f ]
il '
-80 Chaotic mode | "'mm |
Probe — law Open =100 v t - s T
0.0 X 4.0M 6.0M 8.0M 10.0M
Frequency [Hz]
(a) (b)

Figure 18. Measurement result of the fabricated chip: (a) Inductor current of the standard mode (top)
and chaotic mode (bottom) (measurement mode: AC coupling @DC level: 0 V); (b) Power spectrum
calculation results.

Comparisons with the standard are necessary to demonstrate the effectiveness of the proposed
method. The EMI measurements of the buck converter in standard and chaotic modes are shown
in Figure 19 along with the CISPR22 A-B limit. The EMI reduction obtained from the measurement
is 14.36 dB at the fundamental switching frequency. The results show that operating the converter
in chaotic mode reduces the EMI in the low-frequency range, which is consistent with the power
spectrum analysis. The proposed method reduces the EMI of the DC-DC converter and satisfies the
EMI standard is indicated in CISPR 22. In the test setup, the LISN (impedance stabilizer network) is
located between the input power supply and the DC-DC converter under test [17]. Power spectrum
analyzer is set at RBW = 3 kHz, and the frequency range of the measurements is 0.5-30 MHz.
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Figure 19. Conducted emission measurement of the buck converter.

The EMI performance of the proposed chaotic PWM scheme and other state-of-the-art works
using the spread-spectrum technique are compared in Table 3. The proposed scheme achieved better
EMI performance than the other alternatives compared. The performance of the proposed scheme can
be explained by the fact that the chaotic switching frequency in the proposed scheme is continuously
spread out within a certain frequency range rather than swept at several random fixed-frequency
levels, as presented in [17,18]. In addition, the randomized PWM methods in [17,18] are usually costly
because of their complex designs and the difficulty of confirming randomness. The most appealing
advantage of the proposed scheme is that it can be easily embedded into any PWM buck converter
using a standard ramp generator without modifying the overall structure. Therefore, the proposed
scheme offers a cheap and effective solution for practical usage.

Table 3. EMI reduction performance of the proposed scheme and stage-of-the-art alternatives.

Ref Implementation Modulation EMI Switching Compatibility for
: Method Technique Reduction Frequency On-Chip Integration
[17] CMOS Random PWM 12.85dB 0.89-1.44 MHz Suitable
@ 0.35 um
CMOS Random PWM .
[18] @018 um (Frequency hopping) 12.6 dB 1.4-2.1 MHz Suitable
[19] Hybrid Chaotic PWM 10dB! 60 +/— Af? No
This work CMOS Chaotic PWM 14.53 dB 1.04-1.31 MHz Suitable
@0.18 um

1 Extracted from figure; 2 Af is not determined.

4.2. Reducing the Side Effects of the Proposed EMI-Improvement Scheme

The main purpose of a DC-DC converter is power conversion; therefore, the power efficiency
of a converter must be maintained in a reasonable range whatever EMI reduction technique is used.
Figure 20 shows the measured power efficiency at different load currents. The maximum power
efficiencies of the converters are 84% and 83.1% for the fixed-frequency PWM mode and chaotic PWM
mode, respectively. There is no difference in the power efficiency between the two PFM modes because
they are common and are not included in EMI reduction. When the converter operates in PWM at
moderate and heavy loads (200 mA to 450 mA), the power efficiency of the chaotic mode is less than
that of the standard mode. The maximum power efficiency degradation is at the maximum load
condition of 450 mA, with a reduction of 2% in power efficiency, mainly from the conduction loss,
because the average switching frequency of the converter in chaotic mode and fixed-frequency in
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standard mode is approximately equal. When the converter operates in the chaotic mode, the ripple
range of the inductor current increases, which results in an increase in the RMS inductor current. As a
consequence, the power loss on the inductor and the on-resistance of the power switches also increases.

1

Standard mode
—@— Chaotic mode Peak: 84%

0.9

0.8

0.7

0.6

Power efficiency

0.5

0.4 -_—
0.0 0.1 0.2 0.3 0.4 05

Load Current [A]

Figure 20. Measured power conversion efficiency at standard fixed-frequency mode and chaotic
frequency mode with Fgyy +/— 10%. The maximum power efficiency reduction of 2% is at 450 mA of
load current.

Figure 21 shows the measured output voltage ripple in two modes. In this experiment, additional
capacitors were added (as shown in Figure 3) to eliminate the high-frequency noises caused by the
switching operation of the power switches. The measurements show an output voltage ripple of 38 mV
and 16 mV for chaotic mode and standard mode operations, respectively. Compared to the output
voltage ripple when the converter operates in PEM mode (Figure 17b), the ripple of the converter in
PWM chaotic mode is approximately the same. This can be solved by increasing the capacitor value at
the output but that increases the power module and adds additional costs. However, compared to
the active EMI reduction with an input filter, this scheme is still much better, and therefore, it can be
used for many applications. For a further demonstration, we conducted an experiment in which we
increased Coyrt to 4.7 uF. The output voltage ripple decreased from 38 mV to 27 mV (approximately
equal to the output voltage ripple when the converter enters PFM mode at a light load). It should be
noted that this might result in instability. As a consequence, the compensation network should be
redesigned to balance EMI performance with other factors, depending on the specific application.

VYV

mV/div

250MS/s H @ / o000V
10k points

Figure 21. Cont.
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Figure 21. Measurement of output voltage ripple: (a) Chaotic mode and (b) Fixed-frequency mode
(Measurement Mode: AC coupling @ DC level: 0 V).

5. Conclusions

In this paper, we have proposed and implemented a SiP buck converter with a fully on-chip
chaotic triangular ramp generator for EMI reduction. The on-chip chaotic triangular ramp generator is
constructed from an N-shaped chaos generator linked with a symmetrical triangular ramp generator.
The on-chip chaos generator generates a controllable chaotic signal and applies it to modulate the slope
of the triangular signal. The proposed modulated triangular signal based on the N-shaped chaotic
circuit is then applied to the spread-spectrum control of a dual-mode PFM/PWM SiP buck converter
with EMI reduction. To verify the effectiveness of the proposed scheme, the proposed EMI-improved
buck converter was fabricated in a standard 0.18 pm CMOS process, and the experimental results
verified the effectiveness of the proposed technique. The proposed scheme experimentally achieved up
to 14.53 dB EMI reduction. In the simulation, extending the spread-spectrum bandwidth increased the
EMI reduction amount to 19.13 dB with a 20% deviation in the switching frequency. The modulated
triangle signal reduces the inductor current imbalance when the converter operates in chaotic mode.
Therefore, the magnitude of the output voltage ripple and inductor current ripple of our design is
lower than that in other works. This relaxes the required LC value for the output filter of the DC-DC
converter. Due to its simplicity of implementation, high EMI improvement, and LC size relaxation,
the proposed scheme can effectively solve EMI issues in many applications, especially on-chip and
in-package solutions.
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