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1. Introduction

Unmanned aerial vehicles (UAVs) are being increasingly used in different applications in both
military and civilian domains. These applications include, for example, surveillance, reconnaissance,
remote sensing, target acquisition, border patrol, infrastructure monitoring, aerial imaging, industrial
inspection, and emergency medical aid.

Vehicles that can be considered autonomous must be able to make decisions and react to events
without direct intervention by humans [1]. There are some fundamental aspects that are common to all
autonomous vehicles. These aspects include the abilities of sensing and perceiving the environment,
analyzing the sensed information, communicating, planning and decision making, as well as acting
using control algorithms and actuators.

Although some UAVs are becoming able to perform increasingly complex autonomous maneuvers,
most UAVs are not fully autonomous; instead, they are mostly operated remotely by humans [2].
To make UAVs fully autonomous, many technological and algorithmic developments are still needed.
For instance, UAVs will need to improve their sensing of obstacles and subsequent avoidance.
This becomes particularly important as autonomous UAVs start to operate in a civil air space that is
used by other aircraft.

Operating unmanned flying vehicles is useful yet it can be challenging when the vehicle interacts
with the environment [3]. This interaction could be, for instance, in the form of landing on ground or
landing pads, docking into a station, approaching terrain for inspection, or approaching another aircraft
for refueling purposes. Such tasks can often be solved when the vehicle is remotely piloted, especially
when the pilot has a first-person view of the environment. However, human control may not always be
possible, for instance due to the unavailability of a suitable data link, or because of the precision and/or
speed that is required for the maneuver, which may be outside human capabilities. Thus, it is important
to find effective and flexible strategies to enable vehicles to perform such tasks autonomously.

Well-developed features of autonomous UAV control include, for instance, stability enhancement
and waypoint flight [4]. However, new developments in the design of UAVs and the emergence of new
application areas demand robust and adaptive control techniques for different flight conditions,
aggressive maneuvering flight, robust disturbance rejection, obstacle avoidance, fault tolerance,
formation flying, and the use of new sensing and perception paradigms, such as computer vision. Even
when the vehicle performs tasks autonomously, the efficiency and reliability of the communication
link to the ground station or other aerial vehicles is important, as the autonomous UAV may need to
send information about itself or its environment to the ground station or other vehicles, or it may need
to receive updated mission parameters from the ground station, or information from other vehicles.
To achieve all the ambitious requirements that autonomous operation brings about, systematic and
innovative methods for planning, navigation, decision making, control, sensing and communications
are needed.

The aim of this Special Issue is to bring together researchers and practitioners in the field of
unmanned aerial systems, with a common interest in their autonomy. The contributions that are part
of this special Special Issue present key challenges associated with autonomous control of unmanned
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aerial vehicles, propose solution methodologies to address such challenges, analyse the proposed
methodologies and evaluate their performance.

2. The Present Special Issue

This special issue consists of thirteen selected articles covering different aspects of autonomous
aerial vehicles, including 3D path planning with obstacle avoidance, visual control of near ground
maneuvers, visual inspection, vision-based safe emergency landing, control strategies for robust
disturbance rejection, efficient communication links, autonomous decision making in automated air
confrontation systems, remote sensing using multi-UAV systems, ground vehicle detection, and novel
autonomous UAV designs, such as flying wings and coaxial rotor UAVs.

The ability to plan colision-free paths in complex environments is an important element of
UAV autonomy. In [5], Samaniego and co-workers present a computationally efficient method for
3D path planning of UAVs using an adaptive discrete mesh. The proposed method explores and
decomposes the 3D environment under a recursive reward cost paradigm, resulting in an efficient and
simple 3D path detection. Their algorithm saves computational time and memory compared with
classical techniques.

The ability of some vehicles to transition from hover to lift-based forward flight and vice-versa
brings the possibility for an autonomous flying vehicle to perform complex missions where the
two different flight modes are needed. The work by Garcia-Nieto et al. [6] presents the design,
implementation, harware-in-the-loop simulation and prototype testing of a control system that allows
an unmanned flying-wing to perform vertical take-off and landing (VTOL) maneuvers using two
tilting rotors. This work is considered by the authors as a first step towards the development of an
autonomous flying-wing with VTOL capabilities.

Complex near-ground maneuvers, such as landing and capturing moving pray, are performed by
flying animals with ease. These animals perform such maneuvres by exclusively using the information
from their vision and vestibular system. It has been suggested that flying insects and birds use a
particular visual strategy described by Tau theory to perform maneoeuvres that involve closing gaps
with objects. Inspired by flying animals, the article by Armendariz and co-authors [7] describes and
evaluates a visual approach that uses optic flow and Tau theory to perform autonomous near-ground
manoeuvres involving vertical and horizontal motion relative to a moving target, without knowledge
of height and velocity of the flying vehicle or the velocity of the target.

A coaxial rotor UAV uses a pair of coaxial reversing rotors which compensate for each other’s
torque, instead of balancing the yaw moment of the aircraft with a tail rotor. Therefore, a coaxial
rotor aircraft has a compact structure, a small radial size, and a higher power efficiency. In their
contribution, Li and co-authors [8] propose a decoupling algorithm to improve the reliability of the
attitude control for the longitudinal motion stability of a coaxial rotor UAV. Based on a dynamic model
that describes the vehicle’s longitudinal motion, an under-actuated controller is designed using the
fuzzy sliding-mode approach. The study provides simulation results showing that the position and
attitude performance of the coaxial rotor UAV can be improved with the proposed control methods.

Visual inspection of aircraft is another application area where autonomous aerial systems are
being used. The work by Papa and Ponte [9] describes the preliminary design of a general visual
inspection system onboard a commercial quadrotor UAV. A high-definition camera is used to detect
visual damage on the inspected aircraft caused by hail or lightning strikes, which are among the
most dangerous threats for the airframe. Preliminary experimental results obtained from initial test
flights are given, showing the performance of the ultrasonic distance keeping system and of the image
acquisition/processing module for damage detection.

Because of their nature, autonomous flying vehicles must be able to reject disturbances in a
robust manner. The article by Song et al. [10] presents a fixed-time active disturbance rejection control
approach for the attitude control problem of a quadrotor UAV. The authors consider the presence of
dynamic wind, mass eccentricity and actuator faults. The work is based on the feedback linearisation
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technique, along with a sliding mode feedback law and an extended state observer. The work provides
mathematical proofs of convergence of the proposed extended state observer and feedback laws, along
with simulation and experimental results that demonstrate the robustness and capabilities of the
proposed control approach.

The efficiency of the communication link between a UAV and the groud control station is a key
aspect in military applications, delivery services as well as search and rescue operations. In their
contribution, Atoev et al. [11] investigate the single-carrier frequency division multiplexing modulation
technique as a means to achieve high efficiency in the communications link between the UAV and the
ground control station. The authors provide experimental results and compare the performance of
their proposed approach with a commonly used modulation method.

The demand for autonomous decision-making algorithms to support automated air confrontation
systems is growing. The work by Zhang et al. [12] addresses such demand by presenting the
development of a super-horizon air confrontation training environment. The authors employ
computational intelligence approaches, including reinforcement learning and neural networks,
to create a self-learning air confrontation maneouver decision making system, which is tested by
means of complex simulations of different air confrontation situations.

Agricultural applications of UAVs have mainly focused on a few areas, such as pest control and
crop monitoring. However, agricultural UAVs are expected to be used for many other useful purposes
such as field surveys, sowing, spraying, and remote sensing. In their article, Ju and Son [13] describe
the development of a multi-UAV system for remote sensing in agriculture using a distributed swarm
control algorithm. The authors show through their extensive experimental work and thorough analysis
that their developed agricultural multi-UAV system solves the problem of battery shortage and reduces
working time and control effort.

Due to their small size, autonomous UAVs are often sensitive to environmental disturbances
such as wind gust. The contribution by Shi et al. [14] deals with high precision attitude control for
a quadrotor UAV subject to wind gust and actuator faults. Their control strategy is based on the
online disturbance uncertainty estimation and attenuation method. The authors propose and analyse
state observer and sliding mode control laws based on the super-twisting algorithm, which is used
to mitigate the chattering effects that often occur in sliding mode control and estimation methods.
The effectiveness of their approach is demonstrated by means of simulations and real-time experiments.

The presence of a slung load attached to an autonomous helicopter exerts a swing effect on
the system which significantly changes the dynamics of the vehicle and can threaten the stability of
the attitute control system. Aiming to address this problem, the work by Shi and co-workers [15]
proposes a high precision disturbance compensation method for a quadrotor. The authors model the
quadrotor-slung load system, representing the slung load as a disturbance, and propose a harmonic
state observer, along with an attitude tracking controller based on backstepping. The control system is
tested by means of simulations and real-time experiments, showing improvements in the robustness
of a quadrotor subject to a slung load.

An important task for some autonomous aerial systems involves the detection of vehicles and
other objects on the ground. The work by Liu et al. [16] presents a method for ground vehicle detection
in aerial infrared images based on a convolutional neural network. The proposed method is able to
detect both stationary and moving vehicles in real urban environments. As part of their research,
the authors created and have publicly shared a database of aerial vehicle imagery that can be used
for research in vehicle detection. Their tests demonstrate that the proposed method is effective and
efficient in recognizing ground vehicles, and is suitable for real-time application.

A current area of research of clear importance to the operation of autonomous aerial vehicles is
their safe landing and recovery. As most UAV navigation methods rely on global positioning system
(GPS) signals, many drones cannot land properly in the absence of such signals. Given that with
the use of vision and image recognition technology the position and posture of the UAV in three
dimensions can be estimated, and the environment where the drone is located can be perceived,
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the contribution by Yang and co-workers [17] proposes a monocular autonomous landing system
that utilizes vision-based simulteaneous localization and mapping (SLAM) algorithms for use in
emergencies and in unstructured environments. Experiments carried out by the authors with multiple
sets of real scenes are reported and demonstrate the effectiveness of their proposed methods.

3. Future Possibilities

The UAV market is growing at a fast pace and in 2017 it was expected to triple from the the
annual value of $4 billion to $14 billion in 2027 [18]. Although the market is still dominated by
military applications, commercial aapplications are increasing their market share, with commercial
UAV production expected to grow from $4.1 billion worldwide in 2018 to $13.1 billion in 2027 [19].
Moreover, the size of UAV-based solutions and services has been estimated to have a potential value of
over $127 billion [20].

With the demand for autonomous features in UAVs growing alongside the UAV market as a
whole, it can only be expected that the future research activity in the area of autonomous control
of unmanned aerial vehicles will be very active, with commercial R&D aimed at enriching the
technological capabilities of products to better compete in a growing and demanding market, but also
with universities supported by their own funds and by government funding agencies, which see great
future potential in autonomous systems. In [20], market analysts have identified the following key
areas for R&D in unmanned aerial vehicles: artificial intelligence, drone detection and avoidance
technology, control and communications, image processing, and battery capacity. All of these key
areas are fundamental to UAV autonomy and are reflected in different ways in the contributions that
are part of this Special Issue.
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Abstract: With the popularization and wide application of drones in military and civilian fields,
the safety of drones must be considered. At present, the failure and drop rates of drones are still much
higher than those of manned aircraft. Therefore, it is imperative to improve the research on the safe
landing and recovery of drones. However, most drone navigation methods rely on global positioning
system (GPS) signals. When GPS signals are missing, these drones cannot land or recover properly.
In fact, with the help of optical equipment and image recognition technology, the position and posture
of the drone in three dimensions can be obtained, and the environment where the drone is located
can be perceived. This paper proposes and implements a monocular vision-based drone autonomous
landing system in emergencies and in unstructured environments. In this system, a novel map
representation approach is proposed that combines three-dimensional features and a mid-pass filter
to remove noise and construct a grid map with different heights. In addition, a region segmentation
is presented to detect the edges of different-height grid areas for the sake of improving the speed
and accuracy of the subsequent landing area selection. As a visual landing technology, this paper
evaluates the proposed algorithm in two tasks: scene reconstruction integrity and landing location
security. In these tasks, firstly, a drone scans the scene and acquires key frames in the monocular
visual simultaneous localization and mapping (SLAM) system in order to estimate the pose of the
drone and to create a three-dimensional point cloud map. Then, the filtered three-dimensional point
cloud map is converted into a grid map. The grid map is further divided into different regions to
select the appropriate landing zone. Thus, it can carry out autonomous route planning. Finally, when
it stops upon the landing field, it will start the descent mode near the landing area. Experiments in
multiple sets of real scenes show that the environmental awareness and the landing area selection
have high robustness and real-time performance.

Keywords: UAV automatic landing; monocular visual SLAM; autonomous landing area selection

1. Introduction

Unmanned aerial vehicles (UAVs) are non-manned aircraft that are operated by radio remote
control equipment or a self-contained program control device. Drones have wide applicability in
military and civilian areas because they have advantages of simple and practical structure, convenient
and flexible operation, and low cost. Furthermore, users do not have to worry about casualties
that drones may cause. They are widely used in military missions such as tactical reconnaissance

Electronics 2018, 7, 73; doi:10.3390/electronics7050073 www.mdpi.com/journal/electronics6
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and territorial surveillance, target positioning, and so on. In civil use, drones can be used for field
monitoring, meteorological exploration, highway inspection, etc. With the popularization and wide
application of drones in military and civilian fields, drones’ safety issues must be considered. Relevant
data show that the number of failures in the recycling process of drones accounts for more than 80% of
the total number of failures of drones. Therefore, research on the safe landing and recovery of drones
has become an urgent task.

However, due to the complex application environment of drones (especially in the context of war),
drones’ landing research needs to consider many factors and versatility, with improved practicality.
To be more specific, the main challenges cover the following points: (1) Autonomous control without

GPS signal. The anti-jamming capability of GPS is extremely weak. If the on-board GPS signal receiver
of drones malfunctions due to electronic interference, drones will lose their navigation and positioning
function, and thereby fail to land safely. In the natural state, GPS signals can be easily interfered.
The influencing factors are mainly divided into four categories: (a) weather factors and sunspots
may reduce signal strength, but generally do not affect positioning; (b) electromagnetic interference,
radio, and strong magnetic fields all generate different levels of interference; (c) GPS signals will
decrease under shelters, such as buildings, vehicles, insulation paper, trees, and metal components;
and (d) high-rise buildings and dense high-rise buildings will affect GPS signals. Therefore, it is very
important to study the autonomous positioning and flight control of drones without GPS signals;
(2) Passive landing in an emergency. Since the drone’s compensation mechanism does not allow the
failed drone to continue flying for a long time, it should begin to select a site for emergency landing.
Although this is a helpless move, it is also an important measure to prevent the drone from falling
into densely populated areas. The Federal Aviation Administration of the United States believes that,
in the future, drones must not only guarantee their own secure flight, but also have the ability to
interact safely with a variety of aircraft in their airspace in the event of an emergency. Such regulations
still assume the ability of drones to maintain communication between the air and ground during
emergencies. In fact, when some more serious failures occur, a drone is likely to completely lose contact
with the ground. At that point, drones’ abilities to autonomously plan routes, autonomously search
for landing sites, and autonomously land become the last resort to save themselves; (3) Autonomous

landing in an unknown environment. In the military field or in disaster relief situations, the place
where drones need to perform tasks is mostly an unknown environment or a variegated environment.
It is essential that drones can choose landing sites with proper strategies and land safely.

To address these problems, researchers have made their contributions to drones’ autonomous
flight and secure landing. Jung et al. [1] propose a four-rotor drone guided landing algorithm.
This paper presents a framework for the utilization of low-cost sensors for precise landing in moving
targets. Based on the previous paper, authors in [2] describes the tracking guidance for autonomous
drone landing and the vision-based detection of the marker on a moving vehicle with a real-time image
processing system. Falanga et al. [3] presents a quadrotor system capable of autonomously landing
on a moving platform using only onboard sensing and computing. This paper relies on computer
vision algorithms, multi-sensor fusion for localization of the robot, detection and motion estimation of
the moving platform, and path planning for fully autonomous navigation. Authors in [4,5] propose
drone landing technology by identifying a sign and then landing the drone on the marker. Therefore,
the drone needs to place the landing mark in the landing area before landfall. Vlantis et al. [6] studies
the problem of landing a quadrotor on an inclined moving platform. The aerial robot employs
a forward-looking on-board camera to detect and observe the landing platform, which is carried by
a mobile robot moving independently on an inclined surface. Kim et al. [7] propose a vision-based
target following and landing system for a quadrotor vehicle on a moving platform. The system
employs a vision-based landing site detection and locating algorithm using an omnidirectional lens.
Measurements from the omnidirectional camera are combined with a proper dynamic model in order to
estimate the position and velocity of the moving platform. Forster et al. [8] proposes a resource-efficient
system for real-time three-dimensional terrain reconstruction and landing spot detection for micro
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aerial vehicles. This paper uses the semi-Direct monocular visual odometry (SVO) algorithm to extract
the key points to create the terrain map. However, SVO is a visual odometer based on the semi-direct
method, which inherits some drawbacks of the direct method and discards optimization and loop
detection. Authors in [9] propose a fixed-wing drone landing method based on optical guidance, using
the ground landing guidance system to optically guide the landing. A measuring camera is arranged
on both sides of the runway, and a marker light is installed in front of the drone, and the drone
is spatially positioned by binocular stereo vision. This method has many outstanding advantages,
being a self-contained system with high measurement accuracy that is low-cost and has low power
consumption. Furthermore, it is less susceptible to interference without time accumulation errors.
However, it is a ground guidance system and is not suitable for fully-autonomous landing of quadrotor
UAVs in emergencies and unknown environments.

Despite the above, these methods have their own drawbacks and limitations: (1) most existing
methods focus on landing the drone on a marker; and (2) some methods use model-based approaches
to deal with missing visual information. Alternative solutions are realized with the use of additional
sensors attached to landing area. Among many, these sensors include inertial measurement units
(IMUs), GPS receivers, or infrared markers; and (3) previous research has only been able to accomplish
landing in a given environment. Additionally, GPS [7,10–12] or motion capture systems [13,14] are
often used for state estimation, either only while patrolling or throughout the entire task. Conversely,
this paper relies only on visual–inertial odometry for state estimation. These approaches do not work in
many cases, such as an emergency landing of a UAV or landing in a stricken area. There are also many
emergency situations during the flight of UAVs, such as low battery power, machine malfunctions,
or some unexpected conditions where drones need to be landed in unmarked areas. Therefore, we need
UAVs to be able to land autonomously in unstructured and natural environments.

In order to land in unknown environments, our approach is to use visual landing technology.
The simultaneous localization and mapping (SLAM) algorithm is a hotspot of robot and computer
vision research, and is considered as one of the key technologies for automatic navigation in
unknown environments. In 2007, Professor Davison presented MonoSLAM [15], which is the first
real-time monocular vision SLAM system. MonoSLAM was designed to expand the Kalman filter
for the back-end, tracking very sparse feature points. Parallel tracking and mapping (PTAM) [16]
is a well-known single-SLAM algorithm that proposes and implements the tracking and mapping
into two separate thread modules, and greatly improves the efficiency of the algorithm so that the
algorithm can run in real time. PTAM combined with augmented reality (AR) is used in augmented
reality software. Nevertheless, it also has its own limitations. For example, it can only be applied
in a relatively small working environment. Forster et al. propose a semi-direct monocular visual
odometry (SVO) based on a semi-direct method [17]. It uses pixel brightness to estimate pose, resulting
in the ability to maintain pixel-level precision in high-frame-rate video. However, SVO abandons the
optimization and loop detection part in order to improve speed and make the system lightweight,
which results in increased calculation error and inaccurate posture estimation under a long running
time, and the loss is not easy to reposition. LSD-SLAM (large-scale direct monocular SLAM) [18] is
an algorithm based on features and direct methods, proposed by Engel et al. It applies the direct
method to semi-dense monocular SLAM, which can realize semi-dense scene reconstruction on a CPU.
Since LSD-SLAM uses direct methods to track, it also inherits the disadvantages of direct methods.
For example, LSD-SLAM is very sensitive to the intrinsic camera parameters and exposure, and it fails
very easily in the process of fast motion. Mur-Artal et al. propose a feature-based monolithic SLAM
system, ORB_SLAM2 [19], which can be applied to all scenes in real-time. The algorithm is divided
into four modules: tracking, building, relocating, and closed-loop detection. The system is divided
into three separate threads, which can successfully track and build a map. With the advent of the
new sensor event-based camera, many SLAM studies based on event cameras [20,21] have emerged in
recent years. However, the event-based camera is expensive and has a low spatial resolution, which
limits the performance of the application.
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In this paper, a vision-based UAV landing method is used. With the help of optical equipment and
image recognition technology, the UAV is capable of autonomously identifying the landing zone and
reconstructing three-dimensional terrain to accomplish automatic return and route planning. Before
preparing for an autonomous landing, the drones scan the scene, analyze the appropriate location,
and initiate an autonomous calibration of the initial landing site. Then, it carries out autonomous route
planning for this point. When the appropriate landing path is calculated, the autonomous landing
control mode is automatically switched on and the proper solution is adopted to approach the landing
site. After reaching the landing field along with a correct landing route, it starts the descent mode.
As drones continue to decline, the control system systematically identifies information such as altitude
change rate and pose of the drone, and adjusts the altitude of the drone at any time until it lands in
a predetermined landing zone. As shown in Figure 1, the experiments were performed in multiple
scenarios. The results of the experiments show that the environmental awareness and the landing area
selection have high robustness and real-time performance.

Figure 1. The M100, also known as the Matrice M100, is a quadrocopter drone for developers, released
by DJI (Shenzhen, China), the world’s largest consumer drone maker. The drone uses a monocular
camera to scan the ground for key frames and a three-dimensional point cloud map. Then, it converts
the three-dimensional point cloud map into a grid map, detects suitable landing areas, and carries out
a landing. The map in the lower center of the picture shows a flat area in green and an area higher
than the horizon in red. The depth of red indicates the height. The blue lines above the map show
the keyframes created by the drone during the flight. The left column of the picture is part of the
key frames.

When an airport fails to receive a control signal in some case (e.g., system failure or signal
interference), the ability to land at the airport with a good strategy and land safely will greatly
reduce the damage of the unmanned drone to the ground personnel. Advanced autonomous visual
landing control technology can avoid the danger of drones facing emergency landings. With the
use of optical and other detection equipment, the autonomous sensing capabilities of drones will
be greatly improved, and evasion will be implemented before ground controllers are put in danger.
An anti-collision algorithm that takes both safety and economy into consideration will automatically
re-plan the route after the UAV has implemented collision avoidance maneuvers to continue the task.

This method can be applied not only to the passive landing of drones in complex scenarios or in
emergency situations and the active landing of drones, but also to many areas such as the automatic
driving of unmanned vehicles, augmented reality, and the autonomous positioning of robots.
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The main contributions of this work can be summarized as follows:

• This paper proposes and implements the vision-based drone autonomous landing system in
an unstructured environment. By combining existing technologies, they are improved to better
meet the requirements of the system proposed herein.

• This paper proposes a novel map representation approach that combines three-dimensional
features and a mid-pass filter. Each visible feature is converted into a grid map by utilizing the
mid-pass filter to remove noise that is too high and too low in each grid. After constructing a grid
map, feature points of different heights can be visualized as grids of different heights.

• This paper recommends a region segmentation to detect the edge of different-height grid areas.
It smooths the areas with the same height based on a mean shift algorithm. An edge detector is
used to identify obstacles and flat areas. By region segmentation, the speed and accuracy of the
subsequent landing area selection are substantially improved.

• Based on a grid map and region segmentation, we present a visual landing technology to explore
a suitable landing area for drones in emergencies and unknown environments. Furthermore, with
the pose calculated by SLAM, drones can autonomously fulfill path planning and implement
landing. To evaluate the proposed algorithm, we apply it in multiple sets of real scenes.
Experimental results demonstrate that the proposed method achieves encouraging results.

The remainder of this paper is organized as follows. In Section 2, we propose a UAV autonomous
landing approach based on monocular visual SLAM. The experimental results are presented in
Section 3. Finally, we conclude the paper in Section 4.

2. The Approach

An overview of the proposed algorithm for the detection of landing sites is shown in Figure 2.
When the drone begins the landing procedure, the approach can estimate the position and posture
of the drone, build the grid map of the environment, and select the most suitable area for landing
via the filtering algorithm. A selecting landing area and vision navigation method is demonstrated,
which uses SLAM to estimate the current pose of the drone.

Figure 2. Overview of the main components and connection in the proposed approach.

This paper establishes a three-dimensional point cloud map of the environment by visual SLAM.
Then, a two-dimensional grid map is set up by the three-dimensional point cloud of the feature points
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proposed by the SLAM algorithm. The height of each grid is calculated by projecting the map points
of the graph into the corresponding grids. Then, the mean shift-based image segmentation algorithm
is used to smooth the height of the grid map, divide the obstacles and ground, and combine the highly
similar image blocks together. By calculating the space distance between the landing area and the
obstacle, the algorithm selects the region which is the farthest from the obstacle as the filtered landing
area. In this way, a suitable area for UAV landing is selected. The UAV finally lands on the safe area by
following the descent program.

2.1. Sparse Depth Measurement

The camera pose is forwarded to the on-board computer, which associates the camera pose with
the corresponding images based on the pre-calibrated camera. These camera pose estimates are used as
priors in the bundle adjustment if an area is marked as a potential landing spot. Additionally, feature
tracks are generated by the provided framerate. The ORB (oriented FAST and rotated BRIEF) [22]
feature tracker is used to generate coarse depth measurements for region tracking in unknown
terrain and in the bundle adjustment of the backend thread. The ORB feature tracker is made up
of the oriented FAST (Features from Accelerated Segment Test) [23] corner detector, which detects
corners with a description of scale and rotation, and BRIEF (Binary Robust Independent Elementary
Features) [24], an efficient feature point descriptor.

Monocular vision SLAM is a feature-based system that can be applied to all scenes in real time.
The algorithm divides the algorithm into four modules: tracking, building, relocating, and closed-loop
detection. It divides the system into three separate threads, which can track well and build a map.
The ORB_SLAM2 [19] algorithm can guarantee the global consistency of trajectory and map through its
optimization and closed-loop detection. If the camera returns to the same scene as before, the algorithm
can optimize posture and map by conducting closed-loop detection.

If the scene is a plane, or is approximated as a plane, or when the parallax is small, the motion
estimation can be done by homography. The motion is restored by the basic matrix F in a non-planar
scene with large parallax. Although the camera is facing the ground, the data captured by the drone
may involve rugged terrain. The basic matrix F indicates the relationship between any two images
of the same scene that constrains where the projection of points from the scene can occur in both
images. At the same time, in order to improve the robustness of the system, the basic matrix F and the
homography matrix H are estimated at the same time when the real data always contains some noise.
The homography matrix H describes the mapping relation between two images of the same planar
surface in space. Then, the smaller one is chosen as the motion estimation matrix by comparing the
weight projection error. The method in the ORB_SLAM2 algorithm is to calculate the SH value and
select the corresponding model according to the RH worth.

(1) Extract reference frame and current frame features pr, pc, and then match features between two
frames pr ↔ pc . If the number of matching features are not enough, the reference frame is reset.

(2) Calculate the homography matrix H: pc = Hpr , and then calculate the fundamental matrix F:
pT

c Fpr = 0, F = K−TEK−1, where K is the internal matrix of the camera and E is the essential
matrix. The essential matrix E can be seen as a precursor to the fundamental matrix, and
its relationship with F is as above. The degrees of freedom of the homography matrix is 8,
which can be computed by four pairs of matching features. The fundamental matrix F can be
calculated by the classical eight-point-algorithm [25]. It is unavoidable that there is a large number
of mismatches in feature matching, and we use random sampling consistency (RANSAC) to
solve them.

(3) Restore motion from the fundamental matrix F or the homography matrix H.
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We can get the motion T12 of the camera by the polar constraint. The depth information of the
map points can be estimated by the motion of the camera by triangulation. p1, p2 are set to represent
the coordinates after the features are normalized on two frames,

d1 p1 = d2T12 p2, (1)

where d1, d2 represent the depth of two-frame features, p1, p2 are the three-dimensional coordinates of
the current frame and reference frame features, and T12 comprised of rotation matrix R and translation
matrix t is the transformation matrix of the first graph to the second graph.

However, when solving the pose of the camera, because of the scale equivalence of the essential
matrix E itself, there is also a scale equivalence of the t, R obtained by decomposing E. The normal
method is to normalize the scale of t, which leads directly to the scale uncertainty of monocular vision.
For t, after it is multiplied by an arbitrary constant, the polar constraint is always established. In order
to solve this scale uncertainty, we compared the height information measured by the barometer with
the flight altitude calculated by the SLAM system to obtain the scale factor.

The Matrice M100 comes with a barometer module. The barometer is based on the experimental
principle of Evangelista Torricelli for measuring atmospheric pressure. Most of the aircraft’s altitude
measurement is achieved through a barometer, and GPS-equipped aircraft also generally have
a barometer as a backup. For every 12 m of height raised, the mercury column is lowered by about
1 millimeter, so the height of the aircraft when it is flying in the air can be measured. In the experimental
scenario, the drone’s flying height is usually no more than 30 m, so the error of the height measured
by the barometer is not very large and satisfies the experimental requirements. The experiment in
this article has the feature that the monocular visual SLAM application environment is oriented to
the ground. In addition, the camera ZENMUSE X3 (DJI, Shenzhen, China) used in the experiment
has a PTZ (Pan/Tilt/Zoom) self-balancing function, which can ensure that the camera maintains its
ground-facing state. A PTZ camera is a camera that supports all-around (up, down, left, and right)
movement and lens zoom control. Because of the scale problem of monocular vision SLAM and the
characteristics of the experiments in this paper, the height information obtained by the barometer
measurement is sufficient to restore the SLAM scale factor on the z-axis:

�H = �hv ∗ s, (2)

where �hv represents the height difference in the z-axis measured by monocular visual SLAM,
�H represents the height variation in world coordinate system, and s represents the scale factor.
The value of s can be calculated by replacing �H with the height variation measured by a barometer.
It is thus possible to continue to obtain true height information by scaling the visual pose.

After the success of the map initialization, PNP (Perspective-N-Point) is used to transform the
three-dimensional motion into two-dimensional point pairs. Therefore, the position posture of the
current frame can be obtained by using a PNP solution to calculate the three-dimensional motion to
two-dimensional points by using the three-dimensional map point P in the reference frame and the
two-dimensional keypoints p on the current frame.

Given a three-dimensional map point set P and two-dimensional matching on the set of points p,
we can calculate the pose by minimizing the re-projection error pose:

ξ∗ = argminξ
1
2

n

∑
i=1

∥∥∥∥ui − 1
si

KTPi

∥∥∥∥2

2
. (3)

The error is obtained by comparing the pixel coordinates (i.e., the observed projected position)
with the position of the three-dimensional point projected according to the currently-estimated pose.
This error is called the re-projection error. We minimize the re-projection error of the matching point
by constantly optimizing the pose in order to obtain the optimal camera pose.
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For each frame, when the map is initialized, the system estimates the position of the current frame
in accordance with the previous frame. Hence, with successful tracking, it is relatively easy to get the
posture information of each frame.

However, a sparse feature point map does not meet the requirements of the screening landing
area. Thus, it is imperative to integrate other methods to optimize the map.

2.2. Grid Map Creation

First of all, as shown in Figure 3, we divide the plane into small grids. The size of the grid can
be adjusted according to the actual situation. Then, the SLAM algorithm is applied to calculate the
three-dimensional location of feature point in the world coordinate system and the pose of each key
frame. Then, we will convert the three-dimensional point clout into a two-dimensional grid map.
Furthermore, this article sets the point to be projected into the grid only when it is observed by multiple
frames. If it is observed by merely one frame, the point will not be projected into the grid, which
can avoid points that are noise. Thus, each grid has a pile of two-dimensional points with the height
information. There is one final step needed to determine which grids are suitable for drones to land on
based on these points.

Figure 3. A feature point in real-world coordinates is observed by multiple key frames. Through
triangulation, its three-dimensional position is obtained and converted into a three-dimensional point
cloud. Then, the three-dimensional point cloud is projected into the two-dimensional grid map,
and the height of the grid is obtained by calculating the height of all of the filtered three-dimensional
points that fall in each grid. The premise of triangulation is to know the pose of each key frame,
as shown in the blue block diagram.

First, we define the height of each grid:

h(i, j) =
∑kεN(i,j) −hmin − hmax

N(i, j)− 2
, (4)

where hk represents the map points in the grid Grid(i, j), and the map points hmin and hmax represent
the maximum and minimum values in the grid. The highest and lowest points in the grid are removed,
and then the mean of the map points is computed to assign the value to the grid height h(i, j).

The following formula defines whether the grid is suitable for landing:

T(i, j) = ∑
m,nεR(i,j,r)

‖h(m, n)− h(i, j)‖2 , (5)

where h(m, n) is the height value of the map point (m, n) on the two-dimensional grid map and h(i, j)
represents the height of the grid (i, j) in the grid coordinates. r is the radius of the search, and is
adjusted according to the size of the UAV. Through traversal of each grid, the drone can search for
the landing area. Grids that do not have a projection point are regarded as unreliable and marked as
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non-landing areas. Finally, the threshold of the formula T(i, j) is set according to the actual application
to determine the grid suitable for the UAV landing, and at the same time the grid is marked out.

2.3. Pose and Map Optimization

There will be errors when the camera is calibrated and tracked, so it is necessary to do some
optimization after the pose estimation. The estimate of the pose is obtained by tracking frames.
By using this estimate as an initial value, we can model the optimization problem as a least-squares
graph optimization problem and then use g2o (General Graph Optimization) [26] to optimize
poses and maps. Even after optimization, there will be errors, and these tracking errors will
continue to accumulate, which may lead to an increasingly growing rear frame pose estimation
error, and eventually deviate from reality. Thus, long-term estimates of the results will be unreliable.
Considering this, closed-loop testing, which is related to the correctness of estimated trajectory and
maps after a long time, is particularly important.

Because the pose of key frames is estimated based on the previous reference frame, the error
will be accumulated and result in increasingly inaccurate posture estimates. Therefore, we optimize
the position and orientation using a closed-loop detection. When the camera captures the previously
captured image, we can correct the position of the camera by detecting the similarity between the
images. Closed-loop detection can be achieved through the word pocket model DBow3 [27]. DBoW3
is an open source C++ library for indexing and converting images into a bag-of-word representation.
It implements a hierarchical tree for approximating nearest neighbours in the image feature space and
creating a visual vocabulary. DBoW3 also implements an image database with inverted and direct files
to index images and enabling quick queries and feature comparisons.

1. Feature extraction: select features based on the data set and then describe them to form feature
data. For example, the sift key points in the image are detected, and then the feature descriptor is
calculated to generate a 128-dimensional feature vector;

2. Learning the word bag: merge all of the processed feature data. Then, the feature words are
divided into several classes by means of clustering. We set the number of these classes, and each
class is equivalent to a visual word;

3. Use of a visual bag to quantify the image features: each image consists of many visual words.
It can use statistical word frequency histograms to indicate which category an image belongs to.

With the dictionary, given any feature, the corresponding word can be found by looking up the
dictionary tree layer-by-layer. When the new key frame is inserted, the distribution of the image in the
word list or the histogram can be computed. This allows us to use the text search algorithm TF-IDF
(term frequency-inverse document frequency) [28] and the approach in [29] to calculate the similarity
between the two images. After detecting the closed loop, BA (bundle adjustment) is used to optimize
some of the previous reference frames.

2.4. Region Segmentation-Based Landing Area Detection

It is necessary to divide the map according to the height before the screening of the landing
area suitable for the UAV. The grid map of precise region segmentation based on height is helpful to
improve the speed and accuracy of the subsequent landing area selection. In this paper, a method
based on image segmentation to divide the height region of the grid map is proposed. This section
introduces the algorithm flow in detail.

According to the experimental requirements, an image segmentation method based on mean
shift [30] is used to segment the mesh map. In accordance with image segmentation based on the mean
shift principle, the grid map obtained in the second chapter is smoothed and divided. Firstly, the size of
the grid map and the height of each grid are input. Each grid is regarded as the smallest unit. Secondly,
the mean shift algorithm is used to cluster the height of the grid to determine the total number of
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categories and the center of each category. Then, using these statistics as input, the final division of the
grid map via the mean shift algorithm is obtained. Specific steps are shown in Algorithm 1.

Algorithm 1 Image Segmentation-Based Grid Map Partitioning Algorithm.

Input: grid map
1: use the mean shift algorithm to smooth the created grid map. For each grid, initialize j = 1,

yi,1 = xi.
2: while modulus point non-convergence do

3: calculate yi,j+1

4: zi = (x(s)i , y(r)i,c )
5: end while
6: the grid map is smoothed with mean shift, and the convergence result is stored in zi, zi = yi,c
7: for i = 0, 1, 2 · · · N zi do

8: if grid space distance < hs && height distance < hr then

9: divided into different categories Cp p=1, ···m
10: end if
11: end for
Output: for each grid i = 1, 2, · · · , n, the category logo Li = p|zi ∈ Cp.

After clustering the grid map, the ground condition without a priori environment information can
be obtained. Therefore, the system gains understanding of the height distribution of the ground and
the obstacle information to a certain extent, and is able to select an area suitable for the UAV to land.
Then, the world coordinates in this district can be output to guide the landing of the UAV. Due to the
skewing that may occur during the drone’s landing, the UAV landing point needs to avoid obstacles in
order to ensure a safe of landing. For the grid map, the algorithm sets the districts of all the altitude,
except the landing height H, as obstacles. After districts with matching height and area are selected,
it is necessary to calculate the integrated distance between the districts and all the obstacles. Specific
steps are shown in Algorithm 2.

Algorithm 2 Choose the Best Landing Spot.

Input: the previous grid height categories Ci, the appropriate landing height H, the appropriate

landing area S.
1: for i = 0, 1, 2 · · · N grid categories Cii=1, ···N do

2: if the height h of Ci = H && the area s = S then

3: add grid gi to the landing zone candidate set and number ai
4: else

5: add grid gi to the obstacle set and number bj
6: end if
7: end for
8: for i = 0, 1, 2 · · · N the landing zone candidate set ai do

9: for j = 0, 1, 2 · · · N the obstacle set bj do

10: calculate the distance dij of each area ai from each obstacle bj; that is, the distance from the

candidate area to the nearest edge of the obstacle area.
11: calculate the overall distance di = di + dij of each area ai from all obstacles.
12: end for
13: end for
Output: The area ai with the largest di is the landing point, which makes it possible to stay away from

existing obstacles.
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The appropriate landing height H is selected from the previous grid height categories and the
appropriate landing area S is set according to the size of the UAV. Then, the system can determine the
best landing location through these two screening approaches.

3. Experiments

3.1. Experimental Platform

This paper chose the commercial UAV DJI Matrice 100 (M100) as a platform for the data acquisition
offline processing stage and the UAV autonomous real-time control stage experiment. It includes
a flight controller, power system, barometer module, GPS module, and other modules. This paper used
the monocular camera, ZENMUSE X3, as a visual sensor to carry out the experimental data collection.
The small ZENMUSE X3 monocular camera can guarantee high-quality video during high-speed
movement with its wide-angle fixed focus lens, powerful performance, a shooting screen without
distortion, and clear images. At the same time, we used the camera’s PTZ self-balancing function to
make the camera face the ground. We also used the barometer module on the UAV to measure the
flight altitude for the monocular SLAM scale correction. In this paper, the image data resolution was
640 × 480. The experimental configuration environment was an Intel Core i7-8700K CPU@3.70 GHz
processor, 16.0 GB memory, and 64-bit operating system.

If the camera used does not have a PTZ self-balancing function, the height difference on the z-axis
cannot be used directly when restoring the scale factor. In the calculation of the scale factor stage,
the aircraft only moves in height, and the difference in the three-dimensional space of the pose in this
time period is calculated to replace the difference in the z-axis. In addition, during the initial phase
of the aircraft, it is necessary to ensure that the camera is parallel to the ground. After this, the PTZ
self-balancing function no longer affects system functionality.

The experimental platform interacted with the M100 through the image acquisition card and the
wireless serial port to simulate the on-board processing, as shown in Figure 4. The laptop captured the
image stream taken by the drone in real-time through the image capture card, and sent the control
command to the drone in real-time through the wireless serial port.

Figure 4. The image (a) is the experimental configuration environment. One end of the image
acquisition card is connected to the computer, and the other end is connected to the remote control
of the drone. The image capture card transmits the image to the computer via a remote control;
The image (b) shows the wireless serial port module; The image (c) shows the M100 drone; and the
image (d) shows the ZENMUSE X3 camera.

3.2. Real-Time Control Experiments

In Section 2, we can get the key frame data of monocular image sequence processing, and obtain
the UAV pose information and the three-dimensional point cloud data according to the visual
SLAM system. Then, we convert the three-dimensional point cloud into a two-dimensional grid.
Next, the image segmentation algorithm based on mean shift is used to deal with the two-dimensional
grid map. Finally, the two-dimensional grid map is filtered and the appropriate landing area is obtained.

At the beginning of the experiment, we first turned on the computer and started the program.
The drone flew over the scene and began to simulate entering the fault state. It was necessary to
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start the autonomous landing procedure. The startup program controlled the drone to scan the
landing environment. When the UAV started the data acquisition, the first step is to initialize. At the
initial location, the aircraft pose must have a translation instead of a rotation change. In order to
reduce the error of the pose information and the 3D point cloud data estimated by the SLAM system,
after completing the initialization, the UAV started the closed-loop flight, followed by some closed
loops of smaller radius. By forming a closed loop, the construction and pose estimation results are
optimized. The candidate landing area is selected from within the construction result. The drone
moved to the top of the candidate area with the shortest path, and focused on the candidate landing
area (i.e., movement with small displacement). Finally, if the program still confirmed that the area was
the final landing area, the landing mode was started. Otherwise, the candidate area was re-determined
and scanned.

Figure 5 shows the creation of a two-dimensional height grid map and the specific meaning of
each part of the grid map. The color represents the depth of the map. Green represents the lowest point,
red represents the highest point, and the middle height is represented by a gradient color. Dark blue
indicates a suitable landing site. Light blue indicates the flight path of the drone. The experimental
scene is a circular flower bed surrounded by large semi-circular flower beds. There are three cars
parked in front of the flower bed. There are big trees, shrubs and weeds on the circular flower beds
and the semicircular flower beds on the periphery. The other half of the flower bed is an empty square
which is suitable for landing.

In order to prove the accuracy of the proposed UAV autonomous landing system, we carried out
a real-time control experiment of UAV autonomous landing. The landing trajectory and the specific
process are shown in Figure 6. It presents our study of the UAV autonomous landing area screening and
the entire implementation process of the UAV autonomous landing system. When the UAV was ready
to land, flight control switched from normal flight to autonomous landing. The autonomous landing
system was started. Then, the system was initialized and the flight began. After the initialization
was completed, the pose was estimated, and the closed-loop flight was carried out. Then, the area
to be measured was screened. After the selection of the UAV landing area, it began to fall on the
selected area.

Figure 5. Cont.
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Figure 5. The images of (a–c) detail the correspondence between each part of the two-dimensional
height map and the real scene; the image (d) is a real scene with different angles; The image (e) is the
side view of the grid map; the images of (f–j) are the construction process of the grid map. The blue
box above the map shows the trajectory of the drone and the pose of the drone when the key frame
is generated.

Figure 6. The landing process of a quadrotor and the real-world scene of the process. The color
represents the depth of the map. Green represents the lowest point, red represents the highest point,
and the middle height is represented by a gradient color. Dark blue indicates a suitable landing site.
Light blue indicates the flight path of the aircraft. The black circle refers to the current position of
the drone.
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3.3. Landing Area Detection in Multi-Scenario

In this paper, several groups of data experiments and analysis were conducted. Five sets among the
experimental results are shown in Figure 7. All experimental data were collected from the Northwestern
Polytechnical University Chang’an campus. The first scene was a small forest with a suitable landing
zone in the middle. The scene for the second set of data acquisition was a gentle slope. Surrounded by
trees, a larger humanoid sculpture was located in the middle of the slope. The front part of the slope
was relatively flat and suitable for landing. Several trees and shrubs were scattered in the third scene.
The middle of the scene was flat and suitable for landing. The scene of the fourth set of data collection
was a square with five highly-visible obstacles evenly distributed within it. Three of the obstacles were
carved walls, while the others were long stone benches. The middle area of the square was flat and
suitable for landing, without any obstacles.

Figure 7. Cont.
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Figure 7. Two-dimensional grid height map creation and landing site selection result in five different
scenarios. The left column is the real scene, the middle is a two-dimensional grid height map, and the
dark blue area is a suitable landing spot. The blue trajectory above the map is the drone flight trajectory,
and the right column is the real scene where the drone landed accurately at the landing site.

Figure 7 shows the specific experimental locations and experimental results of the proposed
method. The robustness of the proposed system is demonstrated by experimental results in different
conditions. The characteristics of the four experimental sites in Figure 7 are different and they simulate
different actual application environments.

Scenarios 1, 2, and 3 were experiments simulating field environments. Scenario 1 simulated
a forest landscape, with a large areas of trees. There was only a small piece of land suitable for
landing in the middle, which our method chose. Scenario 2 simulated wild hillside and boulders.
The system chose the flat ground between the hillside and the flat land and avoided obstacles well.
Scenario 3 simulated a farm field. Although the shrub area was relatively flat, our method chose a
flatter grassland. Scenario 4 simulated the urban environment with regular tall buildings and flat
squares. There were even and obvious obstacles distributed in Scenario 4, and the experimental results
can be intuitively understood. The landing site selected by our algorithm had the largest integrated
distance and was located in the center of the five obstacles.

Take scenario 1 as an example. The drone has a flying height of 20 m. The entire landing process
took 1 min and 52 s. Firstly, the drone scans the scene and builds a map. However, due to the high
flying height, high scene complexity and the existence of many empty areas (area with large height
differences but small areas), the sparse point cloud map constructed by monocular SLAM can not
meet the requirements for detecting the landing area of drones. At this point, the grid map proposed
in this paper shows its practicality. Based on the three-dimensional point cloud map, the grid map
expands the space, fills in the area around the feature point, and realizes the perception of the overall
environment. Only in the presence of a coherent flat area, the drone can land. All the revised parts are
shown by blue font in the revision.

Experiments showed that, although the three-dimensional point cloud of visual SLAM was
estimated to be sparse, the two-dimensional height grid map reconstructed supplied excellent scene
information. The map was accurate enough to meet the needs of UAV landing. In various simulation
environments and simulation field experiments, the landing sites selected by the proposed method
were the safest places in the scenes, and the drone landed accurately in these areas.

For more insights, we invite the reviewer to take a look at the multimedia demonstration
UAV_AutoLanding_Demo.mp4 of our system in the Supplementary Materials. The demo is included
in the submitted zip file, or you can click here directly (https://page0607.github.io/UAV_Landing/).
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4. Conclusions

This paper proposes a novel UAV autonomous landing approach based on monocular visual
SLAM. In the proposed approach, we exploit a feature-based method to estimate the drone’s pose and
attain the fixed point in three-dimensional space. Regarding grid map construction, we first establish
an image stream with a corresponding time stamp and barometric altitude information. Then, through
the extraction of robust feature points and descriptors, the motion of the drone, the flight path, and the
visible three-dimensional point cloud map are obtained by matching and tracking the features. A visible
grid map can be built by putting the three-dimensional point cloud to the grid map and calculating the
height of each grid after removing noise. After that, a method based on image segmentation is used to
divide the height region of the grid map. On the basis of the divided grid map, the system can obtain
the appropriate landing place after decision optimization. Finally, the drone takes the shortest path to
reach the destination and starts the descent mode near the landing area. After finishing this, the UAV
autonomous landing system is successfully executed. Extensive experimental results on multiple real
scenes confirmed that the landing area selection and navigation based on visual technology is effective
and efficient. In addition, it can be used to find a suitable path in the field of automated driving
where unmanned vehicles and UAVs are used in combination. The drone circles in the air to detect
the environment, and then a three-dimensional map is constructed to select the appropriate driving
path for the unmanned vehicle. Furthermore, the current work shows great potential in various visual
domains. In future work, we will consider extending our work to multiple fields and develop it to the
general level.

Supplementary Materials: The following are available online at VideoS1:UAV_AutoLanding_Demo.mp4.
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Abstract: Near-ground manoeuvres, such as landing, are key elements in unmanned aerial vehicle
navigation. Traditionally, these manoeuvres have been done using external reference frames to
measure or estimate the velocity and the height of the vehicle. Complex near-ground manoeuvres
are performed by flying animals with ease. These animals perform these complex manoeuvres by
exclusively using the information from their vision and vestibular system. In this paper, we use
the Tau theory, a visual strategy that, is believed, is used by many animals to approach objects, as a
solution for relative ground distance control for unmanned vehicles. In this paper, it is shown how
this approach can be used to perform near-ground manoeuvres in a vertical and horizontal manner
on a moving target without the knowledge of height and velocity of either the vehicle or the target.
The proposed system is tested with simulations. Here, it is shown that, using the proposed methods,
the vehicle is able to perform landing on a moving target, and also they enable the user to choose the
dynamic characteristics of the approach.

Keywords: UAV; bio-inspiration; autonomous control; horizontal control; vertical control

1. Introduction

Unmanned Aerial Vehicle (UAV) usage and applications, specially those performed by Micro
Aerial Vehicles (MAV), has increased. Now, more than ever they are being used in tasks such as
inspection, surveillance, reconnaissance, and search and rescue [1]. This increased use demands for
better navigation strategies to tackle more challenging approaches. To successfully accomplish this,
UAV technologies need to be further advanced.

Navigation in unmanned vehicles is commonly performed using an external reference frames,
such as global positioning systems and other sensors. This reliance on external reference frames
severely hinders their autonomy. Constant changes in the mission context make it difficult for an
autonomous vehicle to adapt to its changing environment. Near ground manoeuvrers are vital to
complete any flight mission successfully. Accurate velocity control of the vehicle at touchdown is
critical. A combination of positioning systems, range finding sensors and image sensors have been
popular tools in navigation strategies to accomplish autonomous landing [2].

Biologically inspired controllers in robots, unlike traditional controllers, emulate animals to
achieve complex tasks. Flying animals control mechanisms have been optimized through millions
of years of natural evolution, allowing them to navigate complex environments with ease, without
relying on any external reference frame.

Tau theory, as the base of a bio-inspired controller, has been used in [3] to generate trajectories
during UAV perching using information from external reference sensors, such as Global Positioning
System (GPS). Landing on a moving platform without knowledge of the vehicle’s height or velocity

Electronics 2019, 8, 184; doi:10.3390/electronics8020184 www.mdpi.com/journal/electronics24
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has been achieved in [4] where the previously known size of the landing platform is used to estimate
the position of the quadrotor body frame and generate an adequate landing trajectory.

The key contribution of this paper is a novel bio-inspired vertical and horizontal control system
on-board the UAV to achieve near-ground manoeuvres on a moving target. This paper is organized as
follows: The basics of Tau theory and its variants are described in Section 2. A body-centric control
model is presented in Section 3 that it is complemented with a high-level control system described in
Section 4. The estimation of visual motion is described in Section 5, followed by the objective tracking
description in Section 6. Finally we perform simulations in Section 7, that we discuss in Section 8 and
provide conclusions in Section 9.

2. Tau Theory

2.1. Flying Navigation Strategies in Nature

Flying insects have captured the attention of visual navigation researchers due to their ability
to navigate complex and changing environments. Their large eyes with wide Field-of-View (FoV)
suggest that they use optic flow to regulate motor actions. Flying bees, despite having two eyes, are
not believed to use any depth perception information as their eyes separation does not allow them to
capture this information [5]. This means that bees navigate using exclusively the optic flow patterns
generated from their own motion. In [6], it was proposed that bees use a measure of image angular
velocity ωz, named the ventral flow, given by:

ωz =
vz(t)
z(t)

(1)

where vz(t) is the velocity and z(t) is the distance to the objective at a given moment in time. When
performing landing, it has been found that bees always land with a zero horizontal velocity at touch
down [7]. This is achieved without knowledge of height or forward velocity, rather using their ratio,
which is the image angular velocity in the vertical direction. While it descends towards the objective,
the ventral flow increases due to the decrease in height. By holding constant the ventral flow while
performing landing (ωz = C), both the velocity and the height decease, until zero forward velocity is
achieved at touch down. This has been named as the constant ventral flow strategy [6].

2.2. Biological Evidence of Tau Theory

When flying animals approach an object to land, capture or perch, as if they use predictive
timing information linked to visual cues of their surrounding to guide and adjust their actions.
Time-to-contact (TTC), sometimes refereed to as time-to-collision, is defined as the remaining time
before an anticipated contact between the approaching animal and the target. Based on the TTC, Lee
introduced Tau theory [7]. He proposed that the variable Tau could be used to represent the TTC in
the animals’ visual systems. It is defined as the inverse of the target’s relative rate of expansion on the
animal’s retina. In addition, Lee also proposed a general Tau theory, which states that the information
from Tau is used in the guidance of the general movements of animals, not only on their perceptual
mechanisms. This theory has been verified mathematically and experimentally, inspiring robotics
researchers to apply Tau theory. In this project we use Tau theory to perform near-ground manoeuvrers
in a MAV.

Lee proposed that the animal movement is goal-directed. If a motion gap is defined as the
difference between the animal’s current motion state and its target state, then all the intended control
actions are made for the purpose of closing the motion gap. If an object is at a distance z > 0 along
some axis, then the Time-to-Contact to the object is defined as

TTC(t) = − z(t)
ż(t)

(2)
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This can only be true when ż �= 0. As the subject moves towards the target, the retinal image
of the object in the subject’s eyes will dilate and the features of the target inside the subject’s retina
will move radially. This image dilation is caused by the reduction of the relative distance between the
subject and the target. It has been demonstrated [8] that the time-to-contact is the reciprocal of the
image dilation and can be registered optically from the targets’s image features in the subject’s retina,
such that:

TTC(t) = −Φ(t)
Φ̇(t)

(3)

where Φ(rad) is the angle in the object’s retinal image. This shows that the time-to-contact can be
registered optically without knowledge of the distance to the object or the relative velocity. The
Time-to-Contact and Tau (τ) are connected as follows:

τ =
z(t)
ż(t)

= −TTC(t) (4)

2.3. Basic Tau Strategies

Assuming that the UAV has arrived at the desired location for landing and it is ready to descend,
with Tau it is possible to initiate a descending trajectory, starting from the initial location at non-zero
speed and ending right upon the target with a zero speed for a no impact landing. The only information
needed to control an on-going descent action is the time rate of tau. It has been observed that animals
tend to keep the time rate of tau constant as they close the gap towards their target [7].

τ̇(t) = k (5)

where k is a constant. Integrating the previous equation we obtain

τ(t) = kt + τ0 (6)

where τ0 is the initial constant value, which is:

τ0 = x0/ẋ0 < 0 (7)

where x0 and ẋ0 are the initial position and velocity of the vehicle, respectively. Substituting, we obtain:

x(t)/ẋ(t) = kt + τ0 (8)

solving for x(t), ẋ(t) and ẍ(t) we obtain:

x(t) = x0(1 + ktẋ0/x0)
1
k

ẋ(t) = ẋ0(1 + ktẋ0/x0)
1−k

k

ẍ(t) =
ẋ2

0
x0

(1 − k)ẋ0(1 + ktẋ0/x0)
1−2k

k

(9)

To visualize the effects of k independently from initial conditions, namely position, velocity and
acceleration, each of the equations are normalized and the results are displayed in Table 1.
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Table 1. Motion with different constant k values.

k t x ẋ ẍ Final Goal

k < 0 → td → ∞ → ∞ → ∞ Gap not closed
k = 0 → td = x0 = ẋ0 = 0 Gap not closed

0 < k < 0.5 → td → 0 → 0 → 0 Zero Touchdown
k = 0.5 → td → 0 → 0 = C Slight Collision

0.5 < k < 1 → td → 0 → 0 → ∞ Slight Collision
k = 1 → td → 0 = C → ∞ Collision
k > 1 → td → 0 → ∞ → ∞ Strong Collision

Table 1 and Figure 1 show the values of x, ẋ and ẍ with different k values. We can see that only
the case with 0.5 ≤ k < 1 achieves a slight collision.

Figure 1. Values of x, ẋ and ẍ with different values of k (k = 0.2, 0.5, 0.7, 1.0).

2.4. Tau Coupling

In a more realistic scenario, multiple gaps exist when approaching an objective and they all need
to be closed simultaneously. Tau coupling [9] can be used for such situations. For example, if we need
to close two translational gaps, α(t) and β(t), the two corresponding tau variables will be linked by a
constant ratio of kαβ during the course of the approach.

τβ = kαβτα (10)

Taking this into consideration, we can rewrite Equation (9):

β = Cα1/kαβ

β̇ =
C

kαβ
α

1
kαβ

−1
α̇

β̈ =
C

kαβ
α

1
kαβ

−2
(

1 − kαβ

kαβ
α̇2 + αα̈

) (11)

where the constant C is defined as C = β0/α0
1/kαβ . Similarly to the previous case, we can find the

motion caused by different values of kαβ.
These results indicate that when 0 < kαβ ≤ 0.5 or kαβ = 1, the distance, velocity and acceleration

of the gap β(t) will become zero in parallel to the closure of gap α(t), as seen in Table 2. Just as in
the previous case, the gap closure can be modified with constant kαβ to perform different strategies,
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such as: landing with zero velocity at touchdown, never closing the gap or achieving an aggressive
gap closure.

Table 2. Motion with different constant kαβ values in coupling movement.

kαβ t α β α̇ β̈ Final Goal

kαβ < 0 → td → 0 → ∞ → ∞ → ∞ Gap y not closed
kαβ = 0 → td → 0 = 0 ? ? Error

0 < kαβ < 0.5 → td → 0 → 0 → 0 → 0 Zero Touchdown
0.5 ≤ kαβ < 1 → td → 0 → 0 → 0 → ∞ Slight Collision

kαβ = 1 → td → 0 → 0 → 0 → 0 Collision
kαβ > 1 → td → 0 → 0 → ∞ → ∞ Strong Collision

2.5. Gravity Guidance Strategy

Previous examples had the disadvantages of requiring a downward velocity in order to be usable
for landing. This can be achieved easily when the vehicle is in motion and the near-ground manoeuvre
is initialized, but it will not initialize if the vehicle starts with a zero downward velocity. To solve
this problem a method called “intrinsic Tau gravity guidance” was developed [7]. This is a special
instance of Tau coupling where the α(t) gap is guided by the gravity’s constant vertical acceleration.
This manoeuvre can be expressed as:

τα(t) = kαgτg(t) (12)

where the constant kαg will determine the movement characteristics, and τg(t) specifies the time of the
gap to be closed with gravity’s constant acceleration. The gap xg(t) makes use of τg(t), which can be
derived from the free-fall equations under gravitational acceleration:

xg(t) =
1
2

gt2
d −

1
2

gt2

ẋg(t) = −gt
(13)

τg(t) =
xg(t)
ẋg(t)

=
1
2

(
t − t2

d
t

)
(14)

where td is the time duration of the entire operation. Using Tau coupling, we can find the solution for
α(t) as follows:

α(t) =
α0

t
2/kαg
d

(t2
d − t2)

1
kαg

α̇(t) =
−2α0t

kαgt
2/kαg
d

(t2
d − t2)

1
kαg

−1

α̈(t) =
2α0

kαgt
2/kαg
d

(
2t2

kαg
− t2 − td

d

)(
t2
d − t2

) 1
kαg

−2

(15)

Table 3 and Figure 2 show the motion of gap closure on α, α̇ and α̈ for different values of kαg.
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Table 3. Motion with different constant kαg values in during intrinsic Tau gravity movement.

kαg t α α̇ α̈ Final Goal

kαg < 0 → td → ∞ → ∞ → ∞ Gap not closed
kαg = 0 → td = 0 ? ? Error

0 < kαg < 0.5 → td → 0 → 0 → 0 Zero Touchdown
0.5 ≤ kαg < 1 → td → 0 → 0 → ∞ Slight Collision

kαg = 1 → td → 0 → 0 → 0 Collision
kαg > 1 → td → 0 → ∞ → ∞ Strong Collision

Figure 2. Values of α, α̇ and α̈ with different values of kαg (kαg = 0.2, 0.5, 0.7, 1.0).

2.6. Tau Theory Link to Constant Optic Flow Approach

Tau strategies have also been found in more developed species, such as birds and mammals,
which require more complex visual locomotion strategies than insects with their constant optic flow
approach. During vertical landing, using the constant dilation approach [10] for asymptotic closure of
vertical gaps, the image dilation ωz is given by:

ωz = − ż
z

(16)

which is held constant during the execution of the constant dilation strategy. Since the image dilation
is the reciprocal of τ:

τ = − 1
ωz

(17)

This means that τ̇ = 0, making the constant dilation strategy an implementation of the tau control
strategy with a constant value of k = 0. This creates a soft touch landing with constant deceleration.
The constant dilation strategy is a special case of the tau theory.

3. Body-Centric Quadrotor Model

The quadrotor model presented here is similar to the one developed in [11] and taken from [12].
For the purpose of modelling the quadrotor, two Cartesian coordinate frames are defined. The
Earth-surface fixed frame, with axes 1e

x, 1e
y and 1e

z aligned with north, east and down directions in
the Earth frame. The second body frame is a body-fixed frame with its origin at the body centre of
mass, and axes 1x, 1y and 1z aligned with the forward, starboard (right), and down body orientations.
The Earth and body coordinate frames, motor numbering and the rotation directions are illustrated in
Figure 3.
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Figure 3. Top view of the quadrotor with the defined coordinate frames, motor numbering and positive
motor rotation directions.

3.1. Attitude and Rotation Representation

The body attitude is represented, relative to the Earth frames, by the right-handed rotation
sequence (yaw, pitch, roll) with angles ψ, θ, and φ about 1z, 1y and 1x axes respectively. These three
rotations define the transformation matrix Rb/e. Consequently, the quadrotor angular velocity in the
Earth frame ωe

b/e = [ψ̇, θ̇, φ̇] and in the body frame ωb
b/e = [p, q, r] are related as follows [13]:[

mI3x3 03x3

03x3 Iq

] [
V̇b

ẇb
b/e

]
+

[
ωb

b/e × mVb

ωb
b/e × Iqωb

b/e

]
=

[
Fb

τb

]
(18)

3.2. Quadrotor Body Dynamics

Using Newton’s Euler formalism, the boy dynamics are expressed in the body-fixed frame as:

ωe
b/e =

⎡⎢⎣1 tan(θ) sin(φ) tan(θ) cos(φ)
0 cos(φ) − sin(φ)
0 sin(φ)/cos(θ) cos(φ)/ cos(θ)

⎤⎥⎦ωb
b/e (19)

We assume that the quadrotor is symmetric about its body principal axes, which coincide with the
body frame. This assumption cancels all products of inertia and the inertial matrix becomes a diagonal
matrix Iq = diag(Ixx, Iyy, Izz).

The external forces acting on the quadrotor body are the weight force mg and the thrust forces
generated be the four propellers Ti. Each thrust force is modelled as:

Ti = nΩ2
i , i = 1, 2, 3, 4 (20)

and the total thrust force Ta = T1, T2, T3, T4 is always aligned with the body 1z axis in the negative
direction. The total torque acting on the quadrotor is composed of the control torques and gyroscopic
effect torque. Control torques τx and τy, which generate a positive rolling and pitching moment, can
be expressed as

τx = �(T4 − T2)1x, τy = �(T1 − T3)1y (21)

The aerodynamic drag torque Qi acting on a propeller i is modelled as

Qi = dΩ2
1, i = 1, 2, 3, 4 (22)

The total drag torque that generates a positive yawing moment is expressed as

τz = d(Q2
2 + Q2

4 − Q2
1 − Q2

3)1z (23)
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Body angular rates induce a gyroscopic effect torque τj on each of the rotating propellers due to
rotor inertia J and the total imbalance Ωres in the propeller angular velocities; τj can be expressed as

τJ = J(ωb
b/e × 1z)Ωres =

⎡⎢⎣ JqΩres

−JpΩres

0

⎤⎥⎦ (24)

where

Ωres = Ω2 + Ω4 − Ω1 − Ω3 (25)

By defining the following variables

U1 = (Ω2
1 + Ω2

2 + Ω2
3 + Ω2

4)

U2 = (Ω2
4 − Ω2

2)

U3 = (Ω2
1 − Ω2

3)

U4 = (Ω2
2 + Ω2

4 − Ω2
1 − Ω2

3)

(26)

the quadrotor model dynamic equations ( ṗ, q̇, ṙ, v̇x, v̇y, v̇z) expressed in the body-fixed coordinates
frame as well as the local Earth attitude kinematics (ψ̇, θ̇, φ̇) can be written as

ṗ = [qr(Iyy − Izz) + JqΩres + �nU2]/Ixx

q̇ = [pr(Izz − Ixx)− JpΩres + �nU3]/Iyy

ṙ = [pq(Ixx − Iyy) + dU4]/Izz

v̇x = rvy − qvz − g sin(θ)

v̇y = pvz − rvx + g cos(θ) sin(φ)

v̇z = qvx − pvy + g cos(θ) cos(φ)− nU1/m

φ̇ = p + q tan(θ) sin(φ) + r tan(θ) cos(φ)

θ̇ = q cos(φ)− r sin(φ)

ψ̇ = q sin(φ)/ cos(θ) + r cos(φ)/ cos(θ)

(27)

4. Control Scheme

The quadrotor is an open-loop unstable system with fast rotational dynamics. The proposed
control scheme has two parts: a low-level stabilizing controller and a high-level bio-inspired controller
in charge of near ground manoeuvrers.

4.1. Low-Level Controller

For the low-level controller a discrete time linear regulator with a direct feed-through matrix [14]
is selected to perform stabilizing control on the quadrotor. The controller takes as input a vector
of references

yr = [ψr, axr, ayr, azr]
T (28)

and a state vector

x = [φ, θ, ψ, p, q, r]T (29)

Finally, it outputs a control vector

u = [Ω1, Ω2, Ω3, Ω4]
T (30)
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The controller is designed with basis on the previous Jacobian linearised dynamic model (27),
about the equilibrium point xeq = [0, 0, 0, 0, 0, 0]T and ueq = [Ωh, Ωh, Ωh, Ωh]

T , where Ωh is the
necessary speed in rad/s to maintain hover. The low-level control method is taken from [12] and uses
a linear quadratic tracker approach. The control is given by

u(n) = −Kx(n) + Fyr(n + 1) (31)

where matrices K and F are the state feedback and reference feed-forward gains, respectively. The
purpose of the low-level controller is to stabilize the quadrotor’s fast rotational dynamics by tracking a
body acceleration and heading reference signal (28). This complements the high-level controller whose
purpose is to use Tau theory to command the low-level controller with a suitable reference signal. The
values of matrices K and F can be found on Appendix A.

4.2. High-Level Controller

The high-level controller will be in charge of supplying the low-level controller with suitable
reference signals based on Tau theory. This can be achieved knowing that the vertical image dilation
ωz is equal to the reciprocal of Lee’s basic Tau law [10]:

ωzr(t) = − 1
τ(t)

(32)

Substituting Tau, we obtain:

ωzr(t) = − 1
kt + τ0

(33)

This means that regulating the visually registered image dilation to track ωzr(t) becomes
equivalent to enforcing the original Tau theory [7] with a constant k value that reflects the manoeuvrer
we wish to accomplish. Looking at Equation (7) we can see that, in order for this implementation to be
viable, a downward vertical (negative) velocity is necessary be properly initialized. This limits τ0 to
only negative values, otherwise the control law will cause the quadrotor to open the gap and fly away
from the ground. Additionally, t needs to satisfy

t <
τ0

k
if k < 0 and t > −τ0

k
if k > 0 (34)

A simple solution to this problem, to perform near ground manoeuvres from hover, is to substitute
the basic Tau implementation with its intrinsic tau gravity guidance counterpart [15]:

ωzr(t) = − 1
kαgτg(t)

(35)

Two values need to be defined for this implementation, the constant kαg and td. Constant kαg will
dictate the approach that the quadrotor will take regarding the manoeuvre. As indicated in Table 3,
the constant chosen will modify the way the action will be performed, from a zero velocity manoeuvre
at touchdown, to a strong collision. The choice of td will dictate the manoeuvre execution time.

4.3. High-Level Control for Horizontal Manoeuvres

When multiple gaps need to be closed simultaneously, namely, α(t) and β(t), the Tau coupling
strategy [15] can be implemented. During this operation, the two corresponding Tau will be kept at a
constant ratio kαβ. This can be used to close vertical and horizontal gaps simultaneously. As previously
discussed, the value of the kαβ constant will dictate the characteristics of the manoeuvre.
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4.4. High-Level Vertical and Horizontal Control Implementation

Tau is controlled by tracking a time-varying image dilation reference signal obtained from the
intrinsic tau gravity ωzr(t) using Equation (35). The visual on-board processing system registers the
value of the image dilation ωz(n) with a sampling time Ts at a discrete time step n. A PI controller is
used to regulate the dilation error eωz

eωz(n) = ωzr(n)− ωz(n) (36)

by providing a suitable reference signal (azr)

azr(n) = KPeωz(n) + KI

n

∑
i=0

eωz(i) (37)

to the low level controller, where KI and KP are the PI controller gains. The values of the control gains
can be found on Appendix A.

To achieve horizontal landing and tracking, the tau coupling strategy is used. If we have three
gaps that need to be closed simultaneously, namely z(t), x(t) and y(t), that coincide with the quadrotor
1z, 1x and 1y respectively, it is possible to use the Tau coupling strategy in Equation (11) to find a
suitable ẍ(t) and ÿ(t) linked to azr that will provide body acceleration reference signals, axr and ayr

respectively, for the low-level controller to be input into the reference vector (28) as follows

axr = ẍ(t)

ayr = ÿ(t)
(38)

The previous reference values will only be useful when they align with the vehicle reference
frames 1x and 1y respectively. In order for the reference signals to point towards a target, they
would need to be updated. As explained on Section 6.1: Equation (38) would need to be updated
as Equation (60). The heading reference component ψr in the reference input vector (28) is set to a
predefined constant value to hold the heading value while the manoeuvre is performed.

5. Estimation of Visual Motion Parameters

Optic flow corresponds to the image velocities (u, v) in the patterns of apparent motion of
objects on frame caused by the relative motion between the subject and a scene. This includes three
translational velocities (vc

x, vc
y, vc

z) and three angular velocities (pc, qc, rc), the depth of the observed
objective Z, and the cameras focal length f . This can be expressed as:

u = − f
(

vc
x

Z
+ qc

)
+ x

vc
z

Z
+ yrc − x2 qc

f
+ xy

pc

f

v = − f
(vc

y

Z
− pc

)
+ y

vc
z

Z
− xrc + y2 pc

f
− xy

qc

f

(39)

The translational and angular velocities are given in the camera frame, rigidly attached to the
camera where its 1c

x and 1c
y axes are aligned with the image horizontal and vertical frames, and the 1c

z
axis is aligned with the optical axis flow towards the scene. This estimation will find the visual motion
parameters, namely, the Focus of Expansion (FOE), the camera frame dilation ωc

z and the ventral flows
ωc

x and ωc
y. This will be used to control the quadrotor during the near ground manoeuvrers. The

system implemented here is taken from [16].

5.1. Simultaneous Visual Motion Parameters Estimation

By removing the rotational component of the optic flow from Equation (39), the translational
components of the optic flow, uT , vT can be expressed as
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uT = − f
vc

x
Z

+ x
vc

z
Z

vT = − f
vc

y

Z
+ y

vc
z

Z

(40)

We rewrite the previous equation in terms of the visual motion parameters ωc
x, ωc

y, ωc
z, keeping in

mind that vc
z = Ż, the image dilation can be described as

ωc
z =

vc
z

Z
(41)

Using Equations (40) and (41), the translational optic flow components can be rewritten as:

uT = − f ωc
x + xωc

z

vT = − f ωc
y + xωc

z
(42)

In addition, the image frame coordinates of the Focus of Expansion (FOE), xFOE, yFOE can be
calculated as

xFOE =
vc

x
vc

z

yFOE =
vc

y

vc
z

(43)

Note that the FOE can only exist when vc
z �= 0.

Due to the high number of points were the optic flow can be evaluated, a parametric model can
be used to simultaneously calculate the visual motion parameters. The translational components (42)
can be represented using the following model:

uT = a1 + a2x

vT = a3 + a2y
(44)

Then, the optic flow calculations are used to form a least-square regression problem. In this way,
Equation (44) can be rewritten as ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

uT1

vT1

uT2

vT2
...

uTn
vTn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 x1 0
0 y1 1
1 x2 0
0 y2 1
...

...
...

1 xn 0
0 yn 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎣a1

a2

a3

⎤⎥⎦ (45)

This can be solved using least squares to find the estimated model parameters â1, â2 and â3. Then,
the image dilation in camera frame, ventral flows and FOE can be found with:

ωc
z = â2

ωc
x = − â1

f

ωc
y = − â3

f

xFOE = − â1

â2

yFOE = − â3

â2

(46)
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We need to consider that the camera is attached to the quadrotor in such way that the 1c
z axis

coincides with the body 1z axis, while the camera 1c
x and 1c

y axes are rotated with and angle ψc about
the body 1z axis with respect to the body axes 1x and 1y, respectively. This means that while the image
dilation in the camera and body frame are equal, the ventral flows need to be adjusted. This can be
done as follows: [

ωx

ωy

]
=

[
cos(ψc) − sin(ψc)

sin(ψc) cos(ψc)

] [
ωc

x
ωc

y

]
(47)

5.2. Outlier Rejection

The proposed method for visual motion parameters estimation has been shown to produce
accurate results [16], however, the raw estimates obtained from Equation (47) can exhibit outliers,
caused by the the temporary violation of assumptions made by the optic flow method and due to the
noisy nature of digital visual information. To deal with this issue, the outliers need to be eliminated in
real time. A median filter is a good robust statistical filter that can be used for outlier rejection. The
running median filter presented in [17] is used to reject outlines over a window of previous values.

5.3. Sensor Fusion: IMU Aided Estimation of Visual Motion Parameters (VMP)

Images captured from cameras are naturally noisy, reducing their accuracy during its processing.
Even with the fast real-time method used here, image capture update rate is low compared to the
dynamics of aerial vehicles. In order to use this information in a control system with a higher sampling
rate, it is necessary to estimate the visual information between sampling instants. Even after the
application of the outlier rejection filter, the resulting estimates will contain noise. Inter-sampling
estimation can be achieved using a stochastic model-based estimation algorithm, such as a Kalman
Filter. A dynamic filter of the visual motion parameters is derived for this purpose.

If a downward-looking camera is rigidly mounted on a quadrotor, the height of the quadrotor
z and the scene depth at the centre of the image Z are related by their attitude angles. If we assume
small attitude angles, it is possible to use the approximation z ≈ Z.
Defining xd as:

xd =
1
z

(48)

Taking its time derivative yields

ẋd = − ż
z2

(49)

using a previously defined definition of image dilation (41), the derivative can be rewritten as

ẋd = ωzxd (50)

Taking the time derivative of (16) and assuming z �= 0 give

ω̇x =
v̇x

z
− ż

z
vx

z
(51)

Revising Equation (27), the acceleration component in the 1x axis of the body frame is
ax = −g sin(θ), and ω̇z can be rewritten as

ω̇x = r
vy

z
− q

vz

z
+

ax

z
− ż

z
vx

z
(52)

which can be also be written in the following form, taking into consideration Equations (1) and (48)

ω̇x = rωy − qωz + ωxωy + axxd (53)
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Given that the body-frame starboard and downward accelerations are ay = g cos(θ) sin(φ) and
az = g cos(θ) cos(φ)− Ta/m, the equations for ω̇y and ω̇z can be derived as well

ω̇y = pωz − rωx + ωyωz + ayxd

ω̇z = qωx − pωy + ω2
z + azxd

(54)

Using Equations (50), (53) and (54), the dynamic system for the visual motion parameters defined
by the state vector x f = [ωx, ωy, ωz, xd]

T which will be used in the Kalman Filter. The filter will predict
the visual motion parameters at a higher rate to allow a more responsive high-level control.

Similar examples of data fusion can be observed in nature. Visual and non visual cues, such as
gravito-inertial senses and efferent copies all play a collaborative role in forming the perception of
motion [18]. With this information the brain is capable of build an estimate based on the information
available. This is further supported by [19], where a mismatch between the expected and received
motion cues can trigger motion sickness in humans.

The Cubature Kalman Filter [20], a variation of the Unscented Kalman Filter (UKF) [21] with a
spherical-radial cubature rule is used here. It has been proved to be superior to the Extended Kalman
Filter (EKF) [22] and, in some cases, superior to the UKF [23].

The CKF will output a state vector x f = [ωx, ωy, ωz, xd]
T , while the input vector

u f = [p, q, r, ax, ay, az]T is provided by the IMU, and the measurement vector y f = [ωx, ωy, ωz] is
provided by the visual system. This system will be implemented by discretizing Equations (50), (53)
and (54). The CKF produces estimates of x̂ f at the same rate as the IMU readings, to be used by the
high-level controller, to enable a smoother and more responsive control at a higher rate. The CKF
uses a constant process covariance matrix Q f that can be chosen manually to take into account the
unmodelled input noise. Additionally, a time variant noise covariance R f is defined as

R f = diag
(

1
σ2

v
,

1
σ2

v
,

1
σ2

v

)
(55)

where σv is calculated from the root mean square of the optic flow residuals in the fitting process
described in Equation (45).

6. Objective Tracking

In order to perform near ground manoeuvrers on a moving target, first we need to be able to
accurately detect and track the object. For this work we have decided to use AprilTags [24]. AprilTags
are open source fiducial marks; artificial visual features designed for automatic detection. Initially used
for augmented reality applications, they have since been widely adopted by the robotics community
for uses such as: ground truth, pose estimation, and object detection and tracking. AprilTags are
black-and-white square tags with an encoded binary payload.

In experiments [24], these tags have probed to have high accuracy, low false positive rate and
inexpensive computation time. The main drawback of using any fiducial mark is the need to perform
camera calibration to take into consideration the camera’s focal length, principal point and radial
distortion coefficients for each camera model.

6.1. Adjust Body Reference to Target Location

To use the body accelerations as reference signals axr and ayr from the high-level into the low-level
controller to point towards out target, we need to know the objective’s quadrant in the camera’s
Cartesian system. Using the AprilTags, we can extract the target coordinates in the camera frame in
pixels, namely uc and vc. If we consider the centre of the camera frame, uc

0 and vc
0 in pixels, as the

origin of the Cartesian system, then we can calculate the distance from the origin to the objective as:

uΔ = uc
0 − uc

vΔ = vc
0 − vc (56)
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Then, we can proceed to determine the angle of the objective from the centre of the camera in
polar coordinates with

λc = tan−1
(

vΔ

−uΔ

)
(57)

Finally, we separate the angle into its x and y components

uλ = −cos(λc)

vλ = −sin(λc)
(58)

Each of the components will have a value that will range from −1 to 1, depending on the position
of the target in the camera Cartesian system. This value will be multiplied by the reference body
acceleration, this way the reference body acceleration signal will always move the vehicle, in the body
1x and 1y axes to the location of the objective (See Figure 4).

Since the position of the camera does not align with the body 1x and 1y axes, we need to rotate
the camera Cartesian system with an angle ψc. Subtracting ψc from Equation (58), we obtain:

uλ = −cos(λc − ψc)

vλ = −sin(λc − ψc)
(59)

Finally, the acceleration reference signal that will be feed into the input vector (28) to control the
horizontal movement of the vehicle towards the objective is

axr = ẍ(t)uλ

ayr = ÿ(t)vλ

(60)

Equation (60) is an update on Equation (38) that takes into consideration the position of the
camera in the vehicle and corrects the reference signals to point towards the objective.

Figure 4. Top view of the quadrotor with the defined coordinate frames, camera location and camera
frame conventions.

7. Simulations

7.1. Simulation Environment

Simulations are performed using the Robot Operating System (ROS) [25], a flexible framework for
writing robot software. ROS includes a collection of tools, libraries, and conventions to design complex
and robust robots. ROS is used in conjunction with Gazebo [26] a simulation environment to rapidly
test algorithms using realistic scenarios. The algorithms prototyping will be tested using RotorS [27],
a modular gazebo MAV simulator framework. The estimation of motion parameters makes use of the
OpenCV [28] software library and the Eigen [29] C++ template library for linear algebra.
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RotorS provides us with multi-rotor models such as the AscTec Hummingbird, the AscTec Pelican,
and the AscTec Firefly, with the possibility to build custom multi-rotors and even fixed-wing unmanned
vehicles. For our experiments we will be using the AscTec Pelican. The Pelican is a flexible research
UAV platform that allows us to perform all the computer vision and high-level processes on-board,
without the need of any external computing units.

The simulated Pelican incorporates a variety of sensors, including the IMU (three-axes
accelerometer and rate gyroscopes), and attitude and heading reference system (AHRS), and one
downward-looking camera with a resolution of 720 × 480 pixels and a focal length of 49 degrees of
vertical field of view.

To simulate a moving target, we will use a Husky [30] Unmanned Ground Vehicle (UGV), a field
robotics platform that support ROS and can be loaded with a variety of sensors. In our case, a 2 × 2 m
square platform will be placed on top of the Husky UGV with an AprilTag of the same dimensions, in
order for the quadrotor to see the moving platform. Simulations were performed on a Ubuntu 16.04
computer with an AMD Ryzen 3 1200 CPU with 8 GB of RAM and a Nvidia GTX 1050Ti GPU. The
Gazebo simulation can be seen in Figure 5.

Figure 5. Pelican UAV on simulated environment with AprilTag on a platform on top of a Husky UGV.

7.2. Autonomous Tau-Based Control Simulation

Simulations are performed on Gazebo, the simulation environment, using ROS and RotorS with
an AscTec Pelican. To accurately use the optic flow during the visual motion parameters calculation,
the ground is covered with a print of randomly assembled lunar images taken by the personal telescope
of Wes Higgins [31] (See Figure 5). The main source of light on the simulation has Gazebo default
position and values. The quadrotor is flown manually to a 4 m height in the simulated environment,
while the Husky is set in different location within camera frame. Four simulations were performed
with different kg, kgx and kxy constants and start from a hover position. The value of td is set to 4 across
all simulations and x0 is set to 10.

In Simulation 1, kg = 0.4 while kgx = kxy = 1.0. The position of the Pelican and the Husky can be
seen in the graphs on Figure 6. It can be observed that the Pelican is capable of tracking the objective
and land on it, with a soft landing, when it is above it.
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Figure 6. Position, in Gazebo’s reference frame, of the Pelican UAV and Husky UGV over time during
simulation, with k values of kg = 0.4 and kgx = kxy = 1.0.

On Simulation 2 the values are set to: kg = 1.0 and kgx = kxy = 1.0. The position of the Pelican
and the Husky can be seen in the graphs on Figure 7. This manoeuvre is similar to the previously
described, but due to the choice of kg, landing is achieved with a higher vertical velocity. As previously
discussed, this kind of movement can be useful during perching operations, just like some birds do to
catch preys.

Figure 7. Position, in Gazebo’s reference frame, of the Pelican UAV and Husky UGV over time during
simulation, with k values of kg = 1.0 and kgx = kxy = 1.0.

Note that the difference in distance in axes x and y at touchdown is due to the location of the IMU
inside the Husky. The sensor is located on the vehicle’s centre while the platform is a 2 × 2 m square.
This explains why in the previously mentioned axes is not uncommon to end the manoeuvre with a
difference of up to 1 m.

Velocities during the landing manoeuvres in Simulations 1 and 2 can be compared in Figure 8.
They have a mean downward velocity of −0.0154 and −0.0035 m/s, and an execution time of 5.52
and 3.28 s, respectively. This confirms that the values of constant kg modifies the vehicle dynamics
during landing.

39



Electronics 2019, 8, 184

Figure 8. Velocity in the Z-Axis during Simulations 1 and 2.

Simulation 3 is performed with values of kg = 0.4 and kgx = kxy = 0.5. The position of the Pelican
and the Husky can be seen in the graphs on Figure 9. In this simulation, the Pelican will follow the
Husky while keeping its distance, this is achieved due to the value of the constant kxy and kgx. This
manoeuvre showcases the flexibility that Tau can achieve during near ground navigation. Just like
observed in birds of prey, the quadrotor is capable of give chase to a target. During the simulation
the Pelican and the Husky had a mean difference in distance of 0.7, 0.9 and 2.5 m in the x, y and
z axes, respectively.

Figure 9. Position, in Gazebo’s reference frame, of the Pelican UAV and Husky UGV over time during
simulation, with k values of kg = 1.0 and kgx = kxy = 0.5.

Finally, Simulation 4 is performed with the same values as Simulation 3 (kg = 0.4 and
kgx = kxy = 0.5). The position of the Pelican and the Husky can be seen in the graphs on Figure 10.
In this simulation, just as in the previous one, the Pelican will follow the Husky while keeping its
distance. During simulations, the Pelican and the Husky had a mean difference in distance of 2.48,
1.58 and 2.3 m in the x, y and z axes, respectively.
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Figure 10. Position, in Gazebo’s reference frame, of the Pelican UAV and Husky UGV over time during
simulation, with k values of kg = 1.0 and kgx = kxy = 0.5.

8. Discussion

From the simulations, it is clear that the proposed Tau theory based strategy for the control
scheme is flexible enough to achieve different types of near-ground manoeuvres. In simulations 1
and 2, the quadrotor successfully performed a the detection, tracking, and, eventual, landing on a
moving platform with different touchdown speeds. Simulations 3 and 4 showcase the flexibility of Tau,
where the quadrotor is capable of follow the platform and keep itself at a viewing distance from the
target without initializing landing. All this experiments start form hover, a new addition that, to the
knowledge of the authors, has never been used during Tau theory based visual autonomous landing.

9. Conclusions

This paper shows a bio-inspired controller using Tau theory to achieve flexible visual autonomous
vertical and horizontal control of a multi-rotor vehicle. The simulations confirm that near-ground
manoeuvres, such as landing, and tracking of an objective can be performed visually without
knowledge of the vehicle’s height or objective’s velocity. Practical applications of this method include
target approach to perform inspection, tracking or landing; followed by perching or fly away based
on the chosen constant values. Practical applications of the preposed method can be expanded into
other VTOL vehicles, UGV and even spacecraft. Further work is required to automate the choice of
manoeuvre parameters based on the vehicle’s objective and context awareness.
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Abbreviations

The following abbreviations are used in this manuscript:

EKF Extended Kalman Filter
UKF Unscented Kalman Filter
CKF Cubature Kalman Filter
RMS Root Mean Square
FOE Focus of Expansion
GPS Global Positioning System
VMP Visual Motion Parameters
ROS Robot Operating System
UGV Unmanned Ground Vehicle
FoV Field of View
TTC Time-to-Contact
UAV Unmanned Aerial Vehicle

Appendix A

Low-level controller state feedback and reference feed-forward gains for Equation (31).

K =

⎡⎢⎢⎢⎣
0 613.77 −472.22 0 63.01 −51.003

−613.77 0 472.22 −63.01 0 51.003
0 −613.77 −472.22 0 −63.01 −51.003

613.77 0 472.22 63.01 0 51.003

⎤⎥⎥⎥⎦ (A1)

F =

⎡⎢⎢⎢⎣
−211.61 −54.09 0 −21.52
211.61 0 −54.05 −21.52
−211.61 54.09 0 −21.52
211.61 0 54.05 −21.52

⎤⎥⎥⎥⎦ (A2)

High-Level PI Controller Parameters in Equation (37)

KP = 2.788 (A3)

KI = 0.067 (A4)
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Abstract: The introduction of multiple unmanned aerial vehicle (UAV) systems into agriculture
causes an increase in work efficiency and a decrease in operator fatigue. However, systems that
are commonly used in agriculture perform tasks using a single UAV with a centralized controller.
In this study, we develop a multi-UAV system for agriculture using the distributed swarm control
algorithm and evaluate the performance of the system. The performance of the proposed agricultural
multi-UAV system is quantitatively evaluated and analyzed through four experimental cases: single
UAV with autonomous control, multiple UAVs with autonomous control, single UAV with remote
control, and multiple UAVs with remote control. Moreover, the performance of each system was
analyzed through seven performance metrics: total time, setup time, flight time, battery consumption,
inaccuracy of land, haptic control effort, and coverage ratio. Experimental results indicate that the
performance of the multi-UAV system is significantly superior to the single-UAV system.

Keywords: agricultural UAV; multi-UAV system; distributed swarm control; performance evaluation;
remote sensing

1. Introduction

Owing to the development of unmanned aerial vehicle (UAV) technology, there have been
diverse studies on their applications in the agriculture field, which has the greatest potential for
UAVs. According to the Association for Unmanned Vehicle Systems International (AUVSI), 80% of
the commercial market for UAVs is expected to be occupied by agricultural UAVs in the future [1].
The reason why agricultural UAVs are popular is because they are expected to play an important role
in overcoming some of the challenges of modern agriculture. In particular, an innovative agricultural
UAV system is inevitable to ensuring the sustainability of agricultural productivity, which has become
difficult to maintain because of climate change, and to meet the growing demand for agricultural
products as the world’s population increases. Currently, agricultural UAVs are operated mainly for
pest control and monitoring numerous crops such as soybean, corn, vegetables, and rice. However,
agricultural UAVs are expected to be used for soil and field survey, sowing, spraying, monitoring,
irrigation, growth evaluation, mapping, remote sensing, reconnaissance and transportation [2].

By introducing a UAV into traditional agriculture, working hours and labor requirements have
been significantly reduced, and the efficiency of agricultural works has improved significantly [3].
However, because a UAV uses a limited battery as its main power source, it is more efficient to use
a multi-UAV system, than the current system of a single UAV, to perform agricultural works [4–6].
For example, a single UAV is used for agricultural works such as spraying or monitoring a large
farmland; however, it is very inefficient because it requires considerable time and energy. In contrast,
when using a multi-UAV, it is possible to carry out cooperative works at the same time (collaboration)
or individual agricultural tasks on the assigned farmland (division of labor). As a result, it is possible

Electronics 2018, 7, 162; doi:10.3390/electronics7090162 www.mdpi.com/journal/electronics44
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to complete the agricultural tasks quickly on a large farmland. In others, when using multiple UAVs
to find diseased crops, the accuracy of the agricultural tasks is also being increased or equal because
there are overlapping areas between the mission areas of each UAV. Although the accuracy of the
agriculture task may be superior for a single UAV with a well-planned path, it is greatly influenced by
the path planning algorithm. Therefore, the multi-UAV system is more efficient in many ways than the
single-UAV system currently in use.

However, when analyzing the existing application of UAV system for agriculture (see, for
instance, [7–22]), most studies execute agricultural tasks using a single UAV with an autonomous
control. There are few studies on the use of the multi-UAV system in performing agricultural works;
thus, it is only at the advanced stage of research [19,21,23]. In [19], an autonomous system for use in
inspections for precision agriculture based on the use of single and multiple UAVs was developed.
In addition, in [21], precision agricultural technology based on the deployment of a team of UAVs that
are able to take georeferenced pictures in order to create a full map by applying mosaicking procedures
for post-processing was studied. Although [19,21] used the multi-UAV system for agricultural tasks,
they used the centralized controllers through commercial software or a number of computers and did
not perform a quantitative evaluation as the number of UAVs increased; thus, they overlooked the
ease of the swarm controllers used.

Even if a multi-UAV system is used in agriculture, the most important factor is that the ease of
control must be met such that a single operator can easily control multiple UAVs similar to controlling
a single-UAV system. In our previous study [24], we developed a distributed swarm control algorithm
and implemented a multi-UAV system into the simulator such that a single operator can easily
control the multiple agricultural UAVs. Additionally, we argued that the agricultural task with a
swarm control algorithm that efficiently and safely controls the multiple UAVs allows the operator
to control the multiple UAVs more easily and intuitively and maximize the efficiency of agricultural
works. To achieve this, this paper extends the previous study [24,25] by quantitatively evaluating the
performance of multi-UAV systems with the proposed algorithm in agricultural scenarios.

For the agricultural scenarios, the remote sensing that represents the task of the agricultural UAV
has been set as a benchmark test in this study, and the reason why remote sensing is a representative
task is explained in detail in Section 2. In the evaluation, we focused on the ease with which the operator
can control the multiple UAVs and improve the efficiency of agricultural works when performing
remote sensing tasks using the developed agricultural multi-UAV system. Therefore, the experimental
cases are divided into the use of a single-UAV system and the use of a multi-UAV system from the
viewpoint of the number of UAVs. Furthermore, we compare the experimental cases by applying an
automatic control method and remote-control method from the viewpoint of control. In other words,
we perform a total of four experimental cases (single-UAV system using automatic control, hereafter,
referred to as Auto-Single-UAV; multi-UAV system using automatic control, hereafter, referred to as
Auto-Multi-UAV; single-UAV system using remote control, hereafter, referred to as Tele-Single-UAV;
and multi-UAV system using remote control, hereafter, referred as to Tele-Multi-UAV) for remote
sensing tasks. Finally, a total of seven performance metrics (total time, setup time, flight time, battery
consumption, inaccuracy of land, haptic control effort, coverage ratio) were defined to describe and
predict the performance of an agricultural UAV system.

2. Review about the Application of UAV in Agriculture

In order to apply the multi-UAV system with distributed swarm control algorithm for agriculture,
it is necessary to confirm the type of agricultural UAV to be used and the type of agricultural task to be
carried out. Therefore, in this section, the studies that utilized the existing agricultural UAV system are
investigated and analyzed in Table 1.

Table 1 reveals an increasing interest in UAVs in the field of agriculture in recent years, and most
agricultural UAVs currently in use are single-UAV systems except for [19,21]. The main research areas
are remote sensing [7,8,10,13,17,18,20,22], mapping [7,8,11,15], and monitoring [9,12,14,19,26], and it is
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not yet used in various areas such as sowing and harvesting. Furthermore, the research for irrigation
and pest control is on the rise nowadays [16,27,28]. In particular, the remote sensing task is the most
widely used task of research for agricultural UAVs and is a basic task achieved by attaching additional
hardware or controllers at any time. For this remote sensing, A. Barrientos et al. developed a path
planning algorithm and performed the area coverage task [21]. As a result, in this study, the remote
sensing task was set as a benchmark test because it is the basis for all agricultural tasks.

In sensors, RGB cameras [13–15,19], thermal cameras [7,8], and multi-spectral
cameras [7–12,17,18,20,22] are used. Recent studies focused on agricultural UAVs through
image processing, including preprocessing, onboard-processing and post-processing; thus, it is widely
used in camera sensors. In addition, a spraying system was installed in the UAV for control, or a
related sensor and controller was used in [13,16]. In particular, almost all UAVs are equipped with
inertial measurement unit (IMU), pressure sensor and global positioning system (GPS) in common,
and it is expected that agricultural UAVs for fully autonomous navigation using IMU and image
processing will be developed in the future.

Recently, agricultural UAVs are mainly multi-copter type UAVs, and the fixed-wing type [7,18] or
helicopter type [16,20] UAV that was used in the past is gradually disappearing. The reason for the
increase in multi-copter type UAV is that the structure is simple, the noise and vibration are small,
and it is easy to move and store by folding the frame. It also has the advantage of not requiring a large
space for takeoff and landing; however, it also has a problem of low payload and flight time. One of
the ways to solve this problem is to use multiple UAVs [29,30].

However, most agricultural UAV systems do not have a multi-UAV system and are still being
developed to address the limitations of a single-UAV system [31]. In the case of research using
multi-UAV, the completion time of the mission is remarkably shortened, and the efficiency of the work
is greatly improved [21]. Taking this advantage into consideration, the agricultural multi-UAV system
is essential for automation and unmanned technology of future agriculture, and it is considered as one
way to solve the food shortage problem. In the case of Swarm Robotics for Agricultural Applications
(SAGA) projects in Europe, for more details, see [32], agricultural swarm robotics is studying to
prepare for the fourth industrial revolution and to build precision agriculture and smart farm [33].
Another project, Mobile Agricultural Robot Swarms (MARS), aimed to develop small and stream-lined
mobile agricultural robot units to fuel a paradigm shift in farming practices. Recent research trends are
focusing considerable attention on multi-robots and swarm robotics; furthermore, multiple agricultural
UAVs are expected to become the core of future agricultural technology.

Therefore, the proposed agricultural multi-UAV system based on the distributed swarm control
algorithm is a necessary study for the future agricultural technology, and quantitative evaluation of
developed system contributes to the performance evaluation of the agricultural UAV system which
has not been examined previously.
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3. The Control of Multiple UAV System

3.1. UAV Dynamics

We consider N quadrotor-type UAVs with 3-DOF Cartesian positions that are denoted by pi ∈ R
3,

i = 1, 2, ..., N. Flight control of UAVs is derived from the following under-actuated Lagrangian
dynamics equation in SE(3) [34]

mi p̈i = −λiRie3 + mige3 + δi (1)

Jiẇi + S(wi)Jiwi = γi + ζi (2)

with the following attitude kinematic equation

Ṙi = RiS(wi) (3)

where mi > 0 denotes mass, pi := [p1; p2; . . . , pN ] ∈ R
3N denotes the Cartesian center-of-mass position

represented in the north-east-down (NED) inertial frame {O} := {NO, EO, DO}, λi ∈ � denotes thrust
control input, Ri ∈ SO(3) denotes the rotational matrix describing the body frame B := {NB, EB, DB}
of UAV w.r.t. to the inertial frame {O}, g is the gravitation constant, e3 = [0, 0, 1]T denotes the
basis vector representing the down direction and representing that thrust and gravity act in the D
direction, Ji ∈ �3×3 denotes the UAV’s inertia matrix with respect to the body frame {B}, wi ∈ R

3

denotes the angular velocity of the UAV relative to the inertial frame {O} represented in the body
frame {B}, γi ∈ R

3 denotes the attitude torque control input, δi, ζi ∈ R
3 denote the aerodynamic

perturbations, and S(wi) : R3 → so(3) denotes the skew-symmetric operator defined such that for
α, β ∈ R

3, S(α)β = α × β. For typical UAV flying, δi, ζi ≈ 0.

3.2. Distributed Swarm Control

In the previous study [24], we developed the following distributed swarm control on each UAV,
for the ith UAV,

ṗi(t) := uu
i + u f

i + uo
i (4)

where the meaning of the three control inputs uu
i ∈ R

3, u f
i ∈ R

3 and uo
i ∈ R

3 represents the velocity
terms of the UAV.

3.2.1. UAV Control

The first velocity term, uu
i := {ua

i , un
i , ut

i} ∈ R
3 denotes a control input that directly controls the

UAV and represents a velocity control input according to the control method. Normally, the UAV
control method mainly uses the following three methods: the method of fully autonomous driving (ua

i );
the method of driving on a certain path specified by the operator (un

i ); the method of teleoperation by
the operator in real time (ut

i ). In the case of ua
i , the position of the UAV x̂t at time t, given the previous

k positions xt−k:t−1 and the corresponding laser measurements bt−k:t, is as follows:

x̂t = argmax p(xt | xt−k:t−1, bt−k:t), uu
i = ẋt (5)

where xt = (xt, yt, zt). We briefly review the control of autonomous UAVs and refer the reader to [35]
for further details. In this study, because there are many limitations to apply to farming in the case of
ua

i , un
i was set as an automatic control method and ut

i was set as a remote control method. Additionally,
un

i and ut
i are discussed in detail in Sections 3.3 and 3.4.
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3.2.2. Formation Control

The second velocity term, u f
i ∈ R

3 denotes a control input to avoid a collision among UAVs,
preserves connectivity, and achieves a certain desired formation as specified by the desired distances
dc

ij ∈ R
+ ∀i = 1, . . . , N, and ∀j ∈ Ni, as defined by

u f
i := − ∑

j∈Ni

∂ϕ
f
ij(‖pi − pj‖2)T

∂pi
(6)

where ϕc
ij denotes a certain artificial potential function to create an attractive action if ‖pi − pj‖ > dc

ij,
a repulsive action if ‖pi − pj‖ < dc

ij, and a null action if ‖pi − pj‖ = dc
ij.

3.2.3. Obstacle Avoidance Control

The final velocity term, uo
i ∈ R

3, is expressed by the following equation as a control input based
on a potential field that allows multiple UAVs to avoid obstacles through a certain distance threshold:
Do ∈ R

+

uo
i := − ∑

r∈Oi

∂ϕo
ir(‖pi − po

r‖)T

∂pi
(7)

where Oi denotes the set of obstacles of the ith UAV with an obstacle point po
r that corresponds to the

position of the rth obstacle in the environment, and ϕo
ir denotes a certain artificial potential function

that produces a repulsive action if ‖pi − po
r‖ < Do, and a null action if ‖pi − po

r‖ ≥ Do. When the
distance between the UAVs and the obstacles becomes closer to Do, then the repulsive potential
function increases to infinity.

Here, we briefly reviewed the distributed swarm control architecture and refer the reader to [24]
for further details.

3.3. Autonomous Control

Automatic control of UAV through a ground station uses the navigation control based on GPS
waypoint. The navigation control uses PID controller when UAV is in GUIDED mode, as defined by

un
i (t) = KP(t)ei(t) + KI

∫
ei(t)dt + KD

d
dt

ei(t) (8)

where ri ∈ R
3 denotes the target position, ei(t) = ri − pi denotes the position error between target

point and UAV, and KP, KI , and KD are the gain values of the navigation controller, respectively.
In (8), the UAV follows the target point preset by the operator, and the position error decreases

gradually. Here, the velocity of the UAV changes according to the position error. However, because
the performance of the navigation controller changes depending on the gain value, appropriate values
must be set through tuning.

3.4. Teleoperation

The teleoepration uses the haptic device to control the UAV. Therefore, we consider a 3-DOF
haptic device for master as modeled by the following nonlinear Lagrangian dynamics equation [36]

M(q)q̈ + C(q, q̇)q̇ = τ + fh (9)

where q ∈ R
3 denotes the configuration of the haptic device (e.g., the position of end effector),

M(q) ∈ �3×3 denotes the positive-definite/symmetric inertia matrix, C(q, q̇) ∈ �3×3 denotes the
Coriolis matrix, and τ ∈ R

3, fh ∈ R
3 denote the control input and human forces, respectively.
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The velocity term, ut
i ∈ R

3, represents the teleoperation command for the desired velocity input
of the UAV that is directly controlled by the operator by using the configuration of the haptic device q

ut
i = Λq ∀i (10)

where Λ ∈ R
+ denotes a constant scale factor used to match different scales between q and the UAV

desired velocity ut
i , and q ∈ R

3 denotes the position of end effector. In (10), multiple UAVs with an
unbounded workspace can fly without the limitations of workspace by controlling the desired velocity
by using the configuration of the haptic device with a bounded workspace.

4. Experimental Design

4.1. Remote Sensing Task

In this experiment, we set the remote sensing for the agricultural task as shown in Figure 1,
and the reason for setting this task is explained in Section 2. The experiment is the operation of sensing
using UAV with mounted sensors for a predetermined test area, and the experimental procedure
includes the whole process from setup time before takeoff to landing after a flight time of mission.
The starting point of the remote sensing task is the position where the UAV was originally located at
the base station, and this point is also set as the ending point.

(a) (b)

Figure 1. The concept of the remote sensing tasks including sensing area, which the area covered by
the camera mounted on the unmanned aerial vehicle (UAV). There is no reference path, and the point
where the UAV is located in base station is set as the starting point and the ending point, and the
UAV is controlled using the automatic controller and the remote controller according to the operator’s
judgment. (a) Case of single UAV (b) Case of multiple UAVs.

Experimental progress is required for the operator to control the agricultural UAV system based
on the distributed swarm control algorithm while performing the remote sensing through the sensor
attached to the UAV. In addition, the operator was required to look at the formation of the UAV
from the remote site or to control it by looking at the camera screen mounted on the UAV. At this
time, there is no reference path for the remote sensing tasks, and the UAV is remotely controlled by
the intuitive judgment of the operator or is automatically controlled by setting a suitable waypoint.
The time at which the UAV was landing properly was set as the criterion for the end of the experiment
and the success of the experiment. Here, the operator decided to terminate the experiment by judging
the moment when the UAV landed successfully.

Experiments consisted of four cases consisting of Auto-Single-UAV, Auto-Multi-UAV,
Tele-Single-UAV and Tele-Multi-UAV. In the case of multi-UAV cases, a total of three quadcopters
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was used for remote sensing. When automatic control is used, the UAV is automatically controlled
by specifying the GPS-based waypoint using ground control station (GCS). However, in the case
of teleoperation, the operator controls the UAV by controlling the haptic device. In other words,
the experimental cases are defined by

• Auto-Single-UAV : i = 1, ṗi(t) := un
i• Auto-Multi-UAV : i = 3, ṗi(t) := un
i where the target position ri ∈ {r1, r2, r3}

• Tele-Single-UAV : i = 1, ṗi(t) := ut
i

• Tele-Multi-UAV : i = 3, ṗi(t) := ut
i + u f

i + uo
i

In the case of Tele-Multi-UAV, it is a multi-UAV system applying our proposed distributed swarm
control algorithm. A total of three trials were performed for each case and a total of 12 trials were
performed in agricultural experiments.

4.2. Performance Metric

We used a total of seven performance metrics to evaluate the performance of agricultural UAV
systems. The performance metrics are mainly focused on the control effort of the operator and the
performance of the system for the agricultural task, and total time, setup time, flight time, battery
consumption, inaccuracy of land, haptic control effort, and coverage ratio were used as the metrics.

Definition 1. Total time is the completion time during the agricultural task as defined by

PTT :=
∫ tc

t0

dt (11)

where t0 is the start time, tc is the completion time of the agricultural task.

Definition 2. Setup time is defined as the time that the operator prepares before the UAV executes the
agricultural task,

PST :=
∫ ts

t0

dt (12)

where ts is the time that UAV takes off to perform the agricultural task.

Definition 3. The metric for the Flight time is

PFT := PTT − PST (13)

Definition 4. Battery consumption is defined as

PBC :=

∫ tc
t0

Bconsumed(t)dt

Btotal
× 100 (14)

where Btotal is the total amount of batter and Bconsumed is the consumption of the battery.

Definition 5. The metric for the Inaccuracy of land is

PIL :=‖ pi(t0)− pi(tc) ‖ (15)

Definition 6. Haptic control effort is defined as the total distance of haptic device moved by operator shown
in below,

PHC :=
tc−1

∑
t=0

‖ q(t + 1)− q(t) ‖ (16)

where q(t) is the configuration of the haptic device.
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Definition 7. Coverage ratio is defined as

PCR :=
Acovered(t)
t × Aunit

× 100 (17)

where Acovered is the area covered by the sensor mounted on UAV, and Aunit is the area covered by sensor
per time.

PTT , PST , and PFT are basically the most important time factors for the UAV to perform agricultural
tasks. As the value of these metrics increases, it implies that energy and costs for agricultural task
increase. Therefore, the smaller the value of PTT , PST , and PFT , the better the performance of the
system. Similarly, the lower the value of PBC, PIL and PHC, the lower the energy consumption of the
UAV, the lower the error of the landing, and the lower the control effort of the operator. However,
the values of PCR indicate the performance of the remote sensing tasks; therefore, the higher the value,
the better the performance.

4.3. Experimental Setup

The experimental environment was built to allow the UAV to control and communicate with
ROS on the notebook of the 16.04 LTS version Ubuntu. In the experiment, a remote sensing task is
performed while recording a real-time image by attaching an RGB camera to the UAV. The experimental
environment is shown in Figure 2 and the experiment was carried out on a clear day with low
geomagnetic coefficient. The UAV used in the developed system was a quadcopter type UAV (3DR
SOLO), which is suitable for remote sensing because of low vibrations. As shown in Figure 3, the UAV
is basically composed of a frame and battery, a GPS receiver and a flight controller (FC), a camera,
an IMU consisting of an accelerometer, a gyroscope, and a magnetic field, supplementary battery that
supplies power to the onboard computer, onboard computer for controller, and a printed circuit board
(PCB) for connection between the UAV and onboard computer. The payload of this UAV is 450 g, and it
flies without problems when all the components are connected; in this state, it can fly up to 20 min.

For the distributed system, we constructed a multi-UAV system using the above UAV, and the
developed system consists of a number of UAVs and a base station. As shown in Figure 4, the base
station consists of a PC with a ROS-based controller and a haptic device, which is used as the master
device for teleoperation, a wireless adapter, and a router for the user datagram protocol (UDP)
communication. Here, each PC and the onboard computer mounted on the UAV communicate with
each other through a router and exchange data, thereby constructing a distributed system. It is also
possible to construct a centralized system easily using this system configuration.

Communication basically used UDP communication and changed the default port of each UAV to
avoid interference between UAVs. After changing the default port of the UAV, we set up the onboard
computer to automatically connect to the router’s network used in this experiment. Therefore, when
the UAV is booted, it is automatically located on the same network with a computer without any
configuration and recognizes and communicates with each other through different IP address and
ports. The channel used 2.4 GHz frequency, and the optimum channel was set to receive the data out
of interference.
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(a) (b)

(c) (d)

Figure 2. Experimental setup for experiments: Unmanned aerial vehicle (UAV) performs remote
sensing task in the test area (a) case of Auto-Single-UAV (b) case of Auto-Multi-UAV (c) case of
Tele-Single-UAV (d) case of Tele-Multi-UAV.

Figure 3. Quadcopter type unmanned aerial vehicle: 3DR SOLO. We attached additional hardware
to the 3DR SOLO and performed a remote sensing task. The left picture is from the top view and the
right is the bottom view of the 3DR SOLO.
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Figure 4. Scheme of multiple unmanned aerial vehicle (UAV) system: Robot operating system (ROS)
based distributed system. For this, additional onboard computers were mounted on the UAV and
wireless router was used for communications. In addition, the ROS based controller is mounted not
only on the computer but also on the UAV.

4.4. Data Acquisition and Analysis

During the experiment, we recorded the local position, global position, linear velocity, angular
velocity, battery state, and heading value of the UAV, as well as the experiment time, position and
force of the haptic device, and the raw date of sensors at 1000 Hz in the ground station. All data
were transferred from UAV to the ground station through Micro Air Vehicle Communication Protocol
(MAVLink), and we monitored the data via rostopic, which is command-line tool for displaying debug
information about ROS topics, including publishers, subscribers, publishing rate, and ROS Messages,
and stored it using rosbag, which is a set of tools for recording from and playing back to ROS topics.

5. Experimental Results

Figure 5 shows the results of one flight trial. We performed a statistical analysis of performance
metrics after all experiments (3 trials per case, 12 trials in total), which are summarized in Table 2.

Table 2. Experimental results for each case and performance metric.

Metric Auto-Single-UAV Auto-Multi-UAV Tele-Single-UAV Tele-Multi-UAV

PTT [s] 96.2 78.8 65.1 32.6
PST [s] 48.7 64.5 13.5 18.9
PFT [s] 47.5 14.3 51.6 13.7
PBC [%] 3.9 1.6 4.2 1.2
PIL [cm] 18.0 19.3 8.2 13.8
PHC [cm] 0.0 0.0 31.1 15.3
PCR [%] 100.0 300.0 100.0 300.0
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(a) (b)

(c) (d)

Figure 5. Experimental results of remote sensing for each case: Flight trajectory for one trial. (a) case of
Auto-Single-UAV (b) case of Auto-Multi-UAV (c) case of Tele-Single-UAV (d) case of Tele-Multi-UAV.

5.1. Total Time

Because PTT is the sum of PST and PFT , a detailed evaluation should identify two metrics.
However, PTT is one of the most important factors when evaluating the system, because it shows
intuitively the completion time of the remote sensing task. In addition, a smaller PTT reduces the
overall energy consumption and saves the cost of operating the system. PTT is the highest for
Auto-Single-UAV and lowest for Tele-Multi-UAV in experiment results. Additionally, PTT is less in the
teleoperation method than in the automatic control method, and the multi-UAV system is less PTT
than the single-UAV system. In detail, PTT decreased by 31.1 s from 96.2 s (Auto-Single-UAV) to 65.1 s
(Tele-Single-UAV) and decreased by 46.2 s from 78.8 s (Auto-Multi-UAV) to 32.6 s (Tele-Multi-UAV).

When using the multi-UAV system, the decrease was 17.4 s from 96.2 s (Auto-Single-UAV) to
78.8 s (Auto-Multi-UAV) and 32.5 s from 65.1 s (Tele-Single-UAV) to 32.6 s (Tele-Multi-UAV). Moreover,
when comparing the proposed Tele-Multi-UAV and Auto-Single-UAV, experimental results show that
TT for Tele-Multi-UAV is approximately 66.1% (from 96.2 s to 32.6 s) lower than Auto-Single-UAV.

5.2. Setup Time

PST is what an operator does before the UAV performs an agricultural task, which is related to
the operator’s control effort aspect. No matter how good a system is, it is not good if the control effort
of the operator is significant. Therefore, PST is a very important metric and should be considered when
developing a system. In experiments, PST is the highest at 64.5 s (Auto-Multi-UAV) and PST is the lowest
at 13.5 s (Tele-Single-UAV). The tendency is that PST is less when using teleoperation method compared
to automatic control method; however, when the multi-UAV system is used, PST increases more than
the single-UAV system. Quantitatively, PST decreased by 35.2 s from 48.7 s (Auto-Single-UAV) to 13.5 s
(Tele-Single-UAV) and decreased by 45.6 s from 64.5 s (Auto-Multi-UAV) to 18.9 s (Tele-Multi-UAV).
However, PST increased from 48.7 s (Auto-Single-UAV) to 64.5 s (Auto-Multi-UAV) in 15.8 s and from
13.5 s (Tele-Single-UAV) to 18.9 s (Tele-Multi-UAV) in 5.4 s.
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Most importantly, PST of Tele-Multi-UAV compared to Auto-Single-UAV was reduced by 61.2%
(from 48.7 s to 18.9 s). Additionally, PST of Tele-Multi-UAV compared to Tele-Single-UAV was increased
by 39.9% (from 13.5 s to 18.9 s). PST for Auto-Multi-UAV increased by 32.4% (from 48.7 s to 64.5 s)
compared to Auto-Single-UAV. This result means that the use of multiple UAVs unconditionally
increases the work efficiency; however, the operator’s control effort and fatigue increased even more.
However, this result is heavily influenced by the user interface (UI), controller and feedback [37,38].

5.3. Flight Time

PFT is the time that UAV travels for agricultural task and is directly related to the energy
consumption of UAV. In other words, PFT is the working time of UAV, and the smaller the PFT ,
the shorter the working time and the less energy consumption. However, it can vary greatly depending
on the gain value of the velocity control input. The experimental results show that PFT is the
lowest for Tele-Multi-UAV (13.7 s) and the highest for Tele-Single-UAV (51.6 s). However, there is
no significant difference between Tele-Multi-UAV (13.7 s) and Auto-Multi-UAV (14.3 s). Considering
Auto-Single-UAV (47.5 s) and Tele-Single-UAV (51.6 s), PFT increase when the teleoperation is used
rather than automatic control.

It is seen that PFT is significantly reduced when using multiple UAVs rather than a single-UAV
system. In the case of Auto-Single-UAV and Auto-Multi-UAV, the decrease was 33.2 s (from 47.5 s to
14.3 s). Additionally, in the case of Tele-Single-UAV and Tele-Multi-UAV, the decrease was 37.9 s (from
51.6 s to 13.7 s). Obviously, the case of Tele-Multi-UAV had a 71.2% (from 47.5 s to 13.7 s) decrease in
PFT compared to Auto-Single-UAV in the experiment. These results indicate that using a multi-UAV
system can save the battery by reducing PFT over a single-UAV system.

5.4. Battery Consumption

The UAV typically consumes considerable battery power when flying; PBC is similar to the PFT .
This metric is very important as an intuitive indicator of the potential for solving the battery shortage
problems facing current agricultural UAVs. Therefore, the smaller the PBC, the better the performance
of the agricultural UAV system.

In experiments, PBC is the smallest at 1.2% for Tele-Multi-UAV and the largest at 4.2% for
Tele-Single-UAV. The difference between Tele-Multi-UAV and Tele-Single-UAV is 3.0%; however, if PFT
is longer, the difference in PBC increases even more. Additionally, PBC decreased by 2.3% from 3.9%
(Auto-Single-UAV) to 1.6% (Auto-Multi-UAV) when using the multi-UAV system. Furthermore, in the
case of Tele-Multi-UAV, the results show that PBC is 2.6% (from 1.2% to 3.9%) less than Auto-Single-UAV.
As a result, it is more efficient to use multiple UAVs than to use a single UAV, because when nth
UAV performs the agricultural task, the agricultural area is divided by n, and each UAV performs
an agricultural task only on 1/n areas. However, if we proceed to the same accuracy of agricultural
task for a given farmland, the teleoperation method consumes much more PBC than the automatic
control method. This is because the control is limited when the operator performs teleoperation on the
remote site.

5.5. Inaccuracy of Land

PIL is not an index related to the performance of agricultural task; however, it is an element that
affects the performance of the system. This metric is set to determine the accuracy of landing and is
a very important performance metric when the base station is a narrow or dangerous area or when
the UAV lands on the unmanned ground vehicle (UGV). Therefore, this metric must be considered to
build smart farming in the future.

PIL is the highest for Auto-Multi-UAV (19.3 cm) and lowest for Tele-Single-UAV (8.3 cm) in
experiment results. The reason for this is that the disturbance can not be ignored when performing the
experiment in an outdoor environment, and error is particularly affected by GPS, which is considered
to be inaccurate because of the performance of the device or the weather and wind. Generally,
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PIL tends to increase when using multiple UAVs. In detail, PIL increased 1.3 cm from 18.0 cm
(Auto-Single-UAV) to 19.3 cm (Auto-Multi-UAV) and increased 5.5 cm from 8.3 cm (Tele-Single-UAV)
to 13.8 cm (Tele-Multi-UAV). The reason why PI L increases when using multi-UAV is because signal
disturbance occurs. Additionally, PIL decreased by 23.3% (4.2 cm) from 18.0 cm (Auto-Single-UAV) to
13.8 cm (Tele-Multi-UAV). However, this result is reversed when using a more accurate and expensive
GPS receiver.

5.6. Haptic Control Effort

PHC numerically shows the control input of the operator when using the teleoperation. In order
to more precisely measure the control effort of the operator, it is necessary to measure the input force;
however, in this study, PHC is regarded as a general control effort (e.g., see [39]). Experimental results
show that PHC is significantly reduced when using a multi-UAV system than when using a single-UAV
system. Quantitatively, PHC decreased by 15.8 cm from 31.1 cm at Tele-Single-UAV to 15.3 cm at
Tele-Multi-UAV.

As a percentage, the control effort at Tele-Multi-UAV tended to decrease by 50.9% (from 31.1 cm
to 15.3 cm) in the experiment compared to Tele-Single-UAV. The reason for this is that when using a
single-UAV system, basically it is necessary to carry out multiple flying and agricultural tasks, and
therefore, the effort of the operator to control the haptic device is inevitable. These results indicate
that using the multi-UAV system rather than a single-UAV system, as opposed to PST , reduced the
operator’s control effort. PHC can be regarded as a limitation of teleoperation rather than automatic
control; however, if the proper haptic feedback adds to the operator, the UAV can be controlled almost
without operator’s control input, similar to automatic control [40].

5.7. Coverage Ratio

PCR yields the performance of the agricultural task by calculating the covered area at the same
time. This metric should be considered when developing a system as a very important indicator along
with PTT in performing agricultural works. No matter how fast PTT is, if PCR is low, the efficiency
of the agricultural task will be low. Therefore, PCR represents the simultaneous covered area of the
agricultural UAV system. In the experiment, the recording was done for the test area through the
RGB-camera mounted on UAV. As a result, PCR of a single-UAV system is only one-third of the
performance compared to a multi-UAV system. In particular, when multi-UAV system is used, PCR is
increased by as many as the number of UAVs; thus, it offers a much better performance.

6. Discussions

Table 3 summarizes the experimental results on the comparison between single and multiple
systems and the comparison between automatic control and teleoperation. The results show the
increase and decrease in teleoperation based on the single-UAV system when Single → Multi and
automatic control when Auto → Tele.

Table 3. Experimental results: comparison between single-UAV system and multi-UAV system and
comparison between automatic control method and teleoperation method. For example, Auto-UAV
and Single → Multi, result = (Auto−Multi−UAV)−(Auto−Single−UAV)

Auto−Single−UAV × 100.

Metric
Auto-UAV Tele-UAV Single-UAV Multi-UAV

Single → Multi Single → Multi Auto → Tele Auto → Tele

PTT [s] −18.1% −50.0% −32.3% −58.7%
PST [s] +32.4% +39.9% −72.2% −70.7%
PFT [s] −69.8% −73.5% +8.6% −4.7%
PBC [%] −59.3% −70.5% +9.1% −21.0%
PIL [cm] +7.1% +66.8% −54.0% −28.4%
PHC [cm] 0.0% −50.9% + +
PCR [%] +200.0% +200.0% 0.0% 0.0%
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6.1. Single vs. Multiple

Currently, a method for solving the problems of battery and payload shortage in an agricultural
UAV system is to use a multi-UAV system. Using multiple UAVs requires more time to set up and extra
initial cost; however, it brings about results such as improved accuracy of agricultural task, reduced
working time, and reduced operator’s control efforts. As a result, agricultural multi-UAV systems
are regarded as better systems than single-UAV systems. However, it is necessary to thoroughly
confirm that it has acceptable performance before introducing the agricultural multi-UAV system.
Therefore, in this subsection we will quantitatively evaluate and analyze the single-UAV system and
multi-UAV system.

First, if Multi-UAV is used, PTT is reduced by 18.1% at Auto-UAV and reduced by 50.0% at
Tele-UAV. These results show a clear reduction in PTT for Multi-UAV, which improves the efficiency
of agricultural works. Although three UAVs were used in this study, the agricultural multi-UAV
system based on distributed swarm control showed better performance as the number of UAVs
increased and the farmland became larger. However, experimental results show that PST increases with
Multi-UAV. An 32.4% and a 39.9% increase in Auto-UAV and Tele-UAV were confirmed, respectively.
These values are disadvantages of the multi-UAV system; however, it is a more efficient system because
multiple UAVs are controlled with a few PST . Generally, to control three UAVs, a PST of three times is
required. However, if the operator controls the multi-UAV with additional PST of only 30.0%∼40.0%,
the agricultural works are economically beneficial. First, PST is greatly influenced by UI; thus, PST is
significantly reduced if human-centered GUI and PUI are developed.

Even though PST increases, multiple UAVs reduce PFT of each UAV through collaboration. This is
the main reason why PTT decreases even if PFT increases. In the experimental results, Auto-UAV and
Tele-UAV decreased by 69.8% and 73.5%, respectively. Because three UAVs are used for Multi-UAV,
theoretically it should be reduced by approximately 66.0%. However, in the experiment, it is confirmed
that it is lower than the reference value (66.0%), which means that the energy of the UAV is further
reduced. Furthermore, because PFT decreases, PBC is reduced, and the experimental results show that
PBC is reduced by 59.3% (Auto-UAV)∼70.5% (Tele-UAV) when three UAVs are used. As a result, it is
considered that the multi-UAV system overcomes the battery shortage problem of current agricultural
UAV systems. Therefore, no matter how vast the area of farmland is, multiple UAVs collaborate to
perform agricultural tasks without encountering battery shortage.

Even though PIL tends to increase when using Multi-UAV, this metric is subject to a change
by other factors. For example, in the case of Auto-UAV, PIL is greatly influenced by GPS. However,
GPS varies with device resolution, wind, weather, and geomagnetic factors. In the case of Tele-UAV,
PIL can be greatly influenced by UI because the operator directly watches the UAV or the camera
mounted on the UAV for takeoff and landing. Interestingly, experiments show that PHC decreases when
using multiple UAVs. This metric is only for Tele-UAV, which decreased by 50.9% in the experiment.
These results are related to PFT , because the area allocated to each UAV is reduced; thus, it is natural
that PHC is reduced. Unlike PST , PHC decreases as UAV increases; thus, it is advantageous to use
agricultural multi-UAV systems based on the distributed swarm control.

Finally, PCR is significantly improved. When multiple UAVs are used, PCR increases (200.0%); thus,
accuracy of remote sensing also increases, which lead to an increase in the efficiency of the farming.
PCR clearly shows that the accuracy of the agricultural works when using Multi-UAV is improved.

As a result, when using the multi UAV system, a little PST is required because it offers improved
results in almost metrics (PTT , PFT , PBC, PHC, PCR). In other words, Multi-UAV reduces the time,
cost and operator’s environment, including the control effort in agricultural works. In addition,
the battery shortage problem and low payload are easily solved, which are the current challenges of
agricultural UAVs.
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6.2. Autonomous vs. Teleoperation

The use of automatic control when controlling an agricultural UAV saves much control effort
on the operator side. However, there are many limitations to applying the automatic control to
actual farming, and there are moments when the teleoperation command of the operator is needed.
Additionally, when teleoperation is used, it offers a better performance in working duration than
automatic control. Each control method has advantages and disadvantages, and it is necessary to
quantitatively evaluate the performance of the system.

PTT decreased by 32.3% (Single-UAV) and 58.7% (Multi-UAV) when Tele-UAV was used.
Additionally, experimental results show that Tele-UAV has excellent performance in terms of PST .
In particular, PST is reduced by 72.2% (Single-UAV) to 70.7% (Multi-UAV) compared to Auto-UAV, and
the simulation is also reduced by 81.3% (Single-UAV) to 82.1% (Multi-UAV). These results mean that
there is nothing to set in the case of Tele-UAV; however, in the case of Auto-UAV, a long PST is required
because it is necessary to specify the path to each UAV. Unusually, PFT increased for Single-UAV but
decreased for Multi-UAV in the experiment results. However, the teleoperation method basically
requires more PFT . The reason for this result in the experiment was that when using Tele-Multi-UAV,
the operator did not control the UAV carefully and this carelessness caused the low accuracy of the
agricultural task by flying fast. However, Auto-UAV running on GPS based waypoints is accurate
and faster.

For other metrics, PBC is similar to PFT as mentioned above. In PIL, the results shows excellent
performance when using Tele-UAV than using Auto-UAV. These results are due to the fact that GPS is
interfered with the outdoor environment and is very variable. It means that performance is worse,
and the UAV is dangerous when using Auto-UAV where GPS is not accurate. Particularly, it is a
great advantage of Auto-UAV that the operator does not need PHC. However, Auto-UAV has the
disadvantage that while the UAV is in flight, it is comfortable because the operator has no control
effort, but it takes a lot of PST . Additionally, there is no difference between Auto-UAV and Tele-UAV,
because PCR represents the simultaneous covered area.

Determining which control method is the better one depends on which performance metric is
the priority; however, if time (PTT , PST) is important, Tele-UAV is better than Auto-UAV. However,
Auto-UAV is a good method, given the working time (PFT), energy consumption (PBC), and the fatigue
of the operator (PHC).

7. Conclusions

In this study, we developed an agricultural multi-UAV system using quadcopters based on
the distributed swarm control algorithm. To evaluate the developed system and proposed control
algorithm, in this experiment, the remote sensing was set as the benchmark test. Thereafter, using the
agricultural multi-UAV system, the performance evaluation was performed through four experiment
cases consisting of Auto-Single-UAV, Auto-Multi-UAV, Tele-Single-UAV, and Tele-Multi-UAV. A total
of seven metrics were used to evaluate the performance, and the experimental results show that
the multi-UAV system improved the performance obtained with a single-UAV system. As a result,
the developed agricultural multi-UAV system with the distributed swarm control solves the problem of
battery shortage and reduces working time and control effort. Most importantly, using the agricultural
multi-UAV system improves the efficiency of agricultural work.
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Abstract: A longitudinal attitude decoupling algorithm based on the fuzzy sliding mode control for
a small coaxial rotor unmanned aerial vehicle (UAV) is presented in this paper. The attitude system
of a small coaxial rotor UAV is characterized by nonlinearity, strong coupling and uncertainty, which
causes difficulties pertaining to its flight control. According to its six-degree-of-freedom model and
structural characteristics, the dynamic model was established, and a longitudinal attitude decoupling
algorithm was proposed. A fuzzy sliding mode control was used to design the controller to adapt to
the underactuated system. Compared with the uncoupled fuzzy sliding mode control, simulation
results indicated that the proposed method could improve the stability of the system, presented with
a better adapting ability, and could effectively suppress the modeling error and external interference
of the coaxial rotor aircraft attitude system. The proposed method also has the advantages of high
accuracy, good stability, and the ease of implementation.

Keywords: coaxial-rotor; UAV; aircraft; longitudinal motion model; decoupling algorithm;
sliding mode control

1. Introduction

In recent years, due to small unmanned aerial vehicles’ (UAV) characteristics regarding maneuverability,
flexibility and location difficulties, research on this type of UAV has drawn wide attention. With the
unprecedented development of small aircrafts, the autonomous flight control of UAVs has become a
research priority in the field of aviation [1]. Compared with fixed-wing aircrafts, the coaxial rotor uses
a pair of coaxial reversing rotors which compensate for each other’s torque, instead of balancing the
yaw moment of the aircraft without the tail rotor [2]. Therefore, the aircraft has a compact structure,
a small radial size, and a higher power efficiency. The data indicate that it is 35–40% smaller than the
single rotor structure with a tail rotor, and in the same hovering conditions, the coaxial-rotor consumes
5% less energy than the single rotor [3]. In addition, with the reduction of the radial size of the aircraft
along the rotor, the inertia of the aircraft decreases and its controllability and maneuverability are
enhanced. The design without the tail rotor has also eliminated some hidden problems [4]. Research
on coaxial-rotor helicopters has already had significant achievements, but the small coaxial-rotor
UAV has received special attention in recent years. The small size of the aircraft and the different
maneuvering modes brings about differences in control methods. The operation mode of the coaxial
vehicle is different from that of an ordinary vehicle which is also a typical underactuated system [5].
For the small coaxial-rotor UAV, the six-degree-of-freedom non-linear coupling problem is prominent,
and decoupling is important for stability and control of the vehicle.
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The general attitude control system of the UAV coordinates and controls the longitudinal, lateral
and heading channels. The design of the longitudinal channel controller is the most critical and complex
of the three channels, and its control rate significantly affects the UAV’s flight performance [6,7]. In the
literature [8], the decoupling control method is used to design the aircraft control system. Both
the adaptability and control effect of the system, however, need improvement. In Reference [9],
by combining the advantages of feedback linearization and variable structure control, the attitude
controller of the aircraft was designed. However, it was unable to effectively weaken the sliding mode
chattering of the system, and the controller parameters could not be adjusted in real time according to
the disturbance, which caused poor control performance. Reference [7] proposed a control law which
was designed using the adaptive backstepping method and which did not require any knowledge of
aircraft aerodynamics. Simulation results showed good performance of the feedback law, but the actual
implementation was complicated and difficult to achieve. In Reference [10], a fuzzy logic control of
the longitudinal motion of an aircraft based on the Takagi–Sugeno modeling approach was presented,
and while the stability and tracking effect were good, the problem of system coupling had not been
solved well and the control precision needed improvement. There are many studies of the decoupling
controls of aircraft, but few are focused specifically on coaxial aircrafts [11].

The main role of this paper is to propose a decoupling algorithm that improves the reliability
of the attitude control for the longitudinal motion stability of the coaxial rotor UAV. In order to
satisfy the stability requirements of a coaxial-rotor UAV’s longitudinal motion [12], a suitable control
algorithm and controller needed to be designed. Before this, we required a dynamic model which
featured a qualified and effective vehicle longitudinal motion [13]. In accordance to the lab-developed
coaxial rotor UAV, a rigorous and effective non-linear mathematical model of longitudinal motion was
established, and an under-actuated controller was designed using the fuzzy sliding mode. Simulation
results showed that the position control performance of the aircraft was improved when the decoupling
algorithm was applied to the coaxial rotor longitudinal motion control system. The position and
attitude were significantly improved [14] and the method was simple and effective.

This paper is organized as follows: In Section 2, according to the self-developed coaxial vehicle,
the modeling and derivation processes are given. In Section 3, the decoupling algorithm design is
introduced. The controller design and stability analysis based on the fuzzy sliding mode control are
described in Section 4. Finally, the simulation results and comparison with the decoupling algorithm
are shown in Section 5.

2. Aircraft Longitudinal Flight Model

There is a large degree of coupling among the control inputs of the aircraft. The general method
is to regard these coupling quantities as external disturbances, but this method introduces large errors.
To solve this problem, we used the method of controlling the correlation coefficient of the input,
by selecting the appropriate correlation coefficient so that coupling among the control inputs would be
handled better.

2.1. Rotor System Modeling

In order to establish a simplified model that could both reflect the aerodynamic characteristics
of a coaxial-rotor and be suitable for controller design, we first made the following assumptions:
The blade was rigid, the blade root truncation effect was ignored, and the tip loss and the flapping
hinge extension were assumed without considering the unsteady effect [15]. The structure design and
force analysis of the coaxial-rotor are shown in Figure 1.

Based on the blade-element theory, the integral expression of the rotor pulling force and torque
could be obtained:

T = Nb
2π

∫ 2π
0

∫ R−e
0 (lcv − dsv)drdψ f

Q = Nb
2π

∫ 2π
0

∫ R−e
0 (lcv − dsv)rdrdψ f

(1)
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where Nb is the number of blades, R is the radius of the rotor, e is the amount of hinge extension
of blade swing, ψ f is the local azimuth, r is the local radial coordinates, l and d respectively are
local lift and resistance, and cv and sv are the correction terms related to the aircraft and the flying
environment [16]. The approximate inflow ratio of a blade-element was:

λ = λin + λ f s =
vin
ΩR

− vb
ΩR

(2)

where vin is the induced velocity, Ω is the rotor speed, vb is the rotor speed, is the body speed, and λin
and λ f s are the inflow ratio corresponding to the induced velocity and body velocity, respectively.

  
(a) (b) 

Figure 1. (a) The structure design and (b) force analysis of the coaxial-rotor Rotorcraft.

To solve the problem of interference between coaxial rotors, the Pitt–Peters dynamic inflow
method was used to model the induced velocity. The specific method was to connect the dynamic
variation of the induced velocity with the variation of aerodynamic parameters through a first-order
linear differential equation. We could then clarify the relationship between the pull coefficient and the
induced velocity through integral calculation. The method was simple and in good agreement with
the experimental data. The proposed model could be well applied to the simulation and controller
designs. According to the dynamic inflow model, the relationship between the induced velocity and
the pull coefficient was as follows:

M
.
λin + VL−1λin = C (3)

where M, V and L are the parameter matrix of inflow dynamics, respectively, λin = (λ0 + λs + λc)
T

represents the time-averaged, first-order horizontal, and vertical components of the induced inflow
ratio. C = (CT + Cl + λm)

T represents the pull torque, roll torque and pitch torque coefficients of the
rotors. The interaction of the induced velocity is expressed as:

λi = λin,i + Kjiλin,j + λ f se1 (4)

where i, j are the upper and lower rotors and Kji is the parameter matrix, indicating the influence of
the induced velocity between the upper and lower rotors related to the distance between the rotors,

airfoil, and flight state, while e1 =
(

1 0 0
)T

.
Considering that the interaction of the induced velocity mainly affected the channels of total

distance and heading, the induced velocity in the plane of the propeller disk was almost unaffected.
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Assuming that the induced velocity was uniformly distributed in the plane of the propeller disk, the
average inflow ratio and the differential inflow ratio were defined respectively as:

λa =
1
2 (λu + λl)

λr =
1
2 (λu − λl)

(5)

From the formulas above, the pull and torque coefficients could be obtained using integral
calculation (τ is the rotor flapping time constant):

CTi =
σa0

2

(
1
3 θi − 1

2

)
λi

CQi = λiCTi +
σ
8 CD

(6)

So, the single rotor thrust and torque were presented:

Ti = ρA(ΩiR)
2CTi

Qi = ρAΩi
2R3CQi

(7)

where subscript i represents the upper rotor (u) or the lower rotor (l), θi is the pitch, c is the chord
length of the blade, A is the paddle area, a0 is the slope of the lift line of the airfoil, CD is the airfoil
drag coefficient, ρ is the air density, and σ = (Nbc)/(πR) is the real degree of the paddle.

2.2. External Force Modeling

In the steady state of hovering, the external force of the aircraft was determined by the lift F1 and
F2, the gravity G, and the aerodynamic resistance, FD:

F = F1 + F2 + G + FD (8)

2.2.1. The Lift of the Rotor System

The lift of the designed aircraft was provided by the upper and lower rotors. Since the swash
plate related to the upper rotor, the upper rotor provided both lift and lateral force, while the lower
rotor only provided lift. The following could be obtained from Formulas (2) and (7):

F1 = ρA(ΩuR)2CTu cos δ

F2 = ρA(Ωl R)
2CTl

(9)

2.2.2. The Gravity of Aircraft

The mass of aircraft is m, and the body gravity was expressed by the body coordinate system data:

G = mg

⎡⎢⎣ − sin θ

cos θ sin φ

cos θ cos φ

⎤⎥⎦ (10)

2.2.3. The Aerodynamic Resistance

According to the empirical formula of aerodynamics, the resistance of the fuselage in the hovering
state could be expressed as:

FD =
1
2

ρV2 A f usCD f us (11)

where V is the relative fly-forward speed of the aircraft, A f us is the equivalent cross-sectional area of
the body, and CD f us is the resistance coefficient of the whole body.
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2.3. Establishing the Longitudinal Posture Model

⎧⎪⎨⎪⎩
−m

..
x = −(F1 cos δ + F2 − FD) sin φ + ε0F1d sin δ cos φ

−m
..
z = (F1 cos δ + F2 − FD) cos φ + ε0F1d sin δ sin φ − mg

Ixx
..
φ = F1d sin δ

(12)

Take x1 = −x, x2 =
.
x, z1 = −z, z2 =

.
z, u1 = (F1 cos δ + F2 − FD)/m, u2 = (F1d sin δ)/Ixx,

ε = ε0 Ixx
m . Formula (12) [17,18] could be written as:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

.
x1 = x2
.
x2 = −u1 sin φ + εu2 cos φ
.
z1 = z2
.
z2 = u1 cos φ + εu2 sin φ − g
.
φ = ϕ
.
ϕ = u2

(13)

where x1(t), z1(t) and φ(t) are the mass center and deflection angles of aircraft, u1 and u2 are the control
inputs, g is the gravitational acceleration, and ε0 represents the parasitic force of lateral displacement
generated by rolling torque and ε0 �= 0 [19]. The system’s output was:

y(t) =
[

x1(t) z1(t) φ(t)
]T

(14)

3. Design of the Decoupling Algorithm

Formula (13) was a strong non-linear coupling model [20]. In order to transform the model into
the under-driven standard form, the following method was used to decouple the model [21,22].

3.1. Eliminate the Control Coupling of
.
x2 and

.
z2

In order to eliminate the control coupling of
.
x2 and

.
z2, the following decoupling algorithm could

be designed: [
u1

u2

]
=

[
− sin φ ε cos φ

cos φ ε sin φ

]−1[
um1

um2 + g

]
(15)

where um1 and um2 are the control items to be designed. Next, Formula (13) could be changed:⎧⎪⎨⎪⎩
..
x1 = um1
..
z1 = um2

ε
..
φ = um1 cos φ + (um2 + g) sin φ

(16)

3.2. Eliminate the Coupling of um1 and um2

In order to eliminate the coupling of um1 and um2 in ε
..
φ, the following decoupling algorithm could

be designed: ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

xm = x1 − ε sin φ

zm = z1 + ε cos φ

um1 =

(
um3 − ε

.
φ

2
)

sin φ + εum4 cos φ

um2 = −
(

um3 − ε
.
φ

2
)

cos φ + εum4 sin φ − g

(17)
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where um3 and um4 are the control items to be designed, then Formula (16) could be changed:⎧⎪⎨⎪⎩
..
xm = um3 sin φ
..
zm = −um3 cos φ − g
..
φ = um4

(18)

3.3. Eliminate the Coupling of sin φ and cos φ

In order to eliminate the coupling of sin φ and cos φ, the following decoupling algorithm
was designed:

We took q1 = xm, q2 =
.
q1, q3 = zm, q4 =

.
q3, q5 = tan φ, and q6 =

.
q5, and when φ was very small,

we took sin φ ≈ φ. Then we could obtain the following:

..
q5 =

um4 cos2 φ + 2
.
φ

2
cos3 φ sin φ

cos4 φ
(19)

We took h1 = um3 cos φ, h2 = tan′′ φ. Then we could get um4 = h2 cos2 φ − 2
.
φ

2
tan φ. Now, h1 and

h2 were the control items to be designed. Then, Formula (18) could be changed as:⎧⎪⎨⎪⎩
.
q1 = q2
.
q2 = q5h1
.
q3 = q4

⎧⎪⎨⎪⎩
.
q4 = −h1 − g
.
q5 = q6
.
q6 = h2

(20)

3.4. Transform the Control Model into an Under-Driven Standard Form

The under-driven standard form could be obtained:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

.
y1 = y2
.
y2 = f1

(
y1 y2 y3

)
.
y3 = y4
.
y4 = f2

(
y1 y2 y3

)
+ bh + d

(21)

where f2

(
y1 y2 y3

)
=

[
−g
0

]
, b =

[
−1 0
0 1

]
, h =

[
h1

h2

]
, and d is the control disturbance.

In order to make
∂f1

(
y1 y2 y3

)
∂y3

invertible, which would be helpful for the design of the control

law, we took y2 =

⎡⎢⎣ q2 + q4q5∫ t
0

q3dt

⎤⎥⎦, y1 =

⎡⎢⎢⎢⎣
q1 +

∫ t
0

q4q5dt

∫ t
0

(∫ t
0

q3dt

)
dt

⎤⎥⎥⎥⎦, y3 =

[
q3

q5

]
, y4 =

[
q4

q6

]
, and

f1

(
y1 y2 y3

)
=

[
−gy3(2)

y3(1)

]
.

4. Design of the Controller

The structure of the controller [16] is shown in Figure 2.
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Figure 2. The structure of the controller.

4.1. Design of the Control Law

In order to design the control law for Formula (21), we took y1d as the reference instruction of y1,
and the error variables were as follows [19]:

e1 = y1 − y1d , e2 = y2 −
.
y1d

e3 = f1 − ¨
y1d , e4 = ∂f1

∂y3
y4 − y1d

(3) (22)

Next, we designed the sliding surface:

s = c1e1 + c2e2 + c3e3 + e4

where ci > 0 and i = 1, 2, 3.
When

.
s = 0, we could obtain h = ueq and c1

.
e1 + c2

.
e2 + c3

.
e3 +

.
e4 = 0.

The equivalent switch control items could thus be obtained [23]:

ueq = −
(

∂f1
∂y3

b
)−1

(c1y2 − c1
.
y1d

+ c2f1 − c2
¨
y1d + c3

∂f1
∂y3

y4

− c3y1d
(3) + ∂f1

∂y3
f2 − y1d

(4))

(23)

where
.
y1 = y2,

¨
y1 = f1, y1

(3) =
.
f1 = ∂f1

∂y3
y4 and y1

(4) =
¨
f1 = ∂f1

∂y3

.
y4

The switching control item was then designed:

usw1 = −
(

∂f1

∂y3
b

)−1
[K(t)sgn(s) + λs + E1(t)] (24)

where E1(t) is unknown interference. Both E1(t) and K(t) will be described in more detail in Section 4.2.
The control law could be designed as follows:

h = ueq + usw (25)

4.2. Stability Analysis of the Control System

Taking Formulas (23)–(25) into
.
s, the following could be obtained:

.
s = c1

.
e1 + c2

.
e2 + c3

.
e3 +

.
e4

= c1(y2 −
.
y1d) + c2(f1 − ¨

y1d) + c3

(
∂f1
∂y3

y4 − y1d
(3)
)

+ d
dt

[
∂f1
∂y3

]
y4 +

∂f1
∂y3

f2 − y1d
(4)

= −K(t)sgn(s)− λs + ∂f1
∂y3

d
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We took K(t) = α
¯
d + ρ, where

¯
d(1) ≥

∣∣∣∣d(1)∣∣∣∣, ¯
d(2) ≥

∣∣∣∣d(2)∣∣∣∣, ρ(1) > 0, ρ(2) > 0, and α > 0.

We took the Lyapunov function as V = 1
2 sTs, so:

.
V = sT .

s = sT

[
−(α

¯
d + ρ)sgn(s)− λs + ∂f1

∂y3
d

]
= −(α

¯
d + ρ)‖s‖ − λ‖s‖2 + sTE(t)

≤ −ρ‖s‖ − λ‖s‖2 ≤ 0

(26)

where the gain of the switching K(t) was the cause of chattering, and the control disturbance can
be expressed as E(t) = ∂f1

∂y3
d, which was used for ensuring that the necessary sliding mode presence

conditions were met. When s = 0, we could obtain e4 = c1e1 + c2e2 + c3e3. We took the following:

A =

⎡⎢⎣ 0 1 0
0 0 1

−c1 −c2 −c3

⎤⎥⎦
A is the Hurwitz function, and λ represents the Eigenvalues of A, λ > 0.

Taking E1 =
[
e1 e2 e3

]T
, the error equation of the state could be written as

.
E1 = AE1.

Taking Q = QT > 0, we could get the Lyapunov equation ATP + PA = −Q. The solution was
P = PT > 0. We took the Lyapunov function as the following:

.
V1 =

.
E

T

1 PE1 + ET
1 P

.
E1 = (AE1)

TPE1 + ET
1 P(AE1)

= ET
1 ATPE1 + ET

1 PAE1 = ET
1

(
ATP + PA

)
E1

= −ET
1 QE1 ≤ −λmin(Q)

∣∣∣∣E1
∣∣|22 ≤ 0

where λmin(Q) is the minimum eigenvalue of positive definite matrix, Q.
From

.
V1 ≤ 0, we could obtain: e1 → 0 , e2 → 0 , e2 → 0 , then y1 → y1d , y2 → y2d , and

y3 → y3d . From the stability of the sliding mode, we could obtain y4 → y4d . In the end, x → xd ,
z → zd , and φ → φd .

4.3. Establish the Fuzzy System

The condition for the existence of sliding mode was sT .
s < 0, and when the system reached the

sliding surface, it would remain on the sliding surface [24]. From Formula (26), we could see that
in order to ensure that the system movement reached the gain of the sliding surface, K(t) needed
to be sufficient to eliminate the impact of uncertainty. Then we could ensure the existence of the
sliding condition.

The idea of the fuzzy rules was represented as follows:
If sT .

s > 0, then K(t) should increase;
if sT .

s < 0, then K(t) should be reduced.
From the two types above, we could design the fuzzy system using sT .

s and ΔK(t). In this system,
sT .

s is the input, and ΔK(t) is the output. The fuzzy sets of the system were defined as follows:

sT .
s =

{
NB NM ZO PM PB}

ΔK =
{

NB NM ZO PM PB}

where NB represents the negative big, NM is the negative middle, ZO is the zero, PM is the positive
middle, and PB is the positive big. The input and output membership functions of the fuzzy system
are shown in Figures 3 and 4. The upper bound of K̂(t) was estimated using the integral method:
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K̂(t) = G1

∫ t

0
ΔKdt (27)

where G1 is the proportion coefficient, determined according to experience. The control law was:

usw2 = −
(

∂f1

∂y3
b

)−1[
K̂(t)sgn(s) + λs + E(t)

]
(28)

Figure 3. The input membership function.

Figure 4. The output membership function.

71



Electronics 2019, 8, 107

5. Simulation Analysis

The physical parameters of the system model were obtained through the three-dimensional model
established in the CAD software Inventor, and the model reference coefficients were calculated in
accordance to the physical parameters and the modeling results. The parameters are shown in Table 1.

Table 1. The main symbols and parameters.

Parameter Description Value Unit

ρ Local air density 1.14 kg/cm2

g Local gravitational acceleration 9.804 m/s2

R Rotor radius 0.20 m
A Area of rotor plane 0.126 m2

m Weight 1 kg
d Distance between upper rotor and the gravity center 0.20 m
e Amount of hinge extension of blade flapping 0.05 m

Ixx Inertia about x-axis 9.16 × 10−4 kg/m2

CTu Trust coefficient of upper rotor 9.42 × 10−3 rad−1

CTl Trust coefficient of lower rotor 6.77 × 10−3 rad−1

CQu Torque coefficient of upper rotor 6.14 × 10−4 rad−1

CQl Torque coefficient of lower rotor 6.01 × 10−4 rad−1

For the controlled Formula (13), we took ε = 10 and g = 9.8, and set a predetermined track as
xd = t, zd = sin t and φd = 0.

In order to make A become the Hurwitz function, we took the control law parameters
c1 = 27, c2 = 27, c3 = 9 and λ = 0.10. The initial state of the controlled system was taken
as

[
5 0 0.5 0 0.1 0

]
. We used the control law (Formula (25)) and saturation function

method, and took the thickness of the boundary layer Δ to be 0.10.
According to the structural characteristics of the coaxial-rotor UAV, a dynamic model of the

longitudinal motion was established. The dynamic model of the aircraft was then decoupled, the fuzzy
control and sliding mode controls were combined, and then a fuzzy sliding mode control based on
the decoupling algorithm was designed for the coaxial-rotor. The control method was then simulated
by MATLAB/Simulink. The results showed that the control method could track the command signal
more quickly and efficiently compared to the method of the traditional sliding mode control. It could
quickly reduce the yaw attitude angle deviation and the steady-state error could reach almost zero,
and with a strong self-adaptive ability, it could achieve a better control effect. The response speed,
tracking accuracy, and efficiency of the system were significantly improved.

The proposed control method could improve the stability of the system, which could effectively
restrain the modeling errors and external disturbances of the aircraft’s attitude system. This method
had the advantages of high control precision, strong robustness, and ease of implementation in engineering.
In future studies, we will focus on the design of the decoupling algorithm under the influence of more
inputs and interferences, and will apply this algorithm to specific engineering practices.

Figures 5 and 6 show the performance of position tracking in the horizontal direction while the
two control methods were used. The instruction given along x was a straight-line motion. The former
figure indicates the position tracking with the decoupling algorithm and fuzzy control. The latter
indicates the fuzzy control without the decoupling algorithm. From these figures, we could see that
the performance of the control method with the decoupling algorithm and fuzzy control was faster,
more accurate, and more stable than the general sliding mode control, ensuring that the aircraft would
be more stable in actual movement and in improving the flight.
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Figure 5. Position tracking with the decoupling algorithm of the x-axis.

Figure 6. Position tracking without the decoupling algorithm of the x-axis.

Figures 7 and 8 show the performance of the position tracking in the vertical direction while the
two control methods were used. The instruction given along z was a sinusoidal motion. The former
figure indicates the position tracking with the decoupling algorithm and fuzzy control, and the latter
indicates the general sliding mode control. From these figures we could see that the time required for
the two methods to track from the initial position to the specified trajectory was almost the same, but
the performance of the control method with the decoupling algorithm and fuzzy control was smoother,
and the tracking error was also smaller. Thus, the flight of the aircraft would be more stable.

The angle tracking with the decoupling algorithm and fuzzy control are shown in Figure 9, and
when compared with the angle tracking (Figure 10) without the decoupling algorithm and fuzzy
control, it could be seen that in the former the tracking errors decreased while the response times were
basically the same, and the movement accuracy and resistance to disturbances of the system improved.
The system had better tracking performance. The impact of these disturbances, controller outputs
chattering, external disturbances, and noise of the measurement were significantly reduced after the
decoupling algorithm and fuzzy controller are added.
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Figure 7. Position tracking with the decoupling algorithm of the z-axis.

Figure 8. Position tracking without the decoupling algorithm of the z-axis.

Figure 9. Angle tracking with the decoupling algorithm.
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Figure 10. Angle tracking without the decoupling algorithm.

Figures 11–13 show the speed tracking and angular speed tracking with the decoupling algorithm
and fuzzy control. It could be seen that the change trajectory was smooth, and the time required to
reach a stable state from the initial state was very short. Figures 14 and 15 show the control input
of the system. We could see that the control input curves were smooth and no chattering occurred.
Theoretical analysis and experimental simulation results showed that the fuzzy sliding mode control
based on the decoupling algorithm could improve the stability of the system, had a better self-adaptive
ability, and effectively restrained the modeling errors and external disturbances of the co-rotating
twin-rotor aircraft attitude system.

Figure 11. Speed tracking with the decoupling algorithm.
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Figure 12. Speed tracking with the decoupling algorithm.

Figure 13. Position tracking with the decoupling algorithm.

Figure 14. Control input u1 with the decoupling algorithm.
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Figure 15. Control input u2 with the decoupling algorithm.

6. Conclusions

According to the structural characteristics of the coaxial-rotor UAV, a dynamic model of
longitudinal motion was established. The dynamic model of the aircraft was then decoupled, the
fuzzy control and sliding mode controls were combined, and a fuzzy sliding mode control based on
the decoupling algorithm was designed for the coaxial-rotor. The control method was then simulated
by MATLAB/Simulink. The results showed that the control method could track the command signal
more quickly and efficiently compared to the method of the traditional sliding mode control. It could
quickly reduce the yaw attitude angle deviation and the steady-state error could reach almost zero.
With a strong self-adaptive ability, it could achieve a better control effect. The response speed, tracking
accuracy, and efficiency of the system had been significantly improved.

The proposed control method could improve the stability of the system, which could effectively
restrain the modeling errors and external disturbances of the aircraft’s attitude system. This method
had the advantages of high control precision, strong robustness, and ease of implementation in
engineering. In future studies, we will focus on the design of the decoupling algorithm under the influence
of more inputs and interferences, and will apply this algorithm to specific engineering practices.
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Abstract: This paper gathers the design and implementation of the control system that allows an
unmanned Flying-wing to perform a Vertical Take-Off and Landing (VTOL) maneuver using two
tilting rotors (Bi-Rotor). Unmanned Aerial Vehicles (UAVs) operating in this configuration are
also categorized as Hybrid UAVs due to their ability of having a dual flight envelope: hovering
like a multi-rotor and cruising like a traditional fixed-wing, providing the opportunity of facing
complex missions in which these two different dynamics are required. This work exhibits the
Bi-Rotor nonlinear dynamics, the attitude tracking controller design and also, the results obtained
through Hardware-In-the-Loop (HIL) simulation and experimental studies that ensure the controller’s
efficiency in hovering operation.

Keywords: tilt rotors; nonlinear dynamics; simulation; hardware-in-the-loop; vertical take off

1. Introduction

In recent years, the continuous development in engineering-related fields, such as automatic
systems, flight control and the aerospace industry as a whole, has contributed to the rapid growth of
the area of Unmanned Aerial Vehicles (UAV), making it an appealing research topic in both military
and civil applications. In terms of civil applications, it is important to mention those related with
agricultural services, marine operations, natural disaster support, etc. Within the military field, UAVs
are mostly used in missions in which there are high risks.

In order to increase the number and complexity, and hence, the performance efficiency of these
applications, UAVs characterized by a dual flight envelop are currently needed. These unmanned
vehicles, inheriting the advantages of both traditional fixed-wing aircraft and rotorcraft, have the
ability to execute a VTOL maneuver and to aggressively inspect a certain area, as well as to perform a
high-speed aerial surveillance over a wide region. For the aforementioned reasons, these vehicles are
known as Hybrid UAVs.

According to [1], hybrid UAVs can be categorized into two main types: Convertiplanes and
Tail-Sitters. Firt of all, Convertiplanes category regroup those aerial vehicles that take off, cruise, hover
and land with the aircraft reference line remaining horizontal. Respect to this class, there exist several
vehicles implementing the idea such as FireFLY6 [2] and TURAC [3]; and also projects researching in
this direction [4,5]. Second, a Tail-Sitter is an aircraft that takes off and lands vertically on its tail and
the whole aircraft tilts forward using differential thrust or control surfaces to achieve horizontal flight.
This category, as it is considered as a complex challenge from the point of view of control systems
engineering, has become an interesting research concept as shown by vehicles like Quadshot [6] or
prototype [7].

Electronics 2019, 8, 208; doi:10.3390/electronics8020208 www.mdpi.com/journal/electronics79
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This paper presents recent work concerning the first stage in the development of a hybrid UAV
that can be categorized as Tail-Sitter with the exceptions that in this case the aircraft takes off and lands
vertically on its nose (using an external ground-station) and that this platform changes the sense of the
rotors in order to perform the transition phase between hovering and cruising. Figure 1 shows the
manoeuvrability scheme of the proposed unmanned aerial vehicle. In addition, the prototype built
based on this philosophy has been nicknamed V-Skye.

Figure 1. Scheme of the transition maneuver between flight modes.

In this article, the design of the control system is not only based on simulations, but also on an
experimental procedure in which the controllers have to adequately stabilize the UAV allowing it to
hover filtering external disturbances. In order to control the attitude, the vehicle is provided with two
tilting rotors that allow alterations of its pitch angle and yaw rate and also, modifications in the motor
throttles in order to handle roll and vertical speed variables. This is the first step of the development of
the entire autonomous system, that will provide this UAV with the hybrid characteristics required by
autonomous aviation market, as presented in [8].

Different types of controllers can be designed for UAVs. The simplest ones are linear PID based
on linearized models of UAVs. In the literature it is possible to find several approaches which solve
the problem of controlling non-linear UAVs: non-linear PID based solutions [9–11], non-linear robust
approaches [12–14], back-stepping algorithms [15–17], sliding mode control [12,17], H∞ control [16]
or non-linear observer based [18,19].

As commented, the objective of this article is to adequately stabilize the designed hybrid UAV in
an experimental procedure. This is performed by using 4 linear PIDs tuned by a genetic algorithm.
The genetic algorithm searches for the PID parameters that minimize a performance index such as the
integral squared error or the settling time.

Using 4 linear PIDs can be considered as a first approach to the design of the control system, and
also the easiest way to implement a control system from an experimental point of view. In further
researches authors will try to apply more complex techniques such as non-linear PID [9,10] and
non-linear robust approaches [12–14].

The rest of this article is structured as follows. Section 2 covers the description of the airframe that
has been used during this project, while Section 3 is focused on the explanation of the mathematical
model that describes this aerial vehicle. In Section 4, the design of the attitude control system is
presented. Section 5 gathers information related to the HIL simulation platform and finally, Section 6
presents the simulation and real-test results that ensure the controller’s performance.
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2. Airframe Description

A rigid body moving inside a three-dimensional (3D) space has a total of six-degrees-of-freedom
(6DoF). In this way, a mechanical system formed by a single rigid body needs at least six independently
manipulated interactions with the system (inputs) to drive it to an arbitrary orientation and position.

In a hovering maneuver, a flying vehicle is maintained motionless over a reference point at a
constant altitude (constant reference position) and on a constant heading angle ψ. Hence, only four of
the six degrees of freedom are forced to a reference value (controlled) when hovering. The other two,
i.e., pitch θ and roll φ angles are dependent variables that evolve along time according to the system
equations of motion.

The V-Skye is designed with two tilting-rotors moved by servo-mechanisms. The result is a
vehicle with two motors for which thrust �TR and �TL can be independently modified, not only in
magnitude, but also in one direction. The system is thus provided with the amount of independent
inputs needed for the hovering manoeuvre.

Figure 2 shows an outline drawing of the V-Skye. In order to simplify the dynamics, all actuation
parts (motors, motor frames, servomotors and their transmission parts) are allocated as symmetrically
as possible about the fixed coordinate axis {X̂b, Ŷb, Ẑb} of the aircraft reference frame. In particular,
all elements are placed on the ŶbẐb plane and symmetrical to the X̂bẐb plane.

ˆ
b

ˆ
b

b̂

Figure 2. Local axis in the 3D graphical model of the V-Skye UAV.

For simplicity on the explanations, authors have divided the aircraft into three well-differentiated
frames.

2.1. Main Body Frame

As depicted in Figure 2, the main body has the constructive shape of a Flying-Wing aircraft,
such as the ones used in [20,21]. It is a rigid body housing all the electronics as well as the two
servomotors that allow rotation of the motor frames (see Sections 2.2 and 2.3).

The reference system {X̂b, Ŷb, Ẑb} has its origin at the aircraft centre of mass and it is fixed to
the main body frame. For its vertical flight phase, the X̂b direction points front, towards what would
naturally be the upper part of the fuselage. The Ẑb direction points down, towards the nose of the
flying-wing. Finally, Ŷb axis is perpendicular to the other two and points towards the right-side wing.

The earth coordinate axis {X̂e, Ŷe, Ẑe} is a North-East-Down (NED) inertial frame of reference,
also positioned at the aircraft centre of mass but fixed to the earth surface. Euler angles roll φ, pitch
θ and yaw ψ define the main body orientation respect to the earth axis. Figure 3 shows those three
independent rotations.
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Figure 3. Roll, pitch and yaw motions.

2.2. Right Motor Frame

It is formed by the right motor, its right-handed propeller and a structure specially designed to
hold it and stand any reaction force derived from the flight. It can be seen as a second rigid body
attached to the aircraft by a rotatory joint, as Figure 4 describes in detail.

b̂R
ˆ
mR

ˆ
bR

ˆ
bR

ˆ
mR

ˆ
mR

ˆ
b

ˆ
b

b̂

Figure 4. Right rotor coordinate reference system.

Two coordinate systems are defined to describe the motion of this frame with respect to the main
body. {X̂bR , ŶbR , ẐbR} is fixed to the the main body frame and parallel to {X̂b, Ŷb, Ẑb}; its centre ObR is
placed where the rotatory joint intersects the motor shaft axis. On the other hand, {X̂mR , ŶmR , ẐmR}
have its origin OmR at ObR ; the ŶmR axis coincides with ŶbR (ŶbR ‖ ŶmR ) and Ẑb axis coincides with the
motor shaft axis.
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Because the right motor frame is attached to the main body by a rotatory joint, it has one single
DOF: the angle λR rotated about the axis ŶbR ‖ ŶmR . When λR = 0, both {X̂mR , ŶmR , ẐmR} and
{X̂bR , ŶbR , ẐbR} have the exact same position and orientation. The direction of the right motor’s thrust
is changed by actuating on the λR value, since the thrust has always the ẐmR direction. For this reason,
a servomotor is used to manipulate λR.

2.3. Left Motor Frame

The left motor frame includes namely the left motor with a left-handed propeller and the structure
to hold it. The right and left propellers are designed to be right and left handed respectively. This makes
the motors to rotate in opposite senses, helping to compensate motors torques. Figure 5 illustrates the
configuration and coordinate reference systems.

ˆ
bL

ˆ
bL

ˆ
mL

ˆ
mL

b̂L
ˆ
mL

Figure 5. Left rotor coordinate reference system.

Similarly to the right motor frame, two coordinate systems are defined for the left motor frame:
{X̂bL , ŶbL , ẐbL} and {X̂mL , ŶmL , ẐmL} with λL being the angle rotated by {X̂mL , ŶmL , ẐmL} with respect
to {X̂bL , ŶbL , ẐbL} about the ŶbL ‖ ŶmL axis.

3. Mathematical Model

The equations that conform the 6-DOF non-linear dynamical model are derived in this paper
assuming the following hypothesis:

1. The whole aircraft is assumed to be rigid body; it means that the distance between any two
points in the airframe remains constant. This is a fundamental condition because it allows to
understand the movement of the vehicle as a translation and a rotation around the center of mass
independently.

2. Derived from the previous item, the changes in λR and λL angles do not affect the mass
distribution along the aircraft body.

3. The rotational movement of the Earth is negligible with respect to the accelerations on the vehicle.
i.e., the Earth frame is an inertial frame of reference.

4. The atmosphere is assumed to be calm (no wind or turbulence)
5. The plane {Yb = 0} is a plane of symmetry. Hence, the inertia products about the Yb axis

Iybxb = Iybzb = 0
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3.1. Translational Equations

Let �F be the resultant force vector of all the external forces acting on the system, m the total mass
of the aircraft and �V the aircraft linear velocity with respect to the earth frame. Newton’s second law
can be written as:

�F = m · �̇V (1){
Fxb , Fyb , Fzb

}
= m ·

Ed
dt

({u, v, w}) (2)

where Fxb , Fyb , Fzb , u, v and w are the three components of the resultant force and the system velocity
respectively, both magnitudes expressed in body axis. Velocity’s time derivative with respect to the
earth frame might be now rewritten as the summation of its time derivative with respect to the body
frame and the cross product of angular and linear velocities as follows

�̇V =
Bd
dt

({u, v, w}) +E �ωB × �V (3)

�̇V = {u̇, v̇, ẇ}+ {p, q, r} × {u, v, w} (4)

�̇V = {u̇ + q · w − r · v, v̇ + r · u − p · w, ẇ + p · v − q · u} (5)

where E�ωB is the angular velocity of the body frame with respect to the earth frame, and p, q and r its
components expressed in body axis. Therefore, vector Equation (1) is separated into three independent
equations as shown next

m · (u̇ + q · w − r · v) = Fxb (6)

m · (v̇ + r · u − p · w) = Fyb (7)

m · (ẇ + p · v − q · u) = Fzb (8)

The external forces considered in this work are the rotors’ thrust and the aircraft weight. Since the
work is focused on the design of a control scheme for a hovering manoeuvre, the dynamics model does
not consider aerodynamic effects on the aircraft body. In a VTOL procedure, the lift is totally generated
through the thrust produced by the rotors. On the other hand, drag produced by the flying-wing
airframe is taken as an external disturbance for the attitude tracking controller.

Denoting by TR and TL the thrust magnitudes of right and left rotors, respectively; the definition
of the thrust forces in body axis is characterised by the angles λR and λL of the right and left motor
frames with respect to the body frame.

�TR = −TR · {sin λR, 0, cos λR} (9)
�TL = −TL · {sin λL, 0, cos λL} (10)

In [22], a complete study of the performance of several types of propellers at different airflow
conditions is presented. Along the paper, John B. Brandt and Michael S. Selig., explain how to model
thrust and torque at low Reynolds numbers, gathering data of these values to calculate aerodynamic
coefficients for a large number of commercial propellers. Now, taking the equations presented in [22]
as a reference, and letting T and τ denote thrust and torque magnitudes of a propeller and CT and Cτ

its force and torque coefficients, then

T = CTρn2D4 (11)

τ = Cτρn2D5 (12)
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Hence, the relation between torque and thrust on the propeller can be written as

T =
CT

D · Cτ
τ (13)

If we denote by δR and δL the motors throttle, and given that the aircraft will be mounting two
brushless DC motors managed by electronic speed controllers (ESC), the two motor torques are related
to their throttle by the expressions (14) and (15).

τR = kτδR (14)

τL = kτδL (15)

and hence

TR =
CT

D · CQ
kτδR = kTδR (16)

TL =
CT

D · CQ
kτδL = kTδL (17)

kτ is the torque’s throttle coefficient and is assumed to be constant for a given motor and ESC
combination whereas kT is the thrust’s throttle coefficient that depends on the airspeed and is constant
for the static case. This leads to the following definition of thrust force:

FTx = −kTδR · sin λR − kTδL · sin λL (18)

FTy = 0 (19)

FTz = −kTδR · cos λR − kTδL · cos λL (20)

The aforementioned force variables
{

Fxb , Fyb , Fzb

}
are now substituted by their corresponding

terms of thrust and weight forces in the body axis.

m (u̇ + q · w − r · v) = −kTδR · sin λR − kTδL · sin λL − m · g · sin θ (21)

m (v̇ + r · u − p · w) = m · g · cos θ sin φ (22)

m (ẇ + p · v − q · u) = −kTδR · cos λR − kTδL · cos λL + m · g · cos θ cos φ (23)

3.2. Rotational Equations

By definition of angular momentum about the mass centre �Hc.g. and considering a rigid-body
configuration

�Hc.g. =

⎡⎢⎣ Ixbxb −Ixbyb −Ixbzb

−Iybxb Iybyb −Iybzb

−Izbxb −Izbyb Izbzb

⎤⎥⎦
c.g.

·E �ωB (24)

where Iii∀i ∈ {xb, yb, zb} are the moments of inertia of the aircraft body about its mass centre in body
axis and Iij∀ij ∈ {xb, yb, zb}with j �= i are the products of inertia.

Now, the total moment of forces about the aircraft’s mass centre is equal to its angular
momentum’s time derivative with respect to the earth frame. Additionally, we can again split the
time derivative of the angular momentum with respect to the earth frame into its time derivative with
respect to the body frame and the cross product of the angular velocity and the angular momentum.

�Qc.g. = �̇Hc.g. (25)

�Qc.g. =
Bd
dt

(
�Hc.g.

)
+E �ωB × �Hc.g. (26)
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Equation (26) gives the following three independent equations

L = Ixx ṗ − Ixzṙ − Ixz pq +
(

Izz − Iyy
)

qr (27)

M = Iyyq̇ − Ixz

(
p2 − r2

)
+ (Ixx − Izz) pr (28)

N = Izzṙ − Ixz ṗ + Ixzrq +
(

Iyy − Ixx
)

pq (29)

being L, M and N the three body axis components of the total external moments applied on the aircraft
centre of mass.

The right rotor thrust applied at right motor frame generates an external moment about the
aircraft centre of mass. Denoting�rmR = {xmR , ymR , zmR} as the position vector of the right motor frame,
the total moment of the right rotor thrust about the centre of mass is given by Equations (30) and (31).
Note that xmR = 0 by design.

�QmR = �rmR × �TR (30)
�QmR = kTδR · {−ymR cos λR,−zmR sin λR, ymR sin λR} (31)

Additionally, the right motor torque applied to the propeller is translated to the right motor frame
as a reaction torque (same direction but opposite sense). That torque is then translated to the body
frame according to λR angle. From Equation (14)

�τR = τR · {sin λR, 0, cos λR} (32)

�τR = kτδR · {sin λR, 0, cos λR} (33)

In accordance, thrust moment and motor torque for the left rotor are given by expressions (34)
and (35)

�QmL = kTδL · {−ymL cos λL,−zmL sin λL, ymL sin λL} (34)

�τL = −kτδL · {sin λL, 0, cos λL} (35)

Now, substituting the total external moments and torques into Equations (27)–(29)

Ixx ṗ − Ixzṙ − Ixz pq +
(

Izz − Iyy
)

qr = δR (kτ sin λR − kTymR cos λR)

−δL (kτ sin λL + kTymL cos λL)
(36)

Iyyq̇ − Ixz

(
p2 − r2

)
+ (Ixx − Izz) pr = −δLkTzmL sin λL − δRkTzmR sin λR (37)

Izzṙ − Ixz ṗ + Ixzrq +
(

Iyy − Ixx
)

pq = δR (kτ cos λR + kT sin λRymR)

+δL (kTymL sin λL − kτ cos λL)
(38)

3.3. Collection of Non-Linear Equations

In addition to the six dynamics equations derived above, six kinematic equations can be stated to
express the transformation from the body to the earth system of reference. The aircraft behaviour is
therefore, described by a total of twelve equations of motion.

As a summary, the aircraft model is divided into the following sets.

3.3.1. Translational Dynamics Equations

u̇ = rv − qw − g sin θ − kT
m

(δR sin λR + δL sin λL) (39)

v̇ = pw − ru + g cos θ sin φ (40)

ẇ = qu − pv + g cos θ cos φ − kT
m

(δR cos λR + δL cos λL) (41)
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3.3.2. Rotational Dynamics Equations

ṗ − Ixz
Ixx

ṙ = + Ixz
Ixx

pq + Iyy−Izz
Ixx

qr + δR
Ixx

(kτ sin λR − kTymR cos λR)

− δL
Ixx

(kτ sin λL + kTymL cos λL)
(42)

q̇ =
Ixz

Iyy

(
p2 − r2

)
+

Izz − Ixx

Iyy
pr − 1

Iyy
δLkTzmL sin λL − 1

Iyy
δRkTzmR sin λR (43)

ṙ − Ixz
Izz

ṗ = − Ixz
Izz

rq + Ixx−Iyy
Izz

pq + δR
Izz

(kτ cos λR + kT sin λRymR)

+ δL
Izz

(kTymL sin λL − kτ cos λL)
(44)

3.3.3. Kinematic Translational Equations

u = ẋe cos θ cos ψ + ẏe cos θ sin ψ − że sin θ (45)

v = ẋe (sin φ sin θ cos ψ − cos φ sin ψ) + ẏe (sin φ sin θ sin ψ + cos φ cos ψ)

+że sin φ cos θ
(46)

w = ẋe (cos φ sin θ cos ψ + sin φ sin ψ) + ẏe (cos φ sin θ sin ψ − sin φ cos ψ)

+że cos φ cos θ
(47)

3.3.4. Kinematic Rotational Equations (Euler Angles)

p = φ̇ − ψ̇ · sin θ (48)

q = θ̇ · cos φ + ψ̇ · cos θ · sin φ (49)

r = ψ̇ · cos θ · cos φ − θ̇ · sin φ (50)

4. Control System

The control problem associated with the presented UAV stabilization is challenging for several
reasons. The complexity of flight dynamics resides in the system non-linearity, unstable nature and
high degree of coupling. Furthermore, in this case, the system is under-actuated because only four
control inputs can be used during take off, landing and hover manoeuvres, while the whole system is
six-degree-of-freedom (6DoF). Therefore, robust and reliable feedback control strategies are needed to
regulate the attitude of the UAV within an operational range.

Due to their simplicity, ease of implementation and robust performance, a decentralised and
linear control scheme based on four proportional-integral-derivative controllers (PID) has been
chosen to design the attitude tracking controller. Figure 6 shows the block diagram of the proposed
feedback control scheme. It is composed by a controller for each angle of orientation and one for the
vertical velocity.

Attending to the nonlinear equations of motion presented in Section 3, a modification on one
of the four system inputs δR, δL, λR or λL, excites more than one state variable at the same time.
This means that the system dynamics are highly coupled. In an attempt to reduce the effect of coupled
actuators, a set of four inputs u1, u2, u3 and u4 are defined as a combination of the real input variables.
Equations (51) to (54) show the new system input variables and their relationship with motors throttle
and thrust angles

u1 =
1
2
(δL − δR) (51)

u2 = −(λR + λL) (52)

u3 = λR − λL (53)

u4 =
1
2
(δR + δL) (54)
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With this new definition of the system inputs, a change in u1 has high effect on the ṗ variable, u2

on q̇, u3 on ṙ and u4 on ẇ. Now the different PID control schemes are defined accordingly.

Figure 6. Attitude and vertical speed controller scheme of the UAV V-Skye.

4.1. Roll and Pitch Controllers

Controllers for roll and pitch angles are implemented similarly: both use standard PID controllers
with feedback of estimated angles (roll or pitch) from a complementary filter, resulting in the following
control law:

u1 = Kp,1((φd − φ) +
1

Ti,1

∫
(φd − φ)dt + Td,1(φ̇d − φ̇)) (55)

u2 = Kp,2((θd − θ) +
1

Ti,2

∫
(θd − θ)dt + Td,2(θ̇d − θ̇)) (56)

where Kp,i, Ki,i and Kd,i are the proportional, integral and derivative gains, respectively. φd and θd is
associated with the reference angles or desired roll and pitch, while ui is the controller action; on one
hand, u1 corresponds to the differential thrust between two rotors, while u2 is associated with the tilt
angle of both rotors.

4.2. Angular Velocity r Controller

Despite of the fact that the heading of the UAV is generally a less critical degree of freedom,
external disturbances can generate undesired rotational movements around the Z axis during flying.
In order to overcome this drift, a yaw rate PI controller has been implemented using the next expression:

u3 = Kp,3((rd − r) +
1

Ti,3

∫
(rd − r)dt) (57)

In this case, the reference (rd) is compared with the feedback yaw angular velocity (r) measured
by a yaw rate gyroscope. The resulting difference is sent to the controller in order to generate opposite
tilt angles by using a differential servo deflection (u3).

4.3. Vertical Velocity Controller

Due to the high coupling, changes on angles λR and λL, from the roll and r controllers, induce
variations on the vertical thrust, which leads to variations on vertical velocity. Therefore, a vertical
velocity PID controller is implemented as shown in expression (58).

u4 = Kp,4((żed − że) +
1

Ti,4

∫
(żed − że)dt + Kd,4(z̈ed − z̈e)) (58)
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where, żed is the reference vertical velocity, że is the measured vertical velocity estimated from measures
of the inertial magnetic unit (IMU) sensors. u4 corresponds to the increase in the same amount of
thrust in both rotors.

4.4. Local Stability

The global close loop stability has been considered from two aspects. Firstly, the control structures
presented in this Section have been adjusted to ensure that the poles of the closed loop system have
all of them negative real terms [23]. For this purpose, the particular transfer functions presented
in Section 5 (Equation (59)) have been used. Obviously, this only guarantees stability close to the
equilibrium point defined for the linearization and, therefore, it is a local stability constraint.

Secondly, in order to study the margin of the local stability, HIL simulations have been performed
using the designed controllers against the full non-linear model of the UAV. In this way, the
validity range of the controllers designed from the linear transfer function is tested by realistic
simulations [24,25]. Obviously, this is not an overall guarantee of stability, but it is possible to define a
range of operation with a high degree of confidence for the control design.

5. Test Prototype

The initial test platform presented in the work is a Flying-wing from Multiplex, model XENO
UNI [26]. This RC plane has been modified to add two tilt rotors, following the main concept of VTOL
UAV described previously. Figures 7 and 8 show the prototype assembled for real flight tests.

Figure 7. Xeno UNI form Multiplex with two customised tilt rotors.

Figure 8. Tilt rotor mechanical structure.
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The set of aircraft parameters used for control design and simulation have been derived form the
test platform described in the previous paragraph, and their particular values are as follows:

• Wingspan: 1.26 m
• Fuselage length: 0.526 m
• Empty weight: 0.1904 kg
• Operating weight: 0.7484 kg
• kT = 15.7 and kτ = 0.34
• Brushless motors: T-MOTOR Antimass MT2814 770 KV
• Propellers: T-MOTOR 12”x4” CF
• Electric Speed Controllers: HW-09-V2-OEM
• Tilt Rotor Servos: HITEC HS-5475HB
• Flight Controller: CC3D OpenPilot Revolution
• Battery: 2200 mAh 4 S 80/160 C

Apart from these geometrical characteristics, the engines provide a maximum thrust of 15.7 N
and the tilt-mechanism admit a deflection up to 0.5235 rad. The combination of engines, propellers,
Electronic Speed Controllers (ESC) and servos employed in this airframe provide enough power and
maneuverability to successfully accomplish the hovering mission even with a larger payload, such as
an action camera.

In order to complete the tilt-rotor model parameters, the corresponding moments of inertia
are: Ixx = 0.0015 kg m2, Iyy = 0.0160 kg m2 y Izz = 0.0176 kg m2, and also a product of inertia of
Ixz = −1.4182 × 10−5 m4.

5.1. Prototype Model Linearization

In order to design the linear control approach described in Section 4, first of all, the attitude
dynamic model described by expressions of Section 3 is decoupled into four linearized single-input
single-output (SISO) models around the operational range of a hovering maneuver, which implies that
p � q � r � 0 and u � v � w � 0.

The four linear models are obtained by replacing the nonlinear equations of motion with their
Taylor series approximation truncated to the first order with respect to the controlled variables and
inputs. This linearization approach is well know and, frequently, it is defined as Small Perturbation
Theory [27–30]. Once the set of equations have a linear structure and after replacing the model
parameters by their prototype value, the following transfer functions are obtained:

Gφ(s) = φ(s)
u1(s)

=
554.78

s2(s + 19.05)
(59)

Gθ(s) = θ(s)
u2(s)

=
−13.95(s − 138.5)(s + 138.5)

s2(s + 153.2)(s + 21.75)
(60)

Gr(s) = r(s)
u3(s)

=
1.1674(s − 56160)

s(s + 153.2)(s + 21.75)
(61)

Gże(s) = że(s)
u4(s)

=
−117.09

s(s + 19.05)
(62)

5.2. Tuning PID Loops for Prototype Control

After calculating the transfer functions, the controllers parameters can be obtained either using
classical techniques, such as the Root-Locus method, or more modern techniques based on optimisation
with genetic algorithms.

The use of Root-Locus method for PID tuning proves to be quite easy and useful compared to
others techniques, since it indicates the manner in which the open-loop poles and zeros should be
modified so that the response meets system performance specifications [23]. However, a disadvantage
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of using this technique is that it is necessary to employ a linear model, which is only an approximation
of the complex dynamics of the UAV.

On the other hand, PID tuning and optimisation using genetic algorithms is a modern technique
that provides an adaptive searching mechanism inspired on Darwin’s principle of reproduction and
survival of the fittest. The individuals (solutions) in a population are represented by chromosomes
that are associated to a fitness value (problem evaluation). The chromosomes are subjected to an
evolutionary process which takes several cycles. Basic operations are selection, reproduction, crossover
and mutation [31]. One of the main advantage of using genetic algorithms is that it is a global search
technique of optimal and sub-optimal solutions of a problem and hence it can directly interact with
the non-linear dynamics model.

Parameters of PID controllers obtained using both techniques are presented in Tables 1 and 2.

Table 1. Pid parameters using the Root-Locus method.

PID Controller Kp Ti Td

φ 0.25886 ∞ 0.952
θ 0.11936 ∞ 0.95
r 0.415 0.83 0
że 0.85 ∞ 1.076

Table 2. Pid parameters using a genetic algorithm.

PID Controller Kp Ti Td

φ 0.2979 4.2997 0.2945
θ 0.2080 9.8801 0.368
r 0.2 4 0
że 0.55 6.5 0.5

In order to compare the performance of the attitude and vertical speed control system tuned using
both classical and modern strategies, a numerical simulation with the nonlinear model of the UAV is
made using both set of parameters and the accuracy requirements for the system are formulated in
terms of the settling time (ts) and the integral squared error index (ISE), which is related to the time
response of the system.

ISE =
∫ t

0
e2dt (63)

The presented simulations consisted in transition with predefined dynamics from one steady
state flight to another. Numerical results evaluating the proposed indexes are shown in Tables 3 and 4.

Table 3. Controller performance using the Root-Locus method.

PID Controller ts ISE

φ 4.603 96,075
θ 3.618 128,310
r 3.986 95,095
że 3.986 4922

Table 4. Controller performance using a genetic algorithm.

PID Controller ts ISE Enhancementts (%) EnhancementISE (%)

φ 2.931 95,385 36.32 0.72
θ 1.890 127,080 47.76 0.96
r 2.835 95,140 28.88 −0.05
że 2.168 4419 45.61 10.22
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Taking into consideration the proposed control effort indexes, PID tuning obtained by a genetic
algorithm is the most comprehensive choice. For this reason, this set of parameters will be adopted
during the simulations and flight tests (Section 6).

5.3. HIL Simulation Platform

The HIL simulation platform is shown in Figure 9. The main computation unit is a PXI laboratory
computer from National Instruments. This equipment includes several boards to interface a great
amount of external devices. As an example digital and analogue input/output boards, Ethernet and
Serial ports or four USB ports. This hardware comes with a real-time operative system that can be
configured to run Real-Time simulations [25,32,33].

r PID

ROLL PID

PITCH PID

Vz PID

Roll 
reference

Pitch 
reference

yaw rate
reference

Vertical velocity 
reference

 KALMAN FILTER: Position, Orientation, Linear velocity, Angular velocity

VTOL Dynamic Model

Joystick INPUTS

FCS (OpenPilot Revolution)

Figure 9. Hardware In the Loop platform diagram.

The set of 12 equations of motion derived in Section 3 have been particularised for the prototype
model and implemented in Matlab/Simulink. Simulink allows to compile the model to be run on the
PXI real-time target [34,35].

A CC3D OpenPilot Revolution Board [36] has been elected as the flight control unit (FCS). It is a
digital board with a micro-controller that comes with the necessary onboard sensors and autopilot
software already installed. The control algorithms have been modified and implemented on the FCS.
Then the onboard sensors have been bypassed so that the values coming from the model are used to
close the loop. Finally, the board has been connected to the PXI to send actuators values and receive
state variables values. A joystick has also been connected to the board to send the reference value to
the controllers.

6. Results

This section covers the analysis of the results obtained in simulation (using HIL simulation
platform) and in real flight tests. The main goal is to understand the dynamical behaviour of the
system while it is hovering at certain attitude configurations.

6.1. Simulation Results

The first simulation consists in coupled changes of roll and pitch that allow the reader to
understand how the control actions (throttle and tilt-angle) have to be modified in order to follow the
reference in attitude and vertical velocity.

Two conclusions can be drawn based on the previous Figure 10. First of all, as it was already
mentioned, the system deflects the rotors in the same direction in order to achieve certain pitch angles.
As it can be observed, until t = 15 seconds there have only been modifications in the pitch angle,
and therefore, λL = λR.

However, the interesting aspect of this result is what happens with the tilt-angle when a roll
manoeuvre is being carried out. As mentioned, this rotation needs a different thrust generated by each
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of the rotors until the air-frame reaches the desired configuration. Therefore, during this procedure the
total torque is no longer null, meaning that there exists a tendency to modify the yaw of the system by
increasing its angular velocity r. The result of the coupling of these dynamical movements is that the
attitude tracking controller produces opposite tilt-angles in order to maintain r = 0.
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Figure 10. Rotor deflection against modifications in φ and θ.

This effect is better explained in Figure 11.
It is also important to remark that the system tends to modify its heading when the hovering takes

place at configurations characterised by non-null pitch and roll angles. The reason of this azimuth
variation is that the controller is based on the manipulation of the angular velocity r instead of the yaw
angle ψ, and therefore, the system acts in order not to change the heading that it has at a specific time t
but if this modification occurs, the new heading would be the new reference and the system would not
try to recover the initial orientation.
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Figure 11. Evolution of r and λ against modifications in φ and θ.

Once the time-response of the tilt-angles has been analysed at different attitude configurations, the
same study with the thrust generated by each of the rotors has been performed, as shown in Figure 12.

In this second study, it is important to remark two conclusions about the behaviour of the thrust
when the system follows the attitude configurations shown in Figures 10 and 11. First of all, as it was
established in Section 2, a change in roll implies the controller to modify the same absolute value of
the rotational velocity in each of the rotor but with different sign. As a result, the thrust is not longer
equal until the reference is reached.

The other conclusion refers to the thrust modification associated with changes in pitch from the
equilibrium configuration. Although, this effect can not be graphically observed due to the resolution
of the thrust signal, when a certain pitch angle is established as a reference, the engines have to create
more thrust in order to compensate the fact that the entire system is tilted, and therefore, to maintain
the equilibrium of external forces. This means that the higher the pitch angle is, the higher the increase
in thrust has to be.
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Figure 12. Thrust signal against modifications in φ and θ.

The last study linked to this changes in attitude is focused on the analysis of the time-response
of the vertical velocity że shown in Figure 13. Due to the control scheme design, when the aircraft
takes non-equilibrium attitude configurations, it has a tendency to descend, i.e., to increase the positive
value of its velocity in the Ze axis of the earth reference frame. The vertical velocity controller tries
to maintain a given reference value allowing to reduce variations in this velocity, but, because the
altitude is not directly controlled, the system keeps changing its vertical position.

Figure 13 illustrates that each pitch or roll angle apart from the equilibrium (φ �= 0 or θ �= 0)
implies an increase in że, which is compensated by an increase in the thrust generated by the rotors.
Again, since the controlled variable is the vertical velocity, each time a perturbation occurs there is a
loss of altitude that is never recovered, but the vertical speed controller manages to stop falling and
reaches again the że = 0 set-point.
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Figure 13. Evolution of Vz and thrust signal against modifications in φ and θ.

6.2. Real Flight Results

In order to verify the performance of attitude control system designed for this UAV, the proposed
PID control laws have been implemented in the on-board hardware using the OpenPilot Revolution
Board [36], which contains a full 10 DOF IMU with gyroscopes, accelerometers, magnetometers and
barometric pressure sensors.

In the experimental test flight, the goal was the stabilisation of the UAV, compensating any
external disturbance during vertical flight. Due to the lack of GPS, velocity and position can only
be calculated by integration of accelerometers combined with the gyroscopes measures and with the
barometric pressure sensor (sensor fusion [37,38]). As result, the measures of velocity and position are
not reliable enough to close the loop. For this reason, in the experimental test presented, the vertical
velocity controller has been annulled and the pilot directly acts on the u4 system input. That means,
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direct modification of motors nominal thrust which implies a manual (piloted) control of the speed
and vertical position.

The experimental results for the platform control are presented in Figure 14 as a time plot of all
angles of the UAV and the controller actions.

Figure 14. Time series of Euler angles and controller outputs.

As can be seen, the closed loop response of the UAV is stable because of the fact that Euler angles
vary within a limited range, confirming the effectiveness of the proposed approach and theoretical
results. Since vertical speed and altitude are manually piloted and the absence of GPS, it is impossible
to define a 3D trajectory through waypoints. To cover this drawback, the real test flight demonstration
video can be visualized on Youtube [39] (V-Skye Prototype: Test Flight—https://youtu.be/zS9oWur-
Pss). Thanks to this video, readers can have an approximate idea of the 3D trajectory of the UAV
during the test flight.

7. Conclusions and Future Work

The design and implementation of the attitude tracking controller for a Bi-Rotor VTOL UAV
have been presented in this article. The simulations performed in a HIL environment showed the
main aspects of the dynamical behaviour of this system, while the real test flight results presented
verify the stability and viability for this UAV platform. Therefore, the UAV designed has the ability
to hover despite its complex dynamics and allows future designs based on cascade control schemes
focused on controlling global position and velocities. In addition, future works will explore the robust
control design that allows the automatic transition between the two different flying modes: VTOL and
cruise flight.
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Abstract: This article presents a fixed-time active disturbance rejection control approach for the
attitude control problem of quadrotor unmanned aerial vehicle in the presence of dynamic wind,
mass eccentricity and an actuator fault. The control scheme applies the feedback linearization
technique and enhances the performance of the traditional active disturbance rejection control (ADRC)
based on the fixed-time high-order sliding mode method. A switching-type uniformly convergent
differentiator is used to improve the extended state observer for estimating and attenuating the
lumped disturbance more accurately. A multivariable high-order sliding mode feedback law is
derived to achieve fixed time convergence. The timely convergence of the designed extended state
observer and the feedback law is proved theoretically. Mathematical simulations with detailed
actuator models and real time experiments are performed to demonstrate the robustness and
practicability of the proposed control scheme.

Keywords: quadrotor; ADRC; fixed-time extended state observer (FTESO); high-order sliding mode;
wind disturbance; actuator fault; mass eccentricity

1. Introduction

Unmanned aerial vehicles (UAVs) are useful for tasks that are dangerous or unaccessible for
human operation and popular in military and civilian applications such as investigation, inspection and
surveillance with the advantage of moving in three-dimensional space flexibly. A quadrotor is a kind
of vertical takeoff and landing (VTOL) aircraft lifted and controlled by four rotors [1]. Being simpler in
structure, less sensitive to damage, easier to handle and more cost-effective, quadrotors have gained
more attention in small unmanned aerial system (UAS) research than traditional helicopters. Therefore,
plenty of remarkable research achievements related to quadrotors have been made in recent years [2,3].

In practical terms, the position control method is designed according to specific mission
requirements and could be implemented onboard or remotely, while the attitude control is
performed via an onboard processor to stabilize the attitude reliably [4]. Traditional efficient
proportional–derivative (PD) control method has been used in the attitude control of quadrotor [5,6]
and achieves good practical performance. Feedback linearization is a commonly used technique to
control non-linear coupled systems and are adaptable to the controller design of quadrotor [7]. In [8],
the attitude states are transformed into a new state space with a nonlinear transformation to obtain a
linear system on which linear error-feedback control can be applied. The idea to design a controller
on a transformed linear system instead of the original non-linear system is valuable, however the
results in [8] show that the linear error-feedback controller is not robust in terms of uncertainties and
measurement noises.

Electronics 2018, 7, 357; doi:10.3390/electronics7120357 www.mdpi.com/journal/electronics101
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The small low-cost quadrotor is a non-redundant aircraft which suffers from external and internal
disturbances such as dynamic wind and actuator faults. In order to design the attitude controller
to be robust against unknown disturbances, the observer-based online disturbance estimation and
attenuation strategies have been widely studied in recent years. A disturbance observer based on
Q-filter is applied in [9,10] for robust hovering control. In [11], a neural network is used to learn
the uncertain terms in UAV dynamics. Aboudonia integrated a disturbance observer with feedback
linearization-based control in [12] for robustness, and combined a sliding mode controller with a
disturbance observer in [13]. The control schemes are verified with the Dryden turbulence model and
Von-Karman wind model, respectively. Disturbance observer-based trajectory tracking methods were
studied in [14,15]. The sliding mode-based observer and high-order sliding mode-based observer
are also extensively studied to enhance the robustness of feedback linearization-based controller [16],
sliding mode controller [17] and back-stepping controller [18]. Shi designed extended state observers
in [19,20] for the attitude control problem of quadrotors.

Active disturbance rejection control (ADRC) is proposed by Han in 2009 [21]. ADRC inherits
from the classical proportional–integral–derivative (PID) controller and executes in an error-driven
manner. By augmenting the system uncertainty into the state vector and constructing an extended
state observer (ESO), the uncertainty is observed in real-time. Aiming at replacing PID in industrial
applications, the ADRC scheme is developed experimentally in the first place. Recently, Guo [22]
has proved the convergence of ADRC for non-linear systems mathematically. As a practical control
scheme, ADRC has been applied to many engineering aspects, such as motor control, power plant
control, ship control, etc [23] (pp. 6–9). ADRC has been adopted for attitude control of a quadrotor
directly in [23–26].

In order to avoid the chattering effect in the sliding mode method, Levant [27,28] designed a
general-form arbitrary-order exact robust differentiator based on high-order sliding mode (HOSM)
algorithm. The proposed differentiator was proved to converge in finite time with bounded
uncertainties. In [29], Levant’s robust differentiator was improved via an extra exponential function
with an exponent greater than 1 in order to achieve fixed-time convergence regardless of the initial
deviation. In [30], a kind of fixed-time observer is derived and the constraints of the corrective term
is formulated. In fact, the observer in [29] is an instance of the formula of the fixed-time observer
in [30]. Angulo designed a fixed-time observer operated in a switching manner in [31]. The observer
is switched from a uniform differentiator to Levant’s finite-time differentiator. Compared with the
methods used in [29,30], Angulo’s switching-type observer performs only one exponential function
at each step. Therefore, it is more practical on micro-processors with limited computing power.
The switching-type observer has been applied to hypersonic vehicle flight control system [32] and
the Brunovsky system [33]. An adaptive super-twisting-based controller is designed for a hypersonic
vehicle in [34,35], in which a fixed-time observer is applied. In [36], a fixed-time observer and an
integral terminal sliding mode method are studied for fault-tolerant control of a hypersonic vehicle.

In this paper, motivated by the ADRC structure and fixed-time observer, a fixed-time active
disturbance rejection control (FTADRC) scheme based on the high-order sliding mode is proposed for
the quadrotor attitude system in the presence of unknown disturbances including model uncertainty,
dynamic wind, actuator fault and mass eccentricity. The proposed control scheme is analyzed
theoretically and verified experimentally. The main contributions of this paper are as follows.

1. The ESO in ADRC is improved via robust uniform high-order sliding mode differentiator to
achieve fixed time convergence given bounded differential of lumped disturbance.

2. A non-linear feedback control law combining a high-order sliding mode with feedback
linearization is applied in the improved ADRC scheme. In this way, the attitude controller
provides fixed-time stability.

The remainder of this paper is organized as follows. The mathematical models are presented in
Section 2. The classical ADRC structure is described in Section 3. The proposed high-order sliding

102



Electronics 2018, 7, 357

mode-based FTADRC is detailed in Section 4. Simulations with a Dryden wind model and experiments
with simulated disturbance are carried out in Section 5. Finally, the discussions of the experiments and
the conclusions are presented in Sections 6 and 7.

2. Mathematical Models

2.1. Rigid Body Dynamics

In this section, the quadrotor body is considered as a symmetrical rigid body attached with four
sets of actuators. And the center of mass coincides exactly with the center of the body. Figure 1 shows
a simplified model of an “X” type quadrotor and the coordinate frames used in this paper. The body
coordinate frame Obxbybzb is fixed with the quadrotor body, and the Earth coordinate frame OeNED is
fixed with the ground. As the flight time is short, the rotation of the earth is neglected such that the
Earth coordinate frame is static in inertial space.

Figure 1. Definition of coordinate frames.

We use modified Rodrigues parameters (MRPs) to represent rigid rotation to avoid the singularity
problem of the Euler angles and additional normalization requirement of the unit quaternions.

MRPs are expressed in the form of three-dimensional vectors ρ =
[

ρ1 ρ2 ρ3

]T
. ρ can be expressed

in the form of unit quaternion q =
[

q0 qT
v

]T
and angle φ and axis n of rotation as following.

ρ =
qv

1 + q0
= tan

φ

4
n (1)

The rotation matrix represented in form of MRP is expressed as follows:

R(ρ) =

⎡⎢⎢⎢⎢⎢⎣
1 − 8(ρ2

2+ρ2
3)

(|ρ|2+1)
2 − 4(|ρ|2ρ3−2ρ1ρ2−ρ3)

(|ρ|2+1)
2

4(|ρ|2ρ2+2ρ1ρ3−ρ2)

(|ρ|2+1)
2

4(|ρ|2ρ3+2ρ1ρ2−ρ3)

(|ρ|2+1)
2 1 − 8(ρ2

1+ρ2
3)

(|ρ|2+1)
2 − 4(|ρ|2ρ1−2ρ2ρ3−ρ1)

(|ρ|2+1)
2

− 4(|ρ|2ρ2−2ρ1ρ3−ρ2)

(|ρ|2+1)
2

4(|ρ|2ρ1+2ρ2ρ3−ρ1)

(|ρ|2+1)
2 1 − 8(ρ2

1+ρ2
2)

(|ρ|2+1)
2

⎤⎥⎥⎥⎥⎥⎦ (2)

The mathematical model of the quadrotor attitude described by MRPs is defined as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

.
ρ1 = 1

4 ωx(ρ2
1 − ρ2

2 − ρ2
3 + 1) + 1

2 ωy(ρ1ρ2 − ρ3) +
1
2 ωz(ρ1ρ3 + ρ2)

.
ρ2 = 1

4 ωy(ρ2
2 − ρ2

1 − ρ2
3 + 1) + 1

2 ωx(ρ1ρ2 + ρ3) +
1
2 ωz(ρ2ρ3 − ρ1)

.
ρ3 = 1

4 ωz(ρ2
3 − ρ2

1 − ρ2
2 + 1) + 1

2 ωx(ρ1ρ3 − ρ2) +
1
2 ωy(ρ2ρ3 + ρ1)

.
ωx =

Iy−Iz
Ix

ωyωz +
τx
Ix
+

JrΩrωy
Ix.

ωy = Iz−Ix
Iy

ωxωz +
τy
Iy
− JrΩrωx

Iy
.

ωz =
Ix−Iy

Iz
ωxωy +

τz
Iz
+ Jr

.
Ωr
Iz

(3)
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where ω =
[

ωx ωy ωz

]T
is the angular rate along body coordinate frame. Ix, Iy and Iz are

the diagonal elements of inertial matrix. The products of inertia are assumed to be zero. τ =[
τx τy τz

]T
is external torque. Jr is the rotational inertia of each propeller. Ωr is linear combination

of the rotor speeds Ωi(i = 1, 2, 3, 4) and calculated as follows:

Ωr = Ω1 − Ω2 + Ω3 − Ω4 (4)

Each MRP ρ has a shadow MRP ρS that represents the same orientation as ρ. Using the
combination of MRPs and their shadow set, any rotation could be described without singularity.
It is easy to be understand that rotating angle φ around the axis n is exactly the same as rotating angle
360◦ − φ around the axis −n, as shown in Figure 2. According to [37], the shadow point of MRP ρ is
formulated as follows.

ρS = − ρ

‖ρ‖2 (5)

It is worth noting that ρ is also the shadow point of ρS.

 

Figure 2. Graphic representation of original modified Rodrigues parameter (MRP) and shadow MRP.

2.2. Actuator Mode

Each of the four sets of actuators consists of an electron speed regulator, a brushless direct-current
(DC) motor (BLDM) and a propeller. The electron speed regulator is responsive to input signals. Thus,
it is modelled as a simple proportional component and neglected in following sections.

2.2.1. Motor Model

The circuit of the BLDM can be simplified into a series circuit composed of an equivalent resistance
RM, an equivalent inductance LM and the induction power supply eM produced by rotor rotation.
The input voltage u satisfies the following voltage equation of the motor circuit:

u = RMi + LM
di
dt

+
Ω
Kv

(6)

where i is the current, Ω is the rotational speed of the rotor, Kv is the motor velocity constant. The motor
torque is proportional to the current with coefficient KT.

QM = KTi (7)

Because the propeller is mechanically attached with a motor rotor, we ignore the rotational inertia
of the motor rotor and treat it as part of the rotational inertia of the propeller Jr. The rotation dynamics
equation of the propeller is formulated as follows:
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Jr
.

Ω = QM − Q (8)

where Q represents the aerodynamic drag torque, which will be discussed later in the propeller
aerodynamic model. The equivalent inductance LM of small BLDM is negligible. Therefore, the motor
is modelled by the following first-order differential equation with input u and output Ω.

Jr
.

Ω = KT

[
1

RM
(u − Ω

Kv
)− i0

]
− Q (9)

2.2.2. Propeller Aerodynamic Model

We build the propeller aerodynamic model for quadrotors mainly by consulting the aerodynamics
for a helicopter rotor in [38]. The model combines momentum theory and blade element analysis,
and achieves the following equation of the inflow ratio λ:

4F
√

λ2 + μ2(λ − λc)r − 1
4

σClα(θμ2 + 2θr2 − 2λr) = 0 (10)

where μ is the rotor advance ratio; F is a function of λ named by Prandtl correction factor; λc is the
climb inflow ratio; σ is the rotor solidity; Clα is the lift-curve slope; θ is the blade pitch angle; r is
the non-dimensional radial distance. The readers can refer to [38] for the detailed description and
derivation of the above equation.

λ cannot be directly solved from the above equation as F is a non-linear function of λ. Instead,
the equation could be solved in a nested iterative way as following.

1. Set F = 1.
2. Solve the equation through the Newton method with initial value in the case of μ = 0:

λ = λ0(r, λc) =

√
(

σClα
16F

− λc

2
)

2
+

σClα
8F

θr − (
σClα
16F

− λc

2
) (11)

3. Calculate F(λ), go to step 2 and start the next iteration.

Generally, convergence is obtained after about 3 times of iteration (outer cycle).
Divide the blade into N elements with length of Δr. The rotor thrust coefficient CT and torque

coefficient CQ are approximated with the sum of corresponding coefficients of each annulus with the
width of Δr as shown in Figure 3.

CT =
N
∑

n=1
ΔCTn

CQ =
N
∑

n=1
ΔCQn

ΔCTn = 4F(rn)
√

λ(rn)
2 + μ2(λ(rn)− λc)rnΔr

ΔCQn = λ(rn)ΔCTn +
1
4 σ(rn)Cd(2r2

n + μ2)Δr

(12)

where Cd is the drag coefficient, n = 1, , N. The trust and torque generated by the rotor could be
calculated with the coefficients. {

T = CTρπR2(ΩR)2

Q = CQρπR3(ΩR)2 (13)

where ρ is the air density; R is the radius of the rotor disk.
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Figure 3. Blade element.

2.3. Example of Measuring and Calculating Propeller Aerodynamic Model Parameters

Multiple parameters need to be determined before applying the above propeller aerodynamic
model in simulations. We summarize the parameters in Table 1, and present the method for
determination with an example.

As Table 1 shows, there are four kinds of parameters required in propeller aerodynamic model.
The atmospheric parameter is directly determined with the Earth’s atmospheric parameters. Propeller
parameters are manually measured. Velocity parameters are calculated online according to wind speed
and quadrotor motion in simulations. Aerodynamic coefficients are usually determined with the aid
of an accurate structural model, which is difficult to construct. We use an experimental method to
estimate the coefficients through measuring rotor trust, torque and rotation speed.

Table 1. Parameters used in the aerodynamic model of propeller.

Parameters Description Determination method

Atmospheric
parameter ρ Air density 1.2kg/m3 in low altitude

Propeller
parameters

R Propeller radius Measuring directly
c(rn) Blade chord Measuring directly
θ(rn) Blade pitch angle Measuring directly
Nb Number of rotor blades Measuring directly

Velocity
parameters

λc Climb inflow ratio Calculated according to velocity of quadrotor and
wind speed

μ Advance ratio Calculated according to velocity of quadrotor and
wind speed

Aerodynamic
coefficients

Clα Lift-curve slope Estimated with trust-rotation speed curve
Cd Drag coefficient Estimated with torque-rotation speed curve

We use 16” carbon propellers as example for measuring and estimating. The propeller radius is
203.2 mm. The number of blades per propeller is 2. Blade chord and blade pitch angle vary with the
radial position. We select 12 measurement points on the blade and measure the chord and pitch angle
manually on the measurement points. The measured results are shown in Table 2.
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Table 2. Chord length and pitch angle of the blade.

Radial Position (mm) Chord (mm) Pitch Angle (◦)

32 29 35.2
48 40 28
64 48 21.4
80 52 17.6
96 55 14.2

112 56 12.7
128 55 11.3
144 51 10.6
160 47 6.6
176 38 6.0
192 28 6.0

203.2 0 6.0

We use a tachometer (Hobbywing, Shenzhen, China), a tensionmeter (Jnsensor, Bengbu, China)
and a torquemeter (Jnsensor, Bengbu, China) to measure the thrust-speed and torque-speed curves
of 16” carbon propellers in static air. The three sensors are shown in Figure 4. In the measurement
process, the tensionmeter and the torquemeter are fixed on a solid stable structure, while the motor
with the propeller is mounted on the tensionmeter or the torquemeter with a flange. The tachometer
is connected with arbitrary two phases of the three-phase motor and measures the rotation speed by
counting the phase changes. The tensionmeter and the torquemeter output analog signals. The signals
are converted into digital measurements with an analog-to-digital (A/D) converter and sent to the
computer through a serial port.

Figure 4. Tensionmeter, torquemeter and tachometer.

According to Equation (13), the rotor thrust and torque increase with the square of the rotation
speed with ratio of CTρπR4 and CQρπR5 respectively. We take measurements in static air and fit the
thrust-speed and torque-speed curves with 2-order polynomial function. The thrust coefficient and
torque coefficient are recovered from the fitting parameters. We merge the measurements from four
sets of motors and propellers to get the average coefficients. The resulting curves are shown in Figure 5.
It is shown that the resulting 2-order polynomial functions fit the measurements well.

According to the fitting parameters, CT and CQ are 1.36 × 10−2 and 2.028 × 10−3 in the case of
λc = 0 and μ = 0. The whole calculation process of CT described before is treated as a non-linear
function of Clα, i.e.,

CT = fCT(Clα) (14)

It can be easily solved by the classical dichotomy method. With the above results, we obtain
Clα = 23.91. The solution of Cd is 0.0384 based on Equation (12) of CQ.
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(a) (b) 
Figure 5. Measurements and fitting curves. (a) Trust curve; (b) torque curve.

3. Active Disturbance Rejection Control (ADRC) Method

The ADRC method applied to a second-order system is shown in Figure 6. The method consists
of three parts: tracking differentiator (TD) is used to generate the desired states given the desired
outputs; extended state observer (ESO) is used to estimate the system uncertainty; non-linear state
error feedback (NLSEF) is used to feedback state errors effectively.

 

Figure 6. Structure of active disturbance rejection controller for second-order system.

The traditional ESO is a model-independent disturbance observer and can be employed
universally in the non-linear system control problem. However, the convergence rate of the traditional
ESO is not sufficient for a quadrotor attitude control problem. Therefore, this paper focuses on
improving the ESO with a high-order slide mode algorithm for quadrotor attitude control problem.
Additionally, the non-linear state error feedback control law is improved with a multivariable
high-order slide mode algorithm.

4. High-Order Sliding Mode-Based Fixed-Time Active Disturbance Rejection Control (FTADRC)

The FTADRC scheme is designed within the traditional ADRC structure based on the
feedback-linearization technique. A schematic block diagram of the proposed FTADRC scheme
for quadrotor attitude control is shown in Figure 7. The attitude control scheme consists of five parts:

• Feedback linearization for regularizing the attitude dynamic model;
• Fixed-time extended state observer (FTESO) for observing the unknown disturbances accurately;
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• MRP-TD for tracking the differential of input attitude described by MRP;
• Non-linear feedback control law for driving the orientation of quadrotor to track the desired

attitude timely;
• Control allocation for generating pulse-width modulation (PWM) signals for motors.

 

Figure 7. Block diagram of the proposed fixed-time active disturbance rejection control (FTADRC)
attitude control scheme.

4.1. Feedback Linearization

We remove the gyroscopic effect and reactionary torque related to the rotor speed in the attitude
dynamic equations and treat them as part of the unknown disturbance. A six-dimensional system is
defined with state vector x =

[
ρ1, ρ2, ρ3, ωx, ωy, ωz

]T, input vector u =
[
τx, τy, τz

]T and measurable
output vector y = [y1, y2, y3]

T. A non-linear system is achieved according to the attitude model in
Equation (3).

⎡⎢⎢⎢⎢⎢⎢⎢⎣

.
ρ1.
ρ2.
ρ3.
ωx
.

ωy
.

ωz

⎤⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

.
x

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1
4 ωx(ρ2

1 − ρ2
2 − ρ2

3 + 1) + 1
2 ωy(ρ1ρ2 − ρ3) +

1
2 ωz(ρ1ρ3 + ρ2)

1
4 ωy(ρ2

2 − ρ2
1 − ρ2

3 + 1) + 1
2 ωx(ρ1ρ2 + ρ3) +

1
2 ωz(ρ2ρ3 − ρ1)

1
4 ωz(ρ2

3 − ρ2
1 − ρ2

2 + 1) + 1
2 ωx(ρ1ρ3 − ρ2) +

1
2 ωy(ρ2ρ3 + ρ1)

(Iy − Iz)ωyωz/Ix

(Iz − Ix)ωxωz/Iy

(Ix − Iy)ωxωy/Iz

⎤⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

f(x)

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
0 0 0
0 0 0
1
Ix

0 0
0 1

Iy
0

0 0 1
Iz

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

g

⎡⎢⎣ τx

τy

τz

⎤⎥⎦
︸ ︷︷ ︸

u

⎡⎢⎣ y1

y2

y3

⎤⎥⎦
︸ ︷︷ ︸

y

=

⎡⎢⎣ ρ1

ρ2

ρ3

⎤⎥⎦
︸ ︷︷ ︸

h(x)

(15)

The Lie derivative and k-th Lie derivative of function hi(x) with respect to a vector-valued function
f(x) are defined as follows:
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Lfhi(x) =
6
∑

j=1

∂hi(x)
∂xj

f j(x)

Lk
f hi(x) = Lf(Lk−1

f hi(x))
(16)

A 3 × 3 matrix E(x) is constructed with the Lie derivatives Lgj
Lfhi(x), (i ∈ [1, 3], j ∈ [1, 3]):

E(x) =

⎡⎢⎣ Lg1
Lfh1(x) Lg2

Lfh1(x) Lg3
Lfh1(x)

Lg1
Lfh2(x) Lg2

Lfh2(x) Lg3
Lfh2(x)

Lg1
Lfh3(x) Lg2

Lfh3(x) Lg3
Lfh3(x)

⎤⎥⎦ (17)

Substituting functions of (15) into E(x) yields:

E(x) =

⎡⎢⎢⎢⎣
ρ2

1−ρ2
2−ρ2

3+1
4Ix

ρ1ρ2−ρ3
2Iy

ρ1ρ3+ρ2
2Iz

ρ1ρ2+ρ3
2Ix

ρ2
2−ρ2

1−ρ2
3+1

4Iy

ρ2ρ3−ρ1
2Iz

ρ1ρ3−ρ2
2Ix

ρ2ρ3+ρ1
2Iy

ρ2
3−ρ2

1−ρ2
2+1

4Iz

⎤⎥⎥⎥⎦ (18)

with a determinant of:

|E(x)| = (ρ2
1 + ρ2

2 + ρ2
3 + 1)3

64Ix Iy Iz
(19)

Obviously |E(x)| > 0 holds for all ρ ∈ R
3. Therefore, E(x) is non-singular. The relative degree

vector of system (15) is r = [2, 2, 2]T. System (15) can be transformed into a regular form.⎡⎢⎣
..
y1..
y2..
y3

⎤⎥⎦ =

⎡⎢⎣ L2
f h1(x)

L2
f h2(x)

L2
f h3(x)

⎤⎥⎦
︸ ︷︷ ︸

φ(x)

+ E(x)u (20)

The formula of a three-dimensional vector φ(x) is in Appendix A. Defining a new six-dimensional
state vector ξ =

[
ξ1

T, ξ2
T]T

=
[
ρ1, ρ2, ρ3,

.
ρ1,

.
ρ2,

.
ρ3
]T, a new state equation is derived from (20).{ .

ξ1 = ξ2.
ξ2 = φ + Eu

(21)

where φ and E are determined by the system model parameters. We divide them into the nominal
parts φ, E and the uncertain parts Δφ, ΔE. The input torque u is divided into the control torque uc and
the unknown disturbance torque Δu. φ, E and u are rewritten in the following format.⎧⎪⎨⎪⎩

φ = φ + Δφ

E = E + ΔE
u = uc + Δu

(22)

Substituting (22) into (21) yields:{ .
ξ1 = ξ2.
ξ2 = (φ + Euc) + (Δφ + ΔEuc + EΔu)

(23)

Define an auxiliary input vector μ and a lumped disturbance vector Δμ as follows:{
μ = φ + Euc

Δμ = Δφ + ΔEuc + EΔu
(24)
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Substituting (24) into (23) yields: { .
ξ1 = ξ2.
ξ2 = μ + Δμ

(25)

4.2. Fixed-Time Third-Order Sliding Mode Observer-Based Extended State Observer (ESO)

According to (24), the equivalent disturbance torque Δτ is related to Δμ in the format:

Δτ = E−1Δμ (26)

Since E is a non-singular matrix, the estimation of Δτ is equivalent to the estimation of Δμ.
Augment Δμ as an extended state ξ3 = Δμ, the reconstructed linear system is rewritten as:⎧⎪⎨⎪⎩

.
ξ1 = ξ2.
ξ2 = ξ3 + μ
.
ξ3 = ζ

(27)

where ζ is the derivative of ξ3. Assume that each element of ζ is bounded.

ζi ∈ [−L, L] , i = 1, 2, 3 (28)

The elements in a 3-dimensional vector ξ1, ξ2 and ξ3 are independent of each other. Motivated
by [31], a fixed-time convergent extended state observer (FTESO) for each element i (I = 1,2,3) is
designed as:

.
ξ̂1,i = −θiα1,i

⌈
ξ̂1,i−ξ1,i

δ

⌋ 2
3 − (1 − θi)β1,i

⌈
ξ̂1,i−ξ1,i

δ

⌋1+ε

+ ξ̂2,i

.
ξ̂2,i = −θi

α2,i
δ

⌈
ξ̂1,i−ξ1,i

δ

⌋ 1
3 − (1 − θi)

β2,i
δ

⌈
ξ̂1,i−ξ1,i

δ

⌋1+2ε

+ ξ̂3,i + μi

.
ξ̂3,i = −θi

α3,i
δ2

⌈
ξ̂1,i−ξ1,i

δ

⌋0
− (1 − θi)

β3,i
δ2

⌈
ξ̂1,i−ξ1,i

δ

⌋1+3ε

θi =

{
0 , ξ̂1,i − ξ1,i > δ

1 , ξ̂1,i − ξ1,i ≤ δ

(29)

where ξ̂1,i, ξ̂2,i and ξ̂3,i are the estimation of ξ1,i. ξ2,i and ξ3,i respectively. δ > 0 is used to scale
the estimation error. Function �x�k = |x|ksign(x), sign(·) represents the signum function. ε > 0 is
chosen small enough. θi is used to switch between two different exponential functions. αj,i (j = 1, 2, 3)
are selected based on the boundary value L using the formulas for the HOSM differentiator in [28].
β j,i (j = 1, 2, 3) are selected such that the following matrix is Hurwitz as suggested by [31].

A =

⎡⎢⎣ −β1,i 1 0
−β2,i 0 1
−β3,i 0 0

⎤⎥⎦ (30)

There are two major improvements between the above observer with the differentiators used
in [31,32].

1. The switching is conducted according to the estimation error instead of an arbitrary fixed time.
2. The estimation error ξ̂1,i − ξ1,i is scaled with 1/δ.
The switching structure of the observer takes advantage of dealing with different estimation errors

with different exponential functions. The function with exponential larger than 1 is more efficient with
larger errors, while the function with exponential smaller than 1 is more efficient with smaller errors.
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So, we use a switch mechanism controlled by estimation errors to make full use of different exponential
functions. The scaling factor is used to adjust flexibly the estimation errors for better performance.

Theorem 1. Suppose that ξ1 and μ are available in real time. FTESO (29) converges to the true extended states
ξ1,i, ξ2,i and ξ3,i in a fixed time with the parameters chosen according to preceding rules.

Proof of Theorem 1. Define the following notations for observation errors.⎧⎪⎨⎪⎩
Δξ1,i = ξ̂1,i − ξ1,i
Δξ2,i = ξ̂2,i − ξ2,i
Δξ3,i = ξ̂3,i − ξ3,i

(31)

Differentiating Δξ1,i, Δξ2,i and Δξ3,i, one can obtain:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Δ
.
ξ1,i = −θiα1,i

⌈
ξ̂1,i−ξ1,i

δ

⌋ 2
3 − (1 − θi)β1,i

⌈
ξ̂1,i−ξ1,i

δ

⌋1+ε

+ Δξ̂2,i

Δ
.
ξ2,i = −θi

α2,i
δ

⌈
ξ̂1,i−ξ1,i

δ

⌋ 1
3 − (1 − θi)

β2,i
δ

⌈
ξ̂1,i−ξ1,i

δ

⌋1+2ε

+ Δξ̂3,i

Δ
.
ξ3,i = −θi

α3,i
δ2

⌈
ξ̂1,i−ξ1,i

δ

⌋0
− (1 − θi)

β3,i
δ2

⌈
ξ̂1,i−ξ1,i

δ

⌋1+3ε

− ζi

(32)

Define: ⎧⎪⎨⎪⎩
η1,i = Δξ1,i(δt)/δ

η2,i = Δξ2,i(δt)
η3,i = δΔξ3,i(δt)

(33)

Substituting (33) into (32) yields:⎧⎪⎪⎨⎪⎪⎩
.
η1,i = −θiα1,i�η1,i�

2
3 − (1 − θi)β1,i�η1,i�1+ε + Δξ̂2,i

.
η2,i = −θiα2,i�η1,i�

1
3 − (1 − θi)β2,i�ξ1,i�1+2ε + Δξ̂3,i.

ξ3,i = −θiα3,i�ξ1,i�0 − (1 − θi)β3,i�ξ1,i�1+3ε − δ2ζi

(34)

According to Theorem 1 in [31], (34) converges to a 3-sliding surface S = {η1,i = 0, η2,i = 0, η3,i = 0}
in a fixed time T. Therefore, (29) converges to the true extended states ξ1,i, ξ2,i and ξ3,i in a fixed time
T/δ. This complete the proof. �

4.2.1. Tracking Differentiator

The tracking differentiator for the desired attitude ρd = [ρ1,d, ρ2,d, ρ3,d]
T based on the above

feedback linearization model is obtained by directly applying the TD in the classical ADRC structure.{ .
ξ1,d = ξ2,d.
ξ2,d = fhan3(ξ1,d − ρd, ξ2,d, r, h0)

(35)

where function fhan3 is the vector version of tracking function fhan in [21]. It performs function fhan for
each element of the 3-D vectors. The above tracking differentiator outputs the desired linearized states
ξ1,d and ξ2,d. Considering the multi-solution characteristic of MRP in describing rotation, the shadow
tracking differentiator for ρS

d should also be constructed as follows.⎧⎨⎩
.
ξ

S
1,d = ξS

2,d
.
ξ

S
2,d = fhan3(ξ

S
1,d − ρS

d, ξS
2,d, r, h0)

(36)
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4.2.2. Multivariable High-Order Sliding Mode (HOSM)-Based Fixed-Time Non-Linear Feedback Law

Define the sliding surface and shadow sliding surface:

σ = C(ξ1 − ξ1,d) + (ξ2 − ξ2,d)

σS = C(ξ1 − ξS
1,d) + (ξ2 − ξS

2,d)
(37)

where C is a 3 × 3 diagonal matrix with positive elements of main diagonal. For tracking the desired
attitude described by the MRP set

{
ρd, ρS

d

}
, there are two candidate sliding mode surfaces to approach.

We force the quadrotor moving towards the “nearby candidate” in
{

σ, σS} with minimal 2-norm.
Without loss of generality, the fixed-time feedback law is designed and analyzed for σ in the following.

Differentiating σ and substituting (25) into the expression of
.
σ, one can obtain:

.
σ = C(ξ2 − ξ2,d) + μ + Δμ (38)

Inspired by [39], we use 2-norm of the 3-dimension vector σ to apply the high-order sliding mode
algorithm on the above multivariable system. A fixed-time second-order sliding mode control law
with disturbance rejection is designed as:

μ = −k1σ‖σ‖−p1 − k2σ‖σ‖p2 − C(ξ2 − ξ2,d)− ξ̂3 (39)

where k1 > 0, k2 > 0, 0 < p1 < 1, 0 < p2 < 1, and the notation ‖σ‖ represents 2-norm of vector
σ. According to Theorem 1, ξ̂3 becomes equal to Δμ in a fixed time. Substituting (39) into (38),
the close-loop dynamic equation of σ can be obtained.

.
σ = −k1σ‖σ‖−p1 − k2σ‖σ‖p2 (40)

Theorem 2. Consider the closed-loop system (40), the sliding variable σ and its derivative
.
σ reach the origin in

fixed time.

Proof of Theorem 2. Given (40), the 3-dimension vectors
.
σ and σ are parallel in opposite directions.

That means the direction of σ does not change with time, and the following equation holds.

‖ .
σ‖ = −d‖σ‖

dt
(41)

Substituting (40) into (41) yields:

d‖σ‖
dt

= −(k1‖σ‖−p1 + k2‖σ‖p2)‖σ‖ = −k1‖σ‖1−p1 − k2‖σ‖1+p2 (42)

When the initial value of the system satisfies the inequation ‖σ(0)‖ > 1, according to the above
equation, one can obtain:

d‖σ‖
dt

< −k2‖σ‖1+p2 (43)

Inequation (43) can be rewritten as:

d‖σ‖
‖σ‖1+p2

< −k2dt (44)

Denote the time consumed for ‖σ(t)‖ reducing from ‖σ(0)‖ to 1 to T1, i.e., ‖σ(T1)‖ = 1. Integrate
Equation (44), and it can be found that T1 is bounded by a fixed value that is independent of initial
value σ(0).
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T1 <
1

k2 p2
(45)

After the system state reaching ‖σ‖ = 1 in time T1, according to (42), one can obtain:

d‖σ‖
dt

< −k1‖σ‖1−p1 (46)

Denote the time consumed for ‖σ(t)‖ reducing from 1 to 0 to T2, i.e., ‖σ(T1 + T2)‖ = 0. Integrate
Equation (46), and it can be concluded that if ‖σ(T1)‖ is in range (0,1], T2 is bounded by a fixed value.

T2 <
1

k1 p1
(47)

For a 3-dimensional vector σ, ‖σ‖ = 0 ⇔ σ = 0 . According to Equation (40),
.
σ = 0 when σ = 0.

This completes the proof. �

The control torque is calculated according to the first equation in (24).

uc = E−1
μ − φ (48)

The feedback law (39) performs exponential functions on the 2-norm of σ instead of three
Euler angles used in [15]. In this way, the exponential functions-related computation is reduced.
This characteristic is helpful when using a low-cost advanced RISC (reduced instruction set computing)
machine (ARM) microprocessor that is ineffective to nonlinear functions such as exponential,
trigonometric and inverse trigonometric functions.

By means of input–output feedback linearization, the non-linear attitude system is transformed
into a linear system and the parameters in the observer and controller are adjusted in a standard
way [28]. More importantly, the matrix B for tuning the disturbance estimation and compensation in
traditional ADRC [21] is a model-related parameter even though the whole method is independent of
the type of system function. This means the parameter is hard to tune in attitude control of quadrotor
that the control torque is not generated directly by the controller output. The HOSM-based FTESO and
non-linear feedback law are constructed based on the equivalent linear model, such that the observer
and the controller are completely independent without common parameters and can be adjusted
individually. In conclusion, the proposed FTADRC method is tuned more easily than the traditional
ADRC method.

4.2.3. Non-Linear Control Allocation

The control torque is allocated to four actuators according to the actuator models. After the
motors reach the steady state, the PWM signals outputted by the controller are proportional to the rotor
speeds. Given the quadratic dependence of thrust and torque upon rotor speed, a simple nonlinear
control allocation method is used in this paper.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

r1 = 1
2

√
− 2τx√

2lλT
+

2τy√
2lλT

+ τz
λQ

+ F
λT

r2 = 1
2

√
2τx√
2lλT

+
2τy√
2lλT

− τz
λQ

+ F
λT

r3 = 1
2

√
2τx√
2lλT

− 2τy√
2lλT

+ τz
λQ

+ F
λT

r4 = 1
2

√
− 2τx√

2lλT
− 2τy√

2lλT
− τz

λQ
+ F

λT

(49)
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where ri , (i = 1, 2, 3, 4) represents the duty circle of PWM signal for each actuator, l is the distance
between the rotor and the center of mass of the quadcopter, F is the whole thrust provided by remote
controller, λT and λQ are the coefficients related to actuator models which can be approximately
calculated with maximum thrust Tmax, maximum torque Qmax and maximum duty circle rmax.

λT = Tmax
rmax2

λQ = Qmax
rmax2

(50)

5. Simulation and Experimental Results

5.1. Simulation Results

A simulation model for quadrotor attitude control is built according to the mathematical
models and data acquired in Section 2. The structure of the simulation model is shown in Figure 8.
The controller module includes the control method to be verified. The output signals are passed into a
zero-order holder before the mathematical models in order to simulate the discrete calculation on the
digital processor. The model part includes the motor model, propeller aerodynamic model, and rigid
body dynamic model.

 
Figure 8. Structure of simulation model.

The unknown wind is added into the model as external disturbance. The rotor thrust and torque
are influenced by the wind speed near the propeller. As the quadrotor body is acting as an obstruction
to the wind, the wind attenuates while it passes through the body. As a result, the wind speed
at the upwind side is larger than the wind speed at the downwind side. The wind attenuation
is related to the interaction between the quadrotor body and the wind. In this paper, the wind
speed is resolved into a component w parallel to the rotor disk and a component u perpendicular
to the rotor disk. The attenuation of u is neglected so that u is constant near the quadrotor body.
w decreases proportionally with the distance traveled along the quadrotor body. Figure 9 is a graphical
representation of w decreasing with its travel along the quadrotor body. The green dashed line is the
component w passing the body centroid. pi(i = 1, 2, 3, 4) represents four rotor centers. After projecting
pi on the gray line, the projection point closest to the wind direction is selected as the windward point
pw. The wind speed near the rotor corresponding to pw is supposed to be w. The wind speed near
other three rotors is calculated as follows:

wi = max(1 − γwdi, 0)w (51)

where γw is the attenuation factor, di is the distance between rotor i with pw along vector w.
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Figure 9. Chart of calculating the wind speed around each propeller.

The above wind attenuation leads to different thrust at the upwind side and downwind side
and in turn generates a wind-related overturning torque which acts as the disturbance in attitude
control system.

The commonly used Dryden turbulence model is used to generate random wind. The fundamental
of the Dryden model is constructing a transfer function based on spectrum functions of atmospheric
turbulence velocity and its gradient to convert the white noise signal to a colored noise signal.
The Dryden module in aerospace toolbox of Simulink (Version 8.9, MathWorks., Natick, MA, United
States, 2017) is used in this paper to generate random wind speed. The low-altitude intensity in the
model is set to 10m/s. The other parameters are decided according to MIL-F-8785C standard. The wind
speed along three axes of Earth coordinates framed with an altitude of 6m is shown in Figure 10.

 

Figure 10. Random wind speed generated by Dryden model.

We present the mathematical simulations of proposed FTADRC attitude control method on a
quadrotor model with the parameters in Table 3. The other parameters related to propeller shape and
aerodynamics are chosen as Section 2.3. The first four parameters in Table 3 are used in the controller.
Practically, l is easy to measure, while the inertias are hard to obtain. So, the nominal parameters are
selected as the last column.

In the simulations, the position of the quadrotor is assumed to be free from the forces that include
the propeller thrust and gravity. A square wave signal with amplitude of 20◦, period of 8s is used as
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the desired roll angle input to analyze the step response. The random wind generated by the Dryden
model is added into the simulation since the 15th second in order to compare the proposed FTADRC
with the traditional ADRC in the absence and presence of dynamic wind disturbance. The simulation
results of two different attitude control methods are shown in Figures 11–16.

Table 3. Parameters of the quadrotor in simulations.

Parameter Description True Value Nominal Value

Ix Inertia along xb-axis 0.1 kgm2 0.05 kgm2

Iy Inertia along yb-axis 0.1 kgm2 0.05 kgm2

Iz Inertia along zb-axis 0.22 kgm2 0.5 kgm2

l Distance between rotor and centroid 0.4 m 0.4 m
m Mass 8 kg –
Kv Motor velocity constant 325 rpm/V –
RM Equivalent resistance of motor 0.26 Ω –

Figure 11. Curves of roll angle.

 

Figure 12. Curves of pitch angle.
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Figure 13. Curves of yaw angle.

 

Figure 14. Curves of observation error for Δτx.

 

Figure 15. Curves of observation error for Δτy.
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Figure 16. Curves of observation error for Δτz.

As illustrated in Figure 11, quick convergence of the roll angle is achieved by both methods before
15 s with no disturbances because we tune the parameters of the two different controllers to achieve
high-gain feedback control. With the presence of simulated dynamic wind, FTADRC tracks the desired
attitude more accurately than traditional ADRC. Figures 14–16 indicate that the disturbance estimation
of FTESO is more precise than traditional ESO.

The sharp peaks in Figures 14–16 are caused by motor inertia which is generally neglected in
previous researches. The motors are not able to provide the rapidly changing control torque to follow
the step input. The deviation of control torque acts as a rapidly changing disturbance which is difficult
to track for both FTESO and ESO. However, the sudden disturbance vanishes quickly as the motor
tracks the desired speed, and the attitude of the quadrotor is not seriously affected.

5.2. Experimental Results

In order to verify the effectiveness of the proposed FTADRC attitude control method in
practical applications, we have developed a flight control unit (FCU) mainly using an STM32F103
micro-processor (STMicroelectronics, Geneva, Switzerland) and two ICM-20689 inertial measurement
units (IMUs, InvenSense, San Jose, CA, United States). The angular speed and acceleration information
provided by the two IMUs is averaged to generate more accurate measurements. An external
HMC5983 magnetometer (Honeywell, Morris Plains, NJ, United States) is used for assisting the
attitude determination process. The attitude determination algorithm in [40] is applied to the FCU
providing attitude measurements. The core components including micro-processor and sensors cost
less than 40 US dollars. In the experiments, the proposed fixed-time disturbance rejection control
method consumes less than 1 ms on the 72 MHz ARM processor.

The experiments are conducted with a self-assembled QR450 quadrotor. The experimental setup
consists of a remote controller, a ground control station (GCS) and the quadrotor with FCU onboard is
shown in Figure 17. A pair of Xbee modules is used for communication between the FCU and GCS.

The quadrotor frame is made by aluminium alloy and carbon fiber to lower costs, and it
has been deformed after being used for more than a year in plenty of flight tests, as shown in
Figure 18. The deformations result in additional disturbances as the parameters are set ignoring
them. The parameters are chosen as Table 4, in which Ix, Iy and Iz are estimated intuitively without
precise measurement.
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Figure 17. Experimental system.

 

Figure 18. Deformation of quadrotor frame used in the experiments.

Table 4. Control parameters used in the experiments.

Parameters Nominal Value

Ix 0.01 kgm2

Iy 0.01 kgm2

Iz 0.02 kgm2

C diag(5,5,30)
k1 70
k2 10
p1 0.5
p2 0.5

The experiments are conducted indoors without Global Positioning System (GPS) signals.
To assure flight security, the quadrotor is controlled remotely. The external unknown disturbance is
simulated in three different ways. The performance of rejecting disturbance is verified respectively in
all cases.

Case 1. Eccentric mass

In this case, an iron mass block of 194 g acting as the eccentric mass is hung from the right-hand
front corner of the quadrotor frame, as shown in Figure 19. The original quadrotor without the
eccentric mass is 1195 g. The eccentric mass is equivalent to 16% of the original quadrotor and 64% of
individual motor thrust during hovering in weight. In addition, the block waves during flight and
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generates time-varying disturbance. The iron block hung from a corner of the frame mainly acts as
an unknown constant torque in the attitude control system. In a simple error-driven control method,
the constant disturbance torque will cause an attitude bias.

 

Figure 19. A mass block hung from the right hand front corner is used as the eccentric mass.

The curves of the attitude angles are shown in Figures 20–22, and the curves of the estimated
disturbances are shown in Figure 23. The roll and pitch angles are affected by the eccentric mass and
the control errors increase to about 2◦ in 1.5 s after the quadrotor takes off from the ground. The FTESO
tracks the unknown disturbances in about 3 s with an initial value of 0. The fast-changing desired roll
and pitch angles are produced by remote controller to test the controller’s performance. By estimating
and attenuating the estimated disturbances, the attitude angles are tracked accurately.

 

Figure 20. Curves of roll angle.

 

Figure 21. Curves of pitch angle.
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Figure 22. Curves of yaw angle.

 

Figure 23. Curves of disturbance estimation.

Case 2. Sudden fault of a single motor

In this case, we simulate the actuator fault of motor 1 (right hand front motor) with a programed
effectiveness loss of 30%, which means the output duty circle of motor 1 is multiplied by 0.7. The time
of fault and recovery is controlled by a digital switch on the remote controller. As a non-redundant
system, the quadrotor is sensitive to motor faults. The attitude model is uncontrollable if any of the
four motors is completely disabled. So, we employ a programed motor effectiveness loss instead of a
complete motor failure to model an in-flight actuator fault.

In the experiment, the fault occurs at 6.4 s and the motor recovers at 32.4 s. The curves of attitude
angles are shown in Figures 24–26, and the curves of estimated disturbances are shown in Figure 27.
The roll angle quickly changes to 19.8◦, and the pitch angle quickly changes to −14.8◦ as a result of the
motor fault. FTESO converges to the disturbances caused by the fault and the attitude angles track the
desired values after 16 s.
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Figure 24. Curves of roll angle.

 

Figure 25. Curves of pitch angle.

Figure 26. Curves of yaw angle.
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Figure 27. Curves of disturbance estimation.

The recovery of the motor is also treated as an external disturbance. It can be easily known from
the motor model that the acceleration of the motor is slower than the deceleration. Thus, the recovery
process has less impact on the quadrotor with a bounded disturbance differential-based FTESO. The roll
angle changes to −16.4◦, and the pitch angle changes to 14.4◦ 0.4 s after the motor recovers from the
fault. The disturbance estimations of FTESO approximately turn back to the values before the motor
fault 5.6 s after the recovery.

Case 3. Wind and damaged propeller

In this case, we install a damaged propeller on motor 2 (left hand front motor) and use two
electrical fans to generate the external wind as shown in Figure 28. We make the quadrotor hover
in the wind by remote control. The average wind speed generated by the two electrical fans is
around 4.5 m/s. The main purpose of this case is to show the performance of FTADRC method with
common lumped disturbances in quadrotor attitude control such as wind disturbance and propeller
damage. Figures 29–32 present the experimental results of the FTADRC and conventional ADRC
schemes. In each figure, panel (a) indicates the result of FTADRC, and panel (b) indicates the result of
conventional ADRC.

Figures 29–31 present the tracking errors of attitude angles of FTADRC and conventional ADRC
control schemes. The tracking errors of roll and pitch angles using FTADRC control scheme keep
below 2◦ with average values around 0◦, while the tracking errors of roll and pitch angles using the
ADRC control scheme have peak-to-peak values larger than 15◦ and obviously non-zero average values.
Figure 32 shows disturbance estimation with FTADRC and traditional ADRC schemes. The disturbance
introduced by the wind is hard to evaluate accurately because of the complicated wind dynamics
related to the electrical fans. However, it still could be seen from Figure 32 that the disturbance
estimation using FTADRC changes faster than that using conventional ADRC. Along with the tracking
errors of attitude angles, it can be demonstrated that FTADRC responds more quickly to the external
disturbances and tracks the input attitude more accurately than conventional ADRC.
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Figure 28. Experimental environment with wind and damaged propeller.

(a) (b) 

Figure 29. Tracking errors of roll angle using different control schemes: (a) FTADRC; (b)
conventional ADRC.

 
(a) 

 
(b) 

Figure 30. Tracking errors of pitch angle using different control schemes: (a) FTADRC; (b)
conventional ADRC.
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(a) 

 
(b) 

Figure 31. Tracking errors of yaw angle using different control schemes: (a) FTADRC; (b)
conventional ADRC.

 
(a) 

 
(b) 

Figure 32. Curves of disturbance estimation using different control schemes: (a) FTADRC; (b)
conventional ADRC.

6. Discussion

In the experiment with eccentric mass, the quadrotor takes off from the ground slowly so that the
eccentric mass could be regard as a disturbance accumulating during take-off. Thus, its influence on
attitude angles is not obvious and FTESO converges to the lumped disturbances quickly. During the
flight, the attitude of the quadrotor accurately tracks the desired attitude with disturbances rejected by
FTESO. This experiment together with the simulations demonstrate the stability and robustness of
FTADRC in the presence of slowly varying disturbance such as dynamic wind and eccentric mass.

In the experiment with a motor fault, the disturbance caused by the fault takes effect rapidly. Strictly
speaking, the differential of disturbance exceeds the bound set in FTESO, and the proposed FTADRC is
not suitable for such a case theoretically. However, the results show that the attitude system of quadrotor is
stabled by FTADRC except that FTESO consumes more time for convergence. Therefore, the proposed
robust control scheme could be applied to the practical situations beyond the theoretical constraints.

Since the motor merely fails in flight and the centroid of mass is generally adjusted before
flight, the conditions in the previous two cases are rigorous, and not normal in the practical
operation of quadrotors. The last case with damaged propeller and unknown wind represents a
more common operation situation of a low-cost quadrotor. In this experiment, the proposed FTADRC
and conventional ADRC attitude control schemes are compared. The performance of FTADRC clearly
exceeds the conventional ADRC according to the results.
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7. Conclusions

In this paper, the FTADRC scheme is proposed based on a HOSM method for the attitude
control of a quadrotor with unknown disturbance. The control scheme employs a fixed-time ESO for
observing the lumped disturbance, and uses a multivariable fixed-time second-order sliding mode
method to fast approach the sliding surface for a feedback-linearized system. Detailed mathematical
models are built for simulation analysis. According to the comparative simulation and experiment
results, the attitude control accuracy is improved compared with the traditional ADRC because FTESO
achieves higher precision than the traditional ESO, and the control scheme is effective on a low-cost
flight control unit. It can be concluded that the proposed FTADRC is robust toward dynamic wind,
mass eccentricity, and motor fault. Additionally, FTADRC is practical for a low-cost quadrotor because
of its high time-efficiency.
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Appendix A

Define:

a =
ρ2

1 + ρ2
2 + ρ2

3 − 1
2

= − q0

1 + q0
(A1)

The three elements of φ(x) are:

L2
f h1(x) = 1

4 (ωz + ρ1ωy − ρ2ωx)(ρ3ωx − ρ1ωz + ρ2
2ωy − aωy + ρ1ρ2ωx + ρ2ρ3ωz)

− 1
4 (ωy − ρ1ωz + ρ3ωx)(ρ1ωy − ρ2ωx + ρ2

3ωz − aωz + ρ1ρ3ωx + ρ2ρ3ωy)

+ 1
4 (ρ1ωx + ρ2ωy + ρ3ωz)(ρ2ωz − ρ3ωy + ρ2

1ωx − aωx + ρ1ρ2ωy + ρ1ρ3ωz)

+ 1
4Ix

(Iy − Iz)ωyωz(ρ2
1 − ρ2

2 − ρ2
3 + 1)

+ 1
2Iz

(Ix − Iy)ωxωy(ρ1ρ3 + ρ2)

+ 1
2Iy

(Iz − Ix)ωxωz(ρ1ρ2 − ρ3)

L2
f h2(x) = 1

4 (ωx + ρ2ωz − ρ3ωy)(ρ1ωy − ρ2ωx + ρ2
3ωz − aωz + ρ1ρ3ωx + ρ2ρ3ωy)

− 1
4 (ωz + ρ1ωy − ρ2ωx)(ρ2ωz − ρ3ωy + ρ2

1ωx − aωx + ρ1ρ2ωy + ρ1ρ3ωz)

+ 1
4 (ρ1ωx + ρ2ωy + ρ3ωz)(ρ3ωx − ρ1ωz + ρ2

2ωy − aωy + ρ1ρ2ωx + ρ2ρ3ωz)

+ 1
4Iy

(Iz − Ix)ωxωz(ρ2
2 − ρ2

1 − ρ2
3 + 1)

+ 1
2Iz

(Ix − Iy)ωxωy(ρ2ρ3 − ρ1)

+ 1
2Ix

(Iy − Iz)ωyωz(ρ1ρ2 + ρ3)

L2
f h3(x) = 1

4 (ωy − ρ1ωz + ρ3ωx)(ρ2ωz − ρ3ωy + ρ2
1ωx − aωx + ρ1ρ2ωy + ρ1ρ3ωz)

− 1
4 (ωx + ρ2ωz − ρ3ωy)(ρ3ωx − ρ1ωz + ρ2

2ωy − aωy + ρ1ρ2ωx + ρ2ρ3ωz)
1
4 (ρ1ωx + ρ2ωy + ρ3ωz)(ρ1ωy − ρ2ωx + ρ2

3ωz − aωz + ρ1ρ3ωx + ρ2ρ3ωy)

+ 1
4Iz

(Ix − Iy)ωxωy(ρ2
3 − ρ2

1 − ρ2
2 + 1)

+ 1
2Iy

(Iz − Ix)ωxωz(ρ2ρ3 + ρ1)

+ 1
2Ix

(Iy − Iz)ωyωz(ρ1ρ3 − ρ2)

(A2)
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Abstract: This article addresses the problem of high precision attitude control for quadrotor
unmanned aerial vehicle in presence of wind gust and actuator faults. We consider the effect
of those factors as lumped disturbances, and in order to realize the quickly and accurately estimation
of the disturbances, we propose a control strategy based on the online disturbance uncertainty
estimation and attenuation method. Firstly, an enhanced extended state observer (ESO) is constructed
based on the super-twisting (ST) algorithm to estimate and attenuate the impact of wind gust
and actuator faults in finite time. And the convergence analysis and parameter selection rule
of STESO are given following. Secondly, in order to guarantee the asymptotic convergence of
desired attitude timely, a sliding mode control law is derived based on the super-twisting algorithm.
And a comprehensive stability analysis for the entire system is presented based on the Lyapunov
stability theory. Finally, to demonstrate the efficiency of the proposed solution, numerical simulations
and real time experiments are carried out in presences of wind disturbance and actuator faults.

Keywords: quadrotor; super twisting extended state observer (STESO); super twisting sliding mode
controller (STSMC); wind disturbance; actuator faults

1. Introduction

Quadrotor unmanned aerial vehicles (UAVs) are rapidly growing in popularity due to their
wide range of civil and military applications such as surveillance, inspection, search and rescue,
and disaster response. As a new kind of UAV, quadrotor is a small rotorcraft with four propellers
driven by four direct current (DC) motors respectively [1]. Compared with traditional helicopters,
the structure of quadrotor is simpler and more efficient, and has unique features in precise hovering,
aggressive maneuver, vertical take-off and landing (VTOL) [2,3], etc. Therefore, the researches on
quadrotor unmanned aerial vehicle become more and more popular in recent years, and a lot of
achievements have been made [4–6].

The quadrotor is an underactuated and nonlinear coupled system [7]. Traditionally,
the integral-type control methods are commonly used in the controller design of quadrotor UAVs
and have shown to be effective in the attitude and position stabilization control of them. In [8,9],
a proportional integral derivative (PID) control method was developed to obtain the stability of
quadrotor. In [10], nonlinear PI/PID controller was designed to regulate the posture of quadrotor
and showed robustness to aircraft systems effects. In [11], a motion controller of quadrotor has been
derived by using time scale separation ideas, and numerical simulations confirmed that the motion

Electronics 2018, 7, 128; doi:10.3390/electronics7080128 www.mdpi.com/journal/electronics130
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control objective is satisfied with the proposed scheme in presence of the forces saturation of propellers,
sensor noise and perturbing forces caused by wind. And in [12], the linear quadratic regulator
(LQR) controller was applied to deal with the nominal system of quadrotor obtained by feedback
linearization method. In order to meet some mission requirements, high precision attitude control is
essential in those applications. However, when operating in outdoor environments, quadrotors would
be easily affected by wind gust during the course of flight [13]. In addition to wind gust, the actuating
motor-propeller system is prone to faults due to component degradation or damage to the motors or
propellers, which may lead to significant performance degradation or even instability of the close-loop
system [14]. Therefore, it is difficult for the traditional linear controllers to achieve the high precision
control requirement under the influence of these factors. To solve this problem, many approaches have
been proposed in literatures. Robust adaptive controller was introduced to eliminate the influence
of wind gust in [15]. In [16], robust optimal backstepping control (ROBC) is designed to address the
stabilization and trajectory tracking problem of quadrotor in the existence of wind gust. And in [14],
a nonlinear robust adaptive fault-tolerant altitude and attitude tracking method was implemented
to accommodating actuator faults in quadrotor without the need of a faults diagnosis mechanism.
In summery, these methods were designed to improve the robustness of the system.

Alternatively, both wind gust and actuator faults can be considered as lumped disturbances
and the online disturbance and uncertainty estimation and attenuation (DUEA) method would be
a potential solution to this problem. In recent years, the DUEA methods have been widely studied for
some types of real time systems in order to cancel the influence of lumped disturbances at the controller
stage [17,18], and the framework of which can be divided into two parts, namely, a disturbance and
uncertainty estimator (DUE) and a feedback controller (FC).

In the first part, DUE is designed to estimate the disturbances so that they could be compensated
in the feedforward loop. To achieve this aim, a series of observers have been proposed as the DUE
so far, such as disturbance observer (DO) [19,20], extended state observer (ESO) [21–24], proportional
integral observer (PIO) [25,26] and acceleration based disturbance observer (ABDOB) [27], etc. By the
appropriate use of the observer, disturbance rejection performance and robustness of the existing
control system could be significantly improved. The extended state observer (ESO), known as the key
module of active disturbance rejection control, can estimate both the states of system and the total
disturbances with less dependence on model information [28,29]. This method was first proposed
by Han in 1990s and the basic idea behind ESO is to view disturbance as an extended state and
utilize observer to estimate it [28]. As for the ESO based control structure, the performance of
closed-loop system is largely determined by the estimation accuracy of observer. The traditional ESO
approaches focus primarily on dealing with slowly changing disturbances. However, it’s obvious that
the disturbance torque caused by the wind gust and actuator faults happens suddenly, which can
not be estimated by traditional ESO thoroughly [30]. Therefore, an enhanced ESO that can quickly
estimate the disturbance is necessary in this field. In [31], a higher-order ESO is investigated and the
estimation accuracy was improved, however, higher level of the observer order will lead to a higher
observer gain which will in return excite the sensor noise and introduce them into the control loop.
In [32], a sliding model method was used in disturbance observer to estimate the quadrotor velocities,
the external disturbances such as wind and parameter uncertainties, and achieves good results,
except for serious chattering. To reduce this problem, super-twisting algorithm have been adopted
in design of the observer. In [33], the super-twisting observer (STO) is constructed to reject aperiodic
disturbances and input unmatched periodic disturbances with reduced chattering.

In the second part, the FC is designed to guarantee fast convergence of the closed-loop system.
Sliding mode control (SMC) has been known as one of the most efficiency controller in fast
convergence [34]. In [35], a fixed-time second-order sliding mode control law is designed to guarantee
the reaching time, independent of initial conditions. However, the robustness of the SMC is achieved at
the cost of a high frequency switching of the control signal, which has a negative effect in the actuator.
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To reduce the chattering, a family of continuous sliding mode controllers based on super-twisting
algorithm have been developed [36].

Motivated by the above observations and inspired from Ref. [33,36], a high precision attitude
control law is developed for quadrotor unmanned aerial vehicle in presence of wind gust and
actuator faults. The main contributions of this paper are summarized as follows:

• Propose a STESO to accurately estimate the disturbance torque caused by wind gust and actuator
faults in finite time, and give the parameter selection rule of the observer;

• Design a fast convergence attitude control law based on STSMC, and give a comprehensive
stability analysis on the entire system.

The remainder of the paper is organized as follows. The mathematical model and control problem
is formulated in Section 2. A STESO is designed in Section 3, as well as parament selection rule of the
observer is also given in this section. In Section 4, a fast convergence attitude controller is designed
based on ST algorithm. Numerical simulation and real time experimental results are presented in
Section 5. Finally, we conclude the paper in Section 6.

2. Mathematical Model and Problem Formulation

2.1. Notation

‖•‖ denotes the 2-norm of a vector or a matrix. For a given vector v = [v1, ..., vn]T ∈ R
n ,

||v|| =
√

vTv . For a given matrix A ∈ R
n×n , λmax(A) and λmin(A) denote the maximal and minimum

eigenvalue of the matrix respectively. In addition, the operator S(•) maps a vector x = [ x1 x2 x3 ]T

to a skew symmetric matrix as:

S (x) =

⎡⎢⎣ 0 −x3 x2

x3 0 −x1

−x2 x1 0

⎤⎥⎦
sgn(•) is the sign function, and for a scalar x:

sgn =

⎧⎨⎩
x
|x| , |x| �= 0

0, |x| = 0

For a vector x = [ x1 x2 x3 ]T and r ≥ 0, define:

sig (x)r =

⎡⎢⎣ |x1|r sgn(x1)

|x2|r sgn(x2)

|x3|r sgn(x3)

⎤⎥⎦
2.2. Quaternion Operations

In order to avoid the singularity problem of trigonometric functions, unit quaternion

q =
[

q0 qT
v

]T ∈ R
4, ‖q‖ = 1 is used to represent rotation [37] of the quadrotor. Following

are the operations we used.
The quaternion multiplication is:

q1 ⊗ q2 =

[
q01q02 − qT

v1qv2
q01qv2 + q02qv1 − S(qv2)qv1

]
(1)

The relationship between rotation matrix CB
A and q is calculated as:
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CB
A = (q2

0 − qT
v qv)I3 + 2qvqT

v + 2q0S(qv) (2)

ĊB
A = −S(ω)CB

A (3)

The derivative of a quaternion is given by the quaternion multiplication of the quaternion q and
the angular velocity of the system ω :

q̇ =

[
q̇0

q̇v

]
=

1
2

q ⊗
[

0
ω

]
=

1
2

[
−qT

v
S(qv) + q0 I3

]
ω (4)

The quaternion error qe is given as the quaternion multiplication of the conjugate of the actual
quaternion q and the desired quaternion qd :

qe = q∗
d ⊗ q =

[
q0q0d + qv

T qvd
q0dqv − q0qvd + S(qv)qvd

]
(5)

2.3. Kinematics and Dynamics of Quadrotor

In this section, the kinematic and dynamic differential equations of the quadrotor are established.
The quadrotor can be considered as a rigid cross frame attached with four rotors, and the center of
gravity coincides with the body-fixed frame origin.

The simplified model of the quadrotor is presented in Figure 1, rotors R1 and R3 rotate
counterclockwise and rotors R2 and R4 rotate clockwise. Each propeller rotates at the angular speed
Ωi ∈ [Ωi,min, Ωi,max] and produces a force Fi (i = 1, 2, 3, 4) along the negative z-direction relative to the
body frame [37,38]:

Fi =

⎡⎢⎣ 0
0

−kTΩ2
i

⎤⎥⎦ (6)

where kT > 0 denotes the aerodynamic coefficient which consists formed of the atmospheric density ρ,
the radius of the propeller r, and the thrust coefficient cT . In addition, due to the spinning of the rotors,
a reaction torque Mi (i = 1, 2, 3, 4) is generated on the quadrotor body by each rotor:

Mi =

⎡⎢⎣ 0
0

(−1)i+1kDΩ2
i

⎤⎥⎦ (7)

where kD > 0 denotes the drag coefficient of the rotor, which depends on the same factors as kT > 0 .

Roll

Yaw

Pitch

zB

yB

xB

R1

R2R3

R4

ωy 

ωz 

ωx 

EB 

yI

zI

xI

EI 

Figure 1. Coordinate systems of the quadrotor.
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In the mathematical model of quadrotor, three coordinate frames are considered: the non-moving
inertial frame EI : {oI , xI , yI , zI}, the body-fixed frame EB : {oB, xB, yB, zB} and the desired frame
ED : {oD, xD, yD, zD} to represent the actual attitude and desired attitude of quadrotor respectively.
Note that North-East-Down (NED) coordinates are used to define all frames. Attitude angle and
angular velocities of the body-fixed frame EB with respect to the inertial frame EI are written as

Θ =
[

φ θ ψ
]T

and ω = [ ωx ωy ωz ]T respectively, and the quaternion expression of the

attitude is q = [ q0 qv ]T .
The variation of the orientation is achieved by varying the angular speed of a specific rotor.

The torque created around a particular axis with respect to the body-fixed frame is defined as follows:

u =

⎡⎢⎣ τφ

τθ

τψ

⎤⎥⎦ =

M︷ ︸︸ ︷⎡⎢⎣ 0 −lkT 0 lkT
lkT 0 −lkT 0
−kD kD −kD kD

⎤⎥⎦
⎡⎢⎢⎢⎣

Ω2
1

Ω2
2

Ω2
3

Ω2
4

⎤⎥⎥⎥⎦ (8)

where l denotes the distance from the rotors to the center of mass and u represents the control signal to
be designed.

Assuming a symmetric mass distribution of the quadrotor, the nominal inertia matrix J =

diag(Jx, Jy, Jz) is diagonal. With the disturbances d = [ dx dy dz ]T caused by wind gust dw and
actuator faults du into consideration, the attitude dynamic model of the quadrotor can be obtained as
the following differential equations:⎡⎢⎣ Jxω̇x

Jyω̇y

Jzω̇z

⎤⎥⎦+

⎡⎢⎣ (Jz − Jy)ωyωz

(Jx − Jz)ωxωz

(Jy − Jz)ωxωy

⎤⎥⎦ =

⎡⎢⎣ τφ

τθ

τψ

⎤⎥⎦+

⎡⎢⎣ dx

dy

dz

⎤⎥⎦ (9)

According to Equation (4), we summarized the mathematical model of the quadrotor as:⎧⎨⎩ q̇ =
1
2

q ⊗
[

0 ω
]T

ω̇ = −J−1S (ω) Jω + J−1u + J−1d
(10)

In practice, we can use micro electro mechanical system (MEMS) inertial measurement unit (IMU)
to measure the attitude information ω and q .

2.4. Lumped Disturbaces

2.4.1. Wind Gust

Wing gust produces a strong disturbance torque on the quadrotor. In this article, a Dryden wind
gust model is introduced [39]. We assume that the disturbance caused by wind gust dw is proportional
to the speed of wind gust, therefore, dw can be described based on the random theory [40] and defined
as a summation of sinusoidal excitations:

dw,k(t) = d0
w,k +

nk

∑
i=1

ai,k sin(�i,kt + ϕi,k) (11)

where dw,k(t) is a time-dependent description of the wind disturbance in k = x, y, z channel in a given
time t. �i,k and ϕi,k are randomly selected frequencies and phase shifts, ni,k is the number of sinusoids,
ai,k is the amplitude of the sinusoid, and d0

w,k is the static wind disturbance.
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2.4.2. Actuator Faults

In this article, we consider actuator faults represented by partial loss of effectiveness in the
rotors. For instance, caused by structural damage to a propeller [14], battery power loss [41], etc.
Thus, the actuator faults in this article are modeled as follows, for i = 1, ..., 4:

Ω∗
i = αiΩi (12)

where Ωi represents the commanded rotor angular velocity, Ω∗
i is the loss of angular velocity,

and αi ∈ [0, ᾱ) is an unknown ratio characterizing the occurrence of a partial loss of effectiveness fault
in rotor i with ᾱ being a known upper bound needed to maintain the controllability of the quadrotor.
For instance, in the extreme case of complete failure bi = ᾱ , the quadrotor becomes uncontrollable.
The case of bi = 1 represents a healthy rotor, and 0 ≤ αi < ᾱ < 1 represents a faulty rotor with partial
loss of effectiveness.

du = M

⎡⎢⎢⎢⎣
α2

1Ω2
1β1 (t − T1)

α2
2Ω2

2β2 (t − T2)

α2
3Ω2

3β3 (t − T3)

α2
4Ω2

4β4 (t − T4)

⎤⎥⎥⎥⎦ (13)

where the fault time profile function βi(t − Ti) is assumed to be a step function with unknown fault
occurrence time Ti for i = 1, ..., 4, that is:

βi (t − Ti) =

{
0, i f t < Ti
1, i f t ≥ Ti

(14)

In summary, we can see that the disturbances d = dw + du acting on quadrotor are high-order,
non-Gaussian and happen suddenly, furthermore, their randomness and nonlinearity are also
very strong.

2.5. Problem Formulation

The purpose of this article is to achieve the high precision tracking to the desired attitude
in presence of wind gust and actuator faults. Therefore, the dynamics of attitude error should
be introduced. We use ωd = [ ωd,x ωd,y ωd,z ]T and qd = [ q0d qvd ]T to denote the desired
angular velocities and attitude respectively, thus the tracking error vector of the angular velocities
ωe = [ ωe,x ωe,y ωe,z ]T can be expressed as:

ωe = ω − Cb
dωd (15)

Then, we can obtain the dynamics of ωe according to Equations (3), (10) and (15):

ω̇e =S(ωe)Cb
dωd − Cb

dω̇d − J−1S(ω)Jω + J−1u + J−1d (16)

where Cb
d can be calculated according to Equations (2) and (5). And according to Equations (4), (5),

and (15), we can obtain the kinematics of attitude tracking error:

q̇e =
1
2

qe ⊗
[

0 ωe

]T
=

1
2

[
−qT

ve
S(qve) + q0e I3

]
ωe (17)

Therefore, the problem we try to tackle in this work is to design a continuous control law u ,
which guarantees errors of attitude angles qe and angular velocities ωe asymptotic converge to zero in
the presence of the lumped disturbances d.

Figure 2 illustrates the control structure that we designed. Based on the DUEA
control methodology, the attitude tracking problem for quadrotor can be divided into two components:
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• Design the feedforward loop so that the lumped disturbances are estimated by STESO and
compensated this way.

• Design the feedback loop that regulates the orientation of quadrotor to track the desired attitude
produced by the commander timely.

Regulating 
the Attitude 
of Quadrotor

Super Twisting 
Sliding Mode 

Controller

Estimating 
the Lumped 
Disturbances

Super Twisting 
Extended State 

Observer

Quadrotor 
UAV

Allocating 
Control 
Signals to 
Each Rotor

Mixer of Control 
Signal

u PWM
-

+

Wind Gust
Actuator Fault

Lumped 
Disturbances

d

Feedback Loop

Feedforward
Loop

ω, q 

ω

Attitude Command

ωd, qd 

Flight 
Controller

Remote 
Controller

d̂

Figure 2. Block diagram of the proposed control scheme.

3. Design and Analysis of Super Twisting Extended State Observer

Through the analysis in previous section, we can see that the lumped disturbances acting on
quadrotor are high-order and rapidly changing, therefore, it is difficult for traditional ESO to estimate
them thoroughly [30]. Higher-order ESO have been applied in some articles. However, higher observer
orders will lead to higher control gains with fixed bandwidth. Which will in return excite the
sensor noise and introduce them into the control loop. By introducing super twisting algorithm,
excessively high observer gain can be avoided. In this section, the STESO is proposed and the
convergence analysis and parameter selection rule of STESO are given.

3.1. Design of STESO

Consider the dynamics Equation (10) of quadrotor, since the angular velocities ω can be measured
by the MEMS gyroscope, the original control input can be reformulated by employing the feedback
linearization technique as:

u = u∗ + S(ω)Jω (18)

Therefore, we can obtain the linearized model of the quadrotor as Jω̇ = u∗ + d.
It is supposed that each component of the linearized model is independent from each other.

Hence, the controller policy developed from one channel can be directly applied to the other two and
the description of only the i-th channel is sufficient (i = x, y, z). In this way, the one-dimensional
dynamic of the quadrotor is obtained as:

Jiω̇i = τ∗
i + di (19)

Introducing a new state vector ξi =
[

ξ1,i ξ2,i

]T
whose components are defined as ξ1,i = Jiωi

and augmenting lumped disturbances di as an extended state ξ2,i = di , the reconstructed system is
rewritten as: {

ξ̇1,i = ξ2,i + τ∗
i

ξ̇2,i = δi
(20)
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where δi is the derivative of di. Assume that the system states are bounded, then the existence of a
constant f+i is ensured such that the inequality |δi| < f+i holds for any time.

It can be verify that the pair (A, C) is observable. Then, consider ξ̂i as the estimation of ξi,
STESO can be designed as follows:{

˙̂ξ1,i = ξ̂2,i + τ∗
i + ai

∣∣ξ1,i − ξ̂1,i
∣∣ 1

2 sgn
(
ξ1,i − ξ̂1,i

)
˙̂ξ2,i = bi sgn

(
ξ1,i − ξ̂1,i

) (21)

where ai and bi are the observer gains to be designed.

Define the estimation error variables ξ̃i =
[

ξ̃1,i ξ̃2,i

]T
as ξ̃i = ξi − ξ̂i , and the dynamics of the

ξ̃i can be obtained as follows:{
˙̃ξ1,i = ξ̂2,i − ai

∣∣ξ1,i − ξ̂1,i
∣∣ 1

2 sgn
(
ξ1,i − ξ̂1,i

)
˙̃ξ2,i = δi − bi sgn

(
ξ1,i − ξ̂1,i

) (22)

The dynamics of the estimation error, presented in Equation (22), have the form of a non-recursive
exact robust differentiator. Therefore, the errors ξ̃1,i and ξ̃2,i will converge to zero in a finite time if the
gains ai and bi are chosen appropriately. The convergence analysis and parameter selection rule will
be demonstrated following.

3.2. Convergence Analysis and Parameter Selection Rule

Firstly, introduce a new state vector ηi =
[

η1,i η2,i

]T
as η1,i =

∣∣ξ̃1,i
∣∣ 1

2 sgn
(
ξ̃1,i

)
, η2,i = ξ̃2,i and

take the time derivative of ηi, we have:⎧⎨⎩ η̇1,i =
1
2

∣∣ξ̃1,i
∣∣− 1

2

(
−ai

∣∣ξ̃1,i
∣∣ 1

2 sgn
(
ξ̃1,i

)
+ ξ̃2,i

)
η̇2,i = −bi sgn

(
ξ̃1,i

)
+ δi

(23)

which can be rewritten as:

η̇i =
∣∣ξ̃1,i

∣∣− 1
2

A︷ ︸︸ ︷[ −ai
2

1
2

−bi 0

]
ηi +

B︷ ︸︸ ︷[
0
1

]
δi (24)

Then, introduce a positive definite matrix P =
1
2

[
4bi + a2

i −ai
−ai 2

]
and consider the following

Lyapunov function:
Vi = ηi

TPηi (25)

Notice that in Equation (25), Vi is continuous but is not differentiable at ξ̃1,i = 0, and it is positive
definite and radially unbounded if bi > 0 , thus we have:

λmin (P) ‖ηi‖2 ≤ Vi ≤ λmax (P) ‖ηi‖2 (26)

Take the time derivative of Vi and define Q = ATP + PA, we have:

V̇i =
∣∣ξ̃1,i

∣∣− 1
2 ηi

T
(

ATP + PA
)

ηi + δi

(
BTPηi + ηi

TPB
)

≤ −∣∣ξ̃1,i
∣∣− 1

2 ηi
TQηi + 2 f+i BTPηi

(27)

where |δi| < f+i and Q =
ai
2

[
2bi + a2

i −ai
−ai 1

]
is positive defined. Notice that:
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2 f+i BTPηi =
∣∣ξ̃1,i

∣∣− 1
2 f+i

(∣∣ξ̃1,i
∣∣ 1

2 (−aiη1,i + 2η2,i)

)
=
∣∣ξ̃1,i

∣∣− 1
2 f+i (|η1,i| (−aiη1,i + 2η2,i))

≤ ∣∣ξ̃1,i
∣∣− 1

2 f+i
(

ai|η1,i|2 + 2 |η1,i| |η2,i|
)

≤ ∣∣ξ̃1,i
∣∣− 1

2 f+i
(

ai|η1,i|2 + |η1,i|2 + |η2,i|2
)

=
∣∣ξ̃1,i

∣∣− 1
2 ηi

T

[
f+i (ai + 1) 0

0 f+i

]
ηi

= −∣∣ξ̃1,i
∣∣− 1

2 ηi
TΔQηi

(28)

Thus according to Equations (27) and (28), we have:

V̇i ≤ −∣∣ξ̃1,i
∣∣− 1

2 ηi
T (Q + ΔQ) ηi (29)

where ΔQ = −
[

f+i (ai + 1) 0
0 f+i

]
and Q + ΔQ =

ai
2

[
2bi + a2

i − 2 f+i
ai+1

ai
−ai

−ai 1 − 2 f+i
ai

]
.

From Equation (29), we can find that V̇i is negative definite on condition that Q + ΔQ is
positive definite, what is exactly the case if:⎧⎨⎩ ai > 2 f+i

bi > f+i
a2

i
ai − 2 f+i

+ f+i
ai + 1

ai

(30)

Then, analyze the finite time convergence of ηi, according to Equation (26), we have:

∣∣ξ̃1,i
∣∣ 1

2 < ‖ηi‖ ≤ V
1
2

i

λ
1
2
min(P)

(31)

And according to Equations (29) and (31), we can conclude that:

V̇i ≤ −λ
1
2
min (P) λmin (Q + ΔQ) ‖ηi‖2 V− 1

2
i

≤ − λ
1
2
min(P)λmin(Q + ΔQ)

λmax(P)
V

1
2

i

= −γV
1
2

i

(32)

where γ =
λ

1
2
min(P)λmin(Q + ΔQ)

λmax(P)
> 0.

Indeed, separating variables and integrating inequality Equation (32) over the time interval
0 < τ < t < 0 , we obtain:

V
1
2

i (t) ≤ −1
2

γt + V
1
2

i,0 (33)

where Vi,0 is the initial value of Vi(t). Consequently, Vi(t) reaches zero in a finite time Tr that is
bounded by:

Tr = 2V
1
2

i,0γ−1 (34)

Therefore, accoding to [42], a STESO which is designed to satisfy Equations (21) and (30) will drive
the uniformed vector of errors ηi and then ξ̃i to zero in finite time Tr and will keep it at zero thereafter.

138



Electronics 2018, 7, 128

4. Design of Super Twisting Sliding Mode Controller

Sliding mode control (SMC) has been known as one of the most important tools for those systems
subjected to disturbances and uncertainties, while chattering is inevitable in those methods. In order
to reduce the chattering, supper twisting SMC is introduced in this section. The main objective of the
FC is to guarantee that the state of attitude q and ω converge to the reference values qd and ωd timely.
Thus, the sliding mode manifold in this article is chosen as follows:

s =k1qe+Jωe (35)

where k1 = diag(k1,x, k1,y, k1,z) is a positive defined three dimensional coefficient matrix to be designed.

Take time derivative of s =
[

sx sy sz

]T
, we have:

ṡ = k1q̇e+Jω̇e (36)

Then, submitting Equation (16) into (36):

ṡ = k1q̇e + u + d + J(S(ωe)Cb
dωd − Cb

dω̇d)− S(ω)Jω (37)

Define the control signal u as:

u = −
(

J(S(ωe)Cb
dωd − Cb

dω̇d)− S(ω)Jω
)
− k1q̇e − k2 sig (s)

1
2 − ∫ t

o k3 sig (s)0dτ − d̂ (38)

and plug Equation (38) into (37), we have:

ṡ = −k2 sig (s)
1
2 −

∫ t

o
k3 sig (s)0dτ + d̃ (39)

where d̃ = d − d̂ is the estimation error of multiple disturbances, and according to the analysis of the

previous section, d̃ is bounded and converges to zero in finite time. Define σ =
[

σx σy σz

]T
as

σ = − ∫ t
o k3 sig (s)0dτ + d̃ , then Equation (39) can be rewritten as:{

ṡi = σi − k2,i‖si‖
1
2 sgn (si)

σ̇i =
˙̃di − k3,i sgn (si) dτ

, i = x, y, z (40)

where the positive defined matrix k2 = diag(k2,x, k2,y, k2,z) and k3 = diag(k3,x, k3,y, k3,z) are the
controller parameters to be determined.

Subject to the restriction of article length, the convergence analysis and parameter selection rule
of the STSMC will not be introduced in detail. Since Equation (40) has the same form as Equation (22),
the detailed convergence analysis can refer to the contents of the previous section. Meanwhile
according to Equation (30), the controller parameters can be chosen as:⎧⎪⎨⎪⎩

k2,i > 2
∥∥∥ ˙̃di

∥∥∥
k3,i >

∥∥∥ ˙̃di

∥∥∥ k2
2,i

k2,i−2
∥∥∥ ˙̃di

∥∥∥ +
∥∥∥ ˙̃di

∥∥∥ k2,i+1
k2,i

(41)

5. Simulation and Experimental Results

In order to evaluate the performance of the proposed control method, numerical simulation and
real world experimental results are carried out in this section.
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5.1. Simulation Results

We present the numerical simulations of the proposed STESO based DUEA control strategy on
a model generated by the online toolbox of Quan and Dai [43], and the values of the nominal model
parameters are list in Table 1.

Table 1. Quadrotor parameters used in simulation.

Parameter Description Value

m Mass 1.79 kg
Jx Roll inertia 1.335 × 10−2 kg · m2

Jy Pitch inertia 1.335 × 10−2 kg · m2

Jz Yaw inertia 2.465 × 10−2 kg · m2

l Motor moment arm 0.18 m
g Gravity acceleration 9.81 m · s−2

kT Aerodynamic coefficient 8.82 × 10−6 N/(rad/s)2

kD Drag coefficient 1.09 × 10−7 N · m/(rad/s)2

Ωi,max Maximum rotational speed 8214 r/min
Ωi,min Minimum rotational speed 100 r/min

In numerical simulations, the position of quadrotor is free and only the attitude of it is controlled.
We assume that the rotor R1 fails in the 6th second, and loses 20% of effectiveness, which means
T1 = 6 s and α1 = 0.2 in Equation (13). Then, according to [15], the disturbance torque caused by
the wind field is proportional to the wind speed, and we assume that the three-axis components of
dw = [ dw,x dw,y dw,z ]T are equal dx = dy = dz = dw without loss of generality. The values of �k,i
are taken between 0.01π rad/s and 2.5π rad/s. The disturbance torque of wind gust used in numerical
simulation is Equation (42).

dw = 0.01 sin (2.5πt − 3) + 0.02 sin (2πt + 7) + 0.06 sin (πt + 0.6)
+0.03 sin (0.5πt − 9.5) + 0.02 sin (0.3πt) + 0.12 sin (0.1πt + 4.5)
+0.01 sin (0.05πt + 2) + 0.003 sin (0.01πt + 3) + 0.05

(42)

The numerical simulation is carried out in MatLab/Simulink with a fixed-sampling time of 1 ms.
And to validate the performance of the proposed control strategy, two simulation cases are presented
in this part. The initial conditions of the attitude angles and angular velocities are set to zero, and the
desired reference commands are selected as:

Θre f =
[

15 sin (0.4πt) 15 cos (0.4πt) 0
]T

deg (43)

5.1.1. Case A: STESO vs. 2nd-Order ESO

In order to verify the enhancement of STESO relative to traditional Higher-order ESO,
three comparative simulations are conducted on condition that use nonlinear PD controller as the FC.
The controller gains are chosen as K1 = I3 and K2 = 5I3 [44], the observer gains of STESO are chosen
as ai = 24 and bi = 50, and the bandwidth of 2nd-order ESO is chosen as 10 rad/s, i.e., the observer
gains are L = [ 30 300 1000 ]T [45].

Figures 3–5 show the comparison in attitude tracking results of nonlinear PD controller
with STESO, 2nd-order ESO and without DUE. From those figures, we can see that the desired
attitude commands can be tracked effectively by the controller with DUE. Moreover, the tracking
errors are further reduced by introducing STESO as the DUE instead of 2nd-order ESO. Figure 6 shows
the comparison in lumped disturbances estimation results of STESO and 2nd-order ESO. It is obvious
that compared with STESO, some phase delay exist in the estimation results of the 2nd-order ESO,
which leads to its estimation error convergences into a bounded area. Meanwhile, the estimation
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errors of STESO almost asymptotically convergence to zero. Especially when the disturbance torque
suddenly changes, STESO has more advantages. In general, from the numerical simulation results,
we can be conclude that STESO has a higher disturbance estimation accuracy, which in turn improves
attitude control accuracy.
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5.1.2. Case B. STSMC vs. Nonlinear PD

In order to verify the fast convergence of STSMC, two comparative simulations are performed with
the same STESO of different controllers. The controller gains of STSMC are chosen as k1 = diag(1, 1, 1),
k2 = diag(5, 5, 5), k3 = diag(20, 20, 20), the STESO and nonlinear PD parameters are the same with
those provided in previous.

The comparison in attitude tracking results between STSMC and Nonlinear PD are illustrated
in Figure 7. From this figure, we can see that quickly convergence of the attitude of quadrotor can
be achieved by using STSMC as the FC. And by introducing ST algorithm into SMC, the chattering
is reduced.
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Figure 7. Simulation curves of attitude angle: STSMC vs. nonlinear PD.

5.2. Experimental Results

In order to evaluate the effectiveness of the developed algorithm in practical applications, we have
also tested the proposed control scheme on a selfassembled GF360 quadrotor, where an open-source
flight controller PIXHAWK [46,47] was used as the autopilot of the quadrotor.

5.2.1. Case A: STESO vs. 2nd-Order ESO

In this case, quadrotor is freely flying and we mainly aim to achieve the fast stabilization of
quadrotor attitude on condition that actuator faults occur. According to the simulation results, we can
conclude that STESO algorithm has advantage in quick response to the lumped disturbances. And in
order to verify its effectiveness in actual flight, three comparative real time experiments are conducted
to handle the sudden lose of rotor effectiveness. The experimental setup is shown in Figure 8, and freely
flying is performed. As it is dangerous to damage the propeller during flight, we use software to set
up a sudden lose of rotor effectiveness in pitch channel at the 10th second. We choose the traditional
nonlinear PD controller as the FC in these experiments, where the performances of the PD controller
with STESO, 2nd-order ESO or without DUE are compared. The gains of the PD controller are chosen
as k1 = diag(7, 7, 2.8) and k2 = diag(0.15, 0.15, 2), the gains of the STESO are ai = 1 and bi = 0.24,
the bandwidth of the 2nd-order ESO is 4 rad/s, i.e., the observer gains are L = [ 12 48 64 ]T .
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Figure 8. Experimental setup of the quadrotor hovering with sudden lose of rotor effectiveness in
Case A.

The experiment curves of the attitude are plotted in Figures 9 and 10. From Figure 9, we can see
that when the same loss of rotor effectiveness occurs, the deflections of pitch angle and angular rate in
PD controller with STESO method are the smallest and the recovery times are the shortest. Figure 11
show the disturbances estimate curves of proposed STESO and 2nd-order ESO respectively. It can be
seen that the convergence time of STESO is shorter that 2nd-order ESO. In general, the comparison of
the experiment results are list detailly in Table 2. Furthermore, the corresponding control torques are
shown in Figure 12.
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Figure 9. Experimental curves of θ and ωy with different DUE in Case A.

143



Electronics 2018, 7, 128

0 5 10 15 20
-0.1

0

0.1
(r

ad
)

PD d

0 5 10 15 20
-0.1

0

0.1

(r
ad

)

2nd-order ESO+PD d

0 5 10 15 20
Time (s) 

-0.1

0

0.1

(r
ad

)

STESO+PD d

0 5 10 15 20
2.9

2.95

3

(r
ad

)

PD d

0 5 10 15 20
3.05

3.1

3.15

(r
ad

)

2nd-order ESO+PD d

0 5 10 15 20
Time (s)

3

3.05

3.1

(r
ad

)

STESO+PD d

Figure 10. Experimental curves of φ and ψ with different DUE in Case A.

0 10 20
-0.2

-0.1

0

0.1

0.2

d
x (

N
m

)

2nd-order ESO

0 10 20
Time (s)

-0.2

-0.1

0

0.1

0.2

d
x (

N
m

)

STESO

0 10 20
-0.2

-0.1

0

0.1

0.2

d
y (

N
m

)

2nd-order ESO

0 10 20
Time (s)

-0.2

-0.1

0

0.1

0.2

d
y (

N
m

)

STESO

0 10 20
-0.2

-0.1

0

0.1

0.2

d
z (

N
m

)

2nd-order ESO

0 10 20
Time (s)

-0.2

-0.1

0

0.1

0.2

d
z (

N
m

)

STESO

10 10.5 11 11.5 12
0

0.02
0.04
0.06
0.08
0.1

0.12

10 10.5 11 11.5 12
0

0.02
0.04
0.06
0.08
0.1

0.12

0.547 s

0.718 s

0.098

0.112

Figure 11. Disturbance estimation results of different DUE with actuator faults in Case A.

Table 2. Comparison of control performances with different observers.

Deflection Recovery Time
Convergence Time

θ ωy θ ωy

Without Estimator 0.085 rad 0.78 rad/s 8.86 s 0.232 s /
2nd-order ESO + PD 0.076 rad 0.79 rad/s 5.71 s 0.224 s 0.718 s
STESO + PD 0.061 rad 0.70 rad/s 4.41 s 0.208 s 0.547 s
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Figure 12. Control input during flight experiments in Case A.

5.2.2. Case B: Proposed Method vs. Nonlinear PD

The main propose in this case is to show the performance of the developed method for quadrotor
subject to lumped disturbances such as wind disturbance and actuator fault. As shown in Figure 13,
We install a damaged propeller on the R1 to perform the fault of the actuator, and then keep the
quadrotor hovering in wind gust by remote control. In order to ensure the same experimental
conditions, our experiments is run in a controlled indoor environment. We use an electrical fan with
adjustable wind speed to generate the disurbance torque acting on the pitch channel of quadrotor.
The average wind speed is around 4.5 m/s and turn on the electric fan at the 30 s. The experiments are
carried out in our lab without GPS signals.

Figure 13. Experimental setup of the quadrotor hovering in the wind field in Case B.

Figure 14 shows the estimation results of the STESO. From this figure, we can see that the
actuator fault in R1 leads to a steady disturbance torque acting on the quadrotor in hovering flight,
i.e., du,x ≈ 0.04 Nm, du,y ≈ −0.03 Nm and du,z ≈ −0.07 Nm. The wind gust mainly leads to the
stochastic disturbance torque in each channel, plus a steady torque about −0.01 Nm in pitch channel.
The attitude control results in this case are shown in Figures 15 and 16. It can be observed that the
control performance is improved by introducing the proposed method compared with the nonlinear
PD controller. In addition, the root mean square (RMS) errors of the attitude angles obtained by the
proposed controller and PD controller are list in Table 3. And Figure 17 illustrates the control inputs in
each channel.
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Figure 15. Experimental curves of attitude angle φ, θ, ψ in Case B.
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Table 3. Comparison of attitude control performance: RMS error (rad).

Actuator Fault Only Actuator Fault+Wind Gust

φ θ ψ φ θ ψ

nonlinear PD 0.0082 0.0072 0.0187 0.0160 0.0202 0.0204
STESO + STSMC 0.0094 0.0052 0.0135 0.0136 0.0116 0.0132

6. Conclusions

In this paper, the problem of high precision attitude tracking for quadrotor in the presence of
wind gust and actuator fault is investigated. In order to estimate and attenuate the disturbances
timely and accurately, a STESO is proposed and successfully implemented as the DUE in experiments.
Also, a STSMC is designed as the FC to drive the attitude angle and angular velocity to their desired
value in finite time. From the comparative simulation and experiment results, we can conclude that
when the parameter selection rule given in this article of is satisfied, the proposed super-twisting
algorithm based controller can relize the fast converge to the desired attitude precisely with less
chattering. And compared with the traditional Higher-order ESO, STESO has a higher disturbance
estimation accuracy, which in turn improves attitude control accuracy.

Supplementary Materials: The Simulinlk simulation algorithm is available online at https://pan.baidu.com/s/
1I-OVIDoOKMJhaNP-KbFjsA, password: 1l3i.
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Abstract: During the flight of the quadrotor, the existence of a slung load will exert a swing effect on
the system and the motion of which will significantly change the dynamics of the quadrotor. The
external torque caused by the slung load can be considered as a kind of disturbance and it is a threat to
the attitude control stability of the system. In order to solve this problem, a high precision disturbance
compensation method is presented in this paper, based on the harmonic extended state observer
(HESO). Firstly, a generic mathematical model for the quadrotor-slung load system is obtained via
the Lagrangian mechanics, and according to the analysis of the slung load motion, we obtain the
disturbance as a form of periodic equation. Secondly, based on the dynamic model of the disturbance,
we propose a HESO to achieve high precision disturbance estimation and its stability is proved
by Lyapunov theory. Thirdly, we designed an attitude tracking controller based on backstepping
method, and discussed the stability of the entire system. Finally, numerical simulations and real time
experiments are carried out to evaluate the performance of the proposed method. Our results show
that the robustness of the quadrotor subject to slung load has been improved.

Keywords: quadrotor; slung load; disturbance; harmonic extended state observer

1. Introduction

In recent years, the research on quadrotor vehicles has attracted great interest due to the wide
range of civil and military applications, and many achievements have been made [1,2]. As a new kind
of unmanned aerial vehicle (UAV), the quadrotor is a small rotorcraft with four propellers driven by
four direct current (DC) motors respectively [3]. Compared with traditional helicopters, the structure
of the quadrotor is simpler and more efficient, and has significant advantages in precise hovering,
aggressive maneuver, vertical take-off and landing (VTOL) [4,5], etc.

Like traditional helicopters, quadrotor vehicles have many important applications in carrying
slung load, such as deploying supplies in military operations, or delivering first-aid kits for personal
assistance to the victims in disasters like floods, earthquakes, fires, industrial accidents, etc. [6,7], and
the research work addressing quadrotor vehicles with slung load becomes an attractive topic. On this
application, the major difficulty in modeling and control study is the coupled effects between the
quadrotor vehicles and the slung load [8]. The external slung load behaves like a pendulum and the
motion of which will significantly change the dynamics of the quadrotor. Moreover, the quadrotor
vehicle is a typical underactuated, strong coupled, nonlinear system [9], and inherently unstable
without close-loop controller [10]. If the pendulous motion of the load exceeds certain limits, the
stability of control system will be broken because of the changes in dynamic characteristics of the
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plant. Therefore, improving the robustness of the controller subject to the oscillation of slung load is
very necessary.

In the relevant literatures on the quadrotor, the problem of addressing quadrotor-slung load
system has been discussed in some publications. The mathematical model of the entire system is
derived by the Newton-Euler formulation in [8,11], however, there is no further analysis on the
dynamic characteristics of the slung load motion in detail. In [12], the slung load is modeled as a
point mass spherical pendulum, and a related adaptive control method is proposed to handle the
additional forces and torques acting on the quadrotor. In [13], a generalized approach is presented
using an iterative optimal control algorithm, and a series of complex tasks are thus solved without the
need for manual manipulation of the system dynamics, heuristic simplifications, or manual trajectory
generation. In [14], a nonlinear dynamic model is presented, and an interconnection and damping
assignment-passivity based Control (IDA-PBC) methodology is used for precise payload’s positioning
with stabilization of the swing angles to the minimum of the desired energy function.

Alternatively, the effect of slung load on the quadrotor can be considered as a kind of
disturbance [15]. Therefore, in order to improve system reliability and achieve the requirements
of high precision control, the disturbance and uncertainty estimation and attenuation (DUEA) method
would be a potential solution. In recent years, this method has been widely used and achieved good
results [16,17] The framework of DUEA can be divided into two parts, namely, a disturbance and
uncertainty estimator (DUE) and a feedback controller (FC). In the first part, DUE is designed to
estimate the disturbances so that they could be compensated in the feedforward loop. Then the
FC in the second part is designed to guarantee fast convergence of the closed-loop system. In this
framework the DUE plays an important role because the performance of the closed-loop system is
largely determined by the estimation accuracy of it. Therefore, a series of observers have been proposed
as the DUE so far to improve estimation accuracy under different conditions, such as disturbance
observer (DO) [18,19], extended state observer (ESO) [15,20,21] and proportional integral observer
(PIO) [22,23] etc. By the appropriate use of the observer, disturbance rejection performance and
robustness of the existing control system could be significantly improved.

The extended state observer (ESO), known as the key module of active disturbance rejection
control, can estimate both the states of system and the total disturbances with less dependence on
model information [24,25]. This method was first proposed by Han in 1990s and the basic idea behind
ESO is to view disturbance as an extended state and utilize observer to estimate it [24]. Traditionally,
ESO approaches focus primarily on dealing with slowly changing disturbances. However, it’s obvious
that the disturbance caused by the slung load is periodic, which cannot be estimated by traditional
ESO thoroughly [26]. Therefore, an enhancement of ESO that can handle periodic disturbance is
necessary in this field. In [27], a higher-order ESO is investigated, from the results, it can be seen
that the higher-order ESO can improve the estimation accuracy of sinusoidal external disturbances
more or less, while, there still exists a periodic estimation error that will in turn decrease the control
accuracy of the closed-loop system. Furthermore, the higher level of the observer order will lead to a
higher observer gain, which will in return excite the sensor noise and introduce them into the control
loop. The internal model principle is applied for generalized ESO in [28] and harmonic disturbance
observer (HDO) in [29] by embedding the disturbance dynamics into the observer, and the disturbance
estimation performance is improved.

Motivated by these methods, a harmonic extended state observer based anti-swing attitude
control method is proposed for a quadrotor subject to slung load in this article, where the periodic
disturbance caused by slung load motion is compensated by the estimated state signals produced
of the HESO. The main contributions of this paper are summarized as follows: (1) Build the generic
mathematical model for the quadrotor-slung load system by the Lagrangian mechanics, and analyze
the characteristics of the slung load motion in detail. (2) Propose a HESO based on the characteristics
of the slung load motion.
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The outline of this paper is as follows: The mathematical model and the control problems of
quadrotor-slung load system are formulated in Section 2. A HESO is designed in Section 3. In Section 4,
an attitude tracking controller is designed via backstepping method. Numerical simulation and real
time experimental results are presented in Section 5, and the conclusions are summarized in Section 6.

2. Mathematical Model and Problem Formulation

2.1. Preliminaries

2.1.1. Notations and Assumptions

Throughout this paper, the following notations will be used. R is the set of real numbers. Let ‖·‖
denote the 2-norm of a vector or a matrix. For a given vector v = [v1, . . . , vn]

T ∈ R
n,
∣∣∣∣∣∣v∣∣∣∣∣∣= √

vTv ,

and for a given matrix A ∈ R
n×n,

∣∣∣∣∣∣∣∣A∣∣∣∣∣∣∣∣= √
λmax

(
ATA

)
, where λmax(·) is the maximal eigenvalue of

the matrix. In addition, the operator S(·) maps a vector x = [ x1 x2 x3 ]
T

to a skew symmetric
matrix as:

S(x) =

⎡⎢⎣ 0 −x3 x2

x3 0 −x1

−x2 x1 0

⎤⎥⎦ (1)

In this section, the mathematical model of the quadrotor-slung load system is established.
As shown in Figure 1, we consider this system consists of three parts: a quadrotor, a cable and a
payload. And before our work, the following assumptions are made:

(1) The slung load is considered as a particle and only swings in a plane. The length of the connecting
cable is constant and known.

(2) The inelastic cable is massless and always tight and no consideration of the energy loss caused by
the friction force in the swing.

(3) The aerodynamic effects on the load are neglected.

2.1.2. Quaternion Operations

In order to avoid the singularity problem of trigonometric functions, unit quaternion

q =
[

q0 qT
v

]T ∈ R
4, ‖q‖ = 1 is used to represent rotation [30]. Following are the operations

we used.
The quaternion multiplication is:

q1 ⊗ q2 =

[
q01q02 − qT

v1qv2
q01qv2 + q02qv1 − S(qv2)qv1

]
(2)

The relationship between rotation matrix RB
A and q is calculated as:

RB
A = (q2

0 − qT
v qv)I3 + 2qvqT

v + 2q0S(qv) (3)

.
R

B
A = −S(ω)RB

A (4)

The derivative of a quaternion is given by the quaternion multiplication of the quaternion q and
the angular velocity of the plant ω:

.
q =

[ .
q0.
qv

]
=

1
2

q ⊗
[

0
ω

]
=

1
2

[
−qT

v
S(qv) + q0I3

]
ω (5)
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The quaternion error qe is given as the quaternion multiplication of the conjugate of the desired
quaternion qd and the actual quaternion q:

qe = q∗d ⊗ q =

[
q0e
qve

]
=

[
q0q0d + qv

Tqvd
q0dqv − q0qvd + S(qv)qvd

]
(6)

where q∗ =
[

q0 −qv

]T
is the conjugate of the quaternion q.

2.2. Mathmetical Model of Quadrotor-Slung Load system

Firstly, the quadrotor can be considered as a rigid cross frame attached with four rotors, and the
center of gravity coincides with the body-fixed frame origin. The simplified model of the quadrotor is
presented in Figure 1, rotors R1 and R3 rotate counterclockwise, and rotors R2 and R4 rotate clockwise,
each propeller rotates at the angular speed Ωi and produces a force Fi (i = 1,2,3,4) along the negative
z-direction relative to the body frame [30,31]:

Fi = −kTΩ2
i (7)

where kT > 0 denotes the aerodynamic coefficient which consists formed of the atmospheric density ρ,
the radius of the propeller r, and the thrust coefficient cT . In addition, due to the spinning of the rotors,
a reaction torque Mi (i = 1,2,3,4) is generated on the quadrotor body by each rotor:

Mi = (−1)i+1kDΩi
2 (8)

where kD > 0 denotes the drag coefficient of the rotor, which depends on the same factors as kT .
The variation of the orientation is achieved by varying the angular speed of a specific rotor.

The total force and torque acting on the quadrotor are defined as follows:

u =

⎡⎢⎣ τφ

τθ

τψ

⎤⎥⎦ =

⎡⎢⎣ 0 −lkT 0 lkT
lkT 0 −lkT 0
−kD kD −kD kD

⎤⎥⎦
⎡⎢⎢⎢⎣

Ω2
1

Ω2
2

Ω2
3

Ω2
4

⎤⎥⎥⎥⎦ (9)

where u represents the attitude control signal to be designed.

 

Figure 1. Quadrotor-slung load system geometry and coordinate systems.

In the mathematical model of quadrotor, three coordinate frames are considered: the non-moving
inertial coordinate frame EI : {oI , xI , yI , zI}, the body-fixed coordinate frame EB : {oB, xB, yB, zB}
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and the desired frame ED : {oD, xD, yD, zD} to represent the actual attitude and desired attitude of
quadrotor respectively. Note that NED coordinates are used to define all frames. In the inertial

frame EI , the position of the quadrotor is Xq =
[

xq yq zq

]T ∈ R
3, the attitude angle is Θ =[

φ θ ψ
]T ∈ R

3 and the quaternion expression of the attitude is q = [ q0 qv ]
T ∈ R

4. In the

body-fixed frame EB, the angular velocity of is ω = [ ωx ωy ωz ]
T ∈ R

3. Thus, the rotation matrix
from EB to EI can be represented as:

RI
B =

⎡⎢⎣ cos θ cos ψ sin φ sin θ cos ψ − cos φ sin ψ cos φ sin θ cos ψ + sin φ sin ψ

cos θ sin ψ sin φ sin θ sin ψ + cos φ cos ψ cos φ sin θ sin ψ − sin φ cos ψ

− sin θ sin φ cos θ cos θ cos ψ

⎤⎥⎦ (10)

and the rotation velocity transfer matrix can be given as:

P =

⎡⎢⎣ 1 sin φ tan θ cos φ tan θ

0 cos φ − sin φ

0 sin φ cos−1 θ cos φ cos−1 θ

⎤⎥⎦ (11)

Thus, the rotational kinematic equations with respect to the inertial frame EI can be expressed as:
.

Θ = Pω (12)

Secondly, we study the slung load. The position of the hook point is defined as c =
[

0 0 c
]T

in body frame EB. According to previous assumptions, the relationship between the position of the

slung load Xl =
[

xl yl zl

]T ∈ R
3 and Xq are:

Xl = Xq + RI
Bc + Lc

⎡⎢⎣ sin γ cos β

sin γ sin β

cos γ

⎤⎥⎦ (13)

where γ ∈ (−90◦, 90◦) is the pendulum angle between the cable and the positive orientation of oIzI ,
β is the angle between the pendulum plane and the xIoIzI plane, and Lc is the length of the cable.
Moreover, according to the former assumptions, β and Lc are constant.

Finally, we use Lagrangian mechanics to summarize the dynamics of the quadrotor-slung
load system. Compared with the Newtonian mechanics, this choice eliminates the need for the
constraint forces to enter into the resultant system of equations, so that fewer equations are needed.
As shown in Figure 1, the entire system has seven degrees of freedom (DOF): pendulum angle of

the slung load γ, position of the quadrotor Xq =
[

xq yq zq

]T
and attitude of the quadrotor

Θ =
[

φ θ ψ
]T

. Therefore, we defined the generalized coordinate of the quadrotor-slung load

system as η =
[

xq yq zq φ θ ψ γ
]T

. The expressions for the kinetic and potential energies
will be presented in order to obtain the Lagrangian of the system. The total kinetic energy function
of the quadrotor-slung load system, resulting from the translational and rotational motions can be
portioned as the sum of the translational kinetic energy:

Tt =
1
2

mq
.

X
2
q +

1
2

ml
.

X
2
l (14)

And the rotational kinetic energy of the entire system:

Tr =
1
2

ωTJω =
1
2

.
Θ

T
P−TJP−1

.
Θ (15)

where the inertia matrix J = diag(Jx, Jy, Jz) is diagonal.
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And the total potential energy function of the system results from the sum of the potential energies
of the quadrotor and the slung load:

V = −(mqzq + mlzl
)

g (16)

Thus, the Lagrangian of the generalized system can be defined as:

L
(
η,

.
η
)
= Tt + Tr − V (17)

Notice that gravity G is the conservative force in this system, while total lift F =

RI
B

[
0 0 ∑ Fi

]T
and torque u are non-conservative forces, the Euler Lagrangian equations of

the second kind can be obtained as:

d
dt

(
∂L
(
η,

.
η
)

∂
.
η

)
− ∂L

(
η,

.
η
)

∂η
= Q (18)

where Q =
[

Fx Fy Fz τφ τθ τψ 0
]T ∈ R

7 is the non-conservative generalized force.
When the quadrotor is carrying a slung load, Large-scale maneuvers should be avoided, therefore,

the coupling of angular velocity between different channels can be ignored. Then, we assume P ≈ I3

when calculating the dynamic quadrotor-slung load system. According to Equations (14)–(18), the
dynamic model can be expressed as:

∑
T

:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
..
xq = 1

mq+ml

(
Fx − ml Lc

( ..
γ cos γ − .

γ
2 sin γ

)
cos β − mlc

..
θ
)

..
yq = 1

mq+ml

(
Fy − ml Lc

( ..
γ cos γ − .

γ
2 sin γ

)
sin β + mlc

..
φ
)

..
zq = 1

mq+ml

(
Fz + ml Lc

( ..
γ sin γ +

.
γ

2 cos γ
))

+ g

(19)

∑
R

:

⎧⎪⎪⎨⎪⎪⎩
..
φ = 1

Jx+mlc2

(
τφ + mlc

( ..
yq + Lc

( ..
γ cos γ − .

γ
2 sin γ

)
sin β

))
..
θ = 1

Jy+ml c2

(
τθ − mlc

( ..
xq + Lc

( ..
γ cos γ − .

γ
2 sin γ

)
cos β

))
..
ψ = 1

Jz
τψ

(20)

..
γ = − 1

Lc

(( ..
xq cos β +

..
yq sin β

)
cos γ +

(− ..
zQ + g

)
sin γ

)
+

c
Lc

Δ(φ, θ, γ) (21)

where Δ(φ, θ, γ) represents the residual term of
..
γ.

According to [30], we can obtain the attitude kinematic of the quadrotor as:
.
q =

1
2

q ⊗
[

0 ω
]T

(22)

2.3. Analysis of Slung Load Motion

In this article, we consider the effect of slung load on the quadrotor as a kind of disturbance. In
order to realize high precision estimation of the disturbance, the characteristics of the disturbance need
to be analyzed.

The derived equations of motion of the load and quadrotor are highly nonlinear and strongly
coupled, thus, they are difficult to be used for motion analysis. Therefore, we trimmed the mathematical
near hovering or uniform linear flight. In this condition, we have

..
Xq ≈ 0. And in actual flight c � Lc,

then we have cL−1
c ≈ 0. From Equation (20), we can see that the load movement can hardly affect ψ,

therefore, disturbance in pitch and roll channels are considered in this condition. The trimmed results
of the rotational dynamic are: ⎧⎪⎪⎨⎪⎪⎩

..
φ = 1

Jy+mlc2

(
τφ + dφ

)
..
θ = 1

Jy+mlc2 (τθ + dθ)
..
γ = − 1

Lc
g sin γ

(23)
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where dφ = mlcLc

( ..
γ cos γ − .

γ
2 sin γ

)
sin β and dθ = −mlcLc

( ..
γ cos γ − .

γ
2 sin γ

)
cos β are the torque

disturbance caused by the slung load in roll and pitch channel respectively.
Then, analyze the motion of slung load. When γ is a small angle, we have sin γ ≈ γ and cos γ ≈ 1.

Thus, we can rewrite Equation (23) as:
..
γ = − 1

Lc
gγ (24)

According to Equation (24), we can calculate that:

γ = A0 sin
(√

gL−1
c t + χ0

)
(25)

where A0 and χ0 are the unknown amplitude and phase related to initial conditions.
Substituting Equation (25) into Equation (23), we have:

d =

⎡⎢⎣ dφ

dθ

dψ

⎤⎥⎦ =

⎡⎢⎢⎢⎢⎣
A1,φ sin

(√
gL−1

c t + χ1,φ

)
+ A2,φ sin

(
3
√

gL−1
c t + χ2,φ

)
+ Δφ

A1,θ sin
(√

gL−1
c t + χ1,θ

)
+ A2,θ sin

(
3
√

gL−1
c t + χ2,θ

)
+ Δφ

0

⎤⎥⎥⎥⎥⎦ (26)

where Δi (i = φ, θ) are the unmodeled residual of the disturbance in each channel.
According to the above analysis, the disturbance torque caused by the slung load is a

sum-of-sinusoids function which has two frequencies �1 =
√

gL−1
c , �2 = 3

√
gL−1

c , while the
amplitude A1,i, A2,i and phase χ1,i, χ2,i (i = φ, θ) are unknown.

2.4. Problem Formulation

In order to study the transient and steady-state characteristics of the quadrotor, the dynamics of

attitude error are introduced. We use ωd = [ ωd,x ωd,y ωd,z ]
T

and qd = [ q0d qvd ]
T

to denote
the desired angular velocities and attitude respectively, thus:

ωe = ω − RB
Dωd (27)

where ωe = [ ωe,x ωe,y ωe,z ]
T

is the tracking error vector of the angular velocities. Then, we can
obtain the dynamics of ωe according to Equations (4), (20) and (27):

.
ωe = S(ωd)RB

Dωd − RB
D

.
ωd + J−1

0 u + J−1
0 d (28)

where J0 = diag(Jx + mlc2, Jy + mlc2, Jz), RB
D can be calculated according to Equations (3) and (6). And

according to Equations (5), (6) and (27), we can obtain the kinematics of attitude tracking error

.
qe =

1
2

qe ⊗
[

0 ωe

]T
=

1
2

[
−qT

ve
S(qve) + q0eI3

]
ωe (29)

The problem we try to tackle in this work is to design a continuous control law u using only
the measurable system output ω and q such that the error of attitude ωe and qe converge to zero in
presence of the slung load. In order to ensure the robustness of the controller, the DUEA strategy
is necessary

Figure 2 illustrates the control scheme that we designed. Based on the DUEA control methodology,
the attitude control problem for quadrotor can be divided into two components: design the feedforward
loop so that the periodic disturbance is estimated by HESO and compensated this way; and design the
feedback loop that regulates the orientation to track the desired attitude produced by the commander
timely. Therefore, the control signal u contains two parts as:

u = uN + uE (30)

where uN is the nominal control input vector and uE is the disturbances attenuation input vector.
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Figure 2. Block diagram of the proposed control scheme.

3. Design and Stability Analysis of HESO

In this section, the design of HESO, which provides the disturbance estimate for the controller, is
described in detail. As for the DUEA control methodology, the control performance of closed loop
system will be largely determined by the observation performance. However, the disturbances acting
on quadrotor are periodic, which cannot be accurately estimated by traditional ESO thoroughly [28].
Therefore, in order to enhance the performance of feedback controller, a HESO is designed to estimate
the periodic disturbances, and the stability analysis is carried out afterwards.

3.1. Design of HESO

According to the analysis of the disturbances in previous section, we can conclude that the
external disturbances caused by the slung load have the same characteristic in roll and pitch channel.
Without loss of generality, the design process in i(i = φ, θ) channel is demonstrated in detail. Firstly,
we can rewrite the time varying disturbance as:

di =

d1,i︷ ︸︸ ︷
A1,i sin(�1t + χ1,i) +

d2,i︷ ︸︸ ︷
A2,i sin(�2t + χ2,i) + Δi (31)

where
.
Δi = δi is upper bounded ‖δi‖ ≤ σi. In order to establish the model of equivalent disturbance,

we write Equation (31) as a form of state equation{ .
ζi = Adζ i+δd,i

di = Cdζ i
(32)

where

Ad =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 1
−�2

1 0
0 1

−�2
2 0

0 1
0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, δd,θ =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0
0
0
δθ

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, Cd =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1
0
1
0
1
0

⎤⎥⎥⎥⎥⎥⎥⎥⎦

T

ζ i =
[

d1,i
.
d1,i d2,i

.
d2,i d3,i

.
d3,i

]T
is the system state and δd,i is the perturbation term of

the disturbance.
Then, consider the SISO nonlinear Equation (23), we have(

Ji + mlc2
) .

ωi = τi + di (33)

158



Electronics 2018, 7, 83

Define xi =
[ (

Ji + mlc2)ωi ζT
i

]T
as the new state vector, the reconstructed system can be

written as: ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
.
xi =

A︷ ︸︸ ︷[
0 Cd

06×1 Ad

]
xi +

B︷ ︸︸ ︷[
1

06×1

]
τi +

δi︷ ︸︸ ︷[
0

δd,i

]

yi =

C︷ ︸︸ ︷[
1 01×6

]
xi

(34)

Note that in the reconstructed model of quadrotor, it can be verified that the pair (A, C) is
observable [28].

From the reconstructed system model in Equation (34), the observer is designed as follows:{ .
x̂i = Ax̂i + Bτi+Le,i(yi − ŷi)

ŷi = Cx̂i
(35)

where x̂i =
[ (

Ji + mlc2)ω̂i ζ̂T
i

]T
is the stats of the observer, ŷi is the estimate of the output yi, and

Le,i = [ l0 l1 l2 l3 l4 l5 l 6
]
T

is the observer gain to be designed.
By defining the estimation error of the observer as x̃i = xi − x̂i, we have the following equation:

.
x̃i =

A︷ ︸︸ ︷
(ALe,iC)x̃i +

δi︷ ︸︸ ︷[
0

δd,i

]
(36)

From Equation (36), we can find that the estimation accuracy is partly determined by the
perturbation term δi, thus in order to increase the estimation accuracy of the observer, δi should
be decreased. Compared with the traditional higher order ESO, the equivalent disturbance model is
introduced in HESO which makes the model more precise and the perturbation δd,i smaller [28].

3.2. Convergency Analysis of HESO

Frist, define the Lyapunov candidate function V0,i (i = φ, θ) as:

V0,i = x̃T
i P0x̃i (37)

Take the time derivative of V0,i, we have:

.
V0,i = x̃T

i ((A − Le,iC)
TP0 + P0(A − Le,iC))x̃i + 2x̃T

i P0δi (38)

Then, consider Equation (38). Under the condition that A − Le,iC is Hurwitz, for any k0 > 0 there
exists a positive definite symmetric matrix P0 satisfying:

(A − Le,iC)
TP0 + P0(A − Le,iC) = −k0I3 (39)

Substituting Equation (39) into Equation (38), we can get:

.
V0,i = −k0x̃T

i x̃i + 2x̃T
i P0δi ≤ −k0‖x̃i‖2 + 2‖x̃i‖‖P0‖‖δi‖ ≤ −‖x̃i‖(‖x̃i‖k0 − 2σiλmax(P0)) (40)

where ‖δd,i‖ is bounded with ‖δd,i‖ ≤ σi, and λmax(P0) is the maximum eigenvalue of P0. It is obvious
that

.
V0,i < 0 whenever ‖x̃d,i‖ > 2σiλmax(P0)k−1

0 . Therefore, the upper bound for estimation error ‖x̃i‖
will be constrained by the bounded ball Br =

{
r| ‖r‖ ≤ 2σiλmax(P0)k−1

0

}
. Moreover, the estimation

error decreases with the increase of the model accuracy.
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4. Design of Attitude Controller

In this section, the main procedures of attitude controller integrated with HESO are presented
for effectively handling disturbance caused by slung load. The quadrotor UAV is an underactuated
system with six DOF and four control inputs. In order to derive its model, backstepping method is
used in the design of attitude controller.

Step 1. Design the control strategy to ensure that qe(t) converges to zero.
According to the attitude error kinematics subsystem Equation (29), we select the candidate

Lyapunov function as:
V1 = qe

Tqe + (1 − q0e)
2 > 0 (41)

Take the time derivative of V1, we have:

.
V1 = 2qT

ve
.
qve − 2(1 − q0e)

.
q0e = (qT

veS(qve) + q0eqT
veI3 + (1 − q0e)qT

ve)ωe

= qT
veωe

(42)

Then, we design a virtual control scheme as:

ωed = −K1qe (43)

where K1 is the gain matrix of the controller, which is diagonal positive definite. If the angular velocity
tracking error ωe is equal to the virtual control input ωed,

.
V1 is negative semidefinite definite:

.
V1 = −qT

e K1qe (44)

According to the Lyapunov stability theorem, we can conclude that qe converges to zero, under
the condition that the virtual control ωe converges to −K1qe.

Step 2. Design the control signal u to ensure that ωe track the desired virtual control input ωed.
We define the error between ωe and ωed as:

ω̃e = ωe + K1qe (45)

In order to discuss the stability of the entire system including DUE and FC, we define the following
candidate Lyapunov function V2 as:

V2 = V1 +
1
2

ω̃e
TJ0ω̃e + V0,φ + V0,θ =

[
qe

Tqe + (1 − q0e)
2
]
+

1
2

ω̃e
TJ0ω̃e + x̃T

φP0x̃φ + x̃T
θ P0x̃θ (46)

Take the time derivative of V2, and substitute Equations (28), (45), and (47) into
.

V2, then we have

.
V2 = qT

veω̃e − qT
veK1qve + ω̃T

e
(
J0

.
ωe + J0K1

.
qve

)− k0x̃T
φ x̃φ + 2x̃T

φP0δφ − k0x̃T
θ x̃θ + 2x̃T

θ P0δθ

= −qT
veK1qve + ω̃T

e
(
J0
(
S(ωd)RB

Dωd − RB
D

.
ωd

)
+ u + d + J0K1

.
qve + qve

)− k0

(
x̃T

φ x̃φ + x̃T
θ x̃θ

)
+ 2

(
x̃T

φP0δφ + x̃T
θ P0δθ

) (47)

Define the nominal control input vector as:

u = −J0

(
S(ωd)RB

Dωd − RB
D

.
ωd

)
− J0K1

.
qve − qve − K2ω̃e − d̂ (48)

where d̂ =
[

Cd ζ̂φ Cd ζ̂θ 0
]T

is the estimation results of disturbance. Then, plug Equations (40)
and (48) into Equation (47):

.
V2 = −qT

veK1qve − k0

(
x̃T

φ x̃φ + x̃T
θ x̃θ

)
− ω̃T

e K2ω̃e + ω̃T
e d̃ + 2

(
x̃T

φP0δφ + x̃T
θ P0δθ

)
≤ −λmin(K1)‖qve‖2 − k0

(
‖x̃φ‖2 + ‖x̃θ‖2

)
− λmin(K2)‖ω̃e‖2 + ‖ω̃e‖‖d̃‖+ 2σλmax(P0)

(‖x̃φ‖+ ‖x̃θ‖
)

≤ −λmin(K1)‖qve‖2 − k0

(
‖x̃φ‖2 + ‖x̃θ‖2

)
− λmin(K2)‖ω̃e‖2 +

√
3‖ω̃e‖

(‖x̃φ‖+ ‖x̃θ‖
)
+ 2σλmax(P0)

(‖x̃φ‖+ ‖x̃θ‖
)

≤ −λmin(K1)‖qve‖2 −
(

k0 −
√

3
2

)(
‖x̃φ‖2 + ‖x̃θ‖2

)
−
(

λmin(K2)−
√

3
)
‖ω̃e‖2 + 2σλmax(P0)

(‖x̃φ‖+ ‖x̃θ‖
)

(49)
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where ‖d̃‖ =

√
‖Cd ζ̃φ‖2

+ ‖Cd ζ̃θ‖2 ≤ ‖Cd ζ̃φ‖+ ‖Cd ζ̃θ‖ ≤ √
3
(‖x̃φ‖+ ‖x̃θ‖

)
, λmin(K1) and λmin(K2)

are the minimal eigenvalue of K1 and K2 respectively. Define zT = (qT
e , ω̃T

e , x̃T
φ , x̃T

θ ) as the uniformed

vector of errors, and ξ = min
(

λmin(K1), λmin(K2)−
√

3, k0 −
√

3
2

)
> 0, then Equation (49) can be

reduced to

.
V3 ≤ −ξ

(
‖qve‖2 + ‖ω̃e‖2 + ‖x̃φ‖2 + ‖x̃θ‖2

)
+ 2σλ1

(‖x̃φ‖+ ‖x̃θ‖
) ≤ −ξ‖z‖2 + 2σλmax(P0)‖z‖ (50)

Thus
.

V3 < 0 whenever ‖z‖ > 2σλmax(P0)ξ
−1. Notice that (qe, ω̃e) is a linear diffeomorphism

of (qe, ωe), hence (qe, ωe) can converge into a compact set. We can conclude that, the attitude error
(qe, ωe), virtual control input error ω̃e and the estimation error x̃φ and x̃θ are uniformly ultimately
bounded and exponentially converges to the bounded ball Bz =

{
z| ‖z‖ ≤ 2σλmax(P0)ξ

−1}.
In general, when we chose a larger ξ, the bounded ball Bz will become smaller and consequently,

‖z‖ will also become smaller, so a larger ξ is preferred. However, larger ξ will lead to larger control
gains which can excite the sensor noise and undesirable high frequency dynamics of the system.
Thus, the tuning of controller parameters is a tradeoff between the demand of performance and the
real conditions. Moreover, by improving the model accuracy of the disturbance, σ will be reduced,
therefore, the accuracy of attitude control can be improved.

5. Simulation and Experimental Results

In order to evaluate the performance of the proposed HESO, simulation and real world
experimental results are presented in this section.

5.1. Simulation Results

We present the numerical simulations of the proposed GESO based DUEA control strategy on a
model generated by the online toolbox of Quan and Dai [32], and the values of the nominal model
parameters are list in Table 1.

Table 1. Quadrotor parameters used in simulation.

Parameter Description Value

mq Mass of the quadrotor 2 kg
ml Mass of the slung load 1 kg
c Hook position 0.2 m

Lc Length of the cable 1 m
Jx Roll inertia 1.335 × 10−2 kg·m2

Jy Pitch inertia 1.335 × 10−2 kg·m2

Jz Yaw inertia 2.465 × 10−2 kg·m2

l Motor moment arm 0.18 m
g Gravity acceleration 9.81 g·s2

kT Aerodynamic coefficient 8.54 × 10−6 kg·m
kD Drag coefficient 1.36 × 10−7 kg·m2

The values of gain parameters used in our controller are given as K1 = 7I3 and K2 = 2I3, and the

observer gains of HESO are Le,i = [ 6 27 27 8 8 2 2 ]
T

. Traditional 2nd order ESO is used as

the comparison, and the bandwidth is fix at 3 rad/s, the observer gain is L =
[

9 27 27
]T

.

5.1.1. Comparison in Attitude Stabilization Performance

This part involves attitude stabilization control in the presence of slung load. The initial condition
of the slung load is γ0 = 30◦ and β = 20◦. The initial conditions used of the quadrotor in the simulation

are zero, and we select the desired attitude signal as follows Ωd = [ 0◦ 0◦ 0◦ ]
T

.
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Three comparative simulations were conducted, and the performances of the proposed controller
with different ESOs are compared in pitch and roll channel. Figures 3 and 4 show the curves of the
vehicle’s attitude response during its flight. We can see that although the proposed controller (without
GESO) was able to ensure the stabilization of the attitude angles, the control accuracy was reduced
under the influence of the slung load motion. When we introduced Traditional 2nd order ESO and
HESO as the DUE, the performances of the proposed controller were improved, and through the
comparison of attitude control results, we can conclude that HESO performed better than traditional
ESO. Moreover, Figures 5 and 6 show the disturbance estimation result of HESO and Traditional ESO.
Obviously, we can see that the estimation error decreases when we adopt HESO.

Figure 3. Simulation curves of the attitude angle in attitude stabilization: (a) roll channel; (b) pitch
channel; (c) yaw channel.

Figure 4. Simulation curves of the attitude rate in attitude stabilization: (a) roll channel; (b) pitch
channel; (c) yaw channel.
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Figure 5. Estimation results comparison of harmonic extended state observer (HESO) and traditional
extended state observer (ESO) in attitude stabilization.

Figure 6. Estimation errors comparison of HESO and traditional ESO in attitude stabilization.

5.1.2. Comparison in Attitude Tracking Performance

In this case, the numerical simulation demonstrates the effectiveness of the proposed control
scheme for attitude tracking. The initial condition of the slung load is γ0 = 0◦. We chose desired
attitude signal as φd = 0◦ and

θd =

{
10◦, 1 < t < 9
0◦, 0 < t ≤ 1 ∪ 9 ≤ t

(51)

The attitude tracking performances of the proposed controller with different ESOs are illustrated
in Figures 7 and 8. We can see that the proposed controller alone was hard to ensure the tracking of the
desired attitude angles, and the control accuracy was severely affected by the slung load. When we
introduced Traditional 2nd ESO and HESO as the DUE, the performances of the proposed controller
were improved, and the simulation results show that HESO performed better than traditional ESO.
Moreover, as shown in Figure 9, we can see that the estimation error decreases when we adopt HESO.
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Figure 7. Simulation curves of the attitude angle in attitude tracking: (a) roll channel; (b) pitch channel;
(c) yaw channel.

Figure 8. Simulation curves of the attitude rate in attitude tracking: (a) roll channel; (b) pitch channel;
(c) yaw channel.

Figure 9. Estimation errors comparison of HESO and traditional ESO in attitude tracking.
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5.2. Experimental Results

We have also tested the proposed control scheme on a self-assembled GF360 quadrotor, and
PIXHAWK [33,34] was used as the autopilot of the quadrotor. To evaluate the stability and robustness
of the proposed control scheme, the experiments were carried out as follows. The weight of the slung
load ml is 0.5 kg and cable length Lc is 1 m, the distance between the hook of the cable and the mass
center of quadrotor c is about 20 cm.

Subject to the sampling frequency and noise of MEMS gyro, the observer gain of HESO is chosen

as Le = [ 6 12 8 12 8 2 2 ]
T

. And subject to the limitations of computing power, HESO
is only used in pitch channel, and the slung load only swing in longitudinal plane. The controller
gains were chosen as K1 = diag[ 7 7 2.8 ] and K2 = diag[ 0.15 0.15 0.2 ]. Three comparative
experiments with different ESO are presented.

Figure 10 presents the history of pitch angle tracking errors θe = θ − θd obtained by the proposed
controller with different ESO in the presence of slung load. Figure 11 shows the experiment results
of pitch rate ωy in these three cases. It can be observed that the control performance is improved by
HESO compared with the one without ESO and the one with traditional 2nd order ESO. In addition.
The root mean square (RMS) errors obtained by proposed controller with different ESO are given in
Table 2. It is illustrated that HESO can achieve 50.11% reduction on the RMS error of pitch angle.

Figure 10. Experimental curves of θ with different ESO.

 

Figure 11. Experimental curves of ωy with different ESO.

165



Electronics 2018, 7, 83

Table 2. Comparison of control performance in the tracking error of pitch angle with different ESO
(RMS error).

Without ESO Traditional ESO HESO

θe (◦) 2.4696 1.8890 1.2320

6. Conclusions

In this paper, the problem of anti-swing attitude control for quadrotor in the presence of slung
load is investigated. In the proposed approach, we developed a HESO based DUEA control scheme
to accurately attenuate the disturbance torque caused by slung load. Through the analysis of the
quadrotor-slung load system, the external disturbance torque can be described as a periodic function

with two frequencies �1 =
√

gL−1
c ,�2 = 3

√
gL−1

c , while the amplitude and phase are unknown. Then
the harmonic extended state observer is designed according to the model of the disturbance in propose
of enhancing the robustness of feedback nonlinear controller. Subsequently, an attitude tracking
controller is designed based on the backstepping method. From the simulation and experimental
results, we can conclude that compared to the traditional 2nd order ESO, the HESO can achieve a
better performance in estimating the periodic disturbances, so that the robustness of the proposed
controller can be further improved.
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Abstract: A relevant task in unmanned aerial vehicles (UAV) flight is path planning in 3D
environments. This task must be completed using the least possible computing time. The aim
of this article is to combine methodologies to optimise the task in time and offer a complete 3D
trajectory. The flight environment will be considered as a 3D adaptive discrete mesh, where grids
are created with minimal refinement in the search for collision-free spaces. The proposed path
planning algorithm for UAV saves computational time and memory resources compared with classical
techniques. With the construction of the discrete meshing, a cost response methodology is applied
as a discrete deterministic finite automaton (DDFA). A set of optimal partial responses, calculated
recursively, indicates the collision-free spaces in the final path for the UAV flight.

Keywords: UAV; path planning; adaptive discrete mesh; octree

1. Introduction

The world market for unmanned aerial vehicles (UAVs) is expanding rapidly, and there are
various forecasts and projections regarding the market for unmanned vehicles. The economic impact
of integrating UAVs into the National Airspace System in the United States will grow substantially
and reach more than $82.1 billion between 2015 and 2025 [1].

A wide diversity of air missions can be completed by UAVs [2,3] in various scenarios and including
outdoor/indoor and water/ground/air/space environments [4]. The types of missions include
military (missile launching drones, bomb-dropping drones, flying camouflaged drones) and civilian
(video-graph/photography, disaster response, environment and climate) [5–9]. A highly demanded
task for UAVs is 3D autonomous navigation (either in static or dynamic environments) that optimises
the route and minimises the computational cost. Thus, path planning defines the methodology that an
autonomous robot must complete to move from an initial location to a final location, deploying its own
resources as sensors, actuators, and strategies, while avoiding obstacles during the trip. Several path
planning and obstacle avoidance techniques are being used in unmanned ground vehicles (UGVs),
autonomous underwater vehicles (AUVs), and unmanned aerial vehicles (UAVs).

From the traditional robotics point of view, numerous works have been developed in which
the path planning and obstacle avoidance algorithms perform searches in continuous or discrete
Euclidean [10] dimensional movement environments. It is important to mention that LaValle in [11]
has done significant work on sampling-based path planning algorithms. However, although his
analysis is complete from a two-dimensional perspective, 3D planning analysis is not completely
addressed. An exhaustive study of the growing work on sampling-based algorithms is presented
in [12]. It must be remembered that the 2D path planning problem is NP-hard; and so environmental
dimensional increases and UAV kinematics affect problem complexity.
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Electronics 2019, 8, 306

An in-depth review of the current literature shows several works focus on two-dimensional (2D)

scenarios [13] that limit vehicle behaviour to just a flat surface and consider its height as constant by
making a dimensional analysis (2.5D) [14]. However, in complex unstructured situations (including,
for example, forests, urban, or underwater environments) a simple 2D algorithm is insufficient and 3D
path planning is needed.

A diversity of methodological paradigms have been developed to complete the task of 3D
path planning. These are based on sampling, node/based algorithms, bio-inspired algorithms, and
mathematical models, among other techniques. A brief bibliographic review focused on 3D trajectory
planning is presented below.

Some representative techniques used in path planning methods and based on continuous
and discrete environment sampling include: RRT (rapidly-exploring random tree) [15–18]; PRM
(probabilistic road maps) [19–23]; Voronoi diagrams [24–26]; and artificial potential [27–30].
Nevertheless, it is important to note that RRT and PRM make random explorations (continuous
sampling) of the defined environment. RRT is an expensive algorithm in terms of computational cost
when searching for feasible solutions in cluttered environments. It should be emphasised that once
the PRM road map is made, a methodological base built on nodes must be invoked to define the
lowest cost path. The main disadvantage of the Voronoi diagram is that it is an offline method. Finally,
artificial potential algorithms present little computational complexity—although they tend to fall into
local minimums.

Node-based algorithms (discrete space) are mathematical structures used to model pairwise
relations (in this context, the structures are made with vertices and edges) and the aim is to calculate
the cost of exploring nodes to find the optimal path. Various methodologies and subsequent variations,
such as Dijkstra’s algorithm [31,32], A* [33,34], D* [35,36], and Theta* [37], present these characteristics
in their results. In [38] the characteristics and approximations of various methodologies of * (Star)
search algorithms are studied.

In recent years, these classical techniques have been improved with new learning machine
techniques. ANN (Artificial Neural Networks) [39–41], fuzzy logic [42,43], ACO (Ant Colony
Optimisation) [44,45], and PSO (Particle Swarm Optimisation) [46,47], among others [48–50], are
examples of these heuristic methodologies. Hence, these biological algorithms attempt to optimise the
path by mimicking animal behaviour. The weaknesses and strengths of a set of heuristic techniques are
discussed in [51]. The implementation relevance of these methodologies does not present significant
experimental results. In addition, the different techniques presented in this section have a particular
computational cost and complexity based on the different approaches [52] (see Table 1).

Table 1. Computational cost and complexity in the graph structure, where n is the number of vertex
and m is the number of edges.

Method Time Complexity Memory Real Time

Sampling based algorithms 0(nlogn) 0(n2) On-line
Node based algorithms 0(mlogn) 0(n2) On-line
Bioinspired algoritms 0(nlogn) 0(n2) Off-line

A summary of the above mentioned methodologies is shown in Table 2, which details the
approximation methodology, authors and reference, type of obstacle avoidance (static or dynamic),
type of implementation (simulation or real), and publication year.

The 3D path planning problem is still an open issue in this field. The general approach is to
combine several of the above mentioned techniques to improve overall performance.

Several planners optimise the path planning distance. However, this paper attempts to include
distance as an objective, as well as the geometrical characteristics of the UAV and flight constraints
(velocity, turning capacity, battery, flight distance, etc.). All of these constraints are evaluated as
potential cost and the path planning result is based on the sum of contributions for each cost (see
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Section 4). It is important to highlight that planning results do not attempt to arrive at an optimal path
in a shorter distance. Furthermore, unlike other path planning methodologies in which pruning of the
results is necessary, this paper attempts to minimise such pruning.

Table 2. 3D path planning methodologies studied list.

Approach Authors
Static

Obstacle
Dynamic
Obstacle

Simulation Real Year

RRT

Abbadi, A. [15]
Aguilar, W. [16]
Aguilar, W. [17]
Yao, P. [18]

x
o
x
x

x
x
o
o

x
x
x
x

o
x
x
o

[2012]
[2016]
[2017]
[2017]

PRM

Yan, F. [19]
Yeh, H. [20]
Denny, J. [21]
Li, Q. [22]
Ortiz-Arroyo, D. [23]

x
x
x
x
x

o
o
o
o
o

o
x
x
x
x

x
o
o
o
o

[2013]
[2012]
[2013]
[2014]
[2015]

Voronoi
Thanou, M. [24]
Qu, Y. [25]
Fang, Z. [26]

x
x
x

o
o
o

x
x
x

o
o
x

[2014]
[2014]
[2017]

Artificial Potencial

Khuswendi, T. [27]
Chen, X. [28]
Rivera, D. [29]
Liu L. [30]

x
x
x
x

x
x
x
x

x
x
x
x

o
o
o
o

[2011]
[2013]
[2012]
[2016]

ANN
Kroumov, V. [39]
Gautam, S. [40]
Maturana, D. [41]

x
x
x

o
o
o

x
x
o

o
o
x

[2010]
[2014]
[2015]

Fuzzy Logic
Iswanto, I. [42]
LIU, S. [43]

x
x

x
o

x
x

o
o

[2016]
[2012]

ACO
Duan, H. [44]
He, Y. [45]

x
x

o
o

x
x

o
o

[2010]
[2013]

PSO
Zhang, Y. [46]
Goel, U. [47]

x
x

x
x

x
x

o
o

[2013]
[2018]

Others
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An adaptive cell decomposition (ACD) is a strong methodology for solving physical systems led by
partial differential equations [53,54]. Such techniques offer a substantial improvement in computational
time and discretisation is not governed by a dominant equations system. This methodology is used in
accurate complex 3D Cartesian geometry reconstructions [55,56]. The approach presented in this work
does not seek a refined environment reconstruction, and only tries to determine occupied and free
spaces within the 3D Cartesian space. The savings in computational and memory effort is significant.
The computational structure that constructs the algorithm makes a rapid labelling of the geometric
figure of the environment as a 3D solid with a rectangular shape.

In this paper, a functional 3D UAV path planning algorithm is proposed that is based on an
evolution of the (ACD) method. The proposal attempts to achieve a linear speedup, exploring
and decomposing the 3D environment under a recursive reward cost paradigm, and building an
efficient and simple 3D path detection. The aim is not to generate a large scale reconstruction of the
environment, nor start the procedure with a defined cloud of points [57]. In the presented paper,
the UAV just receives the obstacle information from the control station and generates a trajectory.
Over time, physical phenomena often generate unknown space distributions between the UAV and
obstacles, and so adaptation according these changes and spatial constraints might exist. In the event
of obstacle collision with the previously calculated path, a new estimated path is generated.
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This paper is organised as follows. Section 2 defines the terrain representation and codification
obstacles, and the general problem of path planning under static and dynamic environments is stated.
In Section 3, the basis of the adaptive cell decomposition technique is revisited and modified to be
ready for our proposal. In Section 4, the new algorithm for planned paths is then explained, and finally,
several application examples are shown in Section 5. Conclusions and future works are considered in
the final section.

2. Problem Definition

At the moment when obstacles in the 3D real world are represented, they do not possess exact
geometries, and for simplicity in this paper, obstacles have been modelled as cuboids in direct relation
to their dimensional characteristics and location. When cuboids increase or decrease, special care is
taken to ensure that they do not collide with each other and there is a free flight route during the
environment tests.

In a 3D environment where a UAV performs a continuous flight from an init point (qi) to a goal
point (q f ), a set of various manoeuvres to complete this mission are deployed. The UAV had previously
defined the trajectory to follow after taking into account several considerations and constraints.

Let us assume that a complete description of the possible operating environment as an urban
space in which buildings of different dimensions are defined. The UAV in flight receives data from
its control station about the environmental conditions and it makes the necessary calculations to
determine the best trajectory. The relevant data includes the goal point q f , the current location, and
the size of the obstacles (static or dynamic), as well as speed and movement directions. Since qi is
related directly with the current UAV location, the aim is to apply a discrete decomposition (partial
and recursive) of the environment to find the set of collision-free spaces for the UAV flight and head
towards the middle of those collision-free spaces until it arrives at q f . Hence, the final trajectory result
of this methodology generates a vector (xi, yi, zi) of three-dimensional points (system coordinates)
translated as waypoints. Furthermore, it is important to emphasise that the resulting vector indicates
spatial positions, and therefore the UAV that performs the trajectory tracking must possess these
tracking skills. Thus, a UAV that has a quadropter-type holonomic system (the number of controllable
degrees of freedom of the UAV system is equal to the total degrees of freedom) can complete the 3D
waypoint tracking. Hence, a non-holonomic (the system is described by a set of parameters subject to
differential constraints) (fixed wing) UAV does not have to be able to follow these trajectories.

Figure 1 shows an environmental example, where the discrete decomposition is built around the
obstacles that interfere with the UAV flight. Hence, the three-dimensional characteristics of the obstacle
might be considered to determine an escape trajectory that can surround the obstacle (including its
sides and above and below) in continuous flight. Therefore, the 3D environment decomposition will
take advantage of the 3D displacement capabilities of the UAV.

Figure 1. General scenario for 3D unmanned aerial vehicles (UAV) path planning. The grey cubes
depict the environmental obstacles. Blue cubes are generated by the environmental discretisation and
represent collision-free spaces. Orange lines are possible paths.
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3. Modified Adaptive Cell Decomposition (MACD)

A standard 3D ACD algorithm attempts to make a discrete approximation of the environment,
typically in a tree data structure known as octree (Octree is a tree data structure in which each internal
node has exactly eight children) [58]. This process requires considerable computational resources and
time. The modified adaptive cell decomposition (MACD) [59] does not make an exhaustive routing
for each little space in the environment. If an obstacle exists, the routing in the three dimensions is in
direct relation to the obstacle characteristics. The parameterised decomposition level is fixed in direct
relation to the UAV manoeuvrability. This means that whenever the UAV needs a minimal space to
complete a movement, this value will be defined in the level of decomposition.

Let us say Υ = (x, y, z) denotes a discrete 3D environment, where the set of collision-free voxels
are defined as S f ree, the set of occupied voxels are defined as Soccup, and the optimal path (metric term
of distance) between qi and q f as ρ. The aim is to find the optimal path ρ compound with a set of the
nearest voxels in the S f ree space that enclose the obstacles.

The procedure is summarised in the flowchart shown in Figure 2, beginning with a specification of
the number of decomposition levels. For the first level (i = 0), search limits are set to the environmental
dimensions Υ. Partition of the octree divides the environment in 8 equal parts in relation to the previous
boundaries. In every single octree, an obstacle search is performed that determines the possibility of a
later decomposition. Once this level decomposition is finished, the complete information of Soccup and
S f ree space is completed. Finally, a planner determines the best trajectory in distance terms.

Figure 2. Flowchart of modified adaptive cell decomposition (MACD).

A simple example in a 2D environment is shown in Figure 3, using quadtree decomposition.
The decomposition level n is predefined, n being the total levels which define the tree growth as
a hierarchical computational structure. In a first segmentation, with n = 1, the environment is
partitioned in (2n)2 underlying discrete spaces (blue lines). A second division of the environment
(n = 2) will generate 16 spaces (green lines).
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Figure 3 shows an example of a quadtree decomposition, denoted by qk with current level
n = 0, with reference to its own neighbourhood. On its left side, there are neighbours with smaller
dimensional characteristics than the present qk. There is a total of 8 neighbours, from (2n)2 with
n = 3 → (23)2 = 64, of which only 8 are related directly with the qk neighbourhood. The lower
and upper face of qk has the same level of decomposition, being n = 0 and producing a single qk+1
neighbour. On its right side, as the dimensions of the neighbour qk+1 are larger than qk, the number of
neighbours is equal to 1, counting a total of 11 neighbours and possible movements in this case.

Figure 3. Neighbourhood structure. Quadtree decomposition neighbourhood.

The 3D decomposition methodology has two relevant variations. Firstly, the definition and
location of each voxel boundary, and secondly, the definition of the number of neighbours per each
voxel belonging to S f ree. The number of neighbours qk is bounded by at least qk+1 = 3 neighbours, and
the maximum number of each qk voxel face is a multiple of (20,1,2,...,n)2 with n decomposition levels
(shown in Figure 4).

Figure 4. Neighbourhood structure. Octree decomposition neighbourhood.

At this point, the procedure is partially complete, since the decomposition just finds the set S f ree
and additional calculations to determine if ρ are needed. Hence, MACD uses Dijkstra’s [31] algorithm
to calculate the optimal path in distance terms.

Algorithm 1 shows the pseudo-code to generate a structure called a rectangloid which contains
all the information compiled throughout the cell decomposition process. The algorithm performs a
recursive searching of the free S f ree space and the occupied Soccup space in the discrete 3D environment
to determine each voxel property (including its set of neighbours), and it simultaneously builds the
computational structure that joins the voxels. For a better understanding, a brief description of several
algorithm steps is offered here.

Line 9: Boundaries of the current voxel are calculated.
Line 12: Boundaries of the sub-voxel are assigned to rectangloid.
Line 13: This step does a total routing by searching the environment for obstacle collisions.
Line 24: The vertex variable collects each (S f ree) of rectangloid structure.
Line 25: The edges variable determines the structure that joins every vertex.
Line 26: Dijkstra’s algorithm is used to determine ρ.
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Algorithm 1 Modified Adaptive Cell Decomposition (MACD)

1: n → decomposition level, nextRow = 0
2: [boundary] = environment.boundaries
3: rectangloid.add = boundary
4: for i = 0 : n do

5: rows = rectangloid.size;
6: nextRow = nextRow + 1;
7: for j = nextRow : rows do

8: if rectangloid(j).ocup == Soccup then

9: [boundary] = boundaryOctree(rectangloid(j).boundaries);
10: for k = 1 : boundary.size do

11: newRow = newRow + 1;
12: rectangloid(newRow).add = boundary(k, :);
13: obj = obstacle. f ind ∈ rectangloid(newRow);
14: if obj == FREE then

15: rectangloid(newRow).ocup = S f ree
16: else

17: rectangloid(newRow).ocup = Soccup
18: end if
19: end for
20: end if
21: end for
22: nextRow = rows;
23: end for
24: vertex = rectangloid(:).boundary.center;
25: edges = rectangloid(:).neighbour. f ind;
26: ρ = Dijkstra(vertex, edges);

4. Recursive Rewarding Modified Approximate Cell Decomposition (RR-MACD)

In this section, a new algorithm for path planning in 3D environments is formulated so that using
an external planner based on nodes, such as Dijkstra [31] or A∗ [33], becomes unnecessary. Since it
attempts to achieve a final path ρ based on starting conditions, or initial states, each future system state
is determined by the present one (each state is a collision-free neighbour voxel).

4.1. Methodology

Let Υ denote a work environment as a discrete 3D space that contains a finite set of collision-free
voxels (S f ree) and a finite set of busy voxels (Soccup).

Let us assume an UAV is included within a collision-free voxel, which is considered as initial state
sk, with the aim of reaching the end point q f . Let’s assume a set formed by voxels of different sizes
Sk+1 as a neighbourhood of sk. In this context, a state model and a transition matrix can be developed
as in Figure 5 to determine the optimal transition from sk to any state belonging to Sk+1 based on
two transitional measurements (D1 and D2). Starting from the current state sk, the method will try to
obtain the optimum neighbour state belonging to Sk+1 (sk → Sk+1 = D1). It will then locate which
sub-path from each neighbour in Sk+1 to the final point q f is best (Sk+1 → q f = D2).

To solve this problem a discrete deterministic finite automaton (DDFA) [60,61], F, can be defined
as F = (S, G, D, q)T with a set of Rm partial functions, where:

• q are two points in the 3D environment space, where

– qi is the initial point
– q f is the final point.

• S is a finite set of M current states, where

– S f ree is the finite set of collision-free voxels. Split in the current voxel sk = [sk(x), sk(y), sk(z)],
and the set of its neighbours sk+1 = [sk+1(x), sk+1(y), sk+1(z)].
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– Soccup is the finite set of occupied voxels.

• Rm, m = 1 . . . N is a set of N partial functions involved in the 3D UAV navigation characteristics
and determining feasible progress. In this paper, N = 4 functions are defined as flight parameters,
being:

R1(i, j) =
Mdistance(si → sj)

MtrDirect
∈ R : [0, 1]

Mdistance(si → sj) =
√
(si − sj))2

(1)

where Mdistance(si → sj) is the Euclidean distance between any two states and MtrDirect is the
distance in a straight line between qi and q f .

R2(i, j) = Mtan(si → sj) ∈ R : [−1, 1]

Mtan(si → sj) = tan−1θ

θ =

⎛⎝
√
[(si(y)− sj(y)]2 + [si(x)− sj(x)]2

si(z)− sj(z)

⎞⎠ (2)

where Mtan(si → sj) is the direction change measurement of the tangent vector to a curve, which
shows the inclination angle between any two states.

R3(i, j) = Mphi(si → sj) ∈ R : [−1, 1]

Mphi(si → sj) = φ

φ = tan−1

(
si(y)− sj(y)
si(x)− sj(x)

) (3)

where Mphi(si → sj) is the direction change of the bi-normal vector around the tangent vector
between any two states.

R4(si, sj) is associated with the amount of battery and determines the possibility of success on a
predefined trajectory:

R4(i, j) = Mbatt(si → sj) ∈ R : [0, 1]

Mbatt(si → sj) =

⎧⎪⎪⎨⎪⎪⎩
0,

batti→battj
Curbatt

> Curbatt

1 − batti→battj
Curbatt

≤ Curbatt

(4)

where Mbatt(si → sj) is the normalised theoretical quantity of battery needed to fly from any state
to any other—and the Curbatt is the current amount of battery available for flight.

Further, a Gaussian function g(Rm) is used to determine the reward in executing a possible action
and it is defined as:

g(Rm) =
sin(π ∗ Rm + π/2) + 1

2
(5)

where the transition cost values (sk → Sk+1, Sk+1 → q f ) have been normalised within boundaries
[0, 1]. Notice how the greater the effort Rm, the lower the reward g(Rm) and vice-versa. Therefore,
the execution of an action from state si to different states sj produces state transitions at different
costs—an elevated cost will produce a lower reward on the transition.

All these rewards can be expressed as a vector G(i, j) of flight parameters such as:
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G(i, j) = [g(R1(i, j)), g(R2(i, j)), . . . , g(RN(i, j))]T (6)

• D ∈ R
M−2 is the received reward associated with a priority p ∈ R

N for executing an action on a
function g(Rm) and is stated as the sum of two transition priority vectors (D1 and D2) defined as:

D1 =(p× G(i, j)) + ξ

i = 1, j = 2 . . . (M − 1)]
(7)

D2 =(p× G(i, j)) + ξ

[i = 2 . . . (M − 1), j = M]
(8)

D = D1 + D2 (9)

where ξ is a predefined negative reward value in each state belonging to Sk+1. Notice that the
probability distribution values of the functions g(R1), g(R2), . . . , g(RN) are independent and the
set of answer vectors D which are mappings of S × S f ree. Therefore, this map is generated with a
time-independent probability distribution. Hence, the probability of moving between one instant
and the next does not change.

Hence, the best reward value from vector D generates the best x—and the final path, denoted by
ρx(F), defines a finite labeled graph with vertex Sx ∈ S f ree.

(a) (b)

Figure 5. Generic structure state transition. (a) Generic state model. (b) Generic transition matrix.

4.2. Simple Application

To explain the methodology, and for sake of simplicity, let’s state the problem of travelling from
the actual state qi ∈ sk or init point to the goal point q f in a 2D environment using a standard 2D cell
decomposition. Figure 6a shows the initial scenario as well as the different Sk+1 states (observable
and neighbours) that may become a new sk. In this case, in t = 0, it is the same cost to move right
or down—this situation appears due to the inherent symmetry of the decomposition methodology.
In such a situation, randomness decides the next state.

Since a state cannot point to itself and can be visited only once, when the Sk+1 states are visited and
evaluated, one of them is selected by producing a forwarding movement (see Figure 6b). Hence, the
state selected is the new initial point sk, and the process is repeated again (see Figure 6c). The network
structure shown indicates a forward movement sk to the immediately next state sk+1. This movement
is independent of any previous state sk.

Moving towards a 3D environment, a similar scene is represented as a master voxel containing
an obstacle inside (Figure 7). This voxel can be split into different levels of voxels with different
dimensional characteristics in different spatial locations. To obtain the finite set of collision-free spaces
S f ree, MACD is performed recursively.
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(a) (b) (c)

Figure 6. Network structure and state transition. (a) state transition t = 0. (b) state transition t = 1. (c)

state transition t = 2.

The main environment boundaries have been defined from the initial coordinates qi ≡ (xi, yi, zi)

to the final one q f ≡ (x f , y f , z f ), resulting in a rectangular shape, being env = ([xi, x f ], [yi, y f ], [zi, z f ]).
Each obstacle hi(x, y, z) ∈ R

3 → (x, y, z) = λ, is defined as:

hi(λ)|t = hi(λ)|t+1 ⇒ static (10)

hi(λ)|t �= hi(λ)|t+1 ⇒ dynamic (11)

where hi(λ) → i > 0 could take two possible states, static (Equation (10), the obstacle does not change
its position with passing time) or dynamic (Equation (11), the obstacle changes its position to another
with passing time).

(a) (b)

(c)

Figure 7. Recursive rewarding MACD (RR-MACD) start process example. (a) Complete environment.
(b) First MACD level n[1]. (c) second MACD Level n[1 8].

Figure 7a shows the environment definition (blue lines) as the main node n[1] with an obstacle
h1(λ) placed inside (box green lines). Once the first decomposition is performed (Figure 7b), a first
octal level n[[1 1], . . . , [1 8]] is generated with nodes having different occupancy properties. Each will
belong to S f ree if there is no hi(λ) within its voxel limits (sk

⋂
hi(λ) = 0) (blue lines), or to Soccup if the

voxel is partial or totally occupied by the obstacle ((sk
⋂

hi(λ) = 1) ∨ (sk ∈ hi(λ))) (red lines).
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The first step is to determine the qi container voxel (for this example, it is n[1 8]). In case of
obstacle detection in n[1 8], a recursive decomposition would be performed on the location. At this
level, the node n[1 8] is the new starting state sk and the observable neighbours Sk+1 are the nodes
n[1 4], n[1 6], and n[1 7]. At this stage, the state model is depicted in Figure 8 and the transition matrix
is detailed in Table 3.

Figure 8. State model M = 5 states. List of states: s1 → n[1 8], s2 → n[1 4], s3 → n[1 6], s4 →
n[1 7], s5 → [q f ].

The probability distribution for the discrete states can be derived from a multidimensional matrix
of dimensions M × M × N (see Table 3) where, M is the number of states, and N is the number of
partial functions R(m=1...N) involved in the 3D UAV navigation.

Table 3. Initial multidimensional transition matrix listed by first column (i = 1 . . . M) and the first
row (j = 1 . . . M). The number of levels are given by the number of N functions Rm for the particular
navigation characteristics.

m= N →
m= · · · →

m=3 →
m=2 →

j=1 j=2 j=3 j=4 j=M

m=1 → sk = qi
sk+1

n[1 4]
sk+1

n[1 6]
sk+1

n[1 8] q f

i=1 sk = qi 0 g(Rm) g(Rm) g(Rm) 0

i=2 sk+1
n[1 4] 0 0 0 0 g(Rm)

i=3 sk+1
n[1 6] 0 0 0 0 g(Rm)

i=4 sk+1
n[1 8] 0 0 0 0 g(Rm)

i=M q f 0 0 0 0 0

This multidimensional matrix equivalent to Figure 5b has been constructed with the information
of the state model and the reward values. The aim is find the partial responses coming from the first
row and last column, and split in two transition priority vectors (D1, D2) ∈ R

(M−2). Using the priority
vector p and the offset ξ, vectors D1 and D2 deliver partial reward distributions to a possible next state.

The transition priority vector D1 is built with the set of columns j = 2 . . . (M − 1) and the row
i = 1 such that
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D1 =
[
p× G(i, j)

]
+ ξ, i = 1, j = 2 . . . (M − 1)

G(1, 2) =

⎡⎢⎢⎢⎢⎣
g(R1(1, 2))
g(R2(1, 2))

...
g(RN(1, 2))

⎤⎥⎥⎥⎥⎦

G(1, 3) =

⎡⎢⎢⎢⎢⎣
g(R1(1, 3))
g(R2(1, 3))

...
g(RN(1, 3))

⎤⎥⎥⎥⎥⎦
...

G(1, (M − 1)) =

⎡⎢⎢⎢⎢⎣
g(R1(1, (M − 1)))
g(R2(1, (M − 1)))

...
g(RN(1, (M − 1)))

⎤⎥⎥⎥⎥⎦

(12)

The second transition priority vector, D2, is built with the set of rows i = 2 . . . (M − 1) and column
j = M.

D2 =
[
p× G(i, j)

]
+ ξ, i = 2 . . . (M − 1), j = M

G(2, M) =

⎡⎢⎢⎢⎢⎣
g(R1(2, M))

g(R2(2, M))
...

g(RN(2, M))

⎤⎥⎥⎥⎥⎦

G(3, M) =

⎡⎢⎢⎢⎢⎣
g(R1(3, M))

g(R2(3, M))
...

g(RN(3, M))

⎤⎥⎥⎥⎥⎦
...

G((M − 1), M) =

⎡⎢⎢⎢⎢⎣
g(R1((M − 1), M))

g(R2((M − 1), M))
...

g(RN((M − 1), M))

⎤⎥⎥⎥⎥⎦

(13)

Finally, the final reward vector D expressed as the sum of D1 and D2 contains the optimal value
which points to the best state (node) for continuing the search of the path ρx:

D = D1 + D2 (14)

x = best(D) (15)

To continue with the example in Figure 7, let us assume that x = best(D) points to n[1 6].
Nevertheless, n[1, 6] is occupied (it belongs Soccup), so MACD is invoked, creating a new level in the
data structure, composed of n[1 6 (1 . . . 8)] (see Figure 7c). Even though the state sk remains in n[1 8],
the new decomposition on n[1 6] returns a new set of neighbours, which join with previous ones, and
define the new set Sk+1 defined by (n[1 4], n[1 6 3], n[1 6 4], n[1 6 7], n[1 6 8], n[1 7]).
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So looking for the optimum within Sk+1 is required. Let us assume the best node from sk+1
is n[1 6 3] (notice that MACD is invoked once until now) and so the new state sk is reassigned
to n[1 6 3] and consequently, the neighbourhood of the new state sk, is conformed by Sk+1 =

n[1 6 1], n[1 6 4], n[1 6 7], n[1 5], n[1 8].
The previous actions produce the displacement from a current sk state to the next best state, and

towards the final point. While the container voxel of the resulting better state x does not contain the
goal point, there is the possibility that x has neighbours in different decomposition levels. Hence, the
process continues until the goal point is reached.

Once the previous phase has been completed, the optimal path ρx(F) is totally determined and
the search finishes. The flowchart depicted in Figure 9 and the Algorithm 2 show the pseudo-code for
the described actions.

Figure 9. Flowchart of RR-MACD. Notice how steps 3 to 8 in Figure 2 are re-used in this chart and
renamed as singleDecomp.

Algorithm 2 RR-MACD

1: define targetPoints, Obstacles
2: [sk] = startVoxel(env)
3: while q f ∈ sk do

4: if sk.occup == true then

5: singleDecomp(sk);
6: sk = ρx.last;
7: else

8: [Sk+1] = neighbourhood(sk);
9: [D1, D2] = rewards(sk, Sk+1, q f );

10: [ρx, sk] = D.optimum
11: end if
12: end while
13: return ρx(F)

The procedure is split in two stages. Firstly, a start voxel location is defined and, if there is an
hi(λ) in the environment, an initial simple decomposition singleDecomp is performed (as a result,
the collision-free voxel that contains the init point will be defined). Once the initial sk state is
assigned—which is also an initial ρx—the procedure proceeds depending on its occupation. If sk
is collision-free, the neighbours Sk+1 are assigned, the rewards are calculated, and the optimal x is
located. Therefore, the best state x becomes the new sk and is added to ρx. If this new sk is occupied,
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the process requires another decomposition on the current sk, and sk will return to its previous state.
The procedure is completed when the current sk contains the goal point and sk is collision-free.

Algorithm 2 summarises the procedure described in Figure 9. In line 2, a search of the first
containing qi ∈ sk is performed. The loop continues until the current sk state contains q f (line 3). If the
current state sk collides with an obstacle hi(λ), the sk state is decomposed (line 5: singleDecomp) and sk
returns to its previous state (line 6). In line 8, the neighbours of sk, Sk+1, are defined. Line 9 measures
the transition rewards for any neighbour in Sk+1. Finally, the optimum is added to the path ρx and x is
assigned as the new sk in line 10. When the loop finishes, the complete path ρx(F) is returned (line 13).

The methodology described presents the following properties:

(a) A stochastic process in discrete time has been defined (it lacks memory), the probability
distribution for a future state depends solely on its present values and is independent of the
current state history.

(b) The sum of the priorities defined in vector p is not equal to 1. ∑N
i=1 pi �= 1.

(c) The sum of the values of each priority vector, is not equal to 1. ∑ D1 �= 1 and ∑ D2 �= 1.

Finally, it should be noted that the environmental discrete decomposition results in ever smaller
voxels of differing sizes. The level of voxel decomposition is variable based on two goals that must
be fulfilled: (1) Designer defines the maximum decomposition level (minimum voxel size); however,
the algorithm tries to reduce the computational cost and, as a consequence, the minimum voxel size
is generally avoided. (2) As soon as a free space meets the defined constraints it is selected by the
algorithm regardless of the size of the voxel.

4.3. Dynamic environment approach

The RR-MACD can be applied to a 3D UAV environment with obstacles for movement. Once qi
and q f points are defined, the trajectory ρx(F) is calculated and the UAV navigates through it.
A dynamic environment implies a positional Equation (11). If the obstacles intersect the previously
calculated trajectory (hi(λ)|t ⋂ ρx(F) = 1), a new trajectory must be generated. The described
methodology in the previous sections has constant targets qi and q f . However, for a dynamic trajectory
the path must be updated with a new qi in the current UAV location.

5. Experiments

In this section, a comparison of computational performance between MACD and RR-MACD
algorithms is made. Three different simulation examples have been carried out with 10 executions
of each algorithm over each environment. The 150 set of responses supplies the results to determine
the performance. The algorithms have been run in a “8 x Intel(R) Core(TM) i7-4790 CPU @ 3.60 GHz”
computer (Manufacturer: Gigabyte Technology Co., Ltd., Model: B85M-D3H) with 8Gb RAM and S.O.
Ubuntu Linux 16.04 LTS. The algorithms were programmed in MATLAB version 9.4.0.813654 (R2018a).

For each simulation example, five different 3D environments were defined. Table 4 shows one
row per environment, where the column entitled "UAV target coordinates" expresses the coordinates in
terms of init and goal points. The environmental dimensions have been defined in distances related to
those coordinates (in a scale of meters m). The column "Obstacles Dimensions" shows the dimensional
characteristics of each obstacle and the "Obstacle Location" places the obstacles in a specific location.
Moreover, the altitude between init and goal target points are different, guaranteeing that the UAV
path will be built in the (x, y, z) axes. It should be highlighted that maps are created with predefined
static obstaclesfor the different groups of experiments.

First, an urban environment with several buildings is described. For the construction of this
environment, a maximum altitude reference has been taken, such as stated in “The Regulation of
Drones in Spain 2019 [62,63]”. For environments defined as 2, 3, 4, and 5, larger dimensions have been
considered in which a varying number of obstacles in different air spaces are defined.
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Table 4. Definition of five different 3D environments for the simulation examples.

#

UAV
Target Coordinates (m) Obstacles

Dimensions (m)
Obstacles

Ubication (m)init goal
x y z x y z x y z x y z

1 100 100 42 0 0 24

12 12 50 40 30 25
15 15 30 24 40 15
30 30 30 70 20 15
15 15 46 20 70 23
12 12 54 80 70 27

2 1000 1000 600 0 0 420 200 200 200 333 333 333
300 300 300 777 777 777

3 1000 1000 300 0 0 700 100 100 100 400 400 400
150 150 150 400 400 800

4 1200 1200 390 0 0 720 200 300 400 200 800 400
20 20 20 300 200 700

5 1200 1200 800 0 0 500
10 10 10 600 600 600
15 15 15 200 800 800
15 15 15 200 800 200

5.1. Example 1. Static Obstacles and Four Flight Parameters (Constraints)

This example shows the performance of RR-MACD when four functions Rm are used (N = 4).
These functions are the same as those detailed in Section 4. In Figure 10, the specifically results for
environments #1 and #2 are shown. Therefore, Figure 10a shows the urban environment. Hence,
Figure 10b shows the built path by RR-MACD of the environment #1, where black boxes are the
obstacles hi(λ), green stars shows the voxel set of vertices in the state sk and the orange line shows the
final path ρx(F).
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Figure 10. Graphical Results of Example 1. (a) Modeled urban environment cluttered with surrounding
buildings. (b) Results for environment #1 with RR-MACD. (c) Final path generated using MACD for
environment #2. (d) Final path generated using RR-MACD for environment #2.
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In Figure 10c, the resulting MACD technique on the environment #2 can be appreciated, where
black boxes are the static obstacles hi(λ), blue boxes are the set of voxels used for the Dijkstra’s planner
to obtain the optimal final path (green stars are the vertices set of its belonging voxel and the orange
line shows the final path ρ. Finally, Figure 10d depicts the final trajectory built by RR-MACD, where
the orange line shows the final path ρx(F).

Comparisons of both algorithms regarding computational time is shown in Table 5. The results
show an important advantage in decomposition time S f ree and ρx(F) spaces for RR-MACD. Notice
that, when an obstacle hi(λ) intersects with a voxel decomposition, MACD recursively continues until
the predefined level n (for this reason in environment #3 the searching time for MACD is considerably
greater than other environments).

Table 5. Comparison of both algorithm executions for different environments. Column recursive
rewarding modified adaptive cell decomposition (RR-MACD) 4 vs. MACD (%) shows the average
resources (decomposition time (s), number of free voxel decomposition ”S f ree” and number of nodes in
the final path ”ρ”) used for RR-MACD in comparison with MACD. Column RR-MACD 10 vs. RR-MACD
4 (%) shows the average resources (decomposition time (s), number of free voxels decomposition ”S f ree”
and number of nodes in the final path) used for RR-MACD when the number of flight parameters
(constraints) are augmented to 10.

#
MACD RR-MACD

4 Constraints
RR-MACD 4

vs. MACD (%)
RR-MACD 10 vs.
RR-MACD 4 (%)

decom.
Time (s)

Dijks.
Time (s)

#
Sf ree

#
ρ

decom.
Time (s).

#
Sf ree

#
ρx(F)

decomp.
Time

Sf ree ρ
decomp.

Time
Sf ree ρ

1 0.117 0.038 205 19 0.056 115 18 36.238 54.641 93.684 +51.449 +74.975 +50.000
2 0.104 0.049 496 11 0.012 27 8 8.368 5.443 72.727 +18.710 +26.337 +25.000
3 0.151 0.048 426 13 0.014 19 6 7.105 4.460 46.153 −25.118 −18.723 +1.851
4 3.535 1.021 5201 19 0.003 11 6 0.080 0.211 31.578 +327.894 +363.636 +57.407
5 0.078 0.032 294 23 0.009 19 7 8.470 6.462 30.434 +115.017 +79.532 +33.333

The third column "RR-MACD 4 vs. MACD (%)" shows in percentages the differences between
MACD and RR-MACD 4 regarding environmental decomposition time, number of S f ree free-spaces
generated during the searching process, and the number of final path nodes ρ. It is important to
mention that MACD needs an additional time because Dijks time(s) shows the seconds needed to find
ρ. For example, in the first environment, the RR-MACD algorithm just needs 36.238% of the time that
MACD takes for environment decomposition, and 54.641% of the time that MACD takes to generate
S f ree, and 93.684% of the nodes that MACD needs to build ρ. Therefore, RR-MACD shows a general
improvement on the process.

5.2. Example 2. Static Obstacles and 10 Constraints

In example 1, the set of partial functions involved in 3D UAV navigation is equal to 4. For this
example, an additional set of 6 random values were added as new functions to simulate complex flight
characteristics. Therefore, the number of partial functions in 3D UAV navigation Rm will be equal to
M = 10 and the probability distribution multidimensional matrix now has 10 levels. This increment
of functions, and its random nature, will provoke inherent changes in the results. These can be
observed in the fourth column of Table 5, entitled "RR-MACD 10 vs. RR-MACD 4 %", where the
relative difference between RR-MACD 4 and RR-MACD 10 shows the percentage increase or decrease
in decomposition time, S f ree and ρx(F).

For example, let us compare performances between RR-MACD 10 and RR-MACD 4 in the
environment #1. RR-MACD 10 needs 51.499% more time to find a final path. It generates 74.975% plus
voxels and the number of nodes in the final path ρ is 50% higher.

Table 6 shows a set of additional data corresponding to the results in terms of distances travelled
between the init point and the goal point after the execution of each algorithm. As mentioned in
the previous sections, the main objective of planning is not to reach optimality in exclusive terms
of distance.
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Table 6. Path results in distance metrics.

Distance Travelled Meters (m)

Scene MACD RR-MACD 4 RR-MACD 10

1 224.060 197.410 241.600
2 1853.000 1592.545 1734.054
3 1768.600 1790.181 1728.300
4 1693.100 1868.463 2221.354
5 1731.800 1829.690 2123.954

5.3. Example 3. Dynamic Obstacles

An additional experiment was performed that considered obstacles in motion. A new environment
has been proposed for obstacles intersecting with the calculated ρx(F). Hence, a new ρx(F) with a new
init (actual location of the UAV) is built.

Figure 11 represents this new environment with two obstacles in motion (black boxes). The first
dynamic obstacle begins its displacement in location (600, 600, 600)m, and performs a continuous
motion in an east direction with a constant velocity of 15 m/s. The second one begins its flight in
location (80, 800, 600)m with a constant velocity of 15 m/s in the same direction. After 11 s, the first
obstacle collides with ρx(F) (this crash is illustrated with orange line in Figure 11a) and a new ρx(F) is
calculated, Figure 11b shows the new location of the obstacles (notice that limits in x and y axis have
changed from 1000 m to 800 m). At t = 34 s, a new collision is detected (Figure 11c), even though the
first obstacle is out of the environment, the second one has collided with ρx. When the UAV (blue
square) has passed this part of ρx(F), the new trajectory until goal is collision-free.
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Figure 11. Network structure and state transition. (a) Collision in time of flight t = 11. (b) New ρx(F)
after first collision. (c) New ρx(F) after first collision.
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6. Conclusions

This paper presents an adaptive grid methodology in 3D environments applied to flight path
planning. The approach described considers different constraints such as UAV maneuverability and
geometry or static and dynamic environment obstacles.

The proposed algorithm, RR-MACD, divides the 3D environment in a synthesised way and does
not need to invoke any additional planner to search (such as Dijkstra or A∗) for an optimal path
generation. The improvement in the computational effort and the reduction in the number of nodes
generated by the RR-MACD has been shown. The stochastic process in discrete time involved in the
algorithm also shows a future probability distribution that only depends on its present states.

The partition of the 3D space into a defined geometric form enables decreasing the number of
control points in the generated trajectory. In addition, the issue of computational cost and complexity
has been addressed by providing a solution that generates relatively shorter time responses compared
to techniques for generating similar trajectories.

In a future work, an additional processing task will be carried out, using the set of nodes, or
control points ρx(F) generated, to create a smoother path—and then the methodology will be tested
under real flight conditions on an UAV model as in [64–66].
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Abstract: Among non-destructive inspection (NDI) techniques, General Visual Inspection (GVI),
global or zonal, is the most widely used, being quick and relatively less expensive. In the aeronautic
industry, GVI is a basic procedure for monitoring aircraft performance and ensuring safety and
serviceability, and over 80% of the inspections on large transport category aircrafts are based on
visual testing, both directly and remotely, either unaided or aided via mirrors, lenses, endoscopes or
optic fiber devices coupled to cameras. This paper develops the idea of a global and/or zonal GVI
procedure implemented by means of an autonomous unmanned aircraft system (UAS), equipped
with a low-cost, high-definition (HD) camera for carrying out damage detection of panels, and a series
of distance and trajectory sensors for obstacle avoidance and inspection path planning. An ultrasonic
distance keeper system (UDKS), useful to guarantee a fixed distance between the UAS and the
aircraft, was developed, and several ultrasonic sensors (HC-SR-04) together with an HD camera and a
microcontroller were installed on the selected platform, a small commercial quad-rotor (micro-UAV).
The overall system concept design and some laboratory experimental tests are presented to show
the effectiveness of entrusting aircraft inspection procedures to a small UAS and a PC-based ground
station for data collection and processing.

Keywords: UAS; aircraft maintenance; General Visual Inspection; sensor fusion; image processing;
flight mechanics

1. Introduction

General Visual Inspection (GVI) is a common method of quality control, data acquisition and data
analysis, involving raw human senses such as vision, hearing, touch, smell, and/or any non-specialized
inspection equipment. Unmanned aerial systems (UAS), i.e., unmanned aerial vehicles (UAV) equipped
with the appropriate payload and sensors for specific tasks, are being developed for automated visual
inspection and monitoring in many industrial applications. Maintenance Steering Group-3 (MSG-3),
a decision logic process widely used in the airline industry [1], defines GVI as a visual examination of
an interior or exterior area, installation or assembly to detect obvious damage, failure or irregularity,
made from within touching distance and under normally available lighting condition such as daylight,
hangar lighting, flashlight or drop-light [2]. As stated by the Federal Aviation Administration (FAA)
Advisory Circular 43-204 [3], visual inspection of aircrafts is used to:

- Provide an overall assessment of the condition of a structure, component, or system;
- Provide early detection of typical airframe defects (e.g., cracks, corrosion, engine defects, missing

rivets, dents, lightning scratches, delamination, and disbonding) before they reach critical size;
- Detect errors in the manufacturing process;
- Obtain more information about the condition of a component showing evidence of a defect.
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Electronics 2018, 7, 435

As far as aircraft maintenance, safety and serviceability are concerned, entrusting GVI tasks
to a UAS with hovering capabilities may be a good alternative, allowing more accurate inspection
procedures and extensive data collection of damaged structures [4]. Traditional aircraft inspection
processes, performed in hangars from the ground or using telescopic platforms, can typically take up
to 1 day, whereas drone-based aircraft GVI could significantly reduce the inspection time. Moreover,
a recent study [5] quantified aircraft visual inspection error rates up to 68%, classifying them as
omissions (missing a defect) rather than commissive errors (false alarms, i.e., flagging a good item as
defective). The use of a reliable automatic GVI procedure with a UAS could substantially lower the
incidence of omissions, which could be catastrophic for aircraft serviceability, whereas false positives,
or commissive errors, are not a major concern. From this standpoint, the development of a drone-based
GVI approach is justified by the following aspects:

- Reduced aircraft permanence in the hangar and reduced cost of conventional visual
inspection procedures;

- accelerated and/or facilitated visual checks in hard-to-reach areas, increased operator safety;
- possibility of designing specific and reproduceable inspection paths around the aircraft, capturing

images at a safe distance from the structures and at different viewpoints, and transmitting data
via dedicated links to a ground station;

- accurate defect assessment by comparing acquired images with 3D structural models of
the airplane;

- ease of use, no pilot qualification needed;
- possibility of gathering different information by installing on the UAV cost-effective sensors

(thermal cameras, non-destructive testing sensors, etc.);
- increased quality of inspection reports, real-time identification of maintenance issues, damage

and anomalies comparison with previous inspections;
- possibility of producing automatic inspection reports and performing accurate inspections after

every flight.

Ease of access to the inspection area is important in obtaining reliable GVI procedures.
Access consists of the act of getting into an inspection position (primary access) and performing
the visual inspection (secondary access). Unusual and unreachable positions (i.e., crouching, lying on
back, etc.) are examples of difficult primary access [3].

This paper describes the preliminary design of a GVI system onboard a commercial VTOL (Vertical
Take-Off and Landing) UAV (a quadrotor). The experimental setup is composed of a ground station
(PC-based), an embedded control system installed on the airframe, and sensors devoted to GVI.
To ensure a minimum safety distance from the aircraft is inspected, an ultrasonic distance keeper
system (UDKS) has been designed. A high-definition (HD) camera will detect visual damage caused
by hail strikes or lightning strikes, which are among the most dangerous threats for the airframe.
The incidence of lightning strikes on aircrafts in civil operation is of the order of one strike per aircraft
per year, whereas hail strikes are much more common and dangerous. The hovering UAS will be
pushed along the fuselage and wings, and the vehicle automatically maintains a safe standoff distance
from the aircraft due to ultrasonic sensors which are part of the devised UDKS.

The paper is structured as follows: After justifying in the Introduction the use of a UAV-based
aircraft inspection system, a Background (Section 2) focuses on literature review of related work.
In Section 3, the chosen UAV, the GVI equipment and the UDKS are presented. Section 4 shows
preliminary results obtained from initial test flights, evaluating the performance of the UDKS and of the
image acquisition/processing module for damage detection. Conclusions and further developments
as outlined in Section 5.
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2. Background

The potential for UAV-based generation of high-quality images of structural details to detect
structural damage and support condition assessment of civil structures is very high, particularly
in difficult-to-access areas [6]. Drone-based visual inspection is used for monitoring oil and gas
platforms [7], drilling rigs, pipelines [8], transmission networks [9], infrastructures like bridges [10]
and buildings [11], assessing road conditions [12], 3D mapping of pavement distresses [13],
inspecting power lines [14] and equipment [15], photovoltaic (PV) plants [16], cracks in concrete
civil infrastructures [17], construction sites [18], elevators [19], as well as viaducts, subways, tunnels,
level crossings, dams, reservoirs, etc. [20]. Integration of Unmanned Ground Vehicles (UGV) and
UAVs is also being exploited for industrial inspection tasks [21].

Nowadays, a broad range of UAVs exist, from small and lightweight fixed-wing aircraft to rotor
helicopters, large-wingspan airplanes and quadcopters, each one for a specific task, generally providing
persistence beyond the capabilities of manned vehicles [22]. UAVs can be categorized with respect to
mass, range, flight altitude, and endurance (Table 1).

Table 1. UAV categorization (adapted from References [23,24]).

Mass (kg) Range (km) Altitude (m) Endurance (h)

Micro UAV (MAV) <5 <10 Up to 250 ≤1
Mini UAV <20 or 25 <10 Up to 300 <2

Low Altitude, Long Endurance (LALE) 15–25 >500 3000 >24
Low Altitude, Deep Penetration (LADP) 250–2500 >250 50–9000 0.5–1

Medium Altitude, Long Endurance (MALE) 1000–1500 >500 3000 24–48
High Altitude, Long Endurance (HALE) 2500–5000 >2000 20000 24–48
Tactical UAV (TUAV), Close Range (CR) 25–150 10–30 3000 2–4

TUAV, Medium Range (MR) 150–500 >500 8000 10–18

VTOL aircrafts offer many advantages over Conventional Take-Off and Landing (CTOL) vehicles,
mainly due to the small area required for take-off and landing, and the ability to hover in place
and fly at very low altitudes and in narrow, confined spaces. Among VTOL aircrafts, such as
conventional helicopters and crafts with rotors like the tiltrotor and fixed-wing aircraft with directed
jet thrust capability, the quadrotor, or quadcopter, is very frequently chosen, especially in academic
research on mini or micro-size UAVs, as an effective alternative to the high cost and complexity
of conventional rotorcrafts, due to its ability to hover and move without the complex system of
linkages and blade elements present in single-rotor vehicles [25–27]. Quadrotors are widely used
in close-range photogrammetry, search and rescue operations, environment monitoring, industrial
component inspection, etc., due to their swift maneuverability in small areas. The quadrotor has
good ranking among VTOL vehicles, yet it has some drawbacks. The craft size is comparatively
larger, energy consumption is greater, implying lower flight time, and the control algorithms are very
complicated due to the fact that only four actuators are used to control all six degrees of freedom (DOF)
of the quadrotor (which is classified as an underactuated system), and that the changing aerodynamic
interference patterns between the rotors have to be taken into account [26,28–30].

3. UAV and GVI Equipment

3.1. Unmanned Aerial Vehicle

The unmanned aircraft chosen for this application is a micro-UAV (MAV, see Table 1) quadrotor,
model “RC EYE One Xtreme” (Figure 1), produced by RC Logger [31]. It spans 23 cm from the tip
of one rotor to the tip of the opposite rotor; has a height of 8 cm, a total mass of 260 g; with a 100-g,
7.4-V LiPo battery; and a payload capacity of 150 g. Typical flight time is of the order of 10 min,
with a 1150-mAh battery and the payload. This vehicle consolidates rigid design, modern aeronautic
technology as well as easy maintainability into a versatile multi-rotor platform, durable enough to
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survive most crashes. Six-axis gyro stabilization technology and a robust brushless motor-driven flight
control are embedded within a rugged yet stylish frame design. The One Xtreme is an ideal platform
for flight applications (the maximum transmitter range is approximately 150 m in free field) ranging
from aerial surveillance, imaging or simply unleashing acrobatic fun flight excitement. A low-level
built-in flight control system can balance out small undesired changes to the flight altitude, and allows
one to select three flight modes: beginner, sport and expert. In this work, all experimental data sessions
were performed flying the UAV in the beginner’s mode.

 

(a) (b) 

Figure 1. Aspect (a) and dimensions (b) of the RC EYE One Xtreme (Mode 2).

The One Xtreme can be operated both indoors and outdoors during calm weather conditions,
since the empty weight of the UAV (260 g) makes it react sensitively to wind or draughts. In order to
control and manage all the phases of flight during a GVI session (in particular, the landing procedure
and the cruise at a fixed distance from the fuselage of the aircraft to be inspected), a distance acquisition
system using sonic ranging (SR) sensors was built and tested.

3.2. GVI and Image Processing Equipment

The image acquisition subsystem devised for the GVI equipment consists of a Raspberry Pi
Camera Module v2, released in 2016 [32], mounted on a small single-board computer, the Raspberry Pi
2 Model B [33], with a 900-MHz quad-core ARM Cortex-A7 CPU, 1-GB RAM, two USB ports, and a
camera interface (CSI port, located behind the Internet port) with dedicated camera software. A Wi-Fi
dongle was installed on the Raspberry board for real-time transmission of images to the PC-based
control station. The total weight of the image acquisition hardware (close-range camera, computer
module and case) is 50 g.

Table 2 reports some technical specifications of the Pi Camera Module v2. The module allows
manual control of the focal length, in order to set up specific and constant values. It can acquire
images with a maximum resolution of about 6 Megapixels at a maximum rate of 90 frames per second.
To avoid buffer overload and excessive computational cost, the resolution was set to 1920 × 1080
(2 Megapixel), corresponding to HD video. Figures 2 and 3 show the standalone assembled image
acquisition system and the installation on the quadrotor, respectively.
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Table 2. Raspberry Pi Camera Module (v2) hardware specification.

Features Properties

Size, weight 25 × 24 × 9 mm, 3 g
Still resolution 8 Megapixels
Video modes 1080p30, 720p60 and 640 × 480p60/90

Sensor resolution 3280 × 2464 pixel (Sony IMX219)
Focal length 3.04 mm

Pixel size 1.12 × 1.12 μm

Sensor size Width: 6.004 ± 0.006 mm
Height: 3.375 ± 0.005 mm

Fixed focus 1m to infinity
Frame rate max 90 fps

Horizontal/Vertical FOV (Field Of View) 62.2/48.8 degrees

Figure 2. Image acquisition subsystem (Raspberry Pi 2 Model B and Pi camera), standalone configuration.

Figure 3. Image acquisition subsystem mounted on RC EYE One Xtreme.

Close-range camera calibration, i.e., the process that allows determining the interior orientation
of the camera and the distortion coefficients [34], has been performed by means of a dedicated toolbox
developed in the Matlab environment and using some coded targets [35]. The principal point or image
center, the effective focal length and the radial distortion coefficients were estimated to account for
the variation of lens distortion within the field of view, and to determine the location of the camera in
the scene.

The basic image-processing task for the GVI system is object recognition, i.e., the identification of
a specific object in an image. Several methodologies exist for automatic detection of circular targets in a
frame. They can be divided in two categories, namely, no-initial-approximation-required, which allows
to obtain the coordinate center of a circular target on an image in a completely autonomous way,
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and initial-approximation-required, which needs an approximated position of the target center and
can detect the center with high accuracy.

The damages (modeled as circular anomalies) can be detected automatically through a Circle
Hough Transform (CHT), based on the Hough Transform applied to an edge map [36] and by means
of edge detection techniques such as the Canny edge detector [37,38]. The CHT has been chosen due
to its effectiveness for automatic recognition in real time and because it is already developed in the
OpenCV library and customizable in the Python environment.

The visual inspector can use CHT-processed images to highlight probable damage, delimited by
a circular or rectangular area. The image processing algorithm, developed by the authors [35] and
transferred to the embedded computer board of the quadrotor, essentially loads and blurs the image to
reduce the noise, applies the CHT to the blurred image, and displays the detected circles (probable
damaged areas) in a window.

3.3. Ultrasonic Distance Keeper System (UDKS) and Data Filtering

Detecting and avoiding obstacles in the inspection area is a fundamental task for a safe, automatic
GVI procedure. The system developed is based on a commercial off-the-shelf ultrasonic sensor, the
HC-SR04, as shown in Figure 4 [39]. It provides distance measurements in the range of 2–400 cm with
a target accuracy of 3 mm. These features guarantee a correct distance from the aircraft and other
obstacles in the inspection area.

Figure 4. HC-SR04 sonic ranging sensor.

The module includes the ultrasonic transmitter and receiver and control circuitry. The shield
has four pins (VCC and Ground for power supply, Echo and Trigger for initialization and distance
acquisition). Technical specifications of the HC-SR04 are reported in Table 3.

Table 3. HC-SR04 technical specifications.

HC-SR04

Supply Voltage +5 V DC
Working Current 15 mA
Ranging distance 2–400 cm
Range resolution 0.3 cm

Input Trigger 10-μs TTL pulse
Echo pulse Pos. TTL pulse

Burst Frequency 40 kHz
Measuring Angle 30 degrees

Weight 20 g
Dimensions 45 × 20 × 15 mm

To start measurements, the trigger pin of the sensor needs a high pulse (5V) for at least 10 μs,
which initiates the sensor. Eight cycles of ultrasonic burst at 40 kHz are transmitted, and when the
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sensor detects ultrasonic echo returns, the Echo pin is set to High. The delay between the Trig pulse
and the Echo pulse is proportional to the distance from the reflecting object. Figure 5 summarizes the
ranging measurement sequence. If no obstacles are detected, the output pin will give a 38-ms-wide,
high-level signal. For optimal performance, the surface of the object to be detected should be at least
0.5 square meters. Assuming a value of 340 m/s for the speed of sound, the distance (in centimeters) is
given by the delay time divided by 58.

Figure 5. Sonic Ranger sequence chart.

To improve measurement accuracy, the relationship between the speed of sound a and temperature
and relative humidity variation has been considered:

a =
√

γ R T (1)

where γ is the heat capacity ratio (1.44 for air), R is the universal gas constant (287 J/kg K for air)
and T is the temperature (K). A low-cost digital temperature and humidity sensor (DHT11) has
been integrated in the sensor suite. The sensor provides a digital signal with 1-Hz sampling rate.
The humidity readings are in the range of 20–80% with 5% accuracy, and the temperature readings are
in the range 0–50 ◦C with ±2 ◦C accuracy [40]. The adjustment is performed during the acquisition of
distance data by means of Arduino sketches and libraries for the management of sensors (DHT11 and
HC-SR04) and for data collection. Experimental results and an analysis on the improved performance
of the sonic ranging sensor were presented in previous works [41–43].

To obtain high reliability, a wider scanning area and accurate distance measurements, the designed
UDKS employs four ultrasonic sensors [44] in a cross configuration (Figures 6 and 7). The frame has
been designed and realized by the authors with a 3D printer. The total weight (frame and sensors)
is 78 g.

Figure 6. Rendering of the UDKS frame.
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Figure 7. UDKS mounted on the UAV.

The microcontroller which acquires and manages measurements from the four-sensor structure is
an Arduino Mega2560 board, powered by the LiPo battery of the MAV. The board acquires distance
data from the sensors at 20-Hz sampling rate and sends the measurements to the PC-based ground
station via a Wi-Fi link. The distance readings are corrected for temperature and humidity variations
(see Equation. (1)) and are successively smoothed with a simple 1D Kalman filter.

The data acquisition system and the observation model are described by the following equations:{
xk+1 = Axk + wk

yk = Cxk + vk
(2)

where xk is the k-th distance; wk is the model noise, assumed as Gaussian with zero mean and variance
Q, yk is the k-th measurement; vk is the measurement noise, assumed as Gaussian with zero mean and
variance R (in our case, 0.09 cm2, as declared by the manufacturer, see Table 3). In our case, A and C
are scalar quantities equal to 1. The Kalman filter algorithm is based on a predictor-corrector iterative
sequence, as follows:

x̂k+1|k = x̂k|k (predicted distance value, before measurement) (3)

Pk+1|k = Pk|k + Q (a-priori estimation error) (4)

Kk+1 =
Pk+1|k

Pk+1|k + R
(Kalman gain) (5)

x̂k+1|k+1 = x̂k+1|k + Kk+1(yk+1 − x̂k+1|k) (new estimate from current measurement) (6)

Pk+1|k+1 = Pk+1|k(1 − Kk+1) (a-priori estimation error) (7)

The implementation of Equations (4) to (7) in the Arduino IDE (Integrated Development
Environment) is reported in Figure 8 as a function (kalmanSmooth) called whenever a new distance
measurement (the variable Reading) is available from the sensors.

All data (raw distance measurements, smoothed distances, raw and processed images) received
via the Wi-Fi link are stored in the PC-based ground station for analysis and further processing with
Matlab. As an alternative, a LabVIEW VI (Virtual Instrument), developed by the authors, performs
offline data processing (noise removal, calibration).
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Figure 8. Arduino function kalmanSmooth for Kalman filtering of distance data acquired by the SR
sensor. P, Q and R are the variances of the smoothing error, of the measurement model and of the
acquired measurement, respectively.

During the first experimental sessions, the UDKS has been positioned below the quadrotor.
A complete UDKS will use a second cross configuration, like the one depicted in Figure 7, coupled to
the lateral side of the UAV, to insure range detection when the quadrotor is flying over the fuselage and
along the sides of the aircraft to be inspected. Figure 9 shows the assembly. The total payload weight
slightly exceeds the limits imposed by the manufacturer, but by using wider blades (or, obviously,
a greater quadrotor) the lift-off weight will increase. The complete configuration has not been tested
and will be the object of future experimental campaigns.

Figure 9. UDKS installation, configuration in front of and below the quad rotor.

Another idea to be developed is a real-time obstacle mapping system, obtained by coupling the SR
sensor with a servomotor in a rotary configuration, as shown in Figure 10—a sort of ultrasonic radar
which sends data to a PPI (Plan Position Indicator)-like screen provided by the Arduino IDE and allows
the inspector to visually detect the presence of obstacles in the surroundings of the drone (Figure 11).

Figure 10. Rotary/radar configuration.
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Figure 11. Real-time distance mapping and manual obstacle detection through the embedded
Arduino IDE.

4. Experimental Results

This section shows some preliminary results of a test flight (in manual mode) of the MAV equipped
with the GVI hardware (camera, UDKS, microcontroller) previously illustrated. The main objectives
of this first flight test are to verify correct distance acquisition by the sensors and to evaluate the
performance of the image-processing software. The inspected targets are different aircraft test panels
damaged by hail and lightning strikes. The minimum distance considered for the GVI procedure is
about 1.5–2 m from the aircraft and other obstacles in the area. The UAS flew in a cylindrical “safety
area”, with the axis corresponding to the nominal inspection path to avoid collisions with the aircraft.
The flight time, due to the high current absorption of the payload, was of the order of 5 min, about 50%
of the nominal endurance as specified by the manufacturer.

According to Illuminating Engineering Society (IES), direct, focused lighting is the recommended
general lighting for aircraft hangars [45]. Generally, most maintenance tasks require between 75 and
100 fc (foot-candles), i.e., 800-1100 lux (or lumen per square meter). The room in which the flight tests
were performed is 10 × 6-m2, 4-m high, with high-reflectance walls and floor, helping in reflecting light
and distributing it uniformly. The average measured brightness was 80 fc (860 lux). We arranged the
experimental setup in order to obtain direct, focused lighting and minimize specular reflection from
the test panels, avoiding glare. Compatibility with particular lighting conditions such as flashlight or
drop-light, has not been tested.

As an example of the UDKS measurements, Figure 12 shows an acquisition at 1.20-m horizontal
distance from the test panel and 1.60-m hovering height from the floor. Kalman filtering has been
applied in real-time by the microcontroller to reduce measurement noise. A small drift (about 10 cm)
can be noted during the movement of the craft along the direction of the test panel, due to the manual
mode: In this initial test, no automatic path planning was implemented, and the UAS was piloted by a
human operator located on the ground station a few meters away from the quadrotor.
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(a) (b) 

Figure 12. (a) Acquired distance from the damaged panel; (b) distance from the ground.

Figure 13a shows the first test panel, with damage caused by hail. The HD camera acquired the
image of the panel, and the embedded image-processing software module, run by the Raspberry
Pi 2 computer board, sent the image to the ground control station highlighting the damaged
areas (Figure 13b).

 
(a) (b) 

Figure 13. (a) Test panel (aluminum) damaged by hail. (b) Image of the test panel with the hail-strike
damage highlighted. The image processing module has also identified another defective area (small
rectangle on the right) not damaged by hail.

Figure 14a shows the second test item damaged by a lightning strike, which was simulated in
a laboratory by inducing a current on the panel. The damaged area was correctly identified by the
image-processing algorithms and is highlighted in Figure 14b.
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(a) (b) 

Figure 14. (a) Lightning-strike damage on an aluminum panel. (b) Image of the damaged area
highlighted. A circular pattern has been correctly identified by the CHT routine and is enclosed in the
small rectangle on the right side of the image.

From these preliminary tests, it can be deduced that automated damage detection, even in areas
not easily reachable by a human inspector, allows us to significantly reduce the inspection time.
Moreover, the remote operator can identify structural damages in real time and verify the correctness
of the UAS flight path by analyzing the distance measurements provided by the UKDS.

5. Conclusions and Further Work

This paper has presented the conceptual design of an embedded system, useful for GVI in aircraft
maintenance, installed on a commercial micro unmanned aircraft vehicle (MAV) and coupled to a
remotely-operated PC-based ground station. The architecture of the ultrasonic distance keeper system
(UDKS) and of the image acquisition subsystem have been presented and analyzed. The tools and
processing used for this research were:

- MAV (quadrotor);
- Microprocessor and embedded HD camera (Raspberry);
- Open-source image processing libraries;
- Wi-Fi link for data transmission to a PC-based ground station;
- SR sensors for distance measurements;
- Microcontroller (Arduino) and IDE;
- Matlab/LabVIEW for post-processing and data presentation.

The first tests have shown the correctness of the distance acquisition system (UDKS) and the
capability of the HD camera, managed by a computer board with embedded image processing software,
to identify damaged areas and send in real time images of the critical (damaged) zones to a remote
operator in a ground control station, equipped with a laptop computer.

Future developments of the research activity are mainly focused on the full-field trajectory
planning. During a GVI procedure, the UAS must be able to plan and follow a specific path,
which mainly depends on the type and size of the aircraft to be inspected. Collecting top views
of the aircraft will allow us to define a safe inspection trajectory, and to perform fully automatic
inspection flights around the structure of the craft. Work is currently underway in defining algorithms
for generating optimal paths that maximize the coverage of the aircraft structure [46]. Different
path-planning algorithms will be tested, and the most promising, from preliminary studies, seems to
be the Rapidly-exploring Random Tree (RRT) methodology [47].
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Furthermore, different sensors are being evaluated and tested to increase the accuracy of distance
measurements. Currently, experiments with a Lidar (Laser Detection and Ranging) are giving good
results in terms of increased accuracy and reduced power consumption. Another issue to be dealt with
in future work is the design of an effective automated Detect-And-Avoid (DAA) strategy, to ensure
safe flight of the UAS and to eliminate possible collisions with obstacles in the flight path [48,49].
Other issues, such as increasing the endurance (flight time) with high-capacity LiPo batteries, or using
a larger platform to accommodate different sensors, still remaining in the MAV category, are also
under examination.
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Abstract: An infrared sensor is a commonly used imaging device. Unmanned aerial vehicles, the most
promising moving platform, each play a vital role in their own field, respectively. However, the two
devices are seldom combined in automatic ground vehicle detection tasks. Therefore, how to make
full use of them—especially in ground vehicle detection based on aerial imagery–has aroused wide
academic concern. However, due to the aerial imagery’s low-resolution and the vehicle detection’s
complexity, how to extract remarkable features and handle pose variations, view changes as well
as surrounding radiation remains a challenge. In fact, these typical abstract features extracted
by convolutional neural networks are more recognizable than the engineering features, and those
complex conditions involved can be learned and memorized before. In this paper, a novel approach
towards ground vehicle detection in aerial infrared images based on a convolutional neural network
is proposed. The UAV and the infrared sensor used in this application are firstly introduced. Then,
a novel aerial moving platform is built and an aerial infrared vehicle dataset is unprecedentedly
constructed. We publicly release this dataset (NPU_CS_UAV_IR_DATA), which can be used for
the following research in this field. Next, an end-to-end convolutional neural network is built.
With large amounts of recognized features being iteratively learned, a real-time ground vehicle model
is constructed. It has the unique ability to detect both the stationary vehicles and moving vehicles in
real urban environments. We evaluate the proposed algorithm on some low–resolution aerial infrared
images. Experiments on the NPU_CS_UAV_IR_DATA dataset demonstrate that the proposed method
is effective and efficient to recognize the ground vehicles. Moreover it can accomplish the task in
real-time while achieving superior performances in leak and false alarm ratio.

Keywords: aerial infrared imagery; real-time ground vehicle detection ; convolutional neural network;
unmanned aerial vehicle

1. Introduction

Vehicle detection is an essential and pivotal role in several applications like intelligent video
surveillance [1–4], car crash analysis [5], autonomous vehicle driving [6]. Most traditional approaches
adopt the way that the camera is installed on a low-altitude pole or mounted on the vehicle itself.
For instance, Sun and Zehang [7] present a method which jointly uses Gabor filters and Support Vector
Machines for on-road vehicle detection. The Gabor filters are for feature extraction and these extracted
features are used to train a classifier for detection. The authors in [8] propose a method to detect
vehicles from stationary images using colors and edges. Zhou, Jie and Gao [9] propose a moving
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vehicle detection method based on example-learning. With regard to these approaches, the coverage
of camera is limited despite rotating in multiple directions, they only detect vehicles on a small scale.

Given the installed camera’s limited coverage, researchers turn to other moving platforms.
Satellites [10,11], aircrafts, helicopters and unmanned aerial vehicles have been used to solve the
bottleneck. The cost of images collected by the satellites, aircrafts and helicopters is remarkably
high, and this equipment isn’t able to make a quick response according to the time and weather.
With the rapid development of the unmanned aerial vehicles industry, the price of small drones
has dropped in recent years. The UAVs(unmanned aerial vehicles) have been the research focus.
It seems easily accessible for the general public to obtain it, so all kinds of cameras including optical
and infrared, have started to be installed on it. In this way, the unmanned aerial vehicle can be
used as a height–adjustable moving camera platform on a large scale. Many researchers have made
great efforts in this field. For example, Luo and Liu [12] propose an efficient static vehicle detection
framework on aerial range data provided by the unmanned aerial vehicle, which is composed of three
modules–moving vehicle detection, road area detection and post processing. The authors in [13] put
forward a vehicle detection method from UAVs, which is integrated with Scalar Invariant Feature
Transform and Implicit Shape Model. Another work [14], a hybrid vehicle detection method that
integrates the Viola–Jones (V–J) and linear SVM classifier with HOG(Histogram of Oriented Gradient)
features, is proposed for vehicle detection for aerial vehicle images obtained in low-altitude. It is not
able to choose a robust feature to aim at the small size vehicles. Besides, some researchers in [15–17]
have adopted the other sensors (e.g., depth sensors, RGB-D imagery) into the object detection area.

Another vehicle detection methods are accomplished by background modeling or foreground
segmentation. The authors in [18] put forward with a method of moving object detection on
non–stationary cameras and bring it to vehicle detection on mobile device. They model the background
through dual-mode single Gaussian Model with life–cycle model and compensate the motion of the
camera via mixing neighboring models. The authors in [19,20] propose a method of detecting and
locating moving object under realistic condition based on the motion history images representation,
which incorporates the timed–MHI for motion trajectory representation. Afterwards, a spatio–temporal
segmentation procedure is employed to label motion regions by estimating density gradient. However
these methods might cause a great number false alarms and fail to detect the stationary vehicles.

All these adaptive detection methods above are same in essentials while differing in minor
points. They employ the similar strategy: manual designed features (e.g., SIFT, SURF, HOG, Edge,
Color or their combinations) [21–23], background modeling or foreground segmentation, common
classifiers (e.g., SVM, Adaboost) and sliding window search. These manual features might not hold the
diversity of vehicles’ shapes, illumination variations and background changes. The sliding window
is an exhaustive traversal, which is time–consuming, not purposeful. This might cause too many
redundant bounding boxes and has a bad influence on the following extraction and classification’s
speed and efficiency.

However, deep learning [24–29] establishes convolutional neural network that could automatically
extract abundant representative features from the vast training samples. It has an outstanding
performance on diverse data. Lars et al. [25] propose a network for vehicle detection in aerial
images, which has overcome the shortcoming of original approach in case of handling small
instances. Deng et al. [26] propose a fast and accurate vehicle detection framework, they develop an
accurate–vehicle– proposal–network based on hyper feature map and put forward with a coupled
R-CNN(convolutional neural network) method. A novel double focal loss convolutional neural
network is proposed in [27]. In this paper, the skip connection is used in the CNN structure to enhance
the feature learning and the focal loss function is used to substitute for conventional cross entropy
loss function in both the region proposed network and the final classifier. They [27,30,31] all adopt
the same framework, Region Proposal plus Convolutional Neural Network. By virtue of the CNN’s
strong feature extraction capacity, it achieves a higher detection ratio. Inspired by these work above,
the authors in [29,32] introduce the elementary framework on aerial vehicle detection and recognition.
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As described in [29], a deep convolutional neural network is adopted to mine highly descriptive
features from candidate bounding boxes, then a linear support vector machine is employed to classify
the region into “car” or “no–car” labels. The authors in [32] propose a hyper region proposal network
to extract potential vehicles with a combination of hierarchical feature maps, then a cascade of boosted
classifiers are employed to verify the candidate regions, false alarm ratio is further reduced.

All these work above have achieved tremendous advances in vehicle detection [33,34]. For object
detection, images matching plays a vital role in searching part. The authors in [33] propose a novel
visible-infrared image matching algorithm, and they construct a co–occuring feature by cross-domain
image database and feature extraction. Jing et al. [34] extend the visible–infrared matching to
photo-to-sketch matching by constructing visual vocabulary translator. The authors in [15] extract
object silhouettes from the noisy background by a sequence of depth maps captured by a RGB-D
sensor and track it using temporal motion information from each frame. The authors in [17] present a
novel framework of 3D object detection, tracking and recognition from depth video sequences using
spatiotemporal features and modified HMM. They use spatial depth shape features and temporal
joints features to improve object classification performance. However, those approaches are not
suitable for aerial infrared vehicle detection. The vehicle detections based on deep neural network
and classification can’t reach the real-time demands. The vehicle detections based on these manual
designed features’ matching have poor performances on the detection ratio measurement, for the
aerial infrared images are low resolution and fuzzy and the manually extracted features are rare.

Considering the trade-off between the real-time demand and quantified index–Precision, Recall
and F1-score, we adopt the convolutional neural network (the number of layers is not deep) to extract
abundant features in the aerial infrared images, treat the vehicle detection as a typical regressive
problem to accelerate the bounding boxes generations. Some detection results are illustrated in
Figure 1. The majority of vehicles are detected, and these bounding boxes approximately cover the
vehicles. The proposed method unexpectedly runs at a sampling frequency of 10 fps. The real-time
vehicle detection is demanding. In the detection system, we might not demand an extremely accurate
vehicle position, but an approximate position obtained in time is more necessary. Once detection
speed falls behind the sample frequency, the information provided is lagged. This might mislead
surveillance system.

The main contributions of this paper can be summarized as follows:

• We propose a method of detecting ground vehicles in aerial imagery based on convolutional
neural network. Firstly, we combine the UAV and infrared sensor to the real-time system. There
exist some great challenges like scale, view changes and scene’s complexity in ground vehicle
detection. In addition, the aerial imagery is always low-resolution, fuzzy and low-contrast, which
adds difficulties to this problem. However, the proposed method adopts a convolutional neural
network instead of traditional feature extraction, and uses the more recognized abstract features to
search the vehicle, which have the unique ability to detect both the stationary and moving vehicles.
It can work in real urban environments at 10 fps, which has a better real-time performance.
Compared to the mainstream background model methods, it gets double performances in the
Precision and Recall index.

• We construct a real-time ground vehicle detection system in aerial imagery, which includes
the DJI M-100 UAV (Shenzhen, China), the FLIR TAU2 infrared camera (Beijing, China.), the
remote controls and iPad (Apple, California, US). The system is built to collect large amounts of
training samples and test images. These images are captured on different scenes includes road and
multi-scenes. Additionally, this dataset is more complex and diversified in vehicle number, shape
and surroundings. The aerial infrared vehicle dataset (The dataset (NPU_CS_UAV_IR_DATA) is
online at [35],) which is convenient for the future research in this field.
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Figure 1. The detection method’s performances on four tests, from top to bottom: VIVID_pktest1 [36],
NPU_DJM100_1, NPU_DJM100_2, Scenes Change [35].

2. Aerial Infrared Ground Vehicle Detection

The proposed method is illustrated in Figure 2. It can be mainly divided into three steps. First,
we manually segment vehicles by the help of a labelimg toolbox [37]. The labeled results are shown in
Figure 3. This labeling step is pivotal to training [38]. The second step is devoted to sample region
feature extraction in a convolutional neural network. We use data augmentations like rotation, crops,
exposure shifts and more to expand samples. For training, we adopt a pre-trained classification
network on ImageNet [39], and then fine-tune this. The pre-trained model on the ImageNet has many
optimization parameters. On the basis of this, the loss function can be convergent rapidly in the
training process. We add a region proposal layer to predict vehicles’ coordinates (x, y, width, height)
and corresponding confidence. These outputs contain many false alarms and redundant bounding
boxes. We remove false alarms by confidence threshold. Finally, non-maximum suppression is adopted
to eliminate redundant bounding boxes.
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Figure 2. Flowchart of the proposed vehicle detection method in infrared images. Before training,
we manually label vehicles in images via labelimg tool. In the label, we rectangle the vehicle by locating
the top left corner and down right corner, and then keep these location and label information as a
xml file. Afterwards, it is necessary to expand the sample by the operations—rotation, crop and shift.
We load a pre-trained classification network for training. The Pre-Trained Network: classification
network pre-trained on ImageNet [39].

2.1. Label Train Samples

Before labeling, it is necessary to construct an aerial infrared system to capture images for training
samples. The aerial infrared system is mainly composed of the DJI Matrice 100 and the FLIR TAU2
camera. The DJI Matrice 100’s major components are made of carbon fiber, which makes it light and
solid, in order to guarantee it flies smoothly. The infrared sensor possesses the ability of temperature
measurement and various color models’ conversion, which meets the rigorous demands in several
environments. In the capture, an intersection filled with a large volume of traffic is chosen as a flight
place. Aerial images are captured at five different times alone. Images chosen from the first four times
are train samples. Furthermore, aerial infrared vehicle samples from the public data VIVID_pktest
are added.

Before training, it is necessary to label large amounts of training samples. These green rectangular
regions rectangled in Figure 3 are some labeled samples. Partial vehicles appear in the image due to
the limited view of infrared sensors, especially when it turns a corner, passes through the road or starts
to enter into view, so we may catch the front or rear of some vehicles. These pieces of information
are helpful because the vehicles often pass through an intersection or make a turn. This information
mentioned above can ensure sample integrity. The information captured is crucial for vehicle detection.
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In the label process, we obtain some vehicle patches in the infrared images. This guarantees that
more training samples are captured and more situations are collected as much as possible. Although
this operation is time-consuming and implemented offline, it insures vehicle samples’ integrity [38].
This can avoid rough sample segmentation. We could observe some part vehicles in the left in 1–3
(row-col) in Figure 3. This is because the vehicle starts to come into view. There are some moving
vehicles close to each other in (3–4) and (2–3). Once roughly segmented, the neighborhoods could be
mistaken for just one, but there are two or more vehicles in practice.

All the vehicles are labeled in the training sample, then each image and vehicle position are made
into a xml format as the voc [40].

Figure 3. The labeled vehicle samples captured by the unmanned aerial vehicle DJI MATRICE-100.
The manual label process is accomplished by the labelimg toolbox, which is a widely used tool in the
sample label. Firstly, the label "vehicle" is written in this tool before label process. Then, we put green
rectangles around the vehicles in images by searching the two locations: the left-top corner and the
right-bottom corner. Finally, we keep this position and label information in a xml format like the voc.

2.2. Convolutional Neural Network

With respect to vehicle detection in aerial infrared images, we apply a convolutional neural
network to the full image. It is based on the regressive idea to accomplish the object (vehicles)
detection, rather than a typical classification problem. The network designed extracts features and
trains on the full images, not the local positive and negative samples. The neural network’s architecture
is shown in Figure 4. Firstly, we resize the input image into 416 × 416, and utilize the convolutional
layer and pooling layer by turning to an extract feature. Inspired by the fact that the Faster R-CNN [31]
predicts offset and confidence for bounding boxes using the region proposal, we adopt a region
proposal layer to predict bounding boxes. A lot of bounding boxes are obtained this way. We remove
some false bounding boxes with low confidence by a threshold filter, and then eliminate redundant
boxes using the non maximum suppression.
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Figure 4. The architecture: The detection network is composed of nine convolutional layers, six pooling
layers and a region proposal layer. Input image : 416 × 416 × 3. Output feature map: 13 × 13 × 30.
The convolutional layers: 3 × 3 filters; The pooling layers: max pooling (2 × 2 with 2 stride). After
each pool, filter channels double. We add a region proposal layer following the feature map, which
is designed to generate bounding boxes, and then carry out threshold and NMS (Non Maximum
Suppression) disposal.

Feature Map Generation

The detection framework can be mainly divided into two parts: feature map generation

and candidate bounding boxes generation. The details of feature map are illustrated in Table 1.
The process is composed of 15 layers: nine convolutional layers and six max pooling layers. Table 1
illustrates the filters channel, size, input and output of each layer. The original image is resized into
416 × 416 as the input. The convolutional layers downsample it by a factor 32, and the output size is
13 × 13. After this, there exists a single center cell in the feature map. The location prediction is based
on the center location mechanism.

We carry out 16 filters (3 × 3) convolution operation on the input (416 × 416 × 3), followed by
a 2 × 2 with two strides. Subsequently, the number of filers doubles, but the number of strides for
pooling layer remains unchanged. Executing the above operations until the number of filters increases
to 512, then the channel of stride on pooling layer is set as 1. This disposal wouldn’t change the
channel of the input (13 × 13 × 512). Based on this, we add two 3 × 3 convolutional layers with 1024
filters, following a 1 × 1 convolutional layer with 30 filters. Finally, the original image is turned into
13 × 13 × 30.
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Table 1. Feature Map Generation includes the input and output of each layer.

Number Layer Filters Size/Stride Input Output

0 convolutional 16 3×3/1 416 × 416 × 3 416 × 416 × 16
1 max pooling 2 × 2/2 416 × 416 × 16 208 × 208 × 16
2 convolutional 32 3 × 3/1 208 × 208 × 16 208 × 208 × 32
3 max pooling 2 × 2/2 208 × 208 × 32 104 × 104 × 32
4 convolutional 64 3 × 3/1 104 × 104 × 32 104 × 104 × 64
5 max pooling 2 × 2/2 104 × 104 × 64 52 × 52 × 64
6 convolutional 128 3 × 3/1 52 × 52 × 64 52 × 52 × 128
7 max pooling 2 × 2/2 52 × 52 × 128 26 × 26 × 128
8 convolutional 256 3 × 3/1 26 × 26 × 128 26 × 26 × 256
9 max pooling 2 × 2/2 26 × 26 × 256 13 × 13 × 256
10 convolutional 512 3 × 3/1 13 × 13 × 256 13 × 13 × 512
11 max pooling 2 × 2/1 13 × 13 × 512 13 × 13 × 512
12 convolutional 1024 3 × 3/1 13 × 13 × 512 13 × 13 × 1024
13 convolutional 1024 3 × 3/1 13 × 13 × 1024 13 × 13 × 1024
14 convolutional 30 1 × 1/1 13 × 13 × 1024 13 × 13 × 30

2.3. Bounding Boxes Generation

After convolutional and pooling operations, the final output is a 13 × 13 × 30 feature map.
We add a region proposal layer following the feature map to predict the vehicle’s location. Inspired by
the RPN (region proposal network) of Faster-RCNN [31], we adopt a region proposal layer to service
for vehicle border regression. The core purpose of the region proposal layer is to directly generate
region proposals by the convolutional neural network. To generate region proposals, we slide a small
network over the feature map output by the last shared convolutional layer. The small network takes a
3 × 3 spatial window as input on the feature map. The sliding window is mapped to a 30-dimensional
feature vector. The feature is fed into a box-regression layer this way.

At each sliding-window, we simultaneously obtain a great deal of region proposals. Supposing
the number of the proposals for each location is R, the output of region proposal layer is 4R coordinates,
which are the R boxes’ parametric expressions. The five classes about the proposals’ percentages of
width and height are (1.08, 1.09), (3.42, 4.41) , (6.63, 11.38) , (9.42, 5.11), (16.62, 10.52).

2.3.1. Vehicle Prediction on Bounding Boxes

The detection network is an end-to-end neural network. The vehicle’s bounding boxes are
accomplished directly by the network, The bounding boxes are achieved in the bounding boxes

generation section. The confidence is computed as Equation (1):

C = Pvehicle ∗ Itruth
pred , (1)

where Pvehicle indicates whether there exists a vehicle in the current prediction box, the Itruth
pred is the

intersection over union between the predicted box and the ground truth. If no vehicle, the Pvehicle is 0,
1, otherwise.

The confidence reflects the confidence level if the box contains a vehicle. A new parameter:
con f idence is added, and each bounding box can be parameterized by x, y, w, h, con f idence.

During the practical evaluating process, these above values are normalized to the range of [0, 1].
The con f idence reflects the probability of predicted boxes belonging to the vehicle. The Pvehicle is
defined as follows:

Pvehicle =

{
1, vehicle,

0, no vehicle.
(2)
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2.3.2. Non Maximum Suppression

In order to eliminate redundant bounding boxes, we use non maximum suppression to find the
best bounding box for each object. It is used to suppress non-maxima elements and search the local
maxima value. The NMS [41,42] is for selecting high score detections and skipping windows covered
by a previously selected detection.

The left-top corner (Xmin,Ymin), right-bottom corner (Xmax,Ymax), and con f idence of detection
boxes are the inputs in the NMS. The (Xmin,Ymin) and (Xmax,Ymax) are calculated by the following
equations:

Xmin = x − w, (3)

Xmax = x + w, (4)

Ymin = y − h, (5)

Ymax = y + h. (6)

The area of each bounding box is calculated by Equation (7):

area = (Xmax − Xmin + 1) ∗ (Ymax − Ymin + 1). (7)

Then, the bounding boxes are sorted by confidence, and the overlap area of box i and j is computed
by Equation (12):

Xcross1 = max(Xmin(i), Xmin(j)), (8)

Ycross1 = max(Ymin(i), Ymin(j)), (9)

Xcross2 = min(Xmax(i), Xmax(j)), (10)

Ycross2 = min(Ymax(i), Ymax(j)), (11)

cover(i,j) =
(Xcross2 − Xcross1 + 1) ∗ (Ycross2 − Ycross1 + 1)

min(area(i), area(j))
. (12)

Once the cover(i,j) is over the suppression threshold, the bounding box with lower confidence
would be discarded and the bounding box with highest confidence would be finally kept.

We unconditionally retain the box with higher confidence in each iteration, then calculate the
overlap percentage between the box with the highest confidence and the other boxes. If the overlap
percentage is bigger than 0.3, the current iteration terminates. The best box is determined until all the
regions have been traversed.

3. Aerial Infrared System and Dataset

How we obtain the aerial infrared images (equipments and flight height) and prepare training
samples and test images will be demonstrated in this section. In the test, we verify the method on
the VIVID_pktest1 [36], which has a pretty outstanding performance. However, these images in
VIVID_pktest1 can not represent the aerial infrared images in the actual flight.

We capture the actual aerial infrared images (five different times) at an intersection. Experiments
are implemented based on the Darknet [43] framework and run on a graphics mobile workstation with
Intel core i7-3770 CPU (Santa Clara, California, US), a Quard K1100M of 2 GB video memory, and 8 GB
of memory. The operating system is Ubuntu 14.04 (Canonical company, London, UK).

3.1. Aerial Infrared System

To evaluate the proposed vehicle detection approach, we have constructed an aerial infrared
system, which is composed of the DJI Matrice 100 and the FLIR TAU2 camera.
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Experiments are conducted by using aerial infrared images with 640 × 512 resolution, which are
captured by a camera mounted on a quad rotor with a flight altitude of about 120 m above the ground.
Figure 5 shows the basic components of the system, its referenced parameters are illustrated in Table 2.
The dataset is online at [35].

Table 2. The equipment and parameters.

Camera and UAV Specification Parameter

aircraft DJI-MATRICE 100
infrared sensor FLIR TAU2

capture solution 640 × 512
capture frame rate 10 fps

focal length 19 mm
head rotation 32◦ × 26◦

Figure 5. The real-time detection system is mainly composed of the DJI M-100, the FLIR TAU2 camera,
the color model remote control, the flight remote control unit and iPad. The sensor installed on the
UAV can capture the ground vehicles in real time, then transmit this information to the processor,
and finally the processor shows the real-time detector on the screen.

3.2. Dataset

3.2.1. Training Samples

VIVID_pktest Sample: As we all know, the VIVID is a public data set for object tracking, which
is composed of three subparts. The second part(VIVID_pktest2) [44] is a training sample. The image
sequences are continuous in time, and the adjacent frames are similar to each other. If all images are
put into training, the samples are filled with redundancy, so we only choose a set of 151, but which
cover all vehicles appearing in VIVID_pktest2.

The authentical infrared sample: For the actual aerial infrared images, an intersection filled with
large traffic volume is chosen as a flight place. We capture vehicle samples at five different times alone
and choose sample images from the the first four times. The sampling frequency is 10 fps. Finally,
we select 368 images, each of which is different in vehicle number, shape and color, as training samples
considering redundant samples.
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3.2.2. Test Images

As for evaluating the proposed method, we prepare four aerial infrared test image groups.
The NPU_DJM100_1, NPU_DJM100_2 and Scenes Change are all captured over Xi’an, China.
Four scenes with different backgrounds, flying altitudes, recording times and outside temperatures
are used for testing (seen Table 3).

Table 3. Basic information of four test image groups.

Test Size Flying Altitude Scenario Date/Time Temperature

VIVID_pktest1 320 × 240 80 m Multi-scene Unknown Unknown
NPU_DJM100_1 640 × 512 120 m Road 18 May 2017/16:00 pm 29◦ C
NPU_DJM100_1 640 × 512 120 m Road 18 May 2017/16:30 pm 29◦ C
Scenes Change 640 × 512 80 m Road 14 April 2017/10:30 pm 18◦ C

• VIVID_pktest1: The VIVID_pktest1 [36] is the first test image group, which is used for testing
the detection network trained by the sample from the VIVID_pktest2 [44]. The VIVID_pktest1
is captured at an 80 m high altitude, which contains 100 images and 446 vehicles. The size is
320 × 240.

• NPU_DJM100_1: The sample chosen and their adjacent images from the aerial infrared images
captured in the first four times is removed, then the remaining is used as the second test
image group.

• NPU_DJM100_2: The images captured at the fifth time are the third test image group. There are
few connections with images belonging to the previous four times.

• Scenes Change: The images are captured at earlier times and 80 m flight height. There is not a
lot of traffic. This scene is totally different from all of the above. It is used to eliminate scenario
training possibilities.

3.3. Training

In training, we use a batch size of 32, a max batch of 5000, a momentum of 0.9 and a decay of 0.0005.
Through the training, the learning rate is set as 0.01. In each convolutional layer, we implement a batch
normalized disposal except for the final layer before the feature map. With respect to the exquisitely
prepared sample images, we divide them at a ratio of 7:3. Seventy percent were used for training,
the remaining is for validation.

Loss function: In the objective module, we use the Mean Squared Error (MSE) for training.

Loss =
S2

∑
i=0

coordError + iouError + classError, (13)

where S is the dimension’s number of the network’s output, coordError is the error of coordinates
between the predicted and the labeled, iouError is the overlap’s error, and classError is the category of
error (vehicle or non-vehicle). In the experiment, we amend Equation (13) by the following:

(1) The coordinates and the IOU (intersection over union) have different contribution degrees to
the Loss, so we set the λcoord = 5 to amend the coordError.

(2) For the IOU’s error, the gridding includes the vehicle and the gridding having no vehicle
should make various contributions to Loss. We use the λnoobj = 0.5 to amend the iouError.

(3) As for the equal error, these large objects’ impacts should be lower than small ones on vehicle
detection because the percentage of error belonging to large objects is far less than those belonging to
small ones. We square the w, h to improve it. The final Loss is as Equation (14):
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Loss = λcoord

S2

∑
i=0

B
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2 + (yi − ŷi)
2 + (

√
wi −

√
ŵi)

2 + (
√

hi −
√

ĥi)
2]

+
S2

∑
i=0

B

∑
j=0

∏obj
ij [(Ci − Ĉi)

2] + λnoobj

S2

∑
i=0

B

∑
j=0

∏noobj
ij [(Ci − Ĉi)

2]

+
S2

∑
i=0

∏obj
ij ∑

c∈classes
[(pi(c)− p̂i(c))2], (14)

where the x,y,w,h,C,p are the predicted, and the x̂, ŷ,ŵ,ĥ,Ĉ,p̂ are the labeled. The ∏
obj
ij and the ∏

noobj
ij

reflect that the probability of that object is in, and not in, the j bounding boxes, respectively.

4. Experimental Results and Discussion

The method’s performances on four test image groups are respectively shown in Figures 6–9.
We rectangle the vehicles with red color. Some representative detection results will be demonstrated in
achievement exposition section. The concert efficiency is given in the statistical information section.

4.1. Achievement Exposition

As seen in Figure 6, almost all of the vehicles have been detected by the proposed method.
There exist many shadows of trees in the 2-3 (row-col) of Figure 6. This would cause great disturbances
to vehicle detection tasks. This problem can be solved by storing and learning the similar cases
before. In (2-2) of Figure 6, when the vehicle abruptly turns in the intersection, it might escape from
surveillance. However, the method could catch the tendency and locate it in time. The test images are
of good quality in the VIVID_pktest1 [36] and they haven’t yet involved more complicated conditions
like large illuminations. The test images of VIVID_pktest1 [36] are much simpler than the real aerial
images in both the number of vehicles and the conditions’ complexity. The performances of the
VIVID_pktest1 [36] were not sufficiently convincing, hence the actual aerial infrared images obtained
by the DJI Matrice 100 are used to test the method.

Figure 6. The performances of the method on part of the images of VIVID_pktest1 [36].

As Figure 7 shows, the NPU_DJM100_1 is more challenging in vehicle’s quantity and environmental
complexity. There exist distinct illumination variations in the (1-1) and (2-1) of Figure 7. The traffic flow
is very large in the intersection and the vehicles shuttling back and forth is very common. There are
two detection boxes on the same vehicle in (2-2). There are two rectangles put around the same vehicle
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on the right but little overlap. The suppression threshold can not be set as a very small value, as this
would have a bad influence on eliminating redundant rectangles. There still exist several false alarms
in (2-4) of Figure 7.

Figure 7. The performances of the method on part images of NPU_DJM100_1 [35].

According to the analysis above, the method based on the neural network is able to accomplish
vehicle detection in aerial infrared images, even in some harsh environments. The NPU_DJM100_1 and
all the training samples are captured at the same time. Although we choose the NPU_DJM100_1, which
is far from the the training sample in time, someone may suspect that the method may be achieved
by scenario training. To remove this suspicion, we prepare additional test images (NPU_DJM100_2)
captured in a scene, which are different from the scenes of the fourth times. The partial detection
results are shown in Figure 8.

Figure 8. The performances of the method on part images of NPU_DJM100_2 [35].

At first glance, the scenes of NPU_DJM100_2 are similar to NPU_DJM100_1 when comparing
Figures 7 and 8. However, they are partly different from each other. A vehicle in the center of Figure 8
(1-4) is much brighter than all the vehicles in Figure 7 because of the blazing sunlight. The method
locates the vehicle from being partly in the camera’s view (1-3) to being completely in the camera’s
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view. Figure 7 concentrates on a crossing road, but Figure 8 focuses on the one-way traffic, especially in
(2-1, 2-2, 2-3) of Figure 8. These scenarios of (2-1, 2-2, 2-3) are different from Figure 7, but the proposed
method locates these vehicles appearing in those images.

Scenes Change: To further validate the expansibility of the method, we test it on some infrared
images captured 80 m above the ground. The road of Scenes Change is two-way traffic. The lamp
post can be clearly seen on the ground. The guard bars on the two sides of the road are exposed to
high temperatures for the long term, which are similar to vehicles in brightness. This causes great
disturbances for detection in the aerial infrared images.

As can be seen from Figure 9, the proposed method is capable of detecting the vehicles that run in
the same or opposite directions, locating the vehicle partially when it starts to come into or escape from
the view in changed scenes. This evidence above proves that the method is feasible and dependable
for aerial infrared vehicle detection.

Figure 9. The performances of the method on partial images of Scenes Change [35].

4.2. Assessment Method

To evaluate the capability of the methodology on vehicle detection in aerial infrared images,
we adopt these measurements: Precision, Recall and F1-Score defined as follows:

Precision =
TP

TP + FP
. (15)

The Precision is the percentage of the correctly-detected vehicles’ number over the total
detected vehicles:

Recall =
TP

TP + FN
. (16)
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The Recall is the percentage of the correctly-detected vehicles number over the total true vehicles:

F1 − score =
2 × Recall × Precision

Recall + Precision
. (17)

The F1-Score is a trade-off between Recall and Precision, where TP is the true positives (i.e., the
number of vehicles correctly detected), FP is the false positives (i.e., the number of vehicles incorrectly
detected), and FN is the false negatives (i.e., the number of other objects are wrongly regarded
as vehicles).

4.3. Statistical Information

Figures 6–9 show some detection results, and then we conduct a statistical analysis about the
method’s performance. The details (quantitative results) are shown in Table 4.

Table 4. The performances on the test images. FP: false positive; TP: true positive; FN: false negative.

Test Images Vehicles TP FP FN Precision Recall F1-Score Time(s)

VIVID_pktest1 100 446 388 58 7 87.00% 98.23% 92.27% 4.50
NPU_DJM100_1 189 642 612 30 22 95.33% 96.53% 95.93% 16.07
NPU_DJM100_2 190 922 903 19 30 97.94% 96.78% 97.36% 17.48
Scenes Change 100 85 79 6 0 92.94% 100% 96.34% 9.20

Total 2095 1982 113 59 94.61% 97.11% 95.84%

On the whole, the majority of the vehicles have been detected by the method. In total, the mean
of Precision is 94.61%. The average of Recall is 97.11%. The F1-Score is basically flat . This measured
information sufficiently demonstrates that the method is available for the ground vehicle detection in
aerial infrared images.

4.4. Discussion

Comparison with State-of-the-Art

Figure 10 and Table 5 display a comparison about the method to a state-of-the-art method in [18].
This is a method for detecting moving objects with non-stationary cameras. It models the background
through a dual-modal single Gaussian model (SGM) with age, which prevents the background model
from being contaminated by the foreground pixels while still allowing the model to adapt to changes
in the background, and compensates the motion of the camera by mixing neighboring models, which
reduces the errors arising from motion compensation, in order to achieve rapid vehicle detection.

Table 5 illustrates that the proposed method achieves absolute advantages in Precision, Recall,
and F1-score measurements. The performances of the Scenes Change group of [18] are equal to
the proposed method, but there were very few vehicles in this group. With the vehicle’s number
increasing, the performance generally degrades, but the performance of the proposed is smooth and
steady, maintaining a high level.

As can be seen from Figure 10, the method of [18] locates the running vehicles incorrectly, which
only puts a rectangle around part of the running vehicle part even when the vehicle is completely in
the image. There exist many false alarms (#77,#78) and residual errors (#97,#98,#89,#90). The proposed
method is superior in the location accuracy and detection rate, which is able to detect almost all the
vehicles. The red rectangles are the proposed method’s detection results, the green rectangles belong
to [18]. It is obvious that the detection results of [18] fluctuate drastically, especially in the # 71, #72,
#75,#76 of Scenes Change.
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Table 5. Comparison with the state-of-the art method, the bold value of each row is the best performance.

Test Images Number Vehicles
The Proposed Method Method in [18]

Precision Recall F1-Score Precision Recall F1-Score

VIVID_pktest1 1–100 446 87.00% 98.23% 92.27% 42.82% 77.45% 55.15%
NPU_DJM100_1 1–60 38 100% 100% 100% 52.63% 31.75% 39.61%
NPU_DJM100_2 1–100 501 98.20% 97.62% 97.91% 34.35% 40.78% 37.29%
Scenes Change 70–90 20 100% 100% 100% 100% 100% 100%

Total 1005 91.34% 92.08% 91.71% 37.98% 54.44% 44.74%

Figure 10. Comparison with a state-of-the-art method in [18]. The red rectangle is the proposed
method’s detection results, the green rectangles belong to [18]. From top to bottom: VIVID_pktest1,
NPU_DJM100_1, NPU_DJM100_2, Scene Changes [35].

5. Conclusions

This paper proposes an efficient method for real-time ground vehicle detection in infrared imagery
based on a convolutional neural network. In the proposed approach, we exploit a convolutional neural
network to mine the abundant abstract features among the aerial infrared imagery. These features
are more distinguished in ground vehicle detection. For ground vehicle detection, we firstly build
a real-time ground vehicle detection system to capture real scene aerial images. All of the manually
labeled training samples and test images are publicly posted. Then, we construct the convolutional
and pooling layers and region proposal layer to achieve feature extraction. The convolutional and
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pooling layers are adopted to explore the vehicle’s inherent features, and the rear region proposal layer
is exploited to generate candidate vehicle boxes. Finally, on the basis of a labeled sample’s feature,
the method iteratively learns and memorizes these features to generate a real-time ground vehicle
model. It has the unique ability to detect both the stationary vehicles and moving vehicles in real
urban environments. Experiments on the four different scenes demonstrate that the proposed method
is effective and efficient to recognize the ground vehicles. In addition, it can accomplish the task in real
time while achieving superior performances in leak and false alarm ratio. Furthermore, the current
work shows great potential for ground vehicle detection in aerial imagery.

In the real world, the real-time ground vehicle detection can be applied to intelligent surveillance,
traffic safety, wildlife conservation and so on. In the intelligent surveillance, the system can rapidly
give the vehicle’s location in imagery under day and night, which is helpful for traffic monitoring and
traffic flow statistics. Traffic crashes might occur in our daily lives all the time, but it is difficult to
confirm the responsibility for the accident in complex backgrounds. The system can be used to identify
the principal responsible party for its real-time detection capacity. As for the wildlife conservation,
most of the protected animals are caught and killed during the night. The system can locate the
hunter’s vehicle at night, and this helps some regulatory agencies to take countermeasures in time.
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UAV Unmanned Aerial Vehicle
SIFT Scalar Invariant Feature Transform
HOG Histogram of Oriented Gradient
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NMS Non Maximum Suppression
CNN Convolutional Neural Network
MHI Motion History Image
HMM Hidden Markov Model
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Abstract: With the development of information technology, the degree of intelligence in air
confrontation is increasing, and the demand for automated intelligent decision-making systems is
becoming more intense. Based on the characteristics of over-the-horizon air confrontation, this paper
constructs a super-horizon air confrontation training environment, which includes aircraft model
modeling, air confrontation scene design, enemy aircraft strategy design, and reward and punishment
signal design. In order to improve the efficiency of the reinforcement learning algorithm for the
exploration of strategy space, this paper proposes a heuristic Q-Network method that integrates expert
experience, and uses expert experience as a heuristic signal to guide the search process. At the same
time, heuristic exploration and random exploration are combined. Aiming at the over-the-horizon
air confrontation maneuver decision problem, the heuristic Q-Network method is adopted to train
the neural network model in the over-the-horizon air confrontation training environment. Through
continuous interaction with the environment, self-learning of the air confrontation maneuver strategy
is realized. The efficiency of the heuristic Q-Network method and effectiveness of the air confrontation
maneuver strategy are verified by simulation experiments.

Keywords: over-the-horizon air confrontation; maneuver decision; Q-Network; heuristic exploration;
reinforcement learning

1. Introduction

The intelligent air confrontation decision-making system can be effectively applied to
automatic/autonomous simulated air confrontation, maneuver confrontation, anti-interception and
various auxiliary decision-making systems of manned/unmanned aerial vehicles. The world’s major
military powers are conducting in-depth research in this field. The intelligent decision-making system
will, thus, become an important part of future decision on air confrontation.

In the process of over-the-horizon air confrontation, reasonable maneuver decision-making is the
premise of making weapons attack, sensor use, electronic countermeasures, and other decisions. It is
accompanied by the entire air confrontation process and is an extremely important part. This paper
mainly studies the intelligent maneuver decision-making method in this environment, based on the
single-to-single air confrontation in super-horizon air confrontation.

The current air confrontation decision-making methods can be divided into two main categories:
non-learning strategies and self-learning strategies. Among them, the non-learning strategy mainly
adopts the optimization theory or the game method. There is no data-based training process in
the strategy solving process, and there is no process of updating and optimizing the strategy by
interacting with the environment. The methods adopted by non-learning strategies mainly include:
differential countermeasure [1,2], matrix game [3], expert system [4], and impact map [5] among others.
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The self-learning strategy refers to the information generated by the interaction between the historical
data and the environment; and strategy learning is carried out, and finally a better strategy is solved.
The self-learning strategy has characteristics of offline and online learning training, and has strong
adaptability and can cope with complex and changeable environments. The main methods used in
self-learning strategies include: genetic algorithm [6,7], artificial immune system [8,9], supervised
learning [10], reinforcement learning [11], etc.

Reinforcement learning is a self-learning method which, through constant trial and error, interacts
with the environment, gradually acquires knowledge, and improves action plans to adapt to the
environment. Reinforcement learning has good application in decision-making fields such as robot
control and automatic driving.

2. Air Confrontation Learning Training Environment Design

2.1. Aircraft Modelling

In the decision-making process of over-the-horizon air confrontation, the main focus is on real-time
position and speed information of the two sides, but there is no requirement for the attitude information
of the enemy aircraft. Therefore, the model of the aircraft is modeled by a three-degree-of-freedom model.

In order to facilitate the study, the paper made multiple assumptions [12,13]:

• The aircraft does not have a side-slip motion, that is, the side-slip angle is 0.
• Air speed is not considered when the aircraft is moving.
• The mass of the aircraft is constant, and the acceleration of gravity and atmospheric density do

not change with changes in flight altitude.
• The Earth is regarded as an inertial system, that is, it regards the Earth as stationary, ignoring the

effects of the Earth’s rotation and revolution.

Based on the above assumptions, the force diagram of the aircraft is shown in Figure 1:

O

Figure 1. The geometric situation of confrontation.

where v is the speed of the aircraft, g represents the acceleration of gravity, nx and n f indicate the
tangential overload and the normal overload, τ, χ and γx respectively indicate the aircraft’s track
inclination angle, track azimuth, and track roll angle. The following formula can be obtained by
analyzing the force of the aircraft.

mgnx − mg sin τ = m
.
v

mgn f cos γx − mg cos τ = mv
.
τ

mgn f sin γx = mv cos τ
.
χx

(1)
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Transforming the above formula, we can get the dynamic equation of the aircraft as follows:

.
v = g(nx − sin τ)
.
τ = g

v (n f cos γx − cos τ)
.
χ = g

v cos τ n f sin γx

(2)

In this paper, the movement of the aircraft can be controlled by three quantities of nx, n f and γx.
nx can control the speed of flight, n f and γx can control the track tilt angle and track azimuth to control
flight speed direction.

Based on the above symbol representations, the kinematic equation of the aircraft can be
expressed as:

.
x = v cos τ cos χ
.
y = v cos τ sin χ
.
z = −v sin τ

(3)

where x, y, and z represent the coordinates of the aircraft in the ground coordinate system (using the
North East coordinate system).

2.2. Learning Training Scene Design

Over-the-horizon air confrontation, unlike short-range air confrontation, has powerful missiles,
radars, and support for various ground-to-air equipment information, which allows air confrontation
to occur at a greater distance. Both parties can speculate through various information support.
The opponent’s position is then attacked by the precise guidance of the missile. This paper only studies
the maneuvering strategy of over-the-horizon air confrontation, and air confrontation in close range is
not considered.

The airspace in which the over-the-horizon air battle is located is assumed as follows (Table 1):
The initial distance between the two sides is 65~100 km; when the distance between the two sides is
less than 20 km, it is considered to have entered the close range, and the air battle is over. The height
of both sides is 5~7 km.

Table 1. Air confrontation airspace.

Initial Distance/km End Distance/km Height/km

65~100 <20 6

This paper assumes that the local aircraft has a perception of enemy aircraft during the
over-the-horizon air battle. When the enemy aircraft falls within the radar detection range of the
local aircraft, enemy information can be obtained more accurately; when the enemy aircraft is not in
the radar detection area of the local aircraft, it is assumed that the aircraft can obtain enemy aircraft
information through other sources of information in the confrontation system (e.g., ground station
radar, airborne early warning aircraft, etc.), but the information obtained by this method has a large
error. This assumption is also to ensure that both sides have effective decision-making factors in the
one-to-one over-the-horizon air confrontation decision-making process. Otherwise, if the other party’s
information is unknown, it is difficult to obtain an effective strategy through the learning algorithm of
this paper. This is an area of incomplete information game, which is beyond the scope of this paper.

In order to maintain the balance of the two fighters, the performance of both sides is different:
the enemy’s missile attack capability is dominant, and the aircraft is dominant in the radar detection
range. The specific configuration of the fighter parameters of both parties is shown in Tables 2 and 3.
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Table 2. Local aircraft performance.

Parameter Range

Aircraft speed 200 m/s~300 m/s
Radar detection distance 80 km

Radar detection angle −60◦~60◦
Missile off-axis launch angle 30◦

Missile inescapable cone angle 20◦
Missile maximum launch distance 50 km
Missile maximum escape distance 35 km
Missile minimum escape distance 20 km

Table 3. Enemy aircraft performance.

Parameter Range

Aircraft speed 200 m/s~300 m/s
Radar detection distance 70 km

Radar detection angle −60◦~60◦
Missile off-axis launch angle 30◦

Missile inescapable cone angle 20◦
Missile maximum launch distance 55 km
Missile maximum escape distance 40 km
Missile minimum escape distance 25 km

According to the configuration in the table, the radar detection area of the unit and the enemy
aircraft can be represented by the Figure 2:

 
(a) 

 
(b) 

Figure 2. The radar detection area of both sides. (a) Native radar; (b) Enemy radar.

The missile attack zone of both fighters can be expressed in Figure 3:
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(a) (b) 

Figure 3. The missile attack area of both sides. (a) Native radar; (b) Enemy radar.

2.3. Enemy Strategy Design

The enemy aircraft strategy is a very important part of the air confrontation training environment.
It determines the fidelity of the over-the-horizon air confrontation environment and also has a great
influence on the strategy learned by the algorithm. This paper focuses on the study of air confrontation
maneuver strategies with reinforcement learning methods, focusing on the design and improvement
of methods, and does not put too much energy into the study of enemy aircraft strategy. Because the
air confrontation maneuver strategy learning method studied in this paper is a general method, it is
also applicable to training on change in strategy design of the enemy aircraft.

Therefore, this paper identifies enemy strategy as a relatively simple one, which is shown in
Figure 4. First, the battlefield situation of the over-the-horizon air confrontation is evaluated based on
expert experience. Then, assume that the other party maintains the current state of motion, adopts
a method similar to the matrix strategy, and selects the optimal action from the action set as the
decision result.

 
Figure 4. Strategy design of enemy aircraft.

2.4. Reward and Punishment Signal Design

When using the reinforcement learning algorithm to solve practical problems, it is necessary
to adjust and optimize the strategy according to the reward and punishment signals fed back by
the environment. In the process of constructing the over-the-horizon air confrontation training
environment, the reward and punishment signals are mainly considered from two aspects: the
detection ability of the aircraft against the enemy aircraft and the threat of the attack on the
enemy aircraft.

In the process of over-the-horizon air confrontation, the geometric situation of the battlefield is
shown in Figure 5.
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O

Figure 5. The geometric situation of confrontation.

In Figure 5,
→
v r and

→
v b respectively represent the speed vector of the local aircraft and the speed

vector of the enemy aircraft, α indicating the azimuth angle of the enemy aircraft with respect to the
local aircraft, β indicating the enemy’s entry angle with respect to the local aircraft, and d indicates the
distance between the two sides.

2.4.1. Detection Capability

The detection capability of the aircraft to the enemy aircraft is mainly affected by three factors:
azimuth α, entry angle β, and distance d between the two sides.

1. Azimuth factor

When the enemy aircraft is located within the maximum detection angle range of the local radar,
the aircraft has the ability to detect the enemy aircraft, and thus constructs the azimuth detection
advantage:

Tdet_α =

⎧⎨⎩ 0, |α| > αFRmax

e−
|α|

αFRmax , |α| ≤ αFRmax

(4)

αFRmax is the maximum detection angle of the local fight radar, and FR is the abbreviation of the
fight radar.

2. Entry angle factor

This paper assumes that the aircraft airborne radar is a pulse Doppler radar. The characteristics of
the radar are: when the target and the local aircraft are head-on, they have strong detection capability,
and when the target is on the positive side, the detection capability is poor. The ability to detect a
trailing target is less than the ability to detect at the head. Based on this, the advantage of entering the
angle detection is constructed as:

Tdet_β =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
cos(180 − |β|) ∗ e−

π∗(180−|β|)
180

(90◦ ≤ |β| < 180◦)
0.5 cos(|β|) ∗ e−

π∗|β|
180

(0◦ ≤ |β| < 90◦)

(5)

3. Distance factor
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When the enemy aircraft is located within the maximum detection distance of the local radar,
the aircraft has the ability to detect the enemy aircraft. Based on this, build a distance detection
advantage as:

Tdet_d =

⎧⎨⎩ 0, d > DFRmax

e−
3∗d

DFRmax , d ≤ DFRmax
(6)

DFRmax is the maximum detection distance of the local radar.

4. Total detection advantage

In an actual air confrontation scenario, the azimuth detection advantage Tdet_β and the entry
angle detection advantage Tdet_d have a certain coupling, and the overall angle detection advantage is
constructed as follows:

Tdet_ag = (Tdet_α)
γ1 ∗ (Tdet_β

)γ2 (7)

γ1 and γ2 are the two parameters that can control the proportion of Tdet_β and Tdet_d in the total
angular detection advantage. They meet the following conditions: 0 ≤ γ1, γ2 ≤ 1 and γ1 + γ2 = 1.

In addition, considering the distance d and the coupling relationship between these angles,
the overall detection advantages of constructing the local aircraft to the enemy aircraft are:

Tdet =
(
Tdet_ag

)u1 ∗ (Tdet_d)
u2 (8)

The role of u1 and u2 is similar to γ1 and γ2, and they meet the following conditions: 0 ≤ u1, u2 ≤ 1
and u1 + u2 = 1.

2.4.2. Attack Threat

The attack threat of the aircraft to the enemy aircraft is mainly affected by three factors: azimuth
α, energy E and distance d.

1. Azimuth factor

Based on the target azimuth and the performance of the local radar and missile, build an angle
threat factor:

Tthr_α =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 α > αR

0.3(1 − |α|−αM
αR−αM

) αM ≤ |α| ≤ αR

0.8 − |α|−αMk
2(αM−αMk)

αMk ≤ |α| < αM

1 − |α|
5αMk

0 ≤ |α| < αMk

(9)

αR is the maximum search angle of the local radar, αM is the maximum attack angle of the local
missile, αMk is the maximum angle of the non-escape zone of the local missile.

2. Energy factor

In the air confrontation process, the higher the energy of the fighter, the stronger the attacking
ability of the launched missile, and the greater the threat to the enemy aircraft. The energy here is
mainly composed of kinetic energy, according to the kinetic energy formula, which is simplified as
follows:

E =
v2

2g
(10)

v is the speed of the local aircraft, g is the gravitational acceleration, and weight can be ignored
considering the particle model.
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Based on this, build the native energy threat factor:

Tthr_E =

⎧⎪⎪⎨⎪⎪⎩
1, E

ET
≥ 2

0.52− E
ET , 0.5 ≤ E

ET
< 2

E
2ET

, E
ET

< 0.5

(11)

E is the energy of the aircraft and ET is the enemy aircraft’s energy.

3. Distance factor

The distance threat factor is constructed based on the distance between the enemy and the enemy
and the performance of the local radar and missile:

Tthr_d =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 d ≥ DR

0.5e−
d−DMmax

DR−DMmax DMmax ≤ d < DR

2
− d−DMkmax

DMmax−DMkmax DMkmax ≤ d < DMmax

1 DMkmin ≤ d < DMkmax

2
− d−DMkmin

10−DMkmin 10 ≤ d < DMkmin

0 d < 10

(12)

DR is the maximum search distance of the local radar, DMmax is the maximum attack distance of
the local missile, DMkmax is the maximum inescapable distance of the local missile, and DMkmin is the
minimum inescapable distance of the local missile.

4. Total attack threat

Considering that the distance factor and the angle factor have a certain coupling relationship,
the total attack threat of the aircraft to the enemy aircraft is:

Tthr = k1 ∗ (Tthr_α)
η1 ∗ (Tthr_d)

η2 + k2 ∗ Tthr_E (13)

k1, k2, η1 and η2 are control parameters, and they meet the following conditions:
0 ≤ η1, η2 ≤ 1, η1 + η2 = 1, 0 ≤ k1, k2 ≤ 1 and k1 + k2 = 1.

2.4.3. Reward and Punishment Signal Synthesis

According to the above-mentioned advantages of the detection capability of the enemy aircraft
and the threat of attack, the total threat of constructing the local aircraft is:

T = (Tdet)
γ1 ∗ (Tthr)

γ2 (14)

The two parameters γ1, γ2 are the index of the local aircraft detection capability and the attack
threat, which determine the importance ratio of the two in the reward and punishment function.
These two values can be obtained empirically.

In the same way, the enemy’s threat to the local aircraft can be found, which is defined as Tt,
and the reward and punishment signals are designed accordingly:

R = T − Tt (15)

R is the relative threat value of the enemy aircraft to the enemy aircraft. When the local threat is
greater than the enemy aircraft threat, the reward is positive, otherwise it is negative.
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3. Markov Decision Process Modeling

The Markov decision process [14] can be represented by a six-tuple 〈S, A, P, R, γ, V〉. The aircraft
constructed in this paper is a model; there is no random item. The element P can be omitted here. At the
same time, the reward and punishment function R has also been designed before. Therefore, in this
section, only state space S, action space A, discount factor γ, and objective function V of MDP [15]
need to be determined.

3.1. Air Confrontation State Space

According to the battlefield geometry map, the battlefield situation can be expressed in 9 quantities:
α, β, d, vr, vb, τr, τb, γr, γb. They respectively indicate the azimuth angle of the enemy aircraft relative
to the aircraft, the angle of entry of the enemy aircraft with respect to the aircraft, the distance between
the two sides, the speed of the aircraft, the speed of the enemy aircraft, the inclination angle of the
local aircraft, the inclination angle of the enemy aircraft track, and the present aircraft track roll angle
and enemy aircraft track roll angle. Considering whether the enemy aircraft is located in the local
radar detection range, the accuracy of the enemy aircraft information obtained by the aircraft is not the
same, so a confidence factor c (confidence) is added to indicate the accuracy of the enemy information.
The larger c, the more accurate the information. It meets the conditions: 0 ≤ c ≤ 1.

The air confrontation state can be represented by a 10-dimensional vector:

s = (α, β, d, vr, vb, τr, τb, γr, γb, c) (16)

3.2. Maneuvering Decision Action Space

In the over-the-horizon air confrontation maneuver decision problem, establishing a reasonable
maneuver library is the key to air confrontation intelligent decision-making [16]. Generally, air
confrontation maneuver library design is divided into two types: One is the “25 typical tactical actions”
based on the classic tactics of pilots in air confrontation, including straight-flat, fixed-height, slow-speed
Yo-Yo; The other is a “basic manipulation action library” based on common air confrontation control
methods, including maximum acceleration/deceleration, maximum load climb/deep, maximum load
left/right turn, stable flight, etc.

As shown in Figure 6, the air confrontation maneuver library is built according to the “Basic
Manipulation Action Library”, including nine maneuver directions: left climb, climb, right climb,
horizontal left turn, horizontal forward fly, horizontal right turn, left dive, dive, and right dive. In this
paper, assuming that both sides move on a horizontal plane, there are only three optional actions:
horizontal left turn, horizontal forward fly, and horizontal right turn. In these three directions, it can
be divided according to the change of speed: increase, hold and decrease. Therefore, there are a total
of nine optional maneuvers, that is |A| = 9.
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Figure 6. Maneuver direction schematic.

According to the previous description of the aircraft model, the motion of the aircraft is mainly
controlled by the three quantities of nx, n f and γx, which respectively represent tangential overload,
normal overload, and track roll angle. nx is used to control speed, n f and γx are used to control speed
direction. According to these three quantities, action space A can be defined as follows (Table 4):

Table 4. Action collection.

Action γx, nx, nf Speed Direction Speed Size

a1 (−1, −1, 0) turn left horizontally Decrease
a2 (−1, 0, 0) turn left horizontally Maintain
a3 (−1, 1, 0) turn left horizontally Increase
a4 (0, −1, 0) fly forward horizontally Decrease
a5 (0, 0, 0) fly forward horizontally Maintain
a6 (0, 1, 0) fly forward horizontally Increase
a7 (1, −1, 0) turn right horizontally Decrease
a8 (1, 0, 0) turn right horizontally Maintain
a9 (1, 1, 0) turn right horizontally Increase

3.3. Discount Factor and Objective Function

In the application of reinforcement learning, the discount factor has two main functions: (1) the reward
and punishment signal decays with time, indicating that it is less important in the far-away time;
(2) it can prevent accumulation due to the excessive length of the episode. The reward is too large,
and the cumulative reward value can be bounded by the attenuation factor. It is often set to 0.9, so this
article also follows this setting.

The optimization objective function uses a state limited discount type objective function, in which
it estimates the function V only based on the reward value of the state of the next n moments at the
current moment:

Vπ(st) = Eπ(R(st)) = Eπ(
n−1

∑
k=0

γkrt+k) (17)

4. Heuristic Q-Network

In view of the over-the-horizon air confrontation maneuver decision problem, this paper adopts
an indirect strategy, which is to generate a strategy by obtaining a behavior value function Q(s, a).
For the decision-making of maneuvering, this paper also uses the Q-Network algorithm [17].
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The reinforcement learning algorithm [18] solves the strategy by interacting with the environment,
which is a process of sensing the unknown environment and learning related knowledge. According
to the utilization of current knowledge, the learning process of the algorithm can be divided into
two kinds of behaviors: exploration and exploitation. Exploitation is based on the currently learned
strategy, which enables the agent to obtain many rewards. In addition, exploration is to try new
actions in order to find better strategies to get more rewards in the future. In the process of solving
practical problems, it is necessary to find a suitable compromise between exploitation and exploration,
which will make the algorithm more efficient.

The often-used exploitation strategy is a strategy, which can be expressed as follows (Algorithm 1):

Algorithm 1. ε − greedy strategy.

Input: control parameter ε

Process:
1: if random() < ε

2: action←random from set A
3: else

4: action←argmax
a

Q(s, a)

5: end if

Under the exploration strategy of ε − greedy, the algorithm can converge to an effective strategy
through repeated training, but this way of exploring is very inefficient, because in the process of
exploration, it randomly selects an action from the action set each time. The randomly selected actions
are often useless, which leads to a lot of invalid exploration.

For the over-the-horizon air confrontation maneuver decision problem, we can introduce and
use expert knowledge as a heuristic signal to guide the exploration process. This algorithm is called
Heuristic Q-Network, which is shown as follows(Algorithm 2):

Algorithm 2. The exploration process of heuristic Q-Network.

Input: control parameter ε

Process:
1: if random() < ε

2: action← heuristic_strategy(s)
3: else

4: action←argmax
a

Q(s, a)

5: end if

5. Air Confrontation Strategy Learning

For the two-dimensional over-the-horizon air confrontation problem, according to the previous
MDP model, heuristic Q-Network is used. The Q-Network structure used in this paper is an MLP with
two hidden layers, which is shown in Figure 7. Its input is the air confrontation states, and the output
is the behavior value function Q(s, ai) corresponding to nine maneuvers. The number of hidden layer
nodes can be selected by contrast experiment. The number of nodes in the network hidden layer is
determined by experiments—64 in the first hidden layer and 128 in the second layer.
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Figure 7. 2D Confrontation Q-Network.

Using the heuristic + random exploration method, the score curve of the Q-Network training
process is shown in Figure 8.

Figure 8. The score curve of 2D Q-Network.

The blue curve indicates the exploration strategy of ε − greedy, and the orange curve indicates the
heuristic + random exploration strategy. It can be slightly seen that the heuristic search strategy can
obtain a higher expected score, which further validates the effectiveness of the heuristic Q-Network.

6. Simulation Result Verification

The heuristic Q-Network learning strategy is used in air confrontation simulation, and several
typical air confrontation cases are selected for analysis. According to the initial air confrontation
situation, the initial state of the local aircraft can be divided into: advantage, balance and disadvantages.

• Advantage

Figure 10 records the changes in the relevant data of the aircraft during the above air confrontation
process, including: the threat capability (Figure 10a), detection capability (Figure 10b), speed
(Figure 10c) and relative advantage of the aircraft to the enemy aircraft (Figure 10d).

As can be seen from Figure 10, when the local aircraft is at an advantage, the local aircraft further
increases its advantages from several aspects. In Figure 10a, the local aircraft increases the azimuth
threat advantage of the enemy aircraft by changing its own heading, changing the speed to increase the
energy advantage of the enemy aircraft, and reducing the distance between the two sides to increase
the distance threat advantage. Through these three factors, the overall threat capability of the aircraft to
the enemy aircraft is greatly enhanced. In Figure 10b, by changing the heading to increase the azimuth
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detection advantage and the entry angle detection advantage of the enemy aircraft, by narrowing
the distance between the two sides to increase the distance detection advantage, the three factors
can improve the comprehensive detection capability of the aircraft to the enemy aircraft. As shown
in Figure 10d, the overall relative advantage of the aircraft against the enemy aircraft is on the rise.
The fluctuation is due to the change of the enemy’s entry angle, which causes the oscillation of the
entry angle. This factor is difficult to control for the aircraft. The heading has a greater impact, and the
local aircraft mainly enhances the angle advantage by changing the azimuth.

Figure 9 shows the air confrontation process when the unit is initially in an advantageous position,
where the unit is indicated in red, and the enemy aircraft is shown in blue.

Figure 9. 2D advantage: air confrontation process.

 
(a) (b) 

Figure 10. Cont.
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(c) (d) 

Figure 10. 2D advantage: native data change: (a) Threat ability; (b) Detection ability; (c) Speed;
(d) Relative advantage.

• Balance

Figure 11 shows the air confrontation process when the unit is initially in balance. The unit is
indicated in red and the enemy aircraft is shown in blue.

Figure 12 shows the data changes of the local aircraft during the above air confrontation.
Figure 12a shows changes in threat capabilities and comprehensive threat capabilities in all aspects,
Figure 12b shows changes in detection capabilities and comprehensive detection capabilities,
and Figure 12c shows changes in local speed. Figure 12d shows the overall advantage of the local
aircraft relative to the enemy aircraft changes; from the figure, it can be seen that the initial relative
advantage is zero, and the local aircraft, through a series of maneuvering decisions, can improve the
relative advantage, so that it is in a higher position.

 
Figure 11. 2D balance: air confrontation process.
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(a) (b) 

 

(c) 

 

(d) 

Figure 12. 2D balance: native data change: (a) Threat ability; (b) Detection ability; (c) Speed; (d)
Relative advantage.

• Disadvantage

Figure 13 shows the air confrontation process when the unit is initially at a disadvantage. The unit
is indicated in red and the enemy aircraft is shown in blue.

Figure 14 shows the data changes of the local aircraft during the above air confrontation.
Figure 14a,b respectively show the changes in the threat capability and detection capability of the local
aircraft to the enemy aircraft. Although there are some fluctuations, the overall trend is correct. And
Figure 14c shows changes in local speed. It can also be seen from Figure 14d that the overall advantage
of the local aircraft relative to the enemy aircraft increases from the initial negative value to a positive
value, and there are some oscillations in the middle, but in the end, it can be stably maintained at a
positive value, that is, in an advantageous position.

238



Electronics 2018, 7, 279

 

Figure 13. 2D disadvantage: air confrontation process.

 
(a) (b) 

 
(c) (d) 

Figure 14. 2D disadvantage: native data change: (a) Threat ability; (b) Detection ability; (c) Speed;
(d) Relative advantage.

239



Electronics 2018, 7, 279

• Other cases

In order to further demonstrate the air confrontation maneuver strategy learned through training,
this paper presents a two-dimensional air confrontation simulation process under different initial
conditions. As shown in Figure 15, the local aircraft can make better maneuvering decisions in the
battle between the two sides and gain a greater advantage in confrontation.

Figure 15. Other cases of 2D air confrontation.

7. Conclusions

In the process of over-the-horizon air confrontation, automated and reasonable maneuver
decision-making is the premise of independent decision-making such as weapon attack, sensor use,
electronic countermeasures, etc. It is accompanied by the entire air confrontation process and is
an extremely important part of the automated air confrontation system/air confrontation assisted
decision-making. This paper mainly studies the maneuvering decision-making method of intelligent
fighters in this environment based on the single-to-single air confrontation in super-horizon air
confrontation. The maneuvering decision algorithm based on reinforcement learning realizes the
self-learning of the air confrontation maneuver strategy, and finally helps the fighters make reasonable
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maneuver decisions independently under different air confrontation situations. However, due to time
and condition constraints, this work needs further research. For example, height information can be
added to make the air confrontation more realistic, and the air confrontation training environment and
enemy aircraft maneuver strategy need to be further improved.
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Abstract: Since the communication link of an unmanned aerial vehicle (UAV) and its reliability
evaluation represent an arduous field, we have concentrated our work on this topic. The demand
regarding the validity and reliability of the communication and data link of UAV is much higher
since the environment of the modern battlefield is becoming more and more complex. Therefore,
the communication channel between the vehicle and ground control station (GCS) should be secure
and provide an efficient data link. In addition, similar to other types of communications, the data link
of a UAV has several requirements such as long-range operation, high efficiency, reliability, and low
latency. In order to achieve an efficient data link, we need to adopt a highly efficient modulation
technique, which leads to an increase in the flight time of the UAV, data transmission rate, and the
reliability of the communication link. For this purpose, we have investigated the single-carrier
frequency division multiplexing (SC-FDM) modulation technique for a UAV communication system.
The results obtained from the comparative study demonstrate that SC-FDM has better performance
than the currently used modulation technique for a UAV communication link. We expect that our
proposed approach can be a remarkable framework that will help drone manufacturers to establish
an efficient UAV communication link and extend the flight duration of drones, especially those being
used for search and rescue operations, military tasks, and delivery services.

Keywords: UAV communication system; data link; SC-FDM; peak-to-average power ratio
(PAPR); modulation

1. Introduction

With the rapidly advancing technology, unmanned aerial vehicles (UAVs), widely known as
drones, are becoming increasingly effective and significantly less costly during recent years. These
vehicles can be controlled either under remote control (RC) by a pilot operator or autonomously by
onboard computers. A UAV communication channel is a key factor that can affect the performance
of the data link in terms of high data rate and reliable transmission of information. In other words,
ensuring the efficiency of a UAV communication link represents one of the great challenges of the
current works regarding a UAV communication system.

The UAV communication system has the following major requirements:

• Efficient data link
• Long-range operation
• Bidirectional communication
• Low latency
• Long flight time
• Operational capabilities
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• Reliable communication

As the transmission of control commands and gathered data, which can be recorded video and
photos, is achieved through the communication channel between the UAV and the ground control
station (GCS), a UAV data link requires the highest reliability in data transmission as well as a high
data transfer rate. Nowadays, in order to provide an efficient communication link, many drones use
the spread spectrum technology that allows many different pilots to operate in the same 2.4 GHz band
without conflicts. Receivers in this band are virtually immune against interference issues.

Essentially, two types of spread spectrum technology are used for the UAV communication
link. The first one is the frequency-hopping spread spectrum (FHSS), which unceasingly changes its
narrowband frequency on several occasions a second within the 2.4 GHz frequency range. In this
process, the receiver recognizes the patterns of frequency that are utilized by a transmitter. Because
the transmitter changes frequency from one to another, the receiver can adopt a suitable frequency.
Unlike FHSS, a direct-sequence spread spectrum (DSSS) system uses a much wider bandwidth to
transmit the signal on a single selected frequency. The transmitter sends an original narrowband
signal via a spreading code generator that multiplies the narrowband data signal using a much higher
frequency. Anyway, both spread spectrum modes (FHSS and DSSS) transmit the signal within the
2.4 GHz frequency band. In practice, orthogonal frequency division multiplexing (OFDM) modulation
has been considered more efficient than FHSS and DSSS due to its greater tolerance of multipath
distortion, higher throughput, and potential data rate [1].

Nowadays, the demand on the long-range operation and long flight time is increasing in
UAV communication systems and the currently used modulation techniques have the fundamental
constraint to meet this demand. Therefore, we need to adopt a potential modulation technique that
fulfills this demand. In fact, it is essential to adopt the most effective technique that can provide a highly
efficient data link between the vehicle and GCS. The main contribution of this paper is the investigation
of the SC-FDM modulation technique in a UAV communication system in order to provide an efficient
UAV communication link and extend the flight time (battery life) of drones. The performance of the
adopted modulation technique is analyzed by comparing it with the OFDM modulation. Additionally,
SC-FDM has been considered to transfer the data using different kinds of modulation schemes such
as M-ary phase-shift keying (BPSK, QPSK, and 8-PSK) and M-ary quadrature amplitude modulation
(16-QAM and 64-QAM) in this work.

The remaining part of our paper is structured as follows. In Section 2, some related works
are discussed. Section 3 demonstrates the UAV communication link and communication system
components. The comparison between the proposed modulation technique and the OFDM modulation
is presented in Section 4. We show the experimental setup and performance measures of the system in
Section 5. Afterwards, Section 6 illustrates the comparative results obtained from experiments. At the
end of the paper, Section 7 presents our conclusions and future work.

2. Related Works

In recent years, extending the battery life and flight time of quadcopters has become a crucial task,
since most of these vehicles are used for delivery services and military tasks. To maintain flight time,
quadcopter power modeling is a basic technology because the limitation of the flight time actually
comes from the battery capacity constraint. Maekawa et al. [2] proposed a simple model of power
consumption for delivery quadcopters by testing the Parrot AR. Drone 2.0 on a horizontal flight.
The power consumption of the drone was measured by a current logger and light weighted voltage.
However, their proposed power model is based only on average power consumption data obtained
during the horizontal flight. The work by Sowah et al. [3] presents a rotational energy harvester
powered by rotors using a brushless dc (BLDC) generator to increase the flight time of quadcopters.
A printed circuit board (PCB) and Eagle PCB design software (EAGLE 6.4.0 Light) were used to build
the physical model. The harvester interface circuit consumed 1.5 to 3.2 V as an input from the rectifier
circuit and produced an adjustable output of 18 V with 2.7 W output power for each generator at
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82% efficiency. A 600 mA of current from the four generators was utilized to provide extra flight
time for the quadcopter, thus, gaining about 42% in flight duration. Moreover, in [4], a comparison of
BLDC control and field-oriented control (FOC) techniques has been analyzed in order to enhance the
flight endurance of multirotor UAVs. According to the power efficiency and output torque quality
of propeller electrical drives, FOC has shown better performance by 2–4% in efficiency compared to
BLDC control, leading to flight endurance improvement.

A method for improving the efficiency of the UAV communication link can be found in [5].
In this work, the key tasks of a UAV communication system and characteristics of a radio channel
between the UAV and ground control unit (GCU) have been analyzed. Considering the various issues
associated with a UAV communication link, an author proposed the optimal radio channel construction
using the rotary and mounting platform with antennas, power and low-noise amplifiers as well as
an OFDM modulation technique to increase the data transfer rate. In [6], Wu et al. proposed OFDM
as a transmission system for UAV wireless communications. Initially, to find out the proper OFDM
system parameters, the coherence time and Doppler spread have been measured. After obtaining
the inter-carrier interference (ICI) coefficients, they evaluated the bit error rate (BER) performance
of OFDM technology in a typical UAV communication channel and these performance results were
compared with those of OFDM in normal wireless indoor channels. According to their simulation
results, an insignificant performance degradation can be seen when the OFDM technology is applied
to the UAV communication channel.

In UAV applications, there have been few efforts to adopt the SC-FDM modulation technology for
a UAV communication system, while it has been widely accepted in mobile communications. In [7],
Miko and Nemeth proposed a hardware architecture which includes a Xilinx field-programmable gate
array (FPGA) combined with the software-defined radio (SDR) chip and SC-FDM modulation system
to provide a high data transmission rate and radio navigation for the communication link of UAV
systems. Their proposed hardware design of the transceiver is shown in Figure 1. They implemented
modulation, demodulation, and coding functions in the FPGA. However, there is no indication of the
performance of SC-FDM modulation in their work.

Figure 1. Hardware architecture.

Until now, most of the previous works on the single-carrier frequency division multiple
access (SC-FDMA) have been carried out for uplink communications in the long-term evolution
(LTE) technology of mobile communication systems [8–13]. As an alternative to the orthogonal
frequency division multiple access (OFDMA), SC-FDMA has drawn considerable attention in mobile
communications. In [14], Myung gives an overview of SC-FDMA. Another research focuses on PAPR
reduction of localized SC-FDMA using a partial transmit sequence (PTS) [15]. Actually, there can be
localized and distributed modes of subcarrier mapping in SC-FDMA [14,16]. In localized SC-FDMA,
each terminal uses a set of contiguous subcarriers for the transmission of symbols, thereby limiting
them to only a portion of the system bandwidth. On the other hand, the subcarriers used by the terminal
are propagated throughout the entire bandwidth in the distributed SC-FDMA. Localized SC-FDMA,
which is used for uplink transmission of LTE systems, has lower PAPR than distributed SC-FDMA.

Furthermore, Tsiropoulou et al. [17] provided a bargaining model and power optimization
framework to solve the problem of subcarrier and power allocation in multiuser SC-FDMA wireless
networks. The obtained numerical results and key features of their proposed approach demonstrate
that the introduced framework can be a foundation for the supporting heterogeneous services and the
implementation of different users’ priorities to access the available resources. Towards this direction,
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a similar work can be found in [18]. In 2016, Tsiropoulou et al. [19] studied and examined the various
state-of-the-art resource allocation algorithms and frameworks developed to allocate the subcarriers
and transmission power of users in the uplink of SC-FDMA wireless networks. Luo and Xiong [20]
proposed the SC-FDMA-IDMA system model, which is the combination of SC-FDMA and interleaved
division multiple access (IDMA) and studied the effect of carrier frequency offset (CFO) on the BER
performance of this system model.

3. UAV Communication System

In general, a UAV communication link can both send control commands from the GCS to the
vehicle and receive data about the flight on downlink, as shown in Figure 2. A bidirectional link can be
established in order to provide a communication between the drone and GCS [21]. A communication
link between these two components has to provide long-range operations as well as a continuous and
stable link. Therefore, the establishment of a channel model that is suitable for UAV characteristics
plays an important role in improving the data link of the UAV [22,23]. Furthermore, for improving
reliability of the data link, an adaptive information rate method is presented in [24].

Figure 2. Drone communication link.

Figure 3 illustrates the components of the UAV communication system. The main component is
the microcontroller, also referred to as a flight controller, which is the core for all functioning of a UAV.
It manages failsafe, autopilot, waypoints, and many other autonomous functions. This microcontroller
interprets input from the receiver, global positioning system (GPS) module, battery monitor, inertial
measurement unit (IMU) that include an accelerometer and a gyroscope which can be used for
providing stability or maintain a reference direction in navigation system [25], and other onboard
sensors. The GCS provides relevant data about the vehicle such as speed, attitude, altitude, location,
yaw, pitch, roll, warnings, and other information [26]. As shown in Figure 3, a UAV has two links:
data link and communication link. To ensure the transmission of data between the vehicle and GCS,
a UAV uses a data link that operates in the frequency range from 150 MHz to 1.5 GHz. On the other
hand, a 2.4 GHz frequency band that determines the communication link between the transmitter and
receiver is used in order to control the vehicle. It should be noted that the transmitter and receiver
must both be on the same frequency. In point of fact, drones have exclusive use of their own frequency
allocation due to the longer range and potentially worse consequences of radio interference. Initially,
drones scan the range of frequencies within the 2.4 GHz band and use only the narrowband frequency
that is not in use by another drone. As a result of this, many drones can utilize a 2.4 GHz frequency
band simultaneously. This feature of drones can be noticeable when a number of drones are used as
flying base stations in wireless cellular networks to serve an arbitrarily located set of users [27–29].
Moreover, typical UAVs use multiple radio interfaces to maintain a continuous connection with
essential links to GCSs, other UAVs, and satellite relays.
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Figure 3. Unmanned aerial vehicle (UAV) communication system components.

The modulation and demodulation process of a transmitted signal through a wireless channel
can respectively be done in the transmitter and receiver of the UAV communication system. Figure 4
shows the typical transmitter of a UAV communication system that transmits the control commands
and telemetry data. Initially, the input data is stored in a data storage module, then, the channel coding
can be used for error correction encoding. After that, the data streams are mapped into the frames and
ready for channel modulation. The baseband modulation of each carrier can be selected among BPSK,
QPSK, 8-PSK, 16-QAM, and 64-QAM depending on the channel condition. The modulated signals are
then directly converted into the radio frequency band for wireless transmission. Before transmitting a
signal, the radio frequency (RF) amplifier can be used to convert a low-power frequency signal into a
higher one. Finally, the RF signal transmission is done at the transmitter antenna.

 

Figure 4. Block diagram of a UAV transmitter.

4. The Proposed SC-FDM and OFDM

In general, SC-FDM behaves like a single-carrier system with a short symbol duration compared
to OFDM. To achieve this, SC-FDM introduces an N-point discrete Fourier transform (DFT) block
right after the serial to parallel converter in the OFDM structure. The DFT block converts parallel
sequences of symbols in the time domain to different frequency points. The major disadvantage
of the OFDM is its high PAPR. This is a consequence of the fact that the transferred signal is the
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amount of all the modulated subcarriers and some of them are in a phase with high amplitudes that
cannot be avoided [30]. Due to this reason, the power structure of the transmitter is characterized by
relatively low average- and high-power peaks. SC-FDM allows a symbol to be transmitted in parts
over multiple subcarriers, but in OFDM, we have one to one mapping between symbol and subcarrier.
For example, in OFDM one symbol occupies one subcarrier of 15 kHz, but in SC-FDM, the same
symbol is distributed among multiple subcarriers of 15 kHz, as described in Figure 5 [31].

Figure 5. Orthogonal frequency division multiplexing (OFDM) and single-carrier frequency division
multiplexing (SC-FDM).

4.1. OFDM

In Figure 5, shown above, the data can be transferred by parallel subcarriers of 15 kHz in OFDM.
On the time axis, the further divided subcarriers represent blocks of one symbol duration. This basic
unit is known as a resource element, and one symbol is carried by one resource element. In addition,
a number of resource elements are used to make a resource block that is the basic unit of scheduling.
At the beginning of the modulation process, the data is modulated by a particular modulation scheme
in order to transfer the data over these resource elements. This modulation scheme depends on the
physical channels mapped on the resource grid. Then, M-point inverse discrete Fourier transform
(IDFT) transforms the signals of the parallel frequency domain into samples of a composite time
domain signal, which are much easier to generate at the transmitter side. All we need to do is to send
these time domain samples at radio frequencies. In wireless channels, due to multipath propagation,
there can be delay spread and intersymbol interference (ISI) [32]. This interference may cause a given
transmitted symbol to be distorted by other transmitted symbols. Since OFDM uses composite IDFT
samples, a cyclic prefix is added by taking some samples from the end of a symbol period and placing
them at the beginning. It provides orthogonality between the subcarriers by keeping the OFDM
symbol periodic in the duration of the extended symbol and for that reason, avoiding intercarrier and
interchannel interference simultaneously. In the next step, a sampled signal is converted into an analog
wave by a digital to analog converter (DAC). A further composite waveform is modulated at the
desired RF for transmission. The noticeable advantage of OFDM over SC-FDM is that the frequency
domain representation of signals simplifies the signal error correction at the receiver [33].

4.2. SC-FDM

SC-FDM is a hybrid modulation technique that combines the frequency allocation flexibility
and multipath resistance of OFDM and other important characteristics of a single-carrier system.
The crucial characteristic of the SC-FDM signal generation is that the PAPR of finite frequency shifted
signal ends up being the same as that of the original modulating data symbols and this is very different
from that of OFDM for the same occupied bandwidth in the same data rate. However, if the channel
bandwidth is wider, the link between the symbol length and channel bandwidth can be considered as
the disadvantage of SC-FDM in comparison with OFDM [33]. Figure 6 presents the block diagram for
a signal processing chain of SC-FDM. The first step is the same as for OFDM, modulating the data with
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one of the modulation schemes for data transmission over the resource elements. The data is placed
over the resource elements by adjusting the phase and amplitude of the subcarrier to those derived
for the data stream. Mathematically, it means multiplying the complex modulation symbol to the
corresponding subcarrier frequency. After this process, there is another block in the signal processing
chain. To convert the data symbols from the time domain into the frequency domain, the DFT is
performed after the serial to parallel conversion. As an OFDM, afterwards, there is subcarrier mapping
and an IDFT to transform the signal in the frequency domain into the time domain signal. The cyclic
prefix can be inserted when the parallel to serial conversion is done. Before modulating the signal
with a high frequency, a pulse shaping filter can be used to get the desired spectrum [34]. The original
values of the symbols can be completely recovered if the transmitted signal is properly sampled at the
receiver. The last two steps are the same as for OFDM. Thus, there is no difference in the downlink
signal generation chain. In the same way, the reverse of what was done at the transmitter can be
accomplished at the receiver. As mentioned in Section 4.1, each subcarrier carries only one particular
modulation symbol in OFDM, while the DFT takes a symbol and spreads it via an available subcarrier
in SC-FDM. For that reason, SC-FDM is also referred to as DFT-spread OFDM [35]. Since the PAPR
is proportional to the square of the number of subcarriers involved, SC-FDM reduces the PAPR by
reducing the number of subcarriers.

Figure 6. Block diagram of the SC-FDM modulation process.

5. Experiments and Performance Measures

5.1. Experiments

In general, our work is divided into two parts. In the first part of our research, we have performed
the experimental setup by using the ArduPilot Mega (APM) 2.8 microcontroller and Mission Planner,
which is the suitable GCS application for this microcontroller. The APM 2.8 microcontroller uses the
micro air vehicle link (MAVLink) protocol [36] to maintain a connection between the APM 2.8 and GCS.
During our experiments, the APM 2.8 board was tested instead of drone in order to obtain the flight
data that were used to analyze the SC-FDM modulation for a UAV communication system. As we
mentioned in Section 3, the UAV has a data link that utilizes the frequency range from 150 MHz to
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1.5 GHz. In our work, two 3DR 915 MHz telemetry radios were used to provide this data link. To set
up a connection between the APM 2.8 and Mission Planner GCS, one of the 3DR 915 MHz telemetry
radios was plugged into the APM 2.8, as shown in Figure 7, while a second telemetry radio was
connected to a PC using a USB cable. Since we have the communication link between two telemetry
radios, we can check the link status in terms of the number of transmitted packets, frequency range,
number of channels, and Tx power, as shown in Figure 8a. We configured the connection settings using
Mission Planner. After establishing a successful connection, the telemetry data were obtained from
the GCS. It should be noted that these data can be represented as signals when they are carried by
the MAVLink through a wireless link between the APM 2.8 and GCS. All relevant information about
APM 2.8 such as altitude, yaw, pitch, roll, attitude, vertical speed, ground speed, etc., are shown in the
“Flight Data” screen of the Mission Planner, see Figure 8b. When we move the APM 2.8 microcontroller
from one place to another, the “Flight Data” screen will display the telemetry data according to the
new position of APM 2.8. Afterwards, the telemetry data collected from the GCS were imported into
the MATLAB for the modulation process.

 

Figure 7. Layout of the experimental setup.

 
(a) 

Figure 8. Cont.

250



Electronics 2018, 7, 352

 
(b) 

Figure 8. Mission Planner ground control station (GCS): (a) Radio link status; (b) “Flight Data” screen.

In the second part of our work, we have used the data that were gathered from the GCS and static
simulation parameters shown in Table 1 for the modulation process. For this part, MATLAB was used
to perform the modulation process.

Table 1. Simulation parameters.

Parameter Value

System bandwidth 10 MHz
Frequency 2.4 GHz
Modulation scheme BPSK, QPSK, 8-PSK, 16-QAM, 64-QAM
Number of subcarriers 1024
Data block size 32
Cyclic prefix 64
Pulse shaping filter Raised-cosine (RC)/Root raised-cosine (RRC)
Roll-off factor 0.3
Oversampling factor 5
Number of iterations 104

Subcarrier spacing 10 kHz
Equalization Zero forcing/Minimum mean square error (MMSE)

5.2. Performance Measures

The input data symbols xn for 0 ≤ n ≤ N − 1 are modulated by one of the modulation schemes
using an N-point DFT to generate a representation of the frequency domain of the input symbols and
then, the SC-FDM output sequence Xk for 0 ≤ k ≤ N − 1 is given by:

Xk =
N−1

∑
n=0

xne−j 2πnk
N , 0 ≤ k ≤ N − 1. (1)

The SC-FDM symbol X[k] is a complex number that consists of real and imaginary parts.
According to the central limit theorem, as the number of subcarriers N gets larger, the real and
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imaginary parts of the SC-FDM symbols follow the normal (Gaussian) distribution and the probability
density function (PDF) of X[k] can be shown as [30]:

fXk (x) =
x

σ2 e
−x2

2σ2 , (2)

where σ is the standard deviation.

5.2.1. PAPR

One of the key parameters for analyzing the performance of the transferred signal is its
peak-to-average power ratio (PAPR), which indicates how extreme the peaks are in a waveform.
This can be determined as the ratio of peak power to the average power of the transmitted signal [37].
In a multicarrier system, PAPR occurs when the different subcarriers do not correspond to a phase with
each other at each point. It means that these subcarriers are different relative to each other for different
phase values. The value of PAPR depends on the number of subcarriers involved as well as on the
modulation scheme. It should be mentioned that high PAPR requires a high power consumption for
transmitting a signal. In other words, it can be said that the efficiency of the power amplifier will be
very low. On the other hand, a lower value of PAPR results in an increase in the flight time (battery life)
of the vehicle. The PAPR of the transmitted signal is defined in the units of dB and it can be expressed
as follows:

PAPRdB = 10 log10

(
|Xmax|2

Xms2

)
, (3)

where Xmax is the maximum value and Xms is the mean square value of the signal. Here, PAPR is
equivalent to the crest factor, as it is defined in decibels. Now, if we consider that Xmax denotes the
crest factor, it can be written by:

Xmax = max
k=0,1,..., N−1 Xk. (4)

The cumulative distribution function (CDF) of Xmax is the probability that Xmax will take a value
less than or equal to x. The CDF of Xmax is described by [38]:

FXmax (x) = P(Xmax ≤ x)

=
∫ x

0 fYk (y)dy

=
∫ x

0
y

σ2 e
−y2

2σ2 dy,

(5)

CDF = 1 − e
−x2

2σ2 . (6)

Since we have the Equations (5) and (6), we can characterize the PAPR by using a complementary
cumulative distribution function (CCDF). The CCDF of the PAPR is the probability of the PAPR which
is higher than a certain PAPR value and it can be calculated as:

CCDF = 1 − P(PAPR ≤ x) = 1 −
(

1 − e
−x2

2σ2

)N

. (7)

5.2.2. BER

Another important parameter for measuring the performance of a wireless channel of a UAV
communication system is the bit error rate (BER). When data is transmitted over a wireless link
between the vehicle and GCS, the BER specifies the number of errors that appear in the received data.
The environmental conditions and changes to the propagation path are the fundamental reasons for the
communication channel degradation and the respective BER. To achieve an acceptable BER, i.e., for the
transmission of control commands on the uplink, a typically acceptable BER is around 10−6–10−9,
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while that acceptable value for the transmission of the payload data on the downlink is 10−3–10−4 [39].
All the available factors must be balanced. Usually, it is difficult to achieve all the requirements and
some compromises are required. Moreover, a higher level of error correction is needed in order to
recover the original data. This can help to fix the effects of any occurred bit error. It results in the fact
that the overall BER can be improved. If the bidirectional communication between the transmitter
and receiver is established very well and the signal-to-noise ratio (SNR) is high, then the BER will
be potentially insignificant and will not have an observable effect on the whole UAV communication
system. The BER is equal to the number of bit errors (NE) divided by the total number of transmitted
bits (NT), as expressed by the following equation:

BER =
NE
NT

. (8)

The NE can be computed by comparing the transmitted signal with the received signal. The BER
is most often expressed in terms of SNR. The SNR can be defined as the ratio of bit energy (Eb) to the
noise power spectral density (No), which is a power per Hz and it is expressed as follows:

SNR =
Eb
No

, (9)

where Eb is a measure of energy and can be defined by dividing the carrier power by the bit rate.
The probability of bit error (Pb) represents the probability that the error rate arises in the received

signal. The Pb for M-ary PSK can be defined as:

Pb
∼= 2Q

[√
2Eav

No
sin

( π

M

)]
, (10)

where Eav is the average energy of transmitted symbol. Q represents the scaled form of the complementary
error function (erfc) and it is given by:

Q(x) =
1
2

er f c
(

x√
2

)
. (11)

It is necessary to note that each different kind of modulation scheme has its own value for the
error function. This is due to the fact that each type of modulation scheme executes in different ways
in the presence of noise.

Finally, we can calculate the Pb for M-ary QAM by using the following equation:

Pb
∼= 4

(
1 − 1√

M

)
Q

[√
3Eav

(M − 1)No

]
. (12)

5.2.3. Pulse Shaping

The pulse shaping can be used to make the transmitted signal more suitable for the communication
channel. In general, pulse shaping is important to ensure the correspondence of a signal in its frequency
band. In this paper, a raised-cosine (RC) and root raised-cosine (RRC) pulse shaping filters are used to
get the desired spectrum.

To perform the frequency response of the RC filter, we use the following equation:

HRC( f ) =

⎧⎪⎨⎪⎩
T, 0 ≤ | f | ≤ 1−α

2T
T
2

{
1 + cos

[
πT
α

(
| f | − 1−α

2T

)]}
, 1−α

2T ≤ | f | ≤ 1+α
2T

0, otherwise

(13)
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where f is the frequency, T is the symbol period, and α is the roll-off factor and its value can be between
0 and 1. The representation of the time domain of this filter is given by:

hRC(t) =
sin

(
πt
T
)

cos παt
T

πt
T

[
1 − ( 2αt

T
)2
] , (14)

where t is the time. Equations (13) and (14) are used to realize the frequency and impulse responses of
the RC filter. Then, the frequency domain transfer function of the RRC filter can be written as:

GRRC( f ) =
√

HRC( f ). (15)

The impulse response of the RRC filter is given by:

gRRC(t) =
sin

(
πt
T (1 − α)

)
+ 4αt

T cos
(

πt
T (1 + α)

)
πt
T

[
1 −

(
4αt
T

)2
] . (16)

Finally, the performance of each modulation scheme for SC-FDM and OFDM can be measured
by calculating the different values of the above-mentioned parameters. To achieve the comparative
results that are presented in the following section, the simulation parameters and the data that were
collected from the GCS were utilized as the inputs of the system performed with MATLAB.

6. Results Analysis

In this research, MATLAB was used to perform the PAPR simulations of SC-FDM and OFDM as
well as the probability of bit error simulation for SC-FDM using different kinds of modulation schemes
such as BPSK, QPSK, 8-PSK, 16-QAM, and 64-QAM. Of course, it is essential to select the optimal
number of subcarriers, types of the pulse shaping filters and channel equalization when simulation
parameters are inputted. The number of subcarriers and symbols depends on the cyclic prefix and
the subcarrier spacing. When RC and RRC pulse-shaping filters are used to filter a symbol stream,
they can minimize an ISI. Half of this filtering can be done on the transmitter and the second half can
be done on the receiver.

The impulse and frequency responses of the RC filter based on different roll-off factors have been
plotted and shown in Figure 9. Furthermore, the equalizer can be used to get the recovery of the
transmit symbols by reducing an ISI. By removing all ISI, the zero forcing equalizer can be the optimal
choice in the noiseless channel. On the other hand, when a channel is noisy, this equalizer significantly
amplifies the noise at frequencies. In this case, the minimum mean square error (MMSE) equalizer can
be more efficient than zero forcing. The main function of an MMSE equalizer is minimizing the ISI
components and the entire power of the noise in the output instead of eliminating ISI completely.

Figures 10 and 11 plot the peak-to-average power ratio (PAPR) measurements of SC-FDM
and OFDM against the complementary cumulative distribution function (CCDF). According to the
simulation results, which are shown in Figures 10 and 11, the SC-FDM has an advantage over OFDM
because of its lower PAPR that leads to an increase in battery performance for a UAV. As shown in
Figure 10a,b, it can be seen that the PAPR value of SC-FDM for a BPSK modulation scheme (5.6 dB)
is almost the same as that for QPSK (5.7 dB) when the CCDF is 10−4. At the same point, the PAPR
value of OFDM for BPSK is 8.8 dB and, for QPSK, it equals 8.6 dB. In addition, the simulation results
show that 8-PSK has a slightly lower PAPR value than 16-QAM for both SC-FDM and OFDM. From
Figure 11, it can be observed that increasing the order of QAM modulation scheme (16-QAM and
64-QAM) results in increasing the PAPR values of SC-FDM and OFDM from 8 dB and 10 dB to 10 dB
and 12.2 dB, respectively. From Figures 10 and 11, we can conclude that the abrupt change in the
CCDF value comes from the fact that PAPR values are expressed in logarithmic scale for both SC-FDM
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and OFDM modulation techniques. The PAPR values of SC-FDM and OFDM for different modulation
schemes are presented in Table 2.

 
(a) (b) 

Figure 9. The impulse and frequency responses of the remote control (RC) filter: (a) The impulse
response; (b) the frequency response.

 
(a) (b) 

 
(c) 

Figure 10. The PAPR performances of SC-FDM and OFDM for M-ary PSK modulation schemes:
(a) BPSK; (b) QPSK; (c) 8-PSK.
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(a) (b) 

Figure 11. The peak-to-average power ratio (PAPR) performances of SC-FDM and orthogonal frequency
division multiplexing (OFDM) for M-ary QAM modulation schemes: (a) 16-QAM; (b) 64-QAM.

Table 2. PAPR results for SC-FDM and OFDM.

Modulation Scheme
PAPR (dB)

SC-FDM OFDM

BPSK 5.6 8.8
QPSK 5.7 8.6
8-PSK 7.6 9.7

16-QAM 8 10
64-QAM 10 12.2

The probability of bit error of different modulation schemes for SC-FDM is shown in Figure 12.
From this figure, we can observe that the BPSK and QPSK modulation schemes achieve better
performances than other modulation schemes. It is evident that BPSK and QPSK modulation schemes
are very suitable for the SC-FDM modulation technique, according to their PAPR and the probability
of bit error performances, see Table 2 and Figure 12.

Figure 12. The probability of bit error of different modulation schemes for SC-FDM.

In our work, in order to evaluate the complexity of the proposed framework in terms of
computation time, we used a computer with an Intel(R) Core(TM) i7-4790 CPU 3.60 GHz; RAM:
16.0 GB; Operating System: Windows 8.1 Pro 64-bit and MATLAB R2016a. As demonstrated in
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Figure 13, the computation time of SC-FDM and OFDM modulation techniques depends on the
number of subcarriers.

 
Figure 13. Computation time comparison of SC-FDM and OFDM.

In Table 3, we have shown the computation time of SC-FDM and OFDM modulation techniques.
The computation time of SC-FDM ranged from 222 to 6653 ms with |N| ∈ [256, 4096], while the range
for OFDM was between 350 and 9723 ms. We can conclude that the computation time of SC-FDM is
lower than that of OFDM.

Table 3. Computation time for SC-FDM and OFDM.

Number of Subcarriers
Computation Time (ms)

SC-FDM OFDM

256 222 350
512 542 829

1024 1278 1916
2048 2941 4348
4096 6653 9723

7. Conclusions

In this paper, we have analyzed the SC-FDM modulation technique in order to provide an efficient
communication link between the vehicle and GCS, since the communication link is an essential part
of the UAV. The main purpose of this work was to analyze the SC-FDM modulation technique by
comparing it with the OFDM. In general, this paper is divided into two parts. In the first part, a UAV
communication link, UAV communication system components, as well as some related works have
been discussed. On the other hand, the second part provided a brief overview of SC-FDM and
OFDM modulation techniques and discussed the simulation results obtained by using various types of
modulation schemes such as BPSK, QPSK, 8-PSK, 16-QAM, and 64-QAM. The comparative results
show that SC-FDM is more effective than OFDM for the UAV communication system, leading to a
noticeable improvement in terms of efficiency of the UAV communication link and the flight time of
quadcopters. Moreover, by analyzing the results of our work, we have found that BPSK and QPSK are
optimal modulation schemes for the SC-FDM modulation technique.

Due to the fact that the currently used 2.4 GHz band for UAV communication link is utilized
by many different communication systems leading to the generation of interferences, some drones
have already been designed to operate in the 5.8 GHz band. Thus, our further research will focus on
analyzing the 5.8 GHz band for a UAV communication system.
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