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Abstract: This editorial introduces the special issue entitled “Geoinformatics in Citizen Science” of
the ISPRS International Journal of Geo-Information. The issue includes papers dealing with three main
topics. (1) Key tasks of citizen science (CS) in leveraging geoinformatics. This comprises descriptions
of citizen science initiatives where geoinformation management and processing is the key means for
discovering new knowledge, and it includes: (i) “hackAIR: Towards Raising Awareness about Air
Quality in Europe by Developing a Collective Online Platform” by Kosmidis et al., (ii) “Coupling
Traditional Monitoring and Citizen Science to Disentangle the Invasion of Halyomorpha halys” by
Malek et al., and (iii) “Increasing the Accuracy of Crowdsourced Information on Land Cover via a
Voting Procedure Weighted by Information Inferred from the Contributed Data” by Foody et al. (2)
Evaluations of approaches to handle geoinformation in CS. This examines citizen science initiatives
which critically analyze approaches to acquire and handle geoinformation, and it includes: (iv) “CS
Projects Involving Geoinformatics: A Survey of Implementation Approaches” by Criscuolo et al.,
(v) “Obstacles and Opportunities of Using a Mobile App for Marine Mammal Research” by Hann
et al., (vi) “OSM Data Import as an Outreach Tool to Trigger Community Growth? A Case Study in
Miami” by Juhász and Hochmair, and (vii) “Experiences with Citizen-Sourced VGI in Challenging
Circumstances“ by Hameed et al. (3) Novel geoinformatics research issues: (viii) “A New Method
for the Assessment of Spatial Accuracy and Completeness of OpenStreetMap Building Footprints”
by Brovelli and Zamboni, (ix) “A Citizen Science Approach for Collecting Toponyms” by Perdana
and Ostermann, and (x) “An Automatic User Grouping Model for a Group Recommender System in
Location-Based Social Networks” by Khazaei and Alimohammadi.

Keywords: geoinformation in citizen science; VGI in citizen science; crowdsourced geoinformation
collection and analysis

1. Introduction

The idea of editing this special issue was motivated by the observation of the increasing
number of academic papers focused on the characteristics of volunteered geographic information
(VGI) and crowdsourced geoinformation within citizen science (CS) projects, and on evaluations
of the potential for VGI to help scientists, policy makers, and business companies in conceiving
and launching new scientific projects [1–8]. VGI and crowdsourced geoinformation from social
networks are being investigated as a novel opportunity to launch research projects with widespread
ground data, including monitoring of natural, environmental, human-driven, and social changes
and events. In these contexts, VGI appears as a relevant aspect of CS. Nevertheless, collecting
VGI, filtering crowdsourced geoinformation from its sources, and analyzing it implies the adoption
and application of geoinformatics techniques which were first developed for managing traditional
geodata in GIS environments. Thus, the appropriateness, coverage, adaptability, and completeness of
traditional geoinformation technologies to manage VGI and crowdsourced information in CS deserve
an investigation.

The vast literature describing CS initiatives do not specifically focus on the geoinformatics
algorithms and technologies applied in relation to the activities and tasks of the projects. This may
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be due to the fact that the community of researchers in CS is generally very heterogeneous, spanning
from experts in various CS application domains, to social scientists studying crowd participation and
volunteers’ characteristics, and finally, to computer scientists who are often involved in CS activities as
mere executors and implementers of solutions. The objectives of this special issue were to overview
the latest geoinformation processing approaches used in CS initiatives to investigate CS activities and
tasks that can benefit from the analysis of geoinformation, to envisage ongoing technological solutions
and trends for geoinformatics in CS, and finally, to outline problems and unsolved issues.

This special issue received a total of 13 submitted papers with 10 papers accepted [9–18].
The authors’ affiliations are distributed in the following countries: Austria, Germany, Greece,

Italy, Netherlands, Norway, the United Kingdom, and the United States. The described CS initiatives
span several geographic areas: Indonesia, Germany, Norway, Italy, the United States, and Iraq.

Topics covered include three main parts: (1) CS key tasks in leveraging geoinformatics,
(2) evaluations of approaches to handle geoinformation in CS, and (3) novel geoinformatics research
issues. The three topics and accepted papers are briefly described below.

2. CS Key Tasks in Leveraging Geoinformatics

Within this section, we examine descriptions of CS initiatives where geoinformation management
and processing are the key means needed for pursuing the objectives of the CS projects (i.e., for
discovering new knowledge on the specific application domain of the projects, or for performing some
relevant activity of the project, such as reliable geodata filtering, management, analysis, synthesis,
sharing, and visualization. This topic includes the following papers: (i) “hackAIR: Towards Raising
Awareness about Air Quality in Europe by Developing a Collective Online Platform” by Kosmidis et al.,
(ii) “Coupling Traditional Monitoring and Citizen Science to Disentangle the Invasion of Halyomorpha
halys” by Malek et al., and (iii) “Increasing the Accuracy of Crowdsourced Information on Land Cover
via a Voting Procedure Weighted by Information Inferred from the Contributed Data” by Foody et al.

(i) “hackAIR: Towards Raising Awareness about Air Quality in Europe by Developing a Collective
Online Platform” by Kosmidis et al. well exemplifies some geoinformatics techniques which
can be useful for crowdsourced multimedia data filtering and geolocating, multisource
geoinformation merging in order to provide improved and more complete information in areas
with partial and missing measurements, and personalized recommendations to citizens based
on their profiles and areas. Motivated by the observation that air quality data are often scarce,
the paper proposed a centralized air quality data hub with a loosely coupled service-oriented
architecture. They applied up-to-date methods to collect multisource information from low-cost
sensors and official measurement stations and consolidated technologies to merge these data with
crowdsourced information filtered from social media (i.e., geotagged sky-depicting photos from
Flicker and official webcam images). To automatically detect the presence of sky in an image, a
visual concept detection model using deep convolutional neural networks was applied. Then,
the location of the depicted sky was identified by applying a rule-based approach which was
evaluated as yielding greatest performance with respect to using a fully convolutional network.
Citizens can contribute to air quality monitoring by building and using low-cost sensing devices
that optically determine air particles by means of a light scattering method. Finally, a data fusion
algorithm based on geostatistics (i.e., universal kriging for interpolating the observations in space
using model information as a spatial proxy) interpolated the point-based observations in space
such that air quality estimates were available at any point within the domain. Since the final
aim of the project was to provide personalized tips on how citizens can reduce their ecological
footprint or personalized advice on how individuals may respond to existing atmospheric
conditions, ontologies and semantic web technology were used for structuring and semantically
integrating data.

(ii) “Coupling Traditional Monitoring and Citizen Science to Disentangle the Invasion of Halyomorpha
halys” by Malek et al. In describing the “BugMap” science initiative to complement traditional
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ecological surveys and assist researchers in breaking down the behavior of invasive pests via a
user-friendly and freely available mobile application, this paper well illustrates how social media,
mobile platforms, and GIS can aid in recruiting and training volunteers to create observations and
building species distribution models. The models were built by locality data geocorrelation
with environmental variables extracted from authoritative geodata using GIS technologies.
Specifically, the MaxEnt software package, a machine learning algorithm that applies the principle
of maximum entropy, was used to predict the probability of the spatial distribution of species
from presence-only data, represented by a Gaussian kernel function and environmental variables.
Sensitivity analysis was performed by varying parameters and computing the receiver operating
characteristic (ROC) curve to compare the area under the ROC curve (AUC) of all the models
in order to identify the best bias treatment solution for the case study. The paper also reports
an interesting geotemporal analysis of the characteristics of both the locations where volunteers
created their observations and the species distribution.

(iii) “Increasing the Accuracy of Crowdsourced Information on Land Cover via a Voting Procedure
Weighted by Information Inferred from the Contributed Data” by Foody et al. faces the critical
issue of filtering reliable VGI to determine an ensemble classification of contributions which
could be considered as the agreed classification of the crowd regarded as a unique contributing
entity. In this work, the wisdom of the crowd was extrapolated by applying consensus dynamic
models taking into account the geolocation of volunteers and their contributions; specifically, the
paper explored how to increase the accuracy of crowdsourced data on land cover identified from
satellite remote sensing images through the use of weighted voting strategies. Different consensus
strategies were tested: the simple majority voting approach and several weighted voting
strategies, in which both contributors’ skills and models’ parameters were considered. The results
show that consensus approaches can aid in filtering reliable crowdsourced data and contributors
with high agreement, so as to yield an ensemble classification that is more accurate than that
achieved by any individual contributor.

3. Evaluation of Approaches to Handle Geoinformation in CS

This section includes CS initiatives, the focus of which is to analyze and critically evaluate
approaches to create and manage geoinformatics that can be adopted for a given task in CS.
It includes: (iv) “CS Projects Involving Geoinformatics: A Survey of Implementation Approaches”
by Criscuolo et al., (v) “Obstacles and Opportunities of Using a Mobile App for Marine Mammal
Research” by Hann et al., (vi) “OSM Data Import as an Outreach Tool to Trigger Community Growth?
A Case Study in Miami” by Juhász and Hochmair, and (vii) “Experiences with Citizen-Sourced VGI in
Challenging Circumstances“ by Hameed et al.

(iv) “CS Projects Involving Geoinformatics: A Survey of Implementation Approaches” by Criscuolo
et al. As stated in the title, this work tackled the objective of analyzing diversified ongoing CS
initiatives from the perspective of geoinformation approaches they adopted for the various tasks
of a CS project in action. To this end, they first proposed a common conceptualization of the
CS activity workflow, from data generation and delivery, data visualization and access, data
processing, to data qualification and validation. Then, a multidimensional classification of the
selected CS initiatives was proposed in which each dimension, corresponding to a phase of the
CS workflow, was categorized with respect to several main implementation approaches that can
be applied. The final aim is to understand which are the most common and used approaches of
geoinformatics actually employed in CS and how they evolved.

(v) “Obstacles and Opportunities of Using a Mobile App for Marine Mammal Research” by
Hann et al. tackles the up-to-date issue of critically investigating how the use of a mobile
application called Whale mAPP (www.whalemapp.org) for recording georeferenced opportunistic
marine mammal sighting data in southeast Alaska impacts both the recruitment and commitment
of contributors and the quality of VGI. Besides these objectives, the paper also included

3



ISPRS Int. J. Geo-Inf. 2018, 7, 474

evaluating the potential educational and scientific benefits and limitations of mobile application
use for the purpose of improving future CS projects. To achieve the educational objectives,
citizen scientists completed a questionnaire before and after using the mobile app to assess
participants’ motivations, general experience, and educational outcomes of using the app.
Technological glitches and participant retention added additional insight.

(vi) “OSM Data Import as an Outreach Tool to Trigger Community Growth? A Case Study in
Miami” by Juhász and Hochmair presents the results of a study that explored if and how an
OpenStreetMap (OSM) data import tool can contribute to OSM community growth. The software
tool implements a hybrid approach for the building import task that consists of an automated
bulk upload of buildings and a manual community review of the remaining buildings. A custom
workflow using JOSM editor was developed and explained in a detailed tutorial to three targeted
OSM user groups, namely, existing OSM members, local mappers, and students recruited to
this purpose. The paper analyzed the spatiotemporal user contributions of the target groups of
volunteers. Results revealed differences in editing patterns between newly recruited users and
already-established mappers. More specifically, long-term engagement of newly registered OSM
mappers did not succeed, whereas already-established contributors continued to import and
improve data. In general, they found that an OSM data import tool can add valuable data to
the map, but also that encouraging long-term engagement of new users, within or outside the
academic environment, proves to be challenging.

(vii) “Experiences with Citizen-Sourced VGI in Challenging Circumstances“ by Hameed et al. explores
the process of VGI collection by assessing the relative usability and accuracy of a range of different
means and methods for data collection among different demographic and educational groups
and in different geographical contexts within a study area: smartphone with a GPS app installed
for locating land parcel corners and attributing the resultant polygon; portable iPad Tablet PC
with the official cadastral map uploaded and overwriting and annotating capability provided
through the open source QGIS; and finally, paper-printed aerial or satellite images, with clipboard
and pencil for demarcation and annotation. Assessments were made of positional accuracy,
completeness, and the experiences of citizen data collectors with reference to the official cadastral
data and the land administration system. Ownership data were validated by crowd agreement.
The outcomes of this research show the varying effects of volunteers in relation with data
collection method, geographical area, and application field.

4. Novel Geoinformatics Research Issues

This section groups three articles that exhibit novelty with respect to the geoinformatics approach
they apply, analyze, or propose to perform regarding a specific task in a CS initiative. It includes:
(viii) “A New Method for the Assessment of Spatial Accuracy and Completeness of OpenStreetMap
Building Footprints” by Brovelli and Zamboni (ix) “A Citizen Science Approach for Collecting
Toponyms” by Perdana and Ostermann, and (x) “An Automatic User Grouping Model for a Group
Recommender System in Location-Based Social Networks” by Khazaei and Alimohammadi.

(viii) “A New Method for the Assessment of Spatial Accuracy and Completeness of OpenStreetMap
Building Footprints” by Brovelli and Zamboni. Although tackling the very common topic
of spatial accuracy evaluation of OSM data, it proposes an original artificial intelligence
geoinformatics approach which mimics human behavior when making comparisons of maps.
Specifically, the assessment of the spatial accuracy is based on the evaluation of the distance
between points representing the same features in two different maps (or layers) depicting the
same area. The implemented algorithm works on vector layers considering the vertices of the
map featured as a set of coordinates. In detecting the homologous entity (the study case, the
building footprint), it compares the position, shape, and semantics of the features on the two
maps like a human being would. Finding such a correspondence is not trivial, since the two maps
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could both have slightly different scales and not exactly the same level of details. The comparison
must then cope with vagueness and imprecision.

(ix) “A Citizen Science Approach for Collecting Toponyms” by Perdana and Ostermann. This research
article starts from the assessment that crowdsourced geographic information and citizen science
approaches can offer a new paradigm of toponym collection and addresses issues in advancing
toponym practices. It starts by systematically examining the current state of the art of toponym
collection and handling practices by multiple stakeholders and then identifies a recurring set of
problems. Furthermore, it develops a citizen science approach, based on a crowdsourcing level of
participation, to collect toponyms. The proposal identifies the minimum requirements that future
mobile and web applications should have for collecting toponyms; specifically, nine essential
functionalities are deemed important: navigation, marking GPS coordinates, tracking, displaying
a map, taking geo-tagged photos, recording audio, ability to create geo-tagged notes or the
generation of forms, offline functionality, and user friendliness and simple user interface. Finally,
the implementation of the proposal in the context of an Indonesian case study is discussed.

(x) “An Automatic User Grouping Model for a Group Recommender System in Location-Based
Social Networks” by Khazaei and Alimohammadi considers the problem of spatial group
recommendations for suggesting places to a given set of users. In a group recommender system,
members of a group should have similar preferences in order to increase the level of satisfaction.
In this paper, an automatic user grouping model is introduced that obtains information about
the preferences of the users, proximity of the places the users have visited in terms of spatial
range, users’ free days, and the social relationships among users automatically from location
histories and users’ profiles. These factors are combined to determine the similarities among users.
The users are partitioned into groups based on these similarities. Notice that CS could leverage
spatial group recommendation for several purposes, for example, for making suggestions of
new areas to visit to contributors based on areas visited by others with similar preferences, so
as to encourage user long-term commitment, which was identified as one major weak point of
CS initiatives.

5. Conclusions

When I undertook the editing of this special issue, I expected to receive many contributions
relative to VGI and sensor data interoperable web sharing, semantic representation and management
of volunteers’ contributions, and credibility/reliability/accuracy assessments of both volunteers and
their contributions. Only the last topic is covered by the received papers, probably hinting at the fact
that interoperability and semantic issues are solved problem. Many of the papers investigate or discuss
the use of mobile applications as a suitable means for both collecting high-quality contributions and
engaging long-term contributors. This testifies to the fact that mobile technologies are pervading our
life habits, and thus, CS initiatives are investigating if and how mobile applications can constitute a
potential to empower CS.

Some unexpected topics were also covered by the papers, such as the use of both machine learning
algorithms and artificial intelligence, probably on the wave of popularity of these approaches.

I want to express my congratulation to the authors of the papers for their interesting works; my
gratitude to the anonymous referees, whose excellent work made it possible to improve the contents of
the papers; and finally, my thanks to the editorial staff of the IJGI for the assistance in producing this
special issue.

Funding: This work was supported by URBAN-GEO BIG DATA, a Project of National Interest (PRIN) funded by
the Italian Ministry of Education, University and Research (MIUR)—ID. 20159CNLW8.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: In the last decade, citizen science (CS) has seen a renewed interest from both traditional
science and the lay public as testified by a wide number of initiatives, projects, and dedicated
technological applications. One of the main reasons for this renewed interest lies in the fact that the
ways in which citizen science projects are designed and managed have been significantly improved
by the recent advancements in information and communications technologies (ICT), especially in the
field of geoinformatics. In this research work, we investigate currently active citizen science projects
that involve geoinformation to understand how geoinformatics is actually employed. To achieve
this, we define eight activities typically carried out during the implementation of a CS initiative
as well as a series of approaches for each activity, in order to pinpoint distinct strategies within the
different projects. To this end, a representative set of ongoing CS initiatives is selected and surveyed.
The results show how CS projects address the various activities, and report which strategies and
technologies from geoinformatics are massively or marginally used. The quantitative results are
presented, supported by examples and descriptions. Finally, cues and critical issues coming from the
research are discussed.

Keywords: citizen science; geoinformatics; projects survey

1. Introduction

Citizen science (CS) is currently arousing a great deal of interest from both the public and the
scientific community. This is due to the unprecedented potential offered to CS by information and
communications technologies (ICT), at a more rapid growth rate and at a larger scale than ever
before. In fact, the Internet, smart mobile devices, global navigation satellite system (GNSS) sensors,
broadband networks, cloud computing, and service-oriented and distributed-processing architectures
are widespread technologies that are available for use. Additionally, geoinformatics is a mature
discipline offering a geoenabling framework for the aforementioned technologies, benefiting those CS
projects that are most sensitive to the geographic dimension of data. An investigation of the current
state of the application of geoinformatics to CS is necessary to better understand the phenomenon
as well as to envisage possible evolutions and challenges. This is the main objective of the present
work, and is addressed by (i) defining a representation framework for the analysis of CS projects; (ii)
collecting a significant set of CS initiatives; and finally (iii) examining the sample projects according to
the proposed framework. In the following two subsections, we recall the notion of geoinformatics and
cite literature dealing with CS characteristics.

1.1. Geoinformatics: A Tentative Definition

Geoinformatics is a term that was introduced in 2000, referring to the words “geo” (i.e.,
“geospatial”), and “informatics” (which stands for “information science”). It focuses on geoenabling
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modern information technologies (e.g., databases, decision support systems, the Internet),
communication technologies (e.g., wireless networks, cell phones), and interconnection solutions
(e.g., protocols, standards, compatibility, interoperability) [1]. In Figure 1, a diagram taken from the
Geoinformatics Laboratory of Pittsburgh University shows the main components of the discipline.
Geoinformatics is often misunderstood as geomatics. The term geomatics was first coined in 1981 by
Michel Paradis, a Canadian photogrammetrist. It refers to “geo”, which stands for “geodesy”, and
“matics”, which stands for “mathematics” [1]. It is an engineering discipline using mathematics and
engineering for geodesy and mapping. It embraces the more specific disciplines of surveying, geodesy,
photogrammetry, remote sensing, cartography, and positioning.

Figure 1. The traditional representation of the geoinformatics layers (from reference [2], modified).
GIS: geographical information systems.

Geoinformatics saw a widespread diffusion after the introduction of the Digital Earth concept [3]
and the evolution in the use of geographic content by the technological sector and by society at
large. The diffusion of digital globe geo-browsers (e.g., NASA World Wind, Google Earth, and
Microsoft’s Bing Maps), together with an increase in the availability of satellite data, mobile devices,
and navigation systems have been part of a digital revolution of geography. The interest in Digital
Earth itself hence increased, with the introduction not only of enabling tools and technologies,
but also of new concepts and perspectives, put forward by an international group of scientists [4]
under the umbrella of Next-Generation Digital Earth. This vision fostered several important
activities, also dedicated to education, such as the Vespucci Initiative for the Advancement of
Geographic Information Science. In this framework, one of the key developments—in addition
to geo-browsers, sensor networks, and spatial data infrastructures—is represented by volunteered
geographic information (VGI) [5]. Geographical and Earth sciences are currently increasingly relying
on digital spatial data acquired from smart phones, social media application programming interfaces,
and remotely sensed images, analyzed by means of geographical information systems (GIS) or
cloud-based applications, and distributed through complex infrastructures to target an ever-increasing
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variety of users. The technologies supporting these processes are at the core of current geoinformatics
topics. On the one hand, all of the aforementioned changes and related technologies have familiarized
citizens with geographic information, and on the other hand, they have changed their role from mere
consumers to producers of geographic content.

All of these developments and progresses led to the so-called neogeography [6] to crowdsourced
geographic knowledge, and, when created by a community of amateurs for scientific purposes,
to geographic citizen science [7]. A good state-of-the-art as regards to data type, definitions, models,
trends, and relationships with CS and VGI can be found in reference [8]. CS projects make use of VGI
exploit geoinformatics, as we discuss in this paper, and thus need functionalities and strategies for
geo-data acquisition, validation, storage, management, analysis, and portrayal, among others.

1.2. Reference Framework

CS is currently a hot topic, as proved by the literature, with several journals’ Special Issues
dedicated to the technologies adopted in different application domains (e.g., sustainability [9],
public health [10], disaster management [11], geoweb [12]), and a growing number of papers [13] and
projects. There are dedicated university courses and classes, seminars, conferences, and educational
activities in general (e.g., Conference on Human Factors in Computing Systems, and the Conference
on Computer Supported Collaboration and Social Computing, both sponsored by the Association for
Computing Machinery). It is also worth mentioning the establishment of national and international
initiatives (e.g., the white paper of CS for Europe, the USA government website on CS [14]), as well
as the creation of associations (e.g., the American, European, and Australian CS associations, SCA,
ESCA, and ASCA [15]), and of international groups of scientists. Finally, the European Commission
has founded the Citizen Science COST Action CS-EU-CA-15212 [16] to promote creativity, scientific
literacy, and innovation throughout Europe. It explores the potential transformative power of CS
for smart, inclusive, and sustainable ends, and provides frameworks for the exploitation of the
potential of European citizens for science and innovation. Within this initiative, motivated by the great
heterogeneity of CS projects, a working group (Working Group 5—Improve data standardization and
interoperability) is dedicated to improving CS data standardization and interoperability. The aim is to
define an ontology for CS projects and for the data they created in order to enable CS data sharing
and reuse.

The literature regarding the plethora of CS projects and their description is massive. Here, we
focus only on those papers dealing with the categorization and analysis of CS, not on the papers
describing single initiatives. A few papers have aimed at organizing and providing a reference
framework for CS. To this end, they have introduced schemes and models for defining it and describing
its characteristics [7,17,18]. Many best practices and guidelines for the implementation of projects
have been proposed [19–21]. This is particularly important because CS is a multi-disciplinary
domain including several different sectors ranging from ecology to social sciences, as outlined
in reference [22], where the authors identified common terminology used in CS initiatives, particularly
as related to different types of CS contexts. Although CS is a broad domain, very often, CS activities
involve tools and processes which properly belong to geomatics, geography, and geoinformation in
general. This paper focuses only on the branch related to geoinformatics. Geoinformatics and CS
feature a mutual relationship and positive feedback. In principle, geoinformatics can, on one hand,
provide CS with powerful tools and structured methodologies for geodata handling at all levels,
potentially introducing a revolutionary spread of CS initiatives. On the other hand, CS can offer
interesting use cases, asking for solutions in terms of user experience/interaction, publications and
sharing, interoperability, semantic awareness, and the management of big, heterogeneous, incomplete,
uncertain, and non-authoritative spatial datasets.

A reference work for the present study was reference [23]. Its perspective is broad, since it
examines the past, present, and future of CS in terms of its research processes, program and participant
cultures, and scientific communities. This paper, published in 2012, emphasizes the potential of
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emerging technologies in empowering CS projects. It foresees networks, open science, and the use of
online computer/video gaming as important tools to engage non-traditional audiences. It stresses the
role of mobile applications (apps), wireless sensor networks, and gaming as promising for advancing
citizen science. Gaming genres include alternate- and augmented reality games, context-aware games,
and games that involve social networking. It states that the use of these technologies will enhance
the ability of scientists and practitioners to centrally consolidate scientific information across projects,
promote collaborative writing, and create virtual forums and communities.

2. Materials and Methods

We set up our analysis framework and experimental evaluation methodology in order to
consistently analyze the wide variety of CS projects from a geoinformatics perspective. We first
identified the main activities that take place during the implementation of a CS initiative. For each
activity, we identified the principal approaches that can be adopted for its accomplishment. The main
activities and related approaches are detailed in Section 2.1. Once the analysis framework was set up,
we selected a list of representative CS projects in terms of typologies, scientific domain, and features
(this activity is described in Section 2.2). After pruning the initiatives that were not compliant with
some criteria from the list (detailed in Section 2.2), we analyzed the remaining ones following the
evaluation methodology, hence, by activities and approaches.

2.1. Schema of the Categorization

In this section, we describe the eight activities identified and detailed by means of a set of technical
features which implement the distinct approaches. Such features are not limited to technologies for
handling geoinformation, but, as far as possible represent, all the aspects covered in an operational
CS project.

2.1.1. Recruitment

The recruitment of volunteers is often an awkward task. Some initiatives directly target small
groups of experienced—or already trained—volunteers. Many other projects rely on a generic crowd
of voluntary participants (crowd-sourcing). Different approaches and technologies are thus needed,
depending on the number of participants, the foreseen participants’ preparation, their technological
skills, age, geographical provenance, etc. In this research, we considered seven possible recruitment
approaches that can be applied individually or in combination. While some approaches have been
adopted from the very beginning of citizen science (e.g., recruitment within gentleman associations
or scientific networks), some others are quite novel, such as those exploiting Web 2.0 technologies.
The main identified approaches were the following:

1. Project website-based: This happens when the broadcast of the initiative and the opportunity to
join it are mainly entrusted to a project-dedicated website;

2. Smart app-based: The opportunity to join to the CS project is offered by means of a mobile
application connected to the Internet;

3. Web platform-based: The initiative is promoted and supported by thematic web platforms or
multi-project websites. Users and visitors of the platform are informed of the existence of many
ongoing initiatives. Sometimes they are assisted in selecting suitable initiatives (e.g., based on
the user preferences or location) and encouraged to take part. Sometimes the web platform also
takes charge of data collection, management, and access, as well as user interactions;

4. Social media-based: The use of social networks is the channel to encourage recruitment
of volunteers;

5. Local facility-based: Participation is not promoted on the web, but in real locations. This typically
occurs when visitors of museums, natural oases, or public offices are informed of a CS initiative
and encouraged to join it;
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6. Association/network-based: The recruitment is proposed within associations or relies on the
diffusion among collaborators—both professionals and amateurs;

7. Education/academia-based: Proposals of participation specifically designed for school or
academic classes and their teachers.

2.1.2. Data Generation

The data generation activity regards data capture by human observation, by the collection of field
material, by the acquisition of measurements from instruments or sensors, or by means of automatic
or even unaware mechanisms. However, it could also include the compilation of meta-information
regarding data capture (e.g., position, timespan, author profile, IP address, etc.). While more traditional
CS projects were mainly based on a common process for data generation and collection that basically
consisted of human observations, instrumental measurements, and written reporting, the current wave
of CS initiatives is experiencing a great variety of different generation procedures, significantly relying
on modern participative web and geoweb mechanisms. The generation of data for current CS projects
takes place in several different ways; it can consist of the acquisition of samples or measurements
from sensors and networked devices, or of the compilation of forms for collecting human observations.
It includes the production of transcriptions, classifications, tags, geographical features, attributes,
or boundaries. In some special cases, there is no direct input action as in participative grid computing
projects, serious games, or health monitoring projects based on wearable devices. In order to analyze
the data generation activity, we considered the following approaches, which are not mutually exclusive.
They offer a significant glimpse into the technological skills required of volunteers and the different
ways for acquiring or coding information.

1. Field activity: Participants are asked to perform activities in particular places or environments in
order to generate data and information (e.g., sample collections, field observations, etc.);

2. Guided human observation: Volunteers are asked to report what they see, hear, feel, and
experience in a given situation, aided by means of schemas, forms, protocols, conditioned
data entry, etc.;

3. Transcription: Aimed at producing digital copies of documents (such as museum specimens’
labels or old log-books), or translating documents in a different language, such that data
generation consists of a transcription task;

4. Sensor observation: Typical for data acquired by sensors and transmitted directly or by volunteer
intervention to a cyber-infrastructure;

5. Sampling: Used when real objects or specimens should be collected in the field by participants
(soil, plants, animals, etc.) and analyzed subsequently by experts;

6. Multimedia data capture: Proposed to participants either as a way to create data (or metadata),
or even as a token for proving the veracity of the volunteered observation. Multimedia may
consist of photographs, videos, or audio files;

7. Human analysis or decision: Human skills, logic, or critical thinking are required. In these cases,
data derive directly from human deduction or interpretation (e.g., pattern finding, sound/images
recognition, object classification, etc.);

8. Serious game: Volunteers are enabled to produce data and information just by playing a game.
Data are automatically extracted from users’ interactions and decisions made during the game.
Serious gamers are often aware of the contribution they are giving to research, but are involved
by means of typical gaming mechanisms and environment: competitions, interactive interfaces,
stimulating messages, amusing activities, etc. Occasionally, games are used to train volunteers
(e.g., to recognize species) instead of producing data, but even in this case, this approach is useful
for improving the initiative;

9. Georeferencing and geocoding: Used for relating elements to a geographic reference system.
Georeferencing can be applied to physical entities (e.g., a lake, a measurement station),
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to representations of physical entities (e.g., aerial photos), or even to abstract concepts and
events as long as they they are related to a geographic location (e.g., nesting area of a bird, point
of sighting of a cetacean). Geocoding transforms physical addresses (e.g., buildings centroids,
postal code centroids, administrative boundary centroids) into geographic locations represented
in numerical coordinates. They are often associated with gazetteers, and can be used effectively
in CS to make data “human-readable”, even those with complex spatial relations, to display them,
and to make them spatially searchable.

2.1.3. Data Delivery

The delivery of data has undergone a deep transformation in recent decades, following the
evolution of communication technologies from the traditional delivery by postal service to the use
of emails, which requires network connection and allows almost immediate delivery of data in a
digital format, until the more recent delivery strategies that lean on web communication protocols.
We envisaged the following most-used data delivery strategies:

1. Postal delivery: Used for sending physical contributions in non-digital format (e.g., samples,
paper documents, etc.);

2. Email delivery: Requires data to be in a digital format (images, numerical, categorical, textual,
etc.), within given constraints on attachment dimension in bytes. Both an email address and an
Internet connection are required. Unlike postal delivery, email delivery is almost immediate;

3. Web delivery: The exchange of digital data by means of standard communication protocols on
the Internet, such as FTP and HTTP. In the case of HTTP, the volunteer is usually required to fill
web forms or check boxes, or to select features or geographic areas. The volunteer performs this
activity on websites or web platforms, or by means of specific web applications. Data delivery
via social media messaging and sharing is included in this approach;

4. Smart app delivery: A special case of web delivery performed only via mobile applications,
without using a web browser. It requires a mobile device (phone/tablet or watch) that is connected
to the Internet;

5. Unaware delivery: Happens when the (web) contributor is not completely aware of creating data
for the project, or is unaware of the specific kind of data he/she is creating. This strategy can be
adopted in serious gaming, but also in other contexts, sometimes raising ethical questions on
privacy and consensus.

2.1.4. Data Search

Various types of data search can be implemented, depending on a project’s needs and kind of
data. The search can be performed on archives of texts in natural language, which might have different
structure and length; on multimedia archives of images, audio, and video files; and on archives of
geospatial data, as commented by metadata. The search is generally performed by expressing queries
either by free terms or controlled keywords, possibly within specific metadata fields (e.g., refined
search on a timespan). Alternatively, users can autonomously perform their searches, scrolling through
the pages of a website by navigating the links and interactive content, or they can be assisted by
dedicated interfaces. Since it is impossible to generate an exhaustive list of all the possible search
mechanisms, here, we list some general approaches:

1. Discovery service: Enables web users to search for spatial data sets and services by retrieval
mechanisms on metadata. Search criteria can be expressed by keywords, geographic references,
timespan, and author names, among others;

2. Full text search: Indicates the possibility of retrieving documents, web pages, or any piece of data
containing text on the basis of the presence of the search terms within it;

3. Multimedia search: Allows the retrieval of multimedia information in different formats, such as
images, audio files, video, etc. The query can be a text (in this case, the metadata are matched to
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retrieve the multimedia object), or multimedia content, such as an image (which is used as an
example to retrieve similar multimedia contents). It can be implemented by content-based visual
or audio information retrieval systems;

4. Browsing & navigation: It is very common for users to explore data on the web by navigating
dedicated websites guided by menus and interactive lists or maps, links, and action buttons.
The browsing and navigation possibilities are encouraged by the availability of mutually linked
interactive data and metadata;

5. Spatial search: Requires an interactive map, on which users can specify points or areas of interest
(e.g., by clicking on a position of the map, or by drawing a bounding box, circle, or polygon) in
which to perform the data search. Alternatively, a spatial search can be run by entering spatial
queries by means of specific tools and interfaces, which often translate addresses into coordinates
(e.g., geocoding tools exploiting gazetteers). The analysis differentiates the cases of punctual
queries and range (areal) queries.

2.1.5. Data Visualization and Access

This activity covers the ways in which data and metadata are displayed and made accessible by
web services. Indeed, the web enables a number of possibilities in selecting, presenting, organizing,
unfolding, and accessing data, having direct consequences on their usability. The following approaches,
which are not mutually exclusive, were identified:

1. Open access: Refers to the possibility for a generic web user to examine the collected data by
any of the following approaches. The policy of open access lets any web user visualize the
whole data collection. A restricted policy on data access instead imposes constraints on data
consultation. There may be constraints on accessing certain data (e.g., sensitive data related to
protected species), or on parts of data and metadata (e.g., occurrence can be provided, but not
locations and timespan), or again, data can be made accessible only to logged-in users or those
having special access permissions;

2. Web portal and tools access: Includes a broad range of web environments used by CS project
designers to provide general or dedicated access to data. The dedicated environment can lean on
predefined forms, web applications and platforms, specific hardware for 3D and virtual reality
fruition, etc.;

3. Map visualization: Displays some data content in the form of a map or a virtual globe, depending
on the geographic reference associated. Maps can represent each data item separately, for instance,
as punctual or polygonal features, clustered as groups, or aggregated information (e.g., a density
map). The map can be published as a simple image or as an interactive web map;

4. Download: When this feature is enabled, web users can access data by downloading it in one or
more data format;

5. Standard web services access: It can transfer machine-readable file formats and support
interoperable machine-to-machine interaction over the web. This means that multiple standard
clients can access the same service, avoiding the duplication of data repositories and fostering
their reuse. Specific standard web services for spatial data are the ones provided by the Open
Geospatial Consortium (OGC) [24] to access maps, features, coverages, sensor observations, and
metadata catalogues.

2.1.6. Operations on Data

This activity focuses on the mechanisms suitable for transforming, modeling, aggregating,
or analyzing data and metadata to extract new information and knowledge. Among the many
existing methods, we chose the following approaches that we consider to be particularly suitable for
handling and displaying geoinformation in CS.
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1. (Geo)statistics and summaries: Comprehends all processes to organize geodata in order to
offer an interpretation through summaries, graphs, indexes and trend indicators, interpolations,
and more;

2. Spatial analysis and spatial properties calculation: Includes a wide variety of techniques aimed at
computing metric and topological properties of geodata sets;

3. Spatial clustering: Refers to algorithms that identify groups of spatial data which share some
spatial proximity and possibly, similar attributes;

4. Map customization: Refers to enabling the customized or personalized representation of
geodata on a map by the end user. The personalization can concern the legend styles,
the selection/deselection of elements and layers, or other options that modify the data display
without modifying the content;

5. Map editing: Allows users to make changes directly to the dataset by interacting with the map
client (e.g., adding features or modifying the geometry of spatial objects).

2.1.7. Qualification/Validation

There has been a long and still ongoing debate within the scientific community on the questionable
quality—and thus usability—of CS data. This has stimulated the development of several techniques
for checking and assessing the quality of contributions. Since the pioneering examples of the last
century, some supervision has been employed by experts. Recently, however, CS has been able to rely
on a great variety of strategies and supporting technologies for improving, assessing, and managing
the quality of data and metadata. Quality control methods can be divided into two major groups:
ex-ante and ex-post methods. The former acts on the preparation of the volunteer and on the assistance
and correction in the data generation phase as a strategy for quality assurance. The latter operates
selections, treatments, and fixing after the data delivery phase. Even after the publication of data on
the web, mechanisms for enabling users for a collaborative revision can be employed to flag, comment
on, and improve contributions. A more detailed description of the ex-ante and ex-post strategies
can be found in reference [25,26], while an important analysis of their application in CS projects
dates back to 2011 [27]. An interesting aspect of these technologies is the role of the one entrusted
for controlling quality. More and more often, automatic mechanisms help technicians to check data
and purge weak contributions. At the same time, the community of volunteers is frequently called
upon to collaborate in the identification of vices, in the enrichment of the contributions, and in their
revision and validation. The integration of automatic and collaborative data control mechanisms
is particularly useful in CS projects where the large volume of voluntary contributions, or their
geographical scattering, does not allow the expert staff to perform controls on their own. For instance,
automatic algorithms can identify data that are missing some important information (e.g., timespan),
and geostatistical techniques can identify outlier contributions or unrealistic observations for a given
geographical area (e.g., the presence of alien species). The user community, despite having an amateur
preparation, has a widespread presence in the territory and can greatly contribute to the validation
of local reports. The following approaches can be used as unique strategies, or hybridized to better
achieve consistent results:

1. Learning material: Consists of providing volunteers with tutorials, interactive guides, or other
types of instructions. It is an easy but effective ex-ante strategy to improve the quality of the
contributions and prevent misreporting. Nevertheless, it is typically optional, so it does not
guarantee a common preparation baseline for all volunteers;

2. Compiling assistance: Gathers all techniques that help—and seldom constrain—the volunteer while
compiling his/her contribution. They include the use of controlled vocabularies, geographic
gazetteers, auto-completion, templates with automatic error-checking capabilities, checklist
configuration tools, etc.;
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3. Assessment: Quality assessment can be performed after the delivery of the contributions by a
panel of experts, by automatic techniques, or by the community of volunteers. We took into
account who among experts, automatic agents, and community performed the assessment.
A special kind of assessment is the auto-assessment. It asks contributors to report their level
of confidence in the data generation. This kind of assessment is in fact an ex-ante strategy that
enriches the metadata;

4. Cross-comparison with authoritative data: An ex-post strategy that is commonly used to identify
the accuracy of datasets and to validate geographic data and information. Cross-referencing is
performed by comparing VGI with authoritative information from administrative or commercial
datasets. Nevertheless, in some cases, the accuracy of crowd-sourced geographic information can
exceed that of authoritative information, as reported in reference [28].

2.1.8. User Interaction and Participation

Recent web and mobile technologies have provided users with several tools to interact with.
Some of these technologies are strategically employed to attract volunteers, to keep them engaged,
and to reward them for their contributions. Web visitors can often explore the project resources,
create custom maps, perform analyses and comparisons, share content on various social channels,
add comments and ratings, or take part in discussions on message boards. The creation of customized
virtual profiles is widely used in CS projects. It enables registered users to keep track of their activities
and to apply to reach goals and awards. Virtual profiles can also be useful to the scientific team to
identify and make decisions about the users (from rewarding, to credibility, to commitment assignment).
Participation can be stimulated even by calling for volunteers for collaboration during the project
design phase, and by recognizing their merits in the scientific publications derived from the project.
Local meetings also provide positive feedback on participation; they act both by strengthening the
community and attracting new volunteers. Serious games are emerging and they look very promising,
since they can involve and entertain participants while providing useful information to the research [23].
Here, we summarize the most-used approaches found in CS projects. Even if they are not directly
related to geoinformatics, they are worth surveying because some of them are particularly suitable for
future integration with geoinformatic functionalities.

1. User profiles: Often the participants are encouraged (or asked) to create virtual profiles in order
to access data or to deliver contributions. Registered users can keep logs of their activities
and reach goals and awards and can share their work both inside and outside the community.
User profiles are also useful to the scientific team for contacting the users, requiring clarifications,
involving them in local initiatives, sending periodic messages and newsletters, assigning them
privileges or tasks, or for producing usage statistics. Encoding user position in a profile can aid
the implementation of location-based functionalities;

2. Scores and ranking: These techniques are aimed at motivating and honoring the most active and
good contributors. They can be specialized in different tasks and different areas and can also be
exploited for quality assessment. They require users to register in the project web infrastructure.
This approach may also employ geoinformatic techniques, such as assigning the scores depending
on the user position;

3. Competitions and prizes: As with the previous ones, these produce some healthy competitiveness
among the participants, motivating them and rewarding them for the quantity or quality of their
contributions. Rewards can be symbolic, or can be award money and prizes;

4. Forum: An online discussion site where the community of volunteers can share experiences, ask
for help, and search for information. Often some mediators are selected within the administrative
and scientific staff or among the most experienced volunteers;

5. Social media: Social media act as a megaphone for many CS initiatives, managing to reach
many contacts and visualizations immediately. They can even be used to collect contributions,
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suggestions, or to keep users informed on the project status. Social media capability to
share images and multimedia files is often a useful support for projects that would have low
dissemination power otherwise. Additionally, in this case, geoinformatics technologies can be
exploited to target specific areas;

6. Newsletter: An easy way to keep subscribers updated and engaged in the project. It reports
project progress, calls for performing particular tasks, highlights important dates and events,
and even publicly acknowledges the best contributors. When its automatic delivery is not
available, it can be replaced by manual sending to a mailing list;

7. Community review: this group includes the different technologies that can be implemented to
allow the community to comment, integrate, report, or review the resources shared by the project;

8. Meetings and events: periodic social events can be useful in CS projects, not only for performing
training and data collection (e.g., during bio blitz), but also for reinforcing bonds among
volunteers and to arouse the interest of the local communities;

9. Co-authoring: In some cases, especially when professionals, associations, or expert amateurs are
involved as volunteers, contributions can be encouraged, recognizing co-authorship in scientific
papers, magazine publications, etc.;

10. Project definition: This engages citizens right from the project design stage, or gives them the
opportunity to independently develop sub-projects. Among the advantages, this strategy allows
researchers to better understand the needs of communities, and to more easily obtain the favor of
the public or private parties involved;

11. Games: The use of games in CS projects is part of the phenomena called gamification and serious
gaming, namely, the use of typical game design elements and principles in non-game contexts,
not only for entertainment. This use of games, in fact, strengthens participants’ engagement and
can be exploited by science both to train volunteers or to encourage them to perform certain tasks
while having fun.

2.2. Selection of CS Projects

To perform the analysis following the methodological framework introduced above, a significant
dataset of active CS projects had to be found and then filtered in order to obtain those in which
geoinformatics plays a role. As no official or complete list of active CS projects exists, in order to find
and select a set of projects useful for our purposes, we initially evaluated a couple of possibilities:

• Identifying CS projects by submitting queries such as “CS projects” to search engines and
analyzing the first-ranked retrieved web pages;

• Adopting an existing-unofficial-list to start with and then refining it.

The first solution, performed by submitting several different queries to multiple search engines,
gave poor results that were affected by weaknesses such as the scarce variety of retrieved projects,
bulky presence of off-topic items (“best of” lists, multi-project platforms, CS associations, etc.), the loss
of small or local projects, the absence of non-web-based projects, together with lexicon and temporal
biases. We then decided to adopt the second approach and started with the projects listed in the
dedicated English Wikipedia web page [29] (as released on 10 September 2017). The list of active
projects includes 194 projects, disparate in discipline, aim, lifetime, country, and spread (both in
terms of technologies and people involved). The voluntary nature of the Wikipedia system does not
guarantee full representativeness of the enlisted projects but makes it possible to discover some small or
local projects (some not even translated into English) that would not have been considered otherwise
and which are not commonly known. This also enabled us to analyze some of the many smaller
local realities together with famous and technologically advanced CS projects. Moreover, this choice
comprised CS initiatives lacking official web pages and thus not indexed on the web. We initially
randomized the items of the list and sorted the first 121 projects enlisted. Then, we filtered out
and discarded the projects (i) not involving geoinformation and geoinformatics at all; (ii) apparently

16



ISPRS Int. J. Geo-Inf. 2018, 7, 312

non-active and not analyzable; and finally (iii) the duplicated items in the list. The purged selection
resulted in 87 projects. They varied—as was our intention—in discipline, geographic area, technology,
involved volunteers, dimension, and lifetime (the first started in 1969, and the most recent in 2017).
The analysis was carried out on these 87 projects by following the criteria described in Section 2.1 and
by going through the projects with the tools and documentation provided by them—considering the
projects’ websites, web and mobile applications, user guides and tutorials, social media, press releases,
descriptions on CS platforms, and any other non-technical documentation made available on the web.
Direct experiencing of the projects was preferred with respect to analyzing scientific literature reporting
descriptions. The lists of both accepted and discarded projects is annexed (Appendix A). Figure 2
illustrates the proportion among selected (71.9%) and discarded (28.1%) CS projects. When considering
the discarded projects, 21.5% were rejected for being irrelevant to geoinformatics, 5.0% for being no
longer active or currently unreachable, and 1.7% for being duplicated items.

Figure 2. Chart representation of the number of selected and discarded projects within the initial subset.

The high percentage of projects accepted (71.9%) and discarded as not-geo, but still representative
of current CS projects, (71.9 + 21.5 = 93.4%) indicates the good consistency and update status of the
original Wikipedia list.

We are aware that the collection may be affected by some bias, namely

• Linguistic bias, due to the fact that we adopted the English list (which is the longest one but not
necessary the most representative);

• Lexicon bias, due to the many initiatives that are not self-defined as “citizen science”, even if they
involve not-expert or not-professional volunteers in contributing to research. These initiatives
tended to be excluded from the collection simply for lexical reasons;

• Methodological bias, because we chose to base the selection of the dataset on a single list
which was not assumed to be statistically representative of the whole CS realm. We are also
aware that non-web-based projects are not included in the selection, since the list requires the
availability of some web description of the initiative. This is also necessary for our direct analysis.

• Temporal bias, because the dataset includes only active CS projects and is not representative
of completed initiatives, or of past technologies to collect, process, and share geographical
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information, even if they have been highly fruitful, popular, or significant. Moreover, the analysis
was conducted during the period from September 2017 to March 2018 and reports information on
the status of the projects at that time. It is possible that further initiatives or those advertised for a
very limited timespan were missed.

Considering the above limitations, we do not pretend that our selection is fully representative
of the complex setting of geoinformation in CS, nor of the most advanced technologies.
Nevertheless, we still believe that the selected dataset reasonably represents a wide part of the CS
scene in relation to geotechnology and geoinformation usage in its framework.

3. Results and Discussion

The results of the survey are presented in the form of bar charts and are summarized as frequencies
of the different approaches for each activity belonging to the Section 2.1. As any project can adopt
more than one approach at the same time (e.g., recruitment can be performed by both social media
and smart apps), the sum of the percentages for each activity can exceed 100%. Some examples are
reported to better describe the most significant features found.

3.1. Recruitment

The survey of the different recruitment approaches (Figure 3) highlighted how a large part of CS
projects rely on a website to present their activities and to call for volunteer contributors (96.6% of
the subset). Smart apps, web platforms, and social media were well-represented, but with far lower
frequencies (30.3%, 25.8%, and 15.7% respectively). All of these approaches rely on the Internet to
gather participants and to crowd-source the project tasks. The projects that addressed the recruitment
within academic circuits, pre-existing associations or networks, or by local facilities mainly called for
specific groups of users connected by particular interests or circumstances. They accounted for 12.3%,
6.7%, and 5.6%, respectively. Of the many projects considered, only a few used geoinformatics solutions
to improve recruitment, despite the existence of several already viable and well-known possibilities.
An example of such a solution is offered by SciStarter (https://scistarter.com/), a geoenabled website
acting as a project hub where users can filter the CS projects that are active in their areas of interest.
Furthermore, with the user’s consent, the site can detect the position of the active IP and use it for
suggesting and ranking a list of projects. The Atlas of Living Australia (Figure 4), which hosts geodata
from some of the surveyed projects, uses an even more refined mechanism to filter suitable CS projects
for its web users. It offers some filters based on administrative levels and the possibility to draw shapes
and polygons on a basemap as well as to center the search on a marker or on the detected IP location
(https://www.ala.org.au/, https://biocollect.ala.org.au). This kind of solution—a sort of proximity
market applied to volunteerism—benefits both the website visitors and the hosted projects. The former
are offered a personalized selection, while the latter have the opportunity to make themselves known
and to recruit new participants. A similar functionality could even be offered by CS mobile apps,
which could detect the GPS position of the device and offer suitable CS activities or tasks.
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Figure 3. Summary of the results relative to the recruitment approaches.

Figure 4. A view of the Citizen Science Project Finder interface implemented in The Atlas of Living
Australia website.

3.2. Data Generation

The results (Figure 5) show how commonly CS projects ask volunteers to collect field data. In fact,
data came from field activities in 78.6% of projects, and in 77.5% of cases, data were from human
observations. In 61.8% of cases, data or metadata generation included the acquisition of multimedia
files (photos, video, or audio). Georeferencing and geocoding practices are very well established
in projects for the generation of geographic information (89.7%). Nevertheless, it is interesting to
see that in a small amount of projects (13.5%), data was derived directly from human inference or
interpretation—participants perform analyses and make decisions on their own. In order of frequency,
the following infrequent approaches were also found to be used for data generation: transcription
(5.6%), sampling (5.6%), serious gaming (5.6%), and sensor observation (2.2%).
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Interesting cues regarding geoinformatics in data generation could be taken from the investigated
projects. For instance, the TreeSnap project (https://treesnap.org/) randomly alters the GPS
coordinates in order to face the issue of geodata privacy. As an additional option, the project
allows volunteers to hide the geographic components of their sensitive contributions from the
shared map. A gaming approach is used in some of the projects proposed in the Geo-Wiki
platform (https://www.geo-wiki.org/). FotoQuest-Go (Figure 6, http://fotoquest-go.org), for instance,
challenges the participants in a treasure hunt, in which the goal is to reach specific places and
photograph them. The mobile application is a location-based service that visualizes the closer target
points as markers on an interactive map and in augmented reality environments, leading the users to its
destination. An interesting example of the sensor observation approach can be found in the Air Quality
Egg (https://airqualityegg.wickeddevice.com/), a commercial initiative enabling CS. The promoting
company sells egg-shaped wireless sensor devices to be used to create a community-led air quality
sensing network. Data are generated by pollution sensors and shared on a web dashboard.

Figure 5. Summary of the results relative to the data generation approaches.

3.3. Data Delivery

The web was by far the preferred data delivery medium (86.5%) (see Figure 7), followed by
smart applications (31.5%) and email (20.2%). Postal delivery reached fourth place in the ranking
(16.9%). Finally, unaware delivery was present only in one project of the dataset. Looking deeper
into the results, it can be noted that postal delivery is the only possible approach in projects based
on specimen collection (e.g., the Backyard Bark Beetles and the Monarch Health projects, available at
http://www.backyardbarkbeetles.org/ and http://www.monarchparasites.org/, respectively), and
it was almost exclusively present in projects with a local or national scale, In fact, only one of the
projects following this approach had a global dimension, while the other fourteen that used postal
delivery were local or national projects. The only detected case of unaware delivery was that of
Project Discovery (https://www.eveonline.com/discovery/). This looks like a minigame included
in the MMORPG (massively multiplayer online role-playing game) EVE online. Players are called to
solve problems for an independent police force, and find themselves indicating possible planetary
transits on light curves (diagrams representing long-term measurements of luminosity of distant stars).
They do not need to be aware that curves report data from the CoRoT telescope (COnvection ROtation
and planetary Transits, operating in space since 2006), nor do they need to understand how and
where their performances will be delivered, processed, and used. As stated in the description of the
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“unaware delivery” approach, contributors can be not completely aware that they are creating data
for a scientific project, or not aware of which data they are creating. In a couple of CS projects, four
delivery media—postal, email, web, and smart apps—are enabled together. For instance, the initiative
launched by the B.C. Cetacean Sightings Network (http://wildwhales.org/sightings/) asks citizens
to report cetacean and sea turtle sightings by sending back a hardcopy logbook, by describing the
sighting in an email, or even by submitting a detailed web form, or the list of sightings recorded in the
mobile apps even when out of mobile reception range. As for geoinformatics usage, in this project,
only smart apps implement the automatic geolocation of the device, as well as the geocoding support
and the “click on map” option. It must be noted that within the considered list, every project enabling
the smart app data delivery includes georeferencing and geocoding functionalities.

Figure 6. An image from the FotoQuest-Go mobile app.

Figure 7. Chart representation of the results relative to the data delivery approaches.

21



ISPRS Int. J. Geo-Inf. 2018, 7, 312

3.4. Data Search, Visualization, and Access

The most frequent approaches for enabling the data search on the web were the navigation of the
project website and the related applications (62.1% of projects), and the spatial search (56.2% of projects)
(Figure 8). Spatial search was enabled mostly through punctual queries (58.3%). Often, such queries
were flanked by mechanisms that allowed spatial areas to be queried (29.2%), for example, by selecting
bounding boxes or search radius. Projects allowing areal queries only were less frequent (12.5%).
Discovery services, which allow searching by exploiting metadata collected in catalogues, were not
as frequent (30.7%), and full-text querying was rarely offered (14.6%). Regarding data visualization
and access (Figure 9), open access was available in 37.1% of the cases and downloading was possible
in about 29.2% of initiatives. Standard web services were poorly represented (in 8% of projects).
The access (even partial or restricted) to data was provided by means of dedicated portals and tools in
69.0% of projects. A map visualization of the geographic data components was provided in 79.3% of
projects, while 32.2% let users customize or style the map representation. Only 8.0% of the projects
provided map editing tools.

Figure 8. Chart representation of the results relative to the data search approaches.g p pp

Figure 9. Chart representation of the results relative to the data visualization and access approaches.
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In the surveyed list, some interesting examples were extracted that underline how geoinformation
can contribute to the data search, visualization, and access activities. The Globe at Night project
(http://globeatnight.fieldscope.org/) relies on the Fieldscope platform (http://www.fieldscope.org)
to explore the contributed datasets. This application, developed with the support of the National
Science Foundation and the National Geographic Society (USA), enables a number of geodata search,
visualization, and graph options, depending on the customization chosen by the staff. Moreover, the
main website of the project Globe at Night (http://www.globeatnight.org/) uses geo-based navigation,
and provides users with a number of geoinformatic functionalities for searching, visualizing, and
accessing geodata. For instance, it can provide web users with a customized star map, indicating
to the volunteer which constellation to observe and which position to look for, depending on their
IP location. IP localization and geocoding mechanisms allow web users to filter the contributions
visualized on interactive maps (e.g., by setting the central point and the search radius). Herpmapper
(http://www.herpmapper.org/) and PARS (https://paherpsurvey.org/) are herpetological CS projects
standing out from the survey for their rich geosearch and visualization functionalities. The first one
offers many search possibilities (at three different administrative regional levels, in addition to the more
common search by species and taxa, by user, by date, etc.) and visualizes single or grouped results with
hotspot maps, metrics, summaries, temporal graphs, etc. The second project provides, in its homepage,
a simple and immediate geographic search system. In fact, it offers an interactive heatmap already
divided into counties (as an option, blocks can be shown instead of counties), which can be selected by
a click, and can be customized in the mapped data type (atlas data, recent activities, diversity, etc.).
The legend underlying the heat map provides qualitative information at first glance. Artportalen
(https://www.artportalen.se) is the Swedish Species Observation System, and Artsobservasjoner
(http://www.artsobservasjoner.no/) is the analogue Norwegian system. They provide professional
functionalities to perform web searches, data visualization, and access to their large observations
dataset. Here, we recall only some of the spatial features provided: the drawing or uploading of
polygons to perform “search by map”; eight different spatial search parameters (including map
accuracy); and five different types of interactive map presentations as the search output. From
the homepage, a simplified geographic search for the most recent sightings is made available to
users which gives the possibility to filter observations by region, by species group, or by day. The
portals collect thousands of sightings a day and publish them openly. Data are also forwarded
to the Global Biodiversity Information Facility (GBIF, https://www.gbif.org/). Wakame Watch
(http://wakamewatch.org.uk) and the Mitten Crab Watch (http://mittencrabs.org.uk/) are two
CS projects fostered by the British Marine Biological Association. They deal with the monitoring
of invasive species which currently have limited diffusion in the UK. The projects rely on the vast
NBN Atlas (National Biodiversity Network, https://nbnatlas.org/), the country’s largest collection of
biodiversity information, so that even such small initiatives can benefit from its complex functionalities.
In fact, the NBN Atlas allows project users to search by species record, environment, climate, and soil
information, personal biological records, and habitat, either in single or combined database, and makes
it possible to download or export maps, reports, and summaries (Figure 10). The NBN Atlas uses OGC
web services for the deployment of spatial layers and lets users add further layers from OGC web map
services (WMS) to the map client. The Australian Reef Life Survey project (https://reeflifesurvey.com/)
coordinates surveys of rocky and coral reefs with the aim of improving the sustainable management
of marine resources. The project enables open access to the collected data through its geoportal
(http://reeflifesurvey.imas.utas.edu.au/portal/search). It is essentially a metadata catalogue enriched
with a map viewer, deploying a wide list of spatial web services: OGC Catalog Service for the Web
(CSW), OGC Web Coverage Service (WCS), OGC Web Feature Service (WFS), OGC Web Map Service
(WMS), OPeNDAP, THREDDS, etc. These services let users consult metadata, have a preview of the
data content, filter, and select the needed data collections and download them freely (Figure 11).
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Figure 10. A view of the National Biodiversity Network (NBN) Atlas analysis portal, showing data
collected within the Wakame Watch project.

Figure 11. The selection of data subset on the Reef Life Survey data portal.

24



ISPRS Int. J. Geo-Inf. 2018, 7, 312

3.5. Operations on Data

Geostatistics and summaries are available for 58.6% of projects. Spatial analysis and spatial
properties calculation occurred in 21.8% projects, while spatial clustering occurred in 23.0% (Figure 12).
Many projects related to biology or life science disciplines (botany, entomology, ornithology,
biodiversity, etc.) reported the results obtained from spatial analysis of the collected data on their
websites and portals (e.g., zonal occurrence maps, heatmaps, hotspot or gap analysis, spatial and
temporal series plots, distribution graphs, etc.). It is less frequent that web users were guided to
generate customized analyses with the tools provided by the project. This happened for instance
in projects relying on the already-cited Fieldscope platform, such as, for instance, FrogWatch USA
(Figure 13, http://frogwatch.fieldscope.org). This system guides users in defining variables and
parameters in order to generate a number of graphical analyses on data (scatter plots, histograms,
time series plots, range comparison plots, calendars, etc.). Some projects provide toolkits to
perform spatial analysis or interactive environments for specific tasks. For instance, Old Weather
(https://www.oldweather.org/) has a rich set of navigation tools available online , aimed at assisting
users in determining ships’ positions, distance, course, and speed, using bearings and other geographic
references. Data from the African MammalMap project (http://mammalmap.adu.org.za) can be
accessed and reworked effectively by the Virtual Museum (http://vmus.adu.org.za), a CS platform
developed by the Animal Demography Unit from the University of Cape Town. In the Virtual Museum,
web visitors can generate customized summaries and distribution maps, coverage maps, four different
types of hotspot analysis, and a gap analysis coverage map.

Figure 12. Summary of the results relative to the approaches for operations on data.

3.6. Qualification/Validation

Among the four approaches analyzed within this activity (Figure 14), the first two can be
observed as ex-ante strategies for the qualification and validation of data, while the last two are
ex-post strategies. As for the ex-ante (preventive) quality control approaches, the most frequent one
relies on learning material to prepare and train volunteer collaborators (82.0%), while assistance in the
data compilation—aimed to constrain data creation—was made available by fewer initiatives (27.0%).
The Ontario Reptile and Amphibian Atlas is an example of an integrated and effective use of ex-ante
strategies for data qualification. Its qualification system is made up of different components; its website
and mobile app provide users with comprehensive guides, interactive maps useful to make them aware
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about the ranges of species, and it has a web form for submitting observations with many constrained
or assisted compilation fields (automatic data and time detection, species codelist, assisted geocoding
and automatic coordinates detection options, overlaying maps consultation, etc.). Concerning the
ex-post strategies, in spite of the vast amount of related literature, the cross-comparison between
voluntary and authoritative data is performed consistently only in 4.5% of the projects. Moreover,
in the surveyed projects, this comparison does not involve the spatial component of the data, probably
due to the lack of ground truth data. Nevertheless, in this context, it is worth mentioning a couple
of comparison tools found in the survey. LACO-Wiki (https://laco-wiki.net), within the Geo-Wiki
project (https://www.geo-wiki.org/), does not provide expert validation on amateur geoinformation.
It allows the user to directly compare their own vector and raster maps with a variety of reference
layers to generate validation samples and to obtain a customized accuracy assessment report. In this
way, all citizens taking part in the Geo-Wiki project as well as any other web users are enabled to qualify
their maps. Additionally, the Herbaria@home project (http://herbariaunited.org/atHome/) provides
a parser, enabling users to upload their own taxa dataset and grid-references, and returning the
comparison among the uploaded records and the known distribution. Regarding ex-post approaches,
assessment evaluation of the contributions is used by about half (48.3%) of the projects, mainly relying
on experts’ revisions. Automatic data assessment is still a rare choice in CS (Figure 14), although it is a
suitable strategy to guarantee uniform and objective evaluation. The iNaturalist platform (Figure 15,
https://www.inaturalist.org/) is outstanding for the complex validation functionalities provided.
iNaturalist charges the community with the identification/validation of taxa for each naturalistic
observation contributed. At the same time, an automatic algorithm calculates the most probable
taxon on the basis of those proposed by the community and assigns it to the observation. Moreover,
a quality grade is associated to the observation, depending on the number of taxon validations
and the fulfillment of a series of quality requirements. In order to assist the identification and
the validation of observations, distribution maps, statistics, seasonality data, misidentification tips,
and other information are shown for each species.

Figure 13. A view of the Fieldscope graphical analysis interface for the FrogWatch USA project.
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Figure 14. Summary of the results relative to data qualification and validation categories.

Figure 15. Some of the identification/validation functionalities provided by the iNaturalist platform.

3.7. User Interaction and Participation

Social media is the most frequent approach to interaction and participation activities (70.1%),
followed by the introduction of user profiles (67.8%) (Figure 16). Community participation via
reviewing and commenting on the project’s contents (35.6%) and the attribution of scores and ranking
(31.0%) appear to be rather widespread practices. Newsletters and local events are used to strengthen
interactions and bonds in 29.9% and 14.9% of the projects, respectively. Quite rarely, non-traditional
strategies such as competitions, games, user-based project definition, and co-authoring play a role in
the user participation possibilities.
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Figure 16. Summary of the results relative to the user interaction and participation approaches.

Looking deeper into the social media accounts of the projects (mainly Facebook and Twitter
accounts), it can be seen that they are mostly used to share noteworthy photographs, news, events,
thematic publications, achievements, or to make vital contacts with similar communities and
stakeholders. The CS project from the North American Field Herping Association is technically a
Facebook group (https://www.facebook.com/groups/NAFHA/). In addition to fostering discussions
and photo sharing among the community members, it publishes a series of recommended places to
perform recreational field herping. We could not report explicit usage of geoinformatic facilities on
social media that are aimed at encouraging interaction and participation. Anyway, it is possible that
users’ positions are implicitly exploited in the projects. For instance, social account administrators
can derive important information on the dissemination of the initiative by using web page usage
statistics. We had no possibility in the present work to investigate this kind of usage. User profiles
are often enriched with tools for monitoring and managing personal contributions. Among these
tools, it is not rare to find personalized maps, metrics, and achievements. This is the case for
Digivol (https://volunteer.ala.org.au/), a crowd-sourcing platform developed by the Australian
Museum in collaboration with the Atlas of Living Australia (https://www.ala.org.au). Each user
is provided with a rich personal webpage, where they can consult their own contribution lists, the
current validation stage of contributions, the related summaries and statistics, their distribution on a
interactive map, and more. The previously mentioned iNaturalist platform (as well as the customized
versions, NatureWatch NZ and Natusfera) offers registered users similar advanced functionalities
on personal pages. In addition, the users can subscribe to particular places (and taxa) of interest and
receive personalized updates. This is also a nice example of the implementation of the community
review approach. In iNaturalist, contributors are extremely active in commenting photos, suggesting
identifications and data qualification tips, flagging contents, adding new “places” to the platform
of where to focus personal studies (each place page displays all the known species from that place,
including information about their abundance, conservation status, and first observers), etc. Moreover,
each user can create personal projects, define their geographical extension, taxa list, membership,
and observation rules, and customize the fields of the observation form, as well as the graphical
items of the web page. Another interesting example in the survey, related to community review
and user profile, comes from the Habitat Network project (Figure 17, http://www.habitat.network/,
http://content.yardmap.org/), based on the Yardmap web application. The project literally calls on
individuals and neighbour communities to draw digital maps of their backyards, parks, farms, schools,
and gardens, and enables collaborative mapping of the local landscape. It is aimed at achieving better
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decisions about how to sustainably manage the local environment. Each registered user can map sites
and not only manage their environmental descriptors (site characteristics, habitats, and objects) but
also set the possible goals and the actions needed to reach them. A forum and messages let participants
communicate and suggest improvements.

Figure 17. A view of the habitat network collaborative platform.

3.8. Concluding Remarks

From our analysis, websites emerged as the leading unavoidable framework for recruitment,
data delivery, and user interaction activities in particular. The limited employment of smart
applications and smartphone facilities is surprising. It could be interpreted as the initial phase
of a new trend that is still developing. In contrast, it could be seen as the effect of the affirmation of
new ubiquitous computing technologies alternative to the use of smart applications. The popularity of
websites and portals as hubs for CS initiatives brings many advantages. Besides, we must consider that
the digital divide, caused either by poor communication or poor training/knowledge [30], can limit the
participation of many people worldwide in CS initiatives. To obtain statistics, it is interesting to consult
the most recent reports provided by the ICT Data and Statistics Division of the Telecommunication
Development Bureau, International Telecommunication Union [31] and to consider that the global
Internet penetration rate is only 30%, with North America and Europe having 10–70 times more data
than the developing world or global South [7]. Moreover, we cannot ignore that in conducting our
analysis, mainly based on the availability of web pages, we may have potentially missed many local
CS initiatives that do not rely on web technologies or on smart applications.

It is also apparent that contributors’ training is massively performed via traditional methods
(i.e., learning material distribution).

Regarding the access, visualization, and processing of geodata, the facilities offered are the basic
WebGIS functionalities (access and visualization), and only rarely can implementations of typical
features of mature GIS such as styling, analysis, and decision-making be found.
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Standards are rarely used. This demonstrates a lack of attention to data exchange, data reuse,
and interoperability issues. A lack of both standardization and common guidelines means uneven or
duplicated vocabularies and redundant software libraries, applications, and tools, which could cause
inefficiency and ineffectiveness, such as

1. The disorientation of volunteer contributors and their dispersion within too many proposals;
2. The lack of a shared knowledge base;
3. The low robustness of project implementation choices.

On the contrary, the most successful collaborative mapping initiatives, such as the extremely
popular OpenStreetMap [32] and Google Earth [33], offer harmonized frameworks, where many
applications can grow with similar underlying technologies and user interaction characteristics.
The use of open source software and libraries also guarantees robustness, since large developer
communities are usually involved. With respect to openness, open data proved to still be far from
taking the scene with a low possibility of verification by the public and ultimately lower quality.

Users’ interaction approaches can be strengthened and conveniently associated with quality
improvement activities. For instance, the user profiling and scores assignment approaches that are
typically introduced to increase interactions with users and to reward their participation can even help
research staff to detect suitable contributors for performing quality improvement or validation tasks.
Once the characteristics and the competencies of users are identified, the staff can assign them specific
quality checks or data enhancement operations.

The overall view that emerged from the analysis suggests a landscape populated by initiatives
with similar geoinformatics features, although in different application contexts. There has been no
dedicated effort to design and propose novel tools or approaches with technological features specific
for CS, or differing from the traditional ICT ones.

Many scientific publications [34], as well as reports on social media hitting the headlines [35], have
shown that new technologies present still-critical issues, such as privacy and geoprivacy, licensing,
intellectual property rights, lack of accuracy, standardization, and interoperability [36]. Another
main critical and still disregarded topic is how to interpret “no data values” (i.e., lack of data in some
geographic areas) and bias due to both volunteer attitudes and field logistics (e.g., shots of slow-moving
animals are more likely to be contributed, because they are easy to catch, while fast-running animal
shots are harder; more observations are provided in easily-accessible locations than in remote
ones). Nevertheless, strategies and technological means have been proposed to manage such biases,
incompleteness, and uncertainty [37–40].

In summary, the performed analysis shows that what was foreseen five years ago in reference [23]
is still true—CS is still in need of improvement, which could be achieved by applying geoinformatics
technological advances. Quality and reuse are still priorities. For example, syntactic interoperability
can be obtained by adopting standard geoservices which are now uncommon in CS. Furthermore,
the adoption of shared vocabularies (and/or domain ontologies) and common metadata schema could
help normalize data creation and retrieval and enable semantic interoperability between projects.
This would allow a semantic-aware fruition and reuse of CS data [16,37,41]. Extending data quality
and interoperability of practices means shifting CS initiatives from the “ghetto” of amateurs to the
level of authoritative science.

We advocate that future projects meet two requirements: (1) they have a choice of agreed and
shared technological standards; and (2) there is wide international coordination of initiatives. In fact,
a lesson could be learned from successful CS experiences—the use of standards, well-recognized
platforms, and the adoption of general goals—internationally defined though connected to networks
of local contributors—allows for both activities and data to be coordinated, potential contributors to be
encouraged and engaged over time, and good practices to be rooted in local communities.
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Appendix A. Selected Projects

Tables A1 and A2 list the citizen science (CS) projects considered for the analysis, while Table A3
shows those that were discarded.

Table A1. First half of accepted and analyzed projects.

Project Name Area Began

Air Quality Eggs Ithaca, NY, USA
GeoTag-X Worldwide 2012
Loss of the Night Germany 2013
Globe at Night Worldwide
CidadĆo Cientista Brazil 2004
Geo-Wiki Worldwide 2008
BugGuide USA, Canada 2003
Manta Matcher Worldwide 2012
Whistler Biodiversity Project Canada 2004
Citclops Europe 2012
Monarch Larva Monitoring Project Canada, USA
Track a Tree UK 2014
Backyard Bark Beetles USA 2014
Track My Fish Canada 2012
Wakame Watch UK 2014
Ontario BioBlitz Canada (Ontario) 2012
Natusfera Europe 2016
DigiVol Australia 2011
Herbonauten worldwide, Germany 2016
Herbarium@home UK 2006
Agent Exoplanet Goleta, CA, USA
Great World Wide Star Count Worldwide 2007
Big Butterfly Count UK 2010
Crowdcrafting Worldwide 2011
Observation.org Worldwide
Cicada Watch Northeastern America 2013
NatureWatch NZ New Zealand 2006
CyanoTracker Worldwide 2014
Pennsylvania Amphibian and Reptile Survey Pennsylvania, US
BeeSpotter USA (IL, IN, MO, OH) 2007
North American Field Herping Association North America 2007
Hare Survey UK 2015
Big Moss Map UK 2015
Hazelnut Project, The USA 2000
Mitten Crab Recording Project UK
NatureWatch Canada
Landscape Watch Hampshire Landscape Change Consortium 2015
Anecdata Worldwide 2013
B.C. Cetacean Sightings Network Canada (British Columbia) 1999
Project Discovery II Worldwide 2017
Teatime4Science Worldwide 2016
SciStarter Worldwide 2011
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Table A2. Second half of accepted and analysed projects.

Project Name Area Began

Striped AmBASSadors NS, Canada 2010
Project Splatter UK 2013
Pieris Project Worldwide
Garden Wildlife Health UK 2013
Report-a-weed Canada
Cape Citizen Science South Africa 2015
Portland Urban Coyote Project Portland, Oregon, USA 2011
FrogWatch USATM USA 1998
Cities at Night Global 2014
Reef Life Survey Australia
eButterfly USA, Canada 2010
Floodcrowd UK 2015
TreeSnap USA 2017
Big Bug Hunt USA, UK 2016
Project Roadkill Worldwide 2014
Species Observations System Norway 2008
Artportalen Sweden 1999
MammalMAP Africa 2012
Old Weather Worldwide
Aquila Project West Kimberley North Western Australia 2010
Monarch Health Canada, USA
Habitat Network North America 2012
The Shore Thing Project UK 2006
iNaturalist Global 2008
AppEAR Argentina, South America 2015
Bumble Bee Watch Canada, USA 2014
Mosquito Alert Spain 2013
Local Environmental Observer Network Worldwide 2012
Ontario Reptile and Amphibian Atlas Canada (Ontario)
Massachusetts Herpetological Atlas USA 1992
Vermont Reptile and Amphibian Atlas USA (VT) 1995
Michigan Herp Atlas Project USA (MI) 2004
Herpetological Education and Research Project North America 2007
Turtle Survey and Analysis Tools Australia 2014
Amphibian Migrations and Road Crossings New York, USA
HerpMapper Global 2013
CrowdWater Worldwide 2017
iSeahorse Global 2013
Go Viral Study USA 2013
Ontario Butterfly Atlas Online Canada (Ontario) 1969
Reef Environmental Education Foundation Key Largo, USA (FL), Worldwide 1990
Marine Metres Squared New Zealand
eOceans Global 2014
Monarch Watch Canada, USA 1992
eShark Global 2005
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Table A3. List of discarded projects.

Project name Area Began

Operation Wallacea UK 1996
Identify animals New Zealand 2015
BioNote Worldwide 2016
Flying ant survey UK 2012
Science Gossip Biodiversity Heritage Library Worldwide 2015
Galaxy Zoo Worldwide 2007
Galaxy Explorer Australia 2015
Project Soothe Worldwide 2014
ARTigo Worldwide 2007
VerbCorner Worldwide 2013
AgeGuess Worldwide 2012
Diver Safety Guardian Europe and Africa 1994
Project Dive Exploration North America
Radio Galaxy Zoo Worldwide 2013
Orca Game Worldwide 2013
Reading Nature’s Library UK
Mark2Cure USA (CA) 2012
Disk Detective Worldwide 2014
Stardust@Home Worldwide 2006
VT Fish Diaries USA (VT) 2015
Artsobservasjoner Norway 2008
Digital Access to a Sky Century @ Harvard USA 2001
Weather Detective Australia 2014
Clumpy Worldwide 2012
theSkyNet Worldwide 2011
Smithsonian Transcription Center USA 2014
Doing It Together Science DITOs Europe 2016
Notes from Nature Worldwide
Fraxinus Worldwide 2013
Cochrane Crowd Worldwide 2016
Plankton Project Worldwide 2013
Foldit Worldwide 2008
SETI@home Worldwide 1999
Socientize Worldwide 2012
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Abstract: OpenStreetMap (OSM) is currently the largest openly licensed collection of geospatial
data, widely used in many projects as an alternative to or integrated with authoritative data. One of
the main criticisms against this dataset is that, being a collaborative product created mainly by
citizens without formal qualifications, its quality has not been assessed and therefore its usage can be
questioned for some applications. This paper provides a map matching method to check the spatial
accuracy of the building footprint layer, based on a comparison with a reference dataset. Moreover,
from the map matching and a similarity check, buildings can be detected and therefore an index of
completeness can also be computed. This process has been applied in Lombardy, a region in Northern
Italy, covering an area of 23,900 km2 and comprising respectively about 1 million buildings in OSM
and 2.8 million buildings in the authoritative dataset. The results of the comparison show that the
positional accuracy of the OSM buildings is at least compatible with the quality of the reference dataset
at the scale of 1:5000 since the average deviation, with respect to the authoritative map, is below the
expected tolerance of 3 m. The analysis of completeness, given in terms of the number of buildings
appearing in the authoritative dataset and not present in OSM, shows an average percentage in the
whole region equal to 57%. However, worth noting that the opposite, namely the number of buildings
in OSM and not in the reference dataset, is not zero, but corresponds to 9%. The OSM building
map can therefore be considered to be a valid base map for direct use (territorial frameworks, map
navigation, urban analysis, etc.) and for derived use (background for the production of thematic
maps) in all those cases where an accuracy corresponding to 1:5000 is required. Moreover it could be
used for integrating the authoritative map at this scale (or smaller) where it is not complete and a
rigorous quality certification in terms of metric precision is not required.

Keywords: GIS; digital cartography; algorithms; spatial accuracy; analysis; OpenStreetMap

1. Introduction

OpenStreetMap (OSM) [1] is currently the largest collaborative and openly licensed collection of
geospatial data, widely used in many projects as an alternative to or integrated with authoritative data.
OSM was founded in 2004 by Steve Coast as one of the first widespread efforts to provide a mapping
platform for volunteered data capture [2]. It started as a mapping exercise for the United Kingdom but
it spread quickly to the entire world. Coast’s idea was simple: combining worldwide local geographic
data collected by a large number of widespread people who have local knowledge, makes it possible
to build a geodatabase of the world [3].

In line with its collaborative mission, OSM data are available under the Open Database License [4].
Maps from OSM have a Creative Commons Attribution-ShareAlike 2.0 license (CC BY-SA) [5]. This
license allows everybody to use, distribute, transmit and adapt the data, as long as OSM and its
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contributors are credited. The license is viral: anyone who alters or builds upon OSM data must
distribute the result only under the same license.

Currently, there are almost 4.5 million registered OSM members [6], more than 1 million
contributors [7], and the impressive geospatial dataset is supported by software systems and
applications, tools and web-based information stores such as wikis [3].

Many authors and commentators have concerned about the rapid and sustained success of
OSM. One factor is certainly Web 2.0 [8], which makes it to develop large scale collaborative projects
easier where hundreds or thousands of people are able to contribute simultaneously. A second factor
is the availability of low-cost, high-quality, and high-accuracy positioning systems as standalone
dedicated GPS units or embedded in portable devices such as smartphones. A third factor is related
to the rising of so-called citizen science, i.e., scientific activities in which non-professional scientists
volunteer to participate in data collection, analysis, and dissemination of a scientific project [9].
The volunteer practice and the outcome of the activities of OSM contributors, which are part of what
is called volunteered geographic information (VGI) [10], can also be considered to be a component
of “geographic” citizen science [9], both because of the scientific tools the volunteers make use of
(remotely sensed images, GPS receivers, and map editing software) and the final collaborative aim
they share, which is, mapping the Earth.

In turn, the phenomenon of citizen science can be seen as part of the new attitude towards more
general open access, as well as collaborative and sharing approaches to information resources, which
was named collective intelligence [11]. On the one side, this results in the willingness of citizens to
participate in the knowledge production of the world; on the other side, these collaborative projects,
of which OSM can be considered to be one of the most relevant examples, are inclusive and welcome
anyone to take part in as a contributor, proposing a role and activities to everybody: beginners, expert
level geographers, or software developers.

While the low level for entering and contributing has been one of the keys to the success of the
initiative, the counterpoint is that, following a survey made by Budhathoki and Haythornthwaite [12],
only 25% of the participants have “professional GIS experience” and therefore we are expecting a
lower quality of the database compared with other sources, like data of national, regional and local
mapping agencies as well as that produced by professionals and companies.

Some web tools are provided for mitigating and reducing errors. Examples related to geometry
or topology are: the OSM Map Compare tool [13], which allows visual comparison of OSM map layers
with other popular mapping systems such as Google maps [14], Bing maps [15], HERE maps [16], ESRI
maps [17], etc.; Ma Visionneuse [18], which allows OSM to be compared with IGN (French National
Institute of Geographic and Forest Information) France layers, amongst others; OSM Inspector [19],
which shows potential errors like long segments in polygons and polylines, called “ways” in OSM,
self-intersecting ways, polygons, or polylines which are represented by only one point, called “nodes”
in OSM, and polygons or polylines containing duplicate nodes (for details about the topological model
of OSM, see the following sections).

A useful application, named Taginfo [20] helps to check the tags and therefore the thematic
quality. JOSM Validator [21] is a core feature of one of the most advanced editing tools of OSM.
It checks and fixes a wide variety of problems, including topological errors, unclosed polygons and
overlapping areas.

Osmose [22] and Keep Right [23] highlight errors in geometry/topology, tags, attribution, and
other general OSM errors. MapRoulette [24] is a gamified application to fix errors in OSM. Each
challenge proposes a set of tasks, which vary in difficulty, allowing contributors to choose the types of
errors they feel more confident about fixing. DeepOSM [25] trains a neural network with OSM tags and
aerial imagery, allowing the prediction of mis-registered roads in OSM. The Grass&Green project [26]
is meant to correct tagging or classification of land use features involving grass or green areas.

Despite this huge number of applications for alleviating or correcting errors, some inaccuracies
still remain and assessing the quality of the OSM spatial database is an issue on the agenda.
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The ISO/TC 211 (technical committee) of the International Organization for Standardization (ISO)
defines geographic information quality as the totality of characteristics of a product that bear on its
ability to satisfy stated and implied needs. The quality measures that are considered for assessing
VGI [27] are in general the most significant of the ISO 19157: 2013 Geographic Information—Data
quality [28]: positional, thematic and temporal accuracy, completeness and consistency, even if there is
still lack of formal standards for OSM.

“Accuracy” refers to the degree of closeness between a measurement of a quantity and the value
which is accepted as true for that quantity. “Completeness” is assessed with respect to features,
attributes, and model [29]. It can be evaluated in terms of commission errors, i.e., excess of data, and
omission errors, i.e., absence of data. “Consistency” evaluates the coherence in the data structures;
the errors resulting from the lack of it can be classified as referring to the conceptual model, domain,
format and topology.

The assessment of OSM is a hot research topic and the majority of scholars have been contributing
to this topic comparing the database against authoritative ones.

Hecht et al. [30], for instance, evaluated OSM building completeness in two regions of Germany
applying different methods. The results highlighted a low degree of completeness, which was better in
urban areas than rural areas, and also that the choice of method used for assessing the completeness
has a high effect on the estimated value. Fan et al. [31], in comparing the building OSM dataset with
the official one of Munich (Germany), found its high completeness over the city. However, with respect
to the positional accuracy, the result was not so good as an average offset of about 4m exists between
the two datasets. Conversely, they found that the footprints in the OSM dataset were highly similar to
those in the reference dataset in terms of shape, the main difference being in fewer details (i.e., fewer
points) in the polygons.

A different method, based on homologous point detection, was proposed by Brovelli et al. [32] on
the city of Milan. The results seemed promising and the authors, considering also that there is not a
consolidated and unique way for assessing spatial accuracy and completeness of the buildings dataset
of OSM, decided to propose a new method and to test it on a significant case study covering the Italian
region of Lombardy, which has an extent larger than the half of Switzerland and comprises both rural
and highly populated urban areas. Moreover, as map matching approaches are more challenging in
dense urban areas, where buildings are located close to each other and similar in shape and size [33],
the authors also analyzed the outcomes focusing on the capitals of the provinces of the region.

The proposed methodology is partially derived from previous work of Brovelli and Zamboni [34,35]
whose aim was authoritative map matching and warping. The method was based on the characteristics
of the compared maps, specifically the existence of well-defined and rigorous prescriptions for their
production. In this new approach, a different equality function was used because of the heterogeneity
of the methods (and related accuracies) used by volunteers in collecting data.

The outcome of the paper is twofold: firstly, the presentation of the approach, which even
though it still needs to be refined and compared to other methods, has good performance. Secondly,
the evaluation of the positional accuracy and completeness of a significant dataset; the result on 940,000
buildings in the OSM map and about 2.8 million buildings in the Lombardy Regional Topographical
Database (DBT) map shows that the quality of the OSM buildings is comparable to that of the regional
technical authoritative map at the scale of 1:5000 everywhere, even in dense urban areas.

The remainder of this paper is structured as follows: Section 2 gives an overview of research
related to this paper; Sections 3 and 4 respectively describe the method implemented for assessing the
spatial accuracy and the completeness; Section 5 presents the results of the test areas, and Section 6
summarizes the outcomes of the whole work and draws some activities for the future.

2. Related Work

As said, in recent years many researchers have been working on the assessment of OSM data.
While significant attention has been paid to OSM positional accuracy assessment and completeness,
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fewer authors have investigated semantic, temporal and thematic accuracy, and consistency [36] and
none, to the best of the authors’ knowledge, have assessed all the elements of data quality. As the
method presented in the paper allows the assessment of positional accuracy and feature completeness,
the analysis of the previous literature was mainly concentrated on these two aspects.

In the beginning, studies focused on the quality assessment of OSM road networks, which were
the primary subjects of the OSM survey. The first studies date back to 2009. In their works, Ather [37],
Haklay [38] and Koukoletsos et al. [39] assessed the positional accuracy of OSM streets in England
(in an area corresponding to about 100 square kilometers) by a visual comparison of a limited number
of roads with an authoritative dataset and a statistical approach based on a buffer technique developed
by Goodchild and Hunter [40]. Moreover the completeness of the dataset over all England was
estimated comparing the lengths of the roads in OSM with those of the Ordnance Survey vector
datasets (the official dataset used for the assessment). Kounadi [41] did a similar experiment in Athens,
where he considered around 300 roads and obtained results comparable to Hakley’s, i.e., an average
difference between OSM and official roads of about 6 m and an average overlap of nearly 80%.

Cipeluch et al. [42] visually analyzed roads of five case study cities and towns in Ireland, finding
slightly different results case by case, but highlighting that the OSM dataset merited attention if
compared with other data, like the imagery available in Google Maps and Bing Maps. Moreover,
they concluded that there is a need to develop metrics that allow the measurement of both accuracy
and coverage at neighbourhood, county, and country levels so that the quality of the dataset can
be quantified.

In the following years, other research studies were based on the buffer zone methodology [43–47].
The results are not homogeneous if we compare the different areas investigated. In Europe generally
the spatial accuracy and the completeness were good enough, while in South Africa for instance,
the dataset did not meet the accuracy requirements for the integration with the authoritative database.

Al-Bakri and Fairbairn [48] assessed OSM in areas of England and Iraq by comparing reference
survey data sets, and again the buffer method was used. They concluded that the integration of OSM
data for large scale mapping applications was not viable.

Helbich et al. [49], in a case study of a city in Germany, used bi-dimensional regression analysis to
evaluate the global geometries of the patterns and detected clusters of high and low precision by means
of local autocorrelation statistics. They found that the OSM areas of high accuracy were primarily
located in more populated parts of the city, leading to the conclusion that these areas were subject to
more frequent validation, with consequent correction of errors, than rural areas.

Antoniou assessed the positional accuracy by evaluating, from geometry and semantics,
the distance between corresponding intersections of the road network [50].

Girres and Touya [51] applied multiple methods to deal with the complexity of the analysis of the
data, like the Euclidean distance for point features; the average Euclidean distance for linear features;
the Hausdorff distance for linear features; and the surface distance, granularity, and compactness
for area features. In their work, a limited number of homologous features, i.e., features representing
the same object in the OSM and authoritative datasets, were selected and matched manually to
avoid errors related to automatic processes. Differences in position were then computed on each
pair of homologous objects. While the mean distance was acceptable, the standard deviation was
definitely larger than the reference accuracy used for official datasets, showing that there was a huge
heterogeneity in the quality of the data. Regarding completeness, they found that, using the number of
objects as an indicator, OSM was far from being complete (around 10%); the completeness improved,
however, when they considered the comparison between the total length/area of the objects, obtaining
an average value of around 40%. This result clearly showed that shorter/smaller objects are more
likely to be absent, reflecting the fact that volunteer contributors tend to map the most important
elements in the road network.

In 2013, Canavosio-Zuzelski et al. [52] proposed a rigorous photogrammetric approach based
on stereo imagery and a vector adjustment model for assessing the positional accuracy of several
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OSM city streets. Forghani and Delavar [53] analyzed the data of one central urban zone of Tehran
with a method combining different geometric elements—like road length, median center, minimum
bounding geometry and directional distribution—concluding that the quality of OSM roads can be
considered of medium level, mainly due to their heterogeneity. Brovelli et al. [54,55] introduced an
automatic procedure based on geometrical similarity and a grid-based approach for the evaluation of
road completeness and positional accuracy. The procedure was tested with good results on Paris, but
it is completely flexible and can be reused by anybody because it is available as open source modules
of the GIS GRASS [56].

The general comment about the assessment of OSM roads is that, even if many studies have been
done, a general automatic solution does not yet exist and therefore there is still room in this field for
investigating methods and developing new procedures.

Apart from the assessment of roads, in recent years researchers have also started assessing other
objects in the OSM database, such as building footprints. To investigate the suitability of OSM data for
the generation of 3D building models, Goetz and Zipf [57] provided a first quantitative analysis of
OSM completeness, simply comparing the number of buildings mapped in OSM and the total number
of buildings derived from the census data in Germany and showing that (in 2012) OSM covered
around 30% of the total buildings. Hecht et al. [30] proposed four different methods for assessing the
completeness with respect to the authoritative database: two respectively based on the comparison of
building numbers and building areas calculated for reference unit zones (unit-based methods); and
two respectively based on centroid and overlap for the detection of corresponding buildings in the two
datasets (object-based methods). Their results indicated that the unit-based comparisons are highly
sensitive to differences between the authoritative and the OSM data modeling, while object-based
methods are more sensitive to positional mismatches of the OSM buildings. Anyhow, based on the
analysis of many case studies, they concluded that object-based methods are preferable.

Fram et al. [58] assessed the quality of OSM buildings in different cities in the UK with the aim of
investigating the potential of OSM data in applications of risk management solutions, such as natural
catastrophe exposure models. The study was conducted applying the area unit-based method through
a comparison against the authoritative datasets, and showed that OSM building completeness is very
variable both within and between UK cities. Moreover, they tried to find a proxy variable for better
computing the OSM completeness but they were not able to arrive at a satisfactory result.

Fan et al. [31] evaluated the quality of OSM in terms of completeness, semantic accuracy, positional
accuracy, and shape accuracy by using building footprints of the official German dataset as reference
data. Limiting the results to the indicators of interest for this paper, completeness was based on the
area, identifying as corresponding objects those with an overlapping area that is larger than 30% of the
smaller area of the two objects in OSM and the authoritative data. When one building of OSM matched
only one building in the reference dataset (relation 1:1), the key points of the reference footprint were
extracted using the Douglas-Peucker algorithm [59]. Next, the minimum bounding rectangles (MBRs)
were calculated for the two polygons and their edges marked if they were located respectively on
the edges of the corresponding MBR (OSM or reference). Again, the OSM MBR was shifted to the
center of the reference MBR, in such a way that edges of these two MBRs could be matched if they
were located (almost) on the same place. Finally, the edges of the footprints were matched if they
were marked to the same edge of the MBRs. Regarding the positional accuracy, only buildings with a
1:1 relation were involved in the analysis and the accuracy was computed from the average distance
between corresponding points in the pair of footprints in the two data sets. Finally, they also proposed
computing the shape similarity between buildings, based on the turning function or tangent function
introduced by Arkin et al. [60] for measuring the similarity of two polygons.

Törnros et al. [61] assessed OSM building completeness by comparison with a reference dataset,
the official cadastre, and adopting the unit based method. However, they proposed a step forward
with the computation of uncertainties given in terms of true positives, i.e., reference building areas that
have been correctly mapped in OSM; false negatives, i.e., reference building areas not mapped in OSM;
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and false Positives, i.e., OSM building areas not mapped in the reference data set. Their conclusion
was that it is best to adopt the true positive rate (building areas overlapping in OSM and the reference
data) as a method for estimating the building completeness.

In the same year, Müller et al. [62], compared the OSM buildings with the authoritative ones
in Switzerland with a procedure based on the respective centroid distance and the comparison of
the shape signature based on the Arkin algorithm [60]. In more detail, the threshold of the centroid
distance for correspondent buildings in the two datasets was set to 20 meters and the average of the
turning function for matching buildings corresponded to around 1.25.

Finally, Brovelli et al. [32] assessed the completeness and the positional accuracy in Milan (Italy)
using, for the former, the area unit based approach with the computation of uncertainties already seen
in other studies, and, for the latter, a new method based on the automatic matching of the points of the
footprints. The work presented here is a step forward in the definition of this second approach, which
aims at contributing to the debate about positional accuracy and completeness of OSM, a debate that is
still open.

3. Methodology: Spatial Accuracy

The assessment of the spatial accuracy proposed in this paper is based on the evaluation of the
distance between points representing the same features in two different maps (or layers) depicting the
same area. The implemented algorithm works on vector layers considering the vertices of the map
features as a set of coordinates. In detecting the homologous entity (in our case the building footprint),
the algorithm emulates what a human operator would do: it compares the position, the shape and the
semantics of the features on the two maps.

Obviously, to find such a correspondence, the two maps must have more or less the same scale
and they must show more or less the same level of detail (LoD).

In cartography the scale is a well-defined concept (“ratio of the length of an object on the map
by the length of the same object on the ground”); conversely, LoD is a vague notion which can be
considered as the translation of map scale for use in geographic databases for which the scale is not
fixed [63].

Speaking about OpenStreetMap, it is a community project and few guidelines have been
established about the LoD in order to have rich datasets influenced by the diversity of the contributors.
This is a tricky issue because on the one hand, this represents the fullness of the geodataset (and also
one of the reasons for the success of the project); on the other hand, it can be a limitation because this
diversity affects the resulting data quality [64]. This heterogeneity leads to LoD inconsistencies, i.e.,
some very detailed features and some less detailed features may coexist on the map. Generally, the
people contributing to the map do not have a formal professional background as map-makers and do
not use the same surveying tools (the use of professional tools is not required). This is the main reason
for the diversified contributions, which can be very detailed or very poor, depending on the skill and
scrupulousness of contributors and on the method used for mapping.

Data are collected in heterogeneous ways: in the field, doing what is called armchair mapping
or as bulk import. In the first case, the OSM contributor walks around and records GPS points or
tracks; generally, low cost receivers are used in this operation. In the second case, data are traced
mainly by interpreting satellite imagery uploaded to the OSM platform or by integrating additional
single or small free and open datasets from websites. Therefore, we can assume that majority of this
data has more or less the same accuracy as the satellite images available for the area they refer to.
The last method, considered as a supplement to data collected by individual volunteers, consists of
importing free and open datasets, controlling the coherence with the existing data through a complex
merging process. This collection method is done by expert users and generally data are authoritative,
i.e., the LoD depends on the scale of the source dataset.

The heterogeneity of the collection affects the scale of the OSM geodatabase [65]. Moreover,
the LoD varies not only from one theme layer to another (e.g., the buildings are detected with different
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detail than the road edges), but also from one feature to another in the same theme [51]. Moreover,
it has been documented that the positional quality of features improves as more contributors add data
or modify a feature [38].

On the other hand, if we consider authoritative maps, they are generally produced by (or under
the control of) a national, regional or local mapping agency that conform to well-defined guidelines,
i.e., the LoD is homogeneous in the whole map.

The maps to be considered for assessing the OSM spatial accuracy must be the most accurate
possible, i.e., large scale maps at urban scale, 1:1000–1:2000 or, in the worst case, at regional scale
1:10,000. In the former case, the accuracy is such that we can consider our procedure as a validation.
In the latter case, it is more like a comparison, even if the authoritativeness of the map makes it suitable
as a reference.

Given that the map depicts similar details, we define homologous pairs as points that, considering
the scale of the map and the consequent cartographic error, are at the same location in both geo-datasets
and represent the same feature. An example can be the corner of a building or an isolated feature
represented by a point, which, as already mentioned, is modelled with a node in OSM.

In our method, we decided to deal with the building footprint layer, detecting the homologous
pairs representing the vertices of the buildings. At first glance, the problem seems to be trivial, but
many factors can affect the differences of two layers representing buildings of the same area: different
LoD, different update of the maps, errors, etc. If the building is a simple one, modelled as a rectangle in
both geodatabases, finding the homologues is trivial. However, if the shape of the building is complex,
with details of protruding parts such as terraces, balconies, stairs, etc.—the search becomes more
challenging, specifically in zones where there is a high density of buildings close to each other.

The visual and manual detection of these homologous pairs is easy, but it is time consuming,
especially if we are dealing with a big geodataset composed of millions of points. To avoid the
time-consuming manual search for these corresponding points and the possible human errors in their
detection, a strategy is needed to automate the procedure. The idea is to reproduce as much as possible
what operators do when they try to mentally overlay the two maps. The first step consists in visually
searching for the same features represented on the two different maps.

We can simplify this operation in three steps: the analysis of the position of the points that describe
the vertices of the features (position comparison), the analysis of the segments (edges) joining the
vertices and forming the polygon (shape comparison), and finally the content analysis, i.e., what the
polygon represents (semantic comparison). Starting from the conceptual model that every cartographic
entity is essentially defined by points (coordinates) and by the meaning of the points themselves
(semantic attributes), the simplest way to search the homologous points can be summarized as follows:
a point P1 on a map m1 is homologous to a point P2 on a map m2 if the two geographic shapes related
to the two points correspond in geometry and semantics.

Referring to the semantic aspect and focusing only on the building footprints, the check can be
easily done by extracting the layers corresponding to buildings from the two geodatabases. In the
case of OSM, the features tagged as buildings are taken into account; in the case of the authoritative
geodatabases, it depends on the conceptual schema and the adopted nomenclature. In the following,
we assume that this step has already been carried out and we refer to the description of the case study
presented in the next session for further details. Figure 1 shows an example of some homologous
points that can be manually detected in the same area of two different maps.
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Figure 1. Example of homologous points on two different maps.

Before starting the detecting operation, we perform a raw fitting of the two maps, consisting in an
affine transformation, done by applying a least square estimate on (at least) five visually and manually
selected points. In the case of a rectangular map, the best choice is to pick out four points at the corners
and the fifth in the center of the map.

The affine transformation is widely applied in map conflation, especially when the coordinate
systems of one or both of the datasets are unknown. In most cases, the coordinate systems of the maps
are known and it should be possible to directly overlap the two datasets without a pre-alignment.
Even if the affine transformation cannot decrease local deformations by applying the same geometric
correction homogeneously over the entire dataset, it is always preliminarily applied by the algorithm
in order to reduce any systematic misalignments eventually introduced by approximate geodetic
transformation methods often used in the common Geographic Information System (GIS). Moreover,
the pre-transformation allows the users to indistinctly apply the algorithm independently of the known
or unknown coordinate reference systems, thus making it a generalized approach.

The algorithm allows the user to choose the type of affine transformation depending on the type
of cartographic data taken into account:

- The general affine transformation, consisting of a roto-translation with anisotropic variation
of scale and skew (six parameters), can be used when there is no information on the reference
system of the map to be evaluated and/or the acquisition methods (e.g., digitization of scanned
paper maps) may have been homogeneously distorted the map altering the corners (e.g., altering
the scale only along the acquisition axis of the scanner);

- The conform transformation, consisting of a roto-translation with isotropic variation of scale (four
parameters), can be used when you want to be sure that the transformation does not change the
shape of the geometries (preserving the corners of the original map);

- The translation, consisting of a degeneration of the affine transformation in which only the two
shifts along the Cartesian axes are estimated (two parameters), can be used when the two maps
are not in the same reference system but these are known: it is therefore possible to apply a datum
transformation, usually implemented by the most common GIS. In these cases, the translation can
compensate for any slight misalignments due to the fact that in some cases these transformation
formulas are not rigorous but derived from approximate estimates.
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Finally, it is also possible to avoid the pre-alignment of the two maps when they are natively in
the same reference system or the user is certain that the transformation between datums has been
carried out with rigorous methods.

Depending on the choice of applying the affine transformation or not, the algorithm searches the
homologous points in an iterative process or in one step.

When the affine transformation is used, starting from the five points manually selected by the
user, an iterative process is executed where at each step the affine parameters are estimated and the set
of homologous points are determined. The whole procedure is repeated until the number of detected
points becomes stable (see Figure 2).

Figure 2. Homologous points detection algorithm.

When the transformation is not used, the set of homologous points are determined directly on the
original maps and the schema of the algorithm represented in Figure 2 is reduced to the process box
labeled with “Automatic search for homologous points”.

The “Automatic search for homologous points” algorithm can be summarized as follows: if
dist(P1(i),P2(k)) is the distance from the point P1(i) on map m1 to point P2(k) on map m2, for each P1(i)
(i = 1, . . . , N) on m1 we search for the point P2(k) on m2 which satisfies the condition of minimum
distance from P1(i). If P1(i) and P2(k) are “geometrically compatible” (as described in detail below),
P1(i) and P2(k) are set as homologous points.

The algorithm allows the choice of two different distances to measure the proximity of the
candidate homologous points: a geometric distance and a statistic one. The former is the standard
Euclidean distance while the latter is based on a Fisher test to establish if two candidate homologous
points are compatible with the transformation model [34].

From the coordinates of the candidate homologous points and from the deterministic and
stochastic model of the least squares approach used to estimate the transformation, we compute
a variate F0, which can be compared, with a fixed significance level α, with the critical value Fα of a
Fisher distribution of (2, n − m) degrees of freedom. The first degree of freedom (the value 2) expresses
the fact that we are considering a bi-dimensional problem. In the second degree of freedom, the number

44



ISPRS Int. J. Geo-Inf. 2018, 7, 289

of observations used in the least square estimate—i.e., the n coordinates of the n/2 homologous points,
and the m transformation parameters (6, 4, or 2, according to the chosen transformation) appear.

The test to accept the hypothesis H0: {P1 is homologous of P2} can be formulated as follow: if H0

is true then F0 must be smaller than Fα with probability (1 − α), otherwise H0 is false.
Without detailing the test, we notice that moreover, to guarantee the uniqueness of the associations,

for each point P1(i) on m1 and the N points P2(k) (k = 1, . . . , N) on m2 which satisfy the hypothesis H0,
we selected the pair with smallest F0.

The advantage of this approach, compared with the simple check of the standard geometric
distance, is having a probability index that expresses the precision and the correctness of each
homologous point association.

Beyond the distance, the “geometric compatibility” is based on the direction angles of the segments
starting from the points and the inner corner of the edges of the polygon measured along the perimeter
in a clockwise orientation.

Two points have an angle compatibility if both the direction angles of the common incoming
segments and the corner angles are similar within a certain tolerance, hereafter indicated as αTOL (see
Figure 3).

Figure 3. Examples of compatible/incompatible homologous points.

A step-by-step description of the algorithm with the use of the affine transformation can be
summarized as follows:

• manual selection of five homologous points on the two maps m1 and m2;
• application of an affine transformation estimated using coordinates of the previous five points;
• repeat

• for each point P1 on the map m1:

• search the point P2 on the map m2 which satisfies the following conditions:

• minimum distance from P1 to P2

• the direction angles of all the incoming segments from the point P1 are similar,
within a certain tolerance αTOL, to all the incoming segments from the point P2

• the inner corner of the edges P1 measured along the perimeter of the polygon in a
clockwise orientation is similar, within a certain tolerance αTOL, to the inner corner
of the edges P2

• if P2 exists, set P2 as the homologous point of P1
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• application of an affine transformation estimated using the new automatically detected
homologous points

• until the count of homologous points converges

A step-by-step description of the algorithm without the use of the affine transformation can be
summarized as follows:

• for each point P1 on the map m1:

• search the point P2 on the map m2 which satisfies the following conditions:

• minimum distance from P1 to P2

• the direction angles of all the incoming segments from the point P1 are similar, within a
certain tolerance αTOL, to all the incoming segments from the point P2

• the inner corner of the edges P1 measured along the perimeter of the polygon in a
clockwise orientation is similar, within a certain tolerance αTOL, to the inner corner of
the edges P2

• if P2 exists, set P2 as the homologous point of P1

It is important to underline that the map transformation is used by the algorithm exclusively
in the iterative search for the homologous pairs. The algorithm does not alter the coordinates of the
input data and therefore the coordinates of the homologous points exactly match the coordinates of
the original maps. In this way, the distance of the pairs can be used as a correct indicator for the
assessment of the spatial accuracy of the maps.

A possible problem, also found in the test case shown in the next section, consists in not being
able to find homologous points, in certain areas, due to the incompleteness of one or both maps. In fact,
there may be situations in which in some areas there are data in the former map but not in the latter
or vice versa. Generally, the reasons vary: maps may have been made or updated at different times
and therefore what they depict is not exactly the same due to the evolution of the territory; they may
depict different LoDs; or simply, and this is common enough in OpenStreetMap, some areas are less
mapped because of a lack of volunteers in those zones who decided to map them.

Obviously, this is a factor that we have to consider in our analysis. As we are using an automatic
detection of homologous pairs, some non-recognition of homologous points could be due to limitations
inherent in the adopted method. Others, like the one mentioned, are unavoidable and even the most
meticulous manual operator would not detect them.

4. Methodology: Completeness

For dealing with the incompleteness of the data, a parameter, distdata, was defined. This can
be calculated by comparing the number of detected points with the total number of vertices of all
the buildings on the two maps (therefore we have two values, corresponding respectively to the
former and latter map). Moreover, for dealing with the different levels of detail, to avoid considering
missing buildings, a corrective calculation was introduced which does not consider the vertices of
the buildings present in the first map that are not represented in the second one when counting the
potential homologous pairs (i.e., the total number of vertices of the buildings).

Finally, we defined that a vertex on the first map does not have potential homologous in the second
one (and must not be counted in the statistics) if there are no vertices in a significant neighborhood,
where the significant neighborhood depends on the parameter distdata. These points are called “isolated
points”.

The reasoning used for the completeness of the points can easily be extended to calculate the
completeness of buildings. In fact, if all the vertices of a building are classified as isolate, then the
building itself is considered isolated.
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The percentage of isolated buildings can therefore be used, in addition to the quality of the data,
to identify incomplete areas of a map (with respect to a more updated one) since the main and basic
information usually depicted in a base map corresponds to streets and buildings.

The other factor that we mentioned and that has to be considered is the possible different levels of
detail used to represent the same building on the two maps. According to the nominal scale of the maps
(if this element was taken into account in its production; this is generally true for the authoritative
maps) and to the different attention of the operators who digitized them, a building can be schematized
for instance as a simple rectangle in a map or as a complex detailed polygon in the other one.

In this case, the more detailed map will have more points, many of which will not have a
corresponding counterpart on the other map. These points, which we decided to call redundant
points”, should not be considered when counting potential homologous pairs, similarly to what we
did for the isolated points.

Another set of points we did not consider is composed of all the vertices that do not represent
significant variations in the shape of the buildings. These points are essentially intermediate vertices
positioned along the effective edges and describe the geometry of not perfectly straight lines or that
are used to model non-accentuated curves as a succession of segments with slight angular variations.

Also, in this case, the positioning and the number of these vertices depend on the subjectivity of
the digitizer and on the scale of representation of the map: therefore, it is advisable not to take them
into consideration. The parameter αtol, already defined to compute the angular compatibility of the
vertices, can be used to set the threshold under which not to consider an edge significant and therefore
disregard it in the search algorithm.

5. The Lombardy Region Case Study

5.1. The Regional Topographical Database (DBT)

The methodology discussed in the previous section was applied to Lombardy, which is one of
the northern regions of Italy, with an extent of about 23,900 km2, a population of about 10 million
and a population density of 420 people per km2. This area was chosen because of its high level of
urbanization and because of the availability of a good authoritative map to be used for checking the
quality of the OpenStreetMap data. The official vector base map of the Lombardy region is named
Regional Topographical Database (DBT). The DBT is the digital reference base for all planning tools
made both by local authorities and the region, as defined in article 3 of the Regional Law 12/2005
for the Government of the Territory. It is a geographic database comprising various digital territorial
information layers that represent and describe the topographic objects of the territory. Its main contents
are: buildings, roads, railways, bridges, viaducts, tunnels, natural and artificial watercourses, lakes,
dams, hydraulic works, electricity networks, waterfalls, altimetric information (contour lines and
elevation points), quarries and landfills, plant covers, etc. Each object consists of a cartographic feature
and an alphanumeric table, to which any other descriptive information is added according to the
thematic layer: use and state of conservation of the building (residential, industrial, commercial, etc.),
type of road surface (asphalted, starred, composite pavement, etc.), type of vegetation (divided into
forests, pastures, agricultural crops, urban green, areas without vegetation), etc.

The survey scale is very detailed for urban areas (1:1000–1:2000) and at medium-scale for
extra-urban areas (1:5000–1:10,000).

The DBT is carried out in collaboration with local authorities to have a unitary and homogeneous
cartographic reference for all municipalities, provinces, the Lombardy region, other authorities and
professionals. It is the main cartographic data used to build a regional Territorial Information System
(SIT) in which all the thematic data and the plans of the various authorities converge. The DBT
is the appropriate basis for municipal urban planning and other land planning tools. Moreover,
it is the reference for all cartographic elaborations for anyone who wants to present a project to a
public administration.
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The technical specifications of the DBT are defined in official documents where the geometric
accuracy is also prescribed. The standard deviation σ used as reference to define the accuracy of the
map is defined for each cartographic scale. The tolerance for each DBT scale is defined equal to 2σ.
The distribution of the residuals (the difference between the coordinate of the points stored in the DBT
and their real coordinates, measured on randomly extracted samples) is always considered a normal
one and therefore, in the quality control phase, only 5% of the absolute values of the differences can be
higher than the tolerances. To further guarantee the quality of the data, the technical specifications
prescribe that the residuals must in no case exceed twice this value; the maximum acceptable difference,
in an absolute value, is therefore equal to 4σ.

Regarding the planimetric content of the DBT, the standard deviation for the various scales is as
follows: for the scale 1:1000 σ = 0.30 m; for the scale 1:2000 σ = 0.60 m; for the scale 1:5000 σ = 1.50 m;
and for the scale 1:10,000 σ = 3.00 m.

Similarly to the planimetric content, the altimetric accuracy is also prescribed. The standard
deviation for the various scales is as follows: for the scale 1: 1000 σ = 0.30 m; for the scale 1:2000
σ = 0.40 m; for the scale 1:5000 σ = 1.00 m; and for the scale 1: 10,000 σ = 2.00 m.

Since, in the OSM, the altimetric information is not defined for buildings, in our tests the altimetric
quality was assessed.

5.2. Zonal Positional Accuracies

The whole area of the Lombardy region was considered for the comparison of the OSM buildings
with the homologous DBT building layer and, in the first instance, the whole area was divided into
squares using a regular grid of 7 × 7 cells (see Figure 4). Splitting the region into cells was a result
of the very large amount of data to be analyzed (as an order of magnitude, millions of buildings are
involved). It is a common solution of breaking down a problem into more sub-problems of the same
type, until these become simple enough to be directly solved [66]. The selection of the cell size was
made based on two aspects: the type of possible misalignment of the two maps and the available
hardware resources. When maps have a homogeneous misalignment, the cells can be wider than in the
case of different localized misalignments, where a limited number of cells is preferred since the affine
transformation is able to locally compensate for these deformations. Regarding the hardware resources,
with smaller cells the computational performance is better (both in terms of required computation time
and memory). A preliminary analysis of a sample dataset was performed and the optimal size of the cell
was set to about 1000 km2. Considering the total area of the case study, the minimum cell number of a
regular grid that contains the whole region is equal to 49 (7 × 7). The irregular shape of the region leaves
11 cells without data. Hence the following results will refer to a sub-dataset of 38 cells instead of 49.

Since both the DBT and the OSM are dynamic maps constantly updated in a non-homogeneous
way, it is not possible to define a unique date of realization of the whole dataset. It is therefore difficult
to have a time alignment of the two maps since it would be necessary to compare the update dates
zone by zone. Anyhow, in order to have a “time stamp” of the data used in the following tests, both
maps were downloaded from the official repository at the same time (August 2017).

The parameters for the homologous points search algorithm were set according to the DBT
accuracy. The maximum distance within which to search for a homologous point was set to 4σ,
corresponding to the maximum acceptable tolerance of the DBT.
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Figure 4. (a) The regular grid used to analyze the Lombardy region delimited by red line; (b) one
example of the OSM map (up) and the DBT map (bottom) of the same place.

Since the DBT Lombardy region is a mosaic of different local DBT at different scales (usually 1:1000
for historical centers of the city, 1:2000 for dense urbanized area, 1:5000 for peripheral sparse urbanized
area and 1:10,000 for non-urbanized areas), the least restrictive tolerance among the urbanized areas
was considered (σ = 1.50 m). The maximum distance was therefore set to 6.0 m.

Based on the same reasoning, the maximum distance used to consider a building to be isolated
(isolated = without a corresponding homologous building on the other map), was set to twice the
maximum tolerance and therefore set to 12.0 m.

Since only buildings were taken into account as geometric entities, the edges can define the shapes
usually have corners of about 90 degrees and, more generally, greater than 45 degrees. With such a
wide margin, it is therefore reasonable to not consider any data with vertices corresponding to angles
of less than 10 degrees.

In the DBT, the building is defined as the whole of the volumetric unit that forms a body with a
single building type; it may have several categories of use, it has a given state of conservation and it
may have underground portions. Several alphanumeric attributes are available to describe it in detail.
The main data are the building type (attribute: EDIFC_TY; values: generic house, terraced house,
sports building, skyscraper, shed, monumental building, castle, etc.), the use (attribute EDIFC_USO;
values: administrative, residential, public service, transportation services, commercial, industrial, etc.),
and the state of conservation (attribute: EDIFC_STAT; values: in use, under construction, disused, etc.).

In order to make a direct comparison with the OSM buildings, only the geometries of the DBT
buildings are taken into account, i.e., those being compatible with the OSM building model.

OpenStreetMap features are provided according to a topological data model [67]. The nodes
describe points in the space by their latitude, longitude, and their identifier. The ways, which describe
links, consisting of an identifier and an ordered list of between 2 and 2000 nodes. Relations allow
the description of relationships between elements (which can be nodes, ways, and other relations).
A feature is based on one of those three elements. Furthermore, it consists of a list of pairs (a key and a
value) of called tags. Even if in principle arbitrary keys and values can be added to features, the OSM
community agrees on certain key-value combinations for the most commonly used tags.

In the “standard” OSM model, buildings are features that have a tag with the key “building” [67].
The value of the tag may describe the type of accommodation (e.g., “apartments”), of commercial use
(e.g., “warehouse”), of religious use (e.g., “cathedral”), or of civic/amenity use (e.g., “train station”),
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even if the most basic one is simply: “building = yes”. For about 82% of all buildings [20], the value
of the tag is purely “yes”. For our purpose, we considered all typologies. There are currently about
282 million buildings in the OSM dataset [67], about 940 thousand in the Lombardy region. These
buildings were used in our checking, subdividing them according to the grid we used for the DBT.

As explained in the previous theoretical section, the algorithm allows us to choose whether to
apply a pre-alignment of the maps with an affine transformation (using an iterative approach) or to
proceed directly to the search of the homologous points in one step.

In the following tests, all the solutions were investigated in order to analyze the differences, both
in terms of homologous points found and in terms of reported statistical accuracy.

We expect that as a result of increasing the number of parameters of the transformation from 0
parameters (no transformation) up to six parameters (general affine transformation), the alignment of
the two maps improves and therefore the number of homologous points, detected by the algorithm,
increases. The greater the initial misalignment of the two maps, the greater the increase will be.
Conversely, if the two maps are already well aligned, the number of homologous points is stable when
the transformation changes.

Regardless of the number of points, if the accuracy of the OSM map is substantially homogeneous
on the examined territory, the statistics on the distance between the homologous pairs should not
change significantly. In fact it is important to remember that the transformation of the map is used
exclusively in the iterative search process of the homologous pairs. At the end of the process the
statistics on the distance of the pairs are calculated on the coordinates of the original maps (otherwise
the results would no longer represent the accuracy of the original OSM map but the accuracy of the
geometrically altered OSM).

The results for each cell obtained with no transformation in the search process are shown in
Figure 5, while the results obtained using the general affine transformation in the search process are
shown in Figure 6. Specifically, for each cell in Figures 5a and 6a, the number and percentage of
homologous points detected by the algorithm are reported, while Figures 5b and 6b show the mean
(M) and the standard deviation (S) of the distance of the points in the two maps. To get an indication
of the correction to the statistics due to the highest number of homologous points detected using
the affine transformation, the average differences are about 0.02 m for the mean and 0.03 m for the
standard deviation. The results confirm that, in our case, the two datasets were already aligned since
the pre-alignment does not introduce significant improvements on the number of points detected. We
know that this is not true in general; for instance, in case of Munich an offset of about four meters on
average in terms of positional accuracy was found [31]. Anyhow, the purpose of the proposed method
was to be general and to allow global transformation for alleviating possible misalignments, which
makes the automatic search of homologous pairs more difficult.

The percentages of homologous points detected with respect to the total potentially usable points
(below indicated with P) can theoretically be computed both in the OSM map (POSM) and in the DBT
map (PDBT). By calculating these two values, it emerged that POSM was always significantly greater
than PDBT and it can be explained taking into consideration the redundant points. In the OSM map,
the buildings are less detailed than in the DBT map and therefore there are more vertices in the DBT
map that do not have a corresponding point in the OSM map. These points cannot be used by the
algorithm and the result of the ratio between the number of homologous points detected and the total
number of the points in the map inevitably decreases.
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Figure 5. Homologous points detected without transformation in the search process. (a) Number
and percentage of detected points with respect to the total number of OSM points; (b) mean (M) and
standard deviation (S) in meters of the distance of the homologous points.

Figure 6. Homologous points detected using the general affine transformation in the search process.
(a) Number and percentage of detected points with respect to the total number of OSM points; (b) Mean
(M) and standard deviation (S) in meters of the distance of the homologous points.

For these reasons the value POSM, referred to the less detailed map, can be considered a
reliability/quality index of the statistics reported in the figure as it represents the correct percentage of
used data compared to potentially usable data.

The final results of the whole Lombardy region obtained, considering all the homologous points
detected in each cell and differentiated by the type of transformation used in the search process, are
reported in Table 1. With respect to the previous statistics, the percentiles are also reported in order to
have more information about the compatibility of the maps.
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Table 1. Points distance statistics for the whole Lombardy region.

Transformation
Number
of Points

M (m) S (m)
Percentile (m)

20% 40% 60% 80% 85% 90% 95% 100%

None 3,790,003 1.460 1.346 0.020 0.863 1.555 2.500 2.867 3.377 4.197 6.000
Translation 3,797,752 1.475 1.369 0.020 0.868 1.564 2.518 2.891 3.409 4.250 7.312
Conform 3,799,273 1.478 1.374 0.020 0.870 1.565 2.522 2.895 3.416 4.260 7.729

General Affine 3,800,380 1.480 1.378 0.020 0.870 1.567 2.525 2.899 3.421 4.269 9.533

Also in this case, the statistics confirm the expected results, since the number of homologous points
varies only 0.3% from the use without transformation to the use of the general affine transformation
and the mean and standard deviation are almost unchanged.

The important result to underline is that the positional accuracy of the OSM buildings of the
analyzed area, statistically speaking, is at least compatible with the quality of a Regional Topographical
Database at the scale of 1:5000, with an average deviation (with respect to the certificated points of the
DBT) below the expected tolerance 2σ = 3.0 m.

Furthermore, analyzing the individual results in detail, we found a higher quality for some areas
with respect to the average quality of the whole dataset. In particular, the cells 17, 29, 38, 39, 41, 42,
and 48 have an average deviation in the distance between homologous points of less than 1.0 m and
are therefore even compatible with a DBT at the scale of 1:2000 (the average deviation is respectively
equal to 1.2, 0.8, 1.1, 1.2, 1.2, 0.2, and 0.1 m).

Through a visual analysis of the data, it was possible to find that in these cells different
buildings of the OSM map were exactly identical to the homologous buildings represented in the
DBT map. For these portions of territory the OSM mappers have most probably preferred to directly
import (bulk importing) buildings from the DBT database, which is published with an open license,
rather than digitizing them from scratch using other reference sources. The equality of buildings
introduces distances exactly equal to 0.0 m between the homologous points and the statistics improved
significantly in these areas.

Specific studies focused on methods for identifying bulk imports exist [68,69]. For our purposes,
that was to inspect the massive import of several buildings directly from another source (i.e., the DBT
map), it was however sufficient to exploit the OSM changeset information.

A changeset consists of a group of changes made by a single user over a short period of time. One
changeset may for example include the additions of new elements to OSM, the addition of new tags to
existing elements, changes to tag values of elements, deletion of tags, and also deletion of elements [70].
Changesets can be directly accessed using the following URL schema: https://www.openstreetmap.
org/changeset/\T1\textless{}Changesetnumber\T1\textgreater{}. Another option is to use the query
feature and select a feature which shows the feature details and the last changeset for it.

By analyzing this information cell by cell for a sample of identical buildings results in the two
maps, it was possible to note that the OSM buildings were loaded with the same changeset in a very
short period of time (in a few seconds) and therefore using an automated bulk import procedure.

However, this information was not sufficient to confirm that the source of the imported data was
exactly the same as the DBT map. In order to verify this and to quantify for each cell the number of
identical buildings present in both maps, a specific comparison procedure was carried out: we decided
to consider two buildings to be identical if all the vertices have a distance less than a threshold of
0.1 m. In Figure 7a, the spatial distribution of the OSM buildings identical to the DBT buildings are
reported and in Figure 7b the percentage values with respect to the total OSM buildings in each cell
are reported.
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Figure 7. (a) OSM buildings identical to the DBT buildings; (b) percentage of identical buildings in
each cell with respect to the total number of OSM buildings.

The percentage of identical buildings for cells 17, 29, 38, 39, 41, 42, and 48 analytically confirms
the previous hypothesis about the improved statistics in these areas.

5.3. Positional Accuracies on the Province Capitals

To confirm the results about the accuracy of the OSM map, another analysis was carried out
by using a different approach in the subdivision of the dataset. Instead of splitting the region using
an abstract geometric criterion in which each regular cell contains a significantly heterogeneous
territory (highly urbanized areas, expanses of agricultural areas, inhabited mountainous areas, etc.),
administrative boundaries were considered and the provincial capitals were analyzed for detecting the
positional quality of OSM in these cities.

In Figure 8, the analyzed areas are reported together with a table containing the number of
homologous points and the relative statistics for each city. In the table, the percentages of identical
buildings measured in the two maps are also reported, and the high values found in cities of Lecco,
Lodi and Pavia explain the high precision of the OSM and DBT map alignment for these three cities.

As a general comment, these results confirm those obtained in the previous test and allow us to
compare the quality of the OSM map to that of a DBT map at scale 1:5000.

It is finally worth underlining that the OSM map is not fully compliant with the metric
requirements of a DBT map since it is not guaranteed that 95% of the points have a tolerance lower
than 2σ. The different acquisition techniques of OSM and DBT have however to be considered in
order understand the origin of some errors and to give a correct interpretation of the results. In the
case of the DBT, for example, the perimeter of the building on the ground is outlined in the worst
cases by using stereoscopic images and in the best cases by a field topographic survey; conversely,
in OSM orthophotos (often with roofs partially hiding the perimeter of the buildings on the ground)
are used. DBT is a product of professionals; conversely, OSM is contributed by citizens. If we consider
the value for money, OSM can be considered to be a good product for integrating into authoritative
data, especially in zones where DBT lacks information.
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Figure 8. (a) Provincial capitals of the Lombardy region; (b) homologous points statistics for each
capitals.

5.4. Completeness

With respect to this completeness, our procedure can also be useful for evaluating the relative
local and global territorial coverage of the two maps. In Figure 9, two examples of incomplete areas
are shown. On the left, an area (labeled with the letter “A”) is shown where the buildings are only
present in the DBT map; on the right, another area (labeled with the letter “B”) is shown where the
buildings are only present in the OSM map. The results of the detection of isolated buildings on both
maps are shown in Figure 10.

Figure 9. (a) Buildings only depicted in the DBT map; (b) buildings only depicted in the OSM map.
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Figure 10. (a) Percentages of OSM buildings without a corresponding DBT building; (b) percentages of
DBT buildings without a corresponding OSM building.

The percentages of buildings in the OSM maps without a corresponding building on the DBT
map are shown on the left, while the percentage of buildings in the DBT map without a corresponding
building on the DBT map are shown on the right.

The analysis of completeness, given in terms of the count of buildings appearing in the
authoritative dataset but that are not present in OSM, shows an average percentage in the whole region
equal to 57%. Conversely, the count of buildings appearing in the OSM map that are not present in
the authoritative dataset, shows an average percentage in the whole region equal to 9%. These results
highlight that the DBT map is more complete than the OSM map, but that there is still a part of DBT
area not yet mapped, or that does not contain updates already present in the OSM map. It is important
to highlight that, as previously explained, the two maps are updated asynchronously and at irregular
intervals and with this proposed method, it is not automatically possible to distinguish incompleteness
due to non-mapping from incompleteness due to non-updating.

Finally, it must be taken into account that in the very low-urbanized areas and in the boundary
cells, the completeness percentages are statistically less significant because the amount of data is much
lower than in the other cells. This is also one of the reasons for the variability in the local results.

5.5. Performance of the Assessment of Spatial Accuracy and Completeness

Due to the huge number of homologous points detected by the automatic search algorithm (about
3.8 million homologous points), both a systematic and a statistical validation of the results using a
manual approach are impracticable. Even if the geometric controls used by the algorithm can already
be considered to be a good guarantee of the correctness of the results, an automatic validation system is
currently being studied in order to provide a tool to cross-validate the accuracy and the completeness
of the assessment.

In the meantime, a first manual check of the results was applied by analyzing 30 randomly
selected buildings (adding up to a total of 30 buildings × 38 cells = 1140 buildings) for each cell and by
visually verifying for each of them the correctness and completeness of the homologous points. In the
same way, the method used to compute the completeness of the maps was also verified, selecting 30
buildings for each cell automatically highlighted by the algorithm as “isolated” in the OSM map and
30 buildings automatically highlighted by the algorithm as “isolated” in the DBT map. The results
of the manual check are reported in Table 2. “Wrong points” is the number of homologous points
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incorrectly identified by the algorithm (correctness index), while the “missing points” is the number of
homologous points not detected by the algorithm but that a human operator would have identified
(completeness index). For checking the completeness of the maps, both the numbers of buildings
classified by the algorithm only in the OSM map and only in the DBT map that was checked are
reported, as well as the total number of wrong classifications. The small percentages found for the
errors prove that the method is reliable.

Table 2. Validation of the assessment of spatial accuracy and completeness.

Homologous Points Check Completeness Maps Check

Number of
buildings

Homologous
points

Wrong
points

Missing
points

Number of
building

Only in
OSM

Only in
DBT

Wrong
classification

1140 5347 172 (3%) 269 (5%) 1140 570 570 0 (0%)

6. Conclusions

For several years, the base topographic maps have been used exclusively by administrative and
governmental authorities and copyright protection was often justified by the high costs incurred for
the creation and updating of the contents.

The advent of both VGI and the open-source philosophy has significantly contributed to the
spread of a new type of geographic data, built with the voluntary contribution of the people and
accessible for free without special licensing restrictions (e.g., ODbL [4] and CC BY-SA [5] license used
by OSM).

For the official maps, there are well-defined production and updating techniques and this
guarantees that the data has rigorous metric precision. For the data contributed by citizens and,
in this specific case, for the OSM map, one of the problems still open is the control of its positional
accuracy. This paper presents a possible external check, based on the comparison with certified
authoritative data.

Test cases were carried out comparing the Topographic Data Base buildings of the Lombardy
region with the OSM buildings, and some detailed statistics with respect to the assessment of spatial
accuracy of the data were reported.

The work exploits an automatic search algorithm of homologous pairs between two different
maps that allows us to significantly increase the volumes of compared data; this approach avoids
human subjectivity in the selection of the features to compare and increases the data redundancy in
the statistical estimation with respect to the limited number of control points that can (realistically) be
manually checked.

Although the work requires further study and refinements, the first overall result on more than
3 million homologous points and about 940 thousand buildings in the OSM map and about 2.8 million
buildings in the DBT map, allows us to say that the quality of the OSM buildings is comparable to that
of the regional technical authoritative map at the scale of 1:5000. The OSM building map can therefore
be considered to be a valid base map for both direct use (territorial frameworks, map navigation,
urban analysis, etc.) and for derived use (background for the production of thematic maps) in all
those cases in which a precision of 1:5000 is required. Moreover, it can be used for integration with the
authoritative map at this scale (or greater) where it is not complete and rigorous quality certification in
terms of metric precision is not required.

An improvement already planned for future work aims at solving a specific issue that the
algorithm is not yet able to solve automatically. Since the two maps have inherent (and unavoidable)
differences in their data creation and updating procedures for their features/buildings, the proposed
methodology could incorrectly match already demolished buildings with new buildings roughly
built at the same location. In order to avoid this false matching, a more sophisticated check must be
introduced, taking into account not only the point compatibility, but also the compatibility of the whole
building. However, it is important to highlight how these possible commission errors, at least for the
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examined case, will not affect the results presented in this paper. In fact, we automated the analysis
of 2.8 million buildings and computed the statistics on 3.8 million homologous points, while in the
Lombardy region, considering as an example the period of five years 2011–2015 [71], when about 21,000
buildings (both residential and non-residential) were built or expanded. As this value corresponds
only to 0.8% of all buildings in Lombardy, even if all the vertices of these buildings were incorrectly
classified by the algorithm as homologous points, the statistics would not be significantly changed.
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Abstract: Simple consensus methods are often used in crowdsourcing studies to label cases when
data are provided by multiple contributors. A basic majority vote rule is often used. This approach
weights the contributions from each contributor equally but the contributors may vary in the accuracy
with which they can label cases. Here, the potential to increase the accuracy of crowdsourced data
on land cover identified from satellite remote sensor images through the use of weighted voting
strategies is explored. Critically, the information used to weight contributions based on the accuracy
with which a contributor labels cases of a class and the relative abundance of class are inferred entirely
from the contributed data only via a latent class analysis. The results show that consensus approaches
do yield a classification that is more accurate than that achieved by any individual contributor.
Here, the most accurate individual could classify the data with an accuracy of 73.91% while a basic
consensus label derived from the data provided by all seven volunteers contributing data was 76.58%.
More importantly, the results show that weighting contributions can lead to a statistically significant
increase in the overall accuracy to 80.60% by ignoring the contributions from the volunteer adjudged
to be the least accurate in labelling.

Keywords: crowdsourcing; volunteered geographic information (VGI); ensemble; classification
accuracy; latent class analysis

1. Introduction

Members of the general public have for centuries made substantial contributions to science.
The inputs range greatly and include the observations of environmental features by an individual
and the processing of vast datasets by teams of citizens working in parallel in subjects ranging from
astronomy to zoology. Technological developments such as the internet have greatly facilitated the
recent strong rise in citizen science activity [1]. Additional technological advances, such as those that
have allowed inexpensive and location-aware devices to become commonplace, have been associated
with a substantial increase in citizen science activity within geography for which spatial data sets
are important. This type of activity has been described in a variety of ways including neogeography,
volunteered geographic information, user-generated content, and crowdsourcing [2]. The latter term
will be used in this article. Crowdsourcing has become a popular means of acquiring geographic
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information. Indeed, the rise of the citizen sensor and growth of volunteered geographic information
has revolutionised aspects of contemporary geoinformatics and mapping [3–6]. The power of the
crowd has been harnessed in a wide range of mapping applications such as building damage mapping
to aid post-disaster humanitarian aid [7,8] through scientific studies of the Earth [9] to the provision
of complete open mapping at local to global scales such as OpenStreetMap [10]. Crowdsourcing has
greatly changed mapping practice and also allows information that was otherwise impossible or at
least impractical to obtain by other means to be acquired. One growth area in geoinformatics has been
crowdsourcing as a source of ground reference data on land cover to inform analyses of satellite remote
sensing imagery [11]. This is an important and growing application area, with citizens having the
potential to provide the ground reference data that are needed to fully exploit the potential of remote
sensing as a source of information on land cover.

A major problem with the volunteered geographic information (VGI) on land cover provided
by the citizen community is that it can be of variable and typically unknown quality, resulting in
concern over data accuracy and fitness for purpose [12–15]. The volunteers providing the data may,
for example, vary greatly in their skill and ability to provide accurate class labels. Some contributors
may simply be enthusiastic but unskilled while others, and quite commonly so [16], may actually have
considerable relevant expertise [17,18]. Nonetheless, the power of the crowd is such that its combined
wisdom helps generate a final high quality crowdsourced product.

The collective view of the crowd can be obtained in a variety of ways. Commonly, a simple
democratic voting procedure is used to bring together the individual inputs from the volunteers and
determine a single crowdsourced view. As such, it is common to find that a consensus or ensemble
approach to labelling is used with crowdsourced data [14,15]. In these approaches, the contributions
from each volunteer are often equally weighted. While ensemble approaches often appear to work
well there are still concerns on the variation in quality of data acquired by citizens [19]. This is
apparent in relation to performance relative to other citizens, but also within an individual’s own set
of contributions as performance might vary within given task. For example, in labelling-based tasks,
a volunteer may be able to accurately label a sub-set of the classes but not the rest and so contribute
quite differently to another volunteer with a different skill-set. A common concern is that a basic
ensemble approach weights each contributor’s inputs equally even though the volunteers may be of
very different ability. This can give rise to a range of potential problems. For example, one volunteer,
who may have considerable relevant expertise, may correctly label a case but this lone voice could be
lost among the contradictory labelling provided by less informed members of the crowd who may be
very numerous. As such, the composition of the crowd is important [17] and there may be a desire to
weight contributions unequally to avoid problems of mob rule.

A variety of ways to facilitate effective use of VGI have been proposed. It is, for example, possible
for trusted contributors to act as gatekeepers or to check the credibility of a contribution in relation
to its known geographic context [20]. These various approaches to try and assure the quality of VGI
are, however, not a panacea. It would, for example, be perfectly possible for a gatekeeper acting in
good faith to be a barrier to the provision of accurate information from a new but presently untrusted
contributor who actually has more skill and knowledge than the gatekeeper. Other means to try and
enhance the quality of VGI have included the acquisition of information on the confidence of labelling.
For example, volunteers may be asked when labelling cases to indicate for each one their confidence in
the class allocation made [18]. This might then allow cases labelled with considerable uncertainty to be
filtered out so that only cases labelled with high confidence are used. However, this type of approach
has problems. Volunteers may have inflated views on their ability and in some instances, for example,
ignorant people will still confidently label cases [21]. An enhancement of this basic method could
be based on the surprisingly popular approach that focuses on labelling that is more popular than
predicted [22]. Variations in volunteer performance would still be expected. If, however, this variation
could be quantified then it may be possible to use this information to enhance analyses. For example,
information on the performance of volunteers in terms of their ability to label cases obtained from the
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data may be used to enhance the accuracy of land cover maps [23]. Estimates of volunteer performance
could also be used to weight simple voting procedures, perhaps acting to amplify the contributions
from volunteers deemed skilled while down-weighting or even ignoring contributions from volunteers
deemed to be inaccurate data sources. Thus, it would be possible to recognise that contributions vary
in value and seek to weight them unequally within an ensemble approach. In previous work, it was
shown that it is possible to characterise the quality of volunteers in terms of the accuracy of their
labelling for each class using only the contributed data [24,25]. Here, the aim is to go beyond the
characterisation of the quality of the volunteered data and show how this information, and other
information inferred from the contributed data, may be used to enhance the final crowdsourced label
that may be applied to VGI.

The key aim of this paper is to explore some simple scenarios for enhancing the accuracy of
crowdsourced data on land cover obtained via visual interpretation of satellite sensor images provided
via an internet based collaborative project. The paper seeks to show that useful information to inform
an ensemble classification that employs a weighted voting strategy can be inferred from the volunteered
data and this can be used to increase the overall accuracy of the ensemble classification.

2. Data

The data used comprised land cover class labels obtained from a group of volunteers for a set
of 299 satellite sensor images of locations selected randomly over the global land mass. These data
were acquired via an open call for data collection through the Geo-Wiki project [26,27] and were used
in earlier research [24,25]. The data are available for downloading from the PANGAEA repository
as documented in [28]. Each volunteer was invited to view the series of satellite sensor images and
assign each a land cover label from a defined list of 10 classes: tree cover, shrub cover, herbaceous
vegetation/grassland, cultivated and managed, mosaic of cultivated and managed/natural vegetation,
regularly flooded/wetland, urban/built-up, snow and ice, barren, and open water. The volunteers
were aided in this task by a brief on-line tutorial and no constraints were put upon contribution.
An example of the interface used to collect the data is shown in Figure 1.

Figure 1. The Geo-Wiki interface used to collect information on land cover type among other features
visible from the satellite sensor imagery.
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In total, 65 volunteers contributed to the project but their contributions varied greatly in
completeness. The amount of images labelled spanned the full spectrum possible, with one volunteer
labelling a single image while a few labelled all 299; the average number of images labelled by a
volunteer was approximately 110 images. Here, attention is focused on the labels provided by the
10 volunteers who labelled most if not all of the 299 images; these 10 volunteers labelled at least
289 images each. Consequently, this group of volunteers annotated broadly the same set of images
reducing the potential for problems such as optimistic bias in their labelling that could occur by
skipping the complex to label cases and focusing on only the easier images. The focus on a relatively
small group of volunteers is also in keeping with suggestions in the literature [15,25] as well as a
means of balancing the competing pressures of seeking multiple annotations but wishing to label many
cases [29].

Although a key focus of this article is on information obtained directly from the crowdsourced
data without any independent reference data set, a reference data set was formed to help demonstrate
and confirm the approach used. Thus, a reference data set was generated simply to confirm the value
of the approaches to be adopted, ensuring that the results and interpretations are credible. Three of
the 10 selected contributors were experts who also revisited the entire set of 299 images to derive a
ground reference data set after discussion amongst themselves informed by their own set of labellings.
Although this reference data set is unlikely to be perfect and represent a true gold standard reference
which can lead to misestimation [30] it is, however, of a type that is common in major mapping
programmes (e.g., [31]). These ground reference data were used to assess the accuracy of the labelling
generated from the data contributed by the remaining seven volunteers. This approach reduced the
potential for complications caused by missing data and meant that for most of the 299 images, a set of
seven class labels were defined. Each label was treated here as a vote for the relevant class and used
in simple ensemble methods to obtain a single crowdsourced land cover class label for each image.
To maintain anonymity these seven volunteers were labelled A–G.

3. Methods

The work focuses on four scenarios. The first scenario is a benchmark test of the value of the
crowd. In this, the accuracy with which individual volunteers classified the images is compared to the
accuracy of the classification obtained from the volunteers as a whole using a basic majority voting
approach to label each image from the set of labels generated for it by the seven volunteers. Here,
accuracy was measured relative to the reference data set generated from the three expert contributors
and expressed as the percentage of correctly allocated cases.

All additional analyses sought to use information inferred from the data contributed by the
volunteers to weight the voting procedure. Here, the weighting focused on the skill of the volunteers
in terms of their ability to label each class and on the relative abundance of the classes in the data set.
Information on both of the latter variables was inferred from the results of a latent class analysis of the
volunteered data.

The latent class analysis uses the observed data contributed by the volunteers to provide
information on an unobserved or latent variable which in this case is the actual land cover. A standard
latent class model to describe the relationship between the observed and latent variables was used and
can be written as

f (yi) =
C

∑
x=1

P(x)
V

∏
v=1

f (yiv|x)

where f (yi) is a vector representing the complete set of responses obtained from the V volunteers
(1 < v < V) contributing data for the case i, C is the number of classes, and x the latent variable [32,33].
Assuming that the model is found to fit with the observed data, the parameters of this model provide
the information to inform weighted voting approaches. Specifically, the f (yit|x) parameters of the
model represent the conditional probabilities of class membership. Thus, for example, these model
parameters indicate the conditional probability that a case allocated a class label by a volunteer is
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actually a member of that class; in the geoinformatics community, this probability is often referred to
as the producer’s accuracy for the specified class. Critically, for each volunteer, it is possible to obtain a
conditional probability of class membership for each class, indicating the volunteer’s skill in labelling
each class. The average conditional probability calculated over all classes was also used as a measure
of the volunteer’s overall skill. In addition, the other latent class model parameter, P(x), indicates the
prevalence or abundance of the classes. A feature to note here is that the information on both volunteer
skill and class abundance is inferred from only the contributed data.

The information on per-class producer’s accuracy for each class and each volunteer could be used
to weight the contributions from the volunteers. Of the many ways to approach this task, in Scenario 2
any label (i.e., vote) for a class from a volunteer whose accuracy in labelling of that class was
estimated to be substantially less than the maximum accuracy observed for that class was deleted. Here,
the focus was on instances for which there was a very large difference in the accuracy relative to that
observed for the most accurate volunteer. The approach was implemented here by ignoring the label
provided by a volunteer if that volunteer’s estimated accuracy for that specific class, rounded to a
whole number, was more than 30% less than the highest estimated accuracy for that class associated
with another volunteer. This, in effect, was seeking to determine if removing votes from volunteers
known to be inaccurate on a specific class would help the overall labelling task. Note that while the
labels for a class may be ignored, the other class labels provided by a volunteer would still be used,
it is only the labels for class(es) on which the volunteer’s performance was viewed as insufficiently
high that are removed.

In Scenario 3, the entire contribution from a volunteer with low overall accuracy, expressed as
the mean of the producer’s accuracy estimated over all classes, were down-weighted to zero by their
removal. In essence this was seeking to explore the effect of ‘silencing’ an inaccurate contributor. Here,
this was undertaken twice: the contributions from the volunteer deemed least accurate were removed
(Scenario 3a) and the contributions from the two volunteers deemed least accurate were removed
(Scenario 3b).

The measure of overall accuracy used in Scenario 3 weights each class equally but accounts for
variations in class abundance could further enhance the analysis. This approach would, for example,
reduce the effect of poor performance on classes that are rare and so have little impact on the overall
proportion of cases correctly classified. Given this context, Scenario 4 sought to extend the analysis one
step further and weight the per-class producer’s accuracy values estimated for the volunteers by class
abundance information estimated from the latent class model. Here, the contributions from the most
inaccurate contributor were again removed. In addition, the research sought to explore the effect of
magnifying the input of the most accurate contributor, here achieved by duplicating their contributions,
effectively making a vote count twice. This weighting is relatively arbitrary and different results could
be expected at other settings. In total three different approaches were explored: the magnification of
the contributions of most accurate contributor (Scenario 4a), the magnification of the contributions
from the most accurate contributor and the removal of the data from the least accurate contributor
(Scenario 4b) and the removal of the contributions from least accurate contributor (Scenario 4c).

The overall accuracy of a crowdsourced set of class labels was expressed as the percentage of cases
whose labelling agreed with that in the reference data set. The statistical significance of differences in
overall accuracy was calculated using the McNemar test. The latter focuses on the discordant cases,
the cases which were allocated correctly in only one of the pair of classifications compared. The test is
based on the normal curve deviate, z, and the null hypothesis of no significant difference is rejected if
the value of z obtained is greater than the critical value of |1.96|; the sign is important for a hypothesis
with a directional component for which the critical value of z at the 95% level of confidence is 1.645.

4. Results and Discussion

A reference data set, to be used purely for illustrative purposes and ensure credibility of the
results, was obtained from the three expert contributors who allocated labels after reaching a consensus.
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The labelling from these contributors showed moderate levels of pairwise agreement (with 66.6–69.9%
pairwise agreement; kappa coefficients varied from 0.55–0.61) and final class allocations were made
after discussion amongst the experts informed by their own initial labelling. It was apparent that the
classes varied greatly in abundance. Two classes (regularly flooded/wetland and snow and ice) were
determined to be absent in the reference data set, although some cases were sometimes incorrectly
labelled as belonging to these classes.

The accuracy with which each volunteer classified the set of satellite sensor images is highlighted
in Table 1. The accuracy of the classifications from each and every volunteer was less than that
obtained by combining their contributions with a simple majority vote approach. The most accurate
individual, for example, provided a set of labels with an overall accuracy of 73.91% while the ensemble
classification obtained via the use of the majority vote procedure applied to the volunteered data had
an accuracy of 76.58%. This result confirms the oft-stated view that the crowd can be more accurate
than the individuals in it.

Table 1. Per-class and overall classification accuracies (%) for the seven volunteers obtained from the
latent class model

Class A B C D E F G

Tree cover (T) 100 86.27 74.73 62.60 73.23 67.43 66.51
Shrub cover (S) 64.44 74.54 83.47 71.13 50.81 69.65 60.61

Herbaceous vegetation/Grassland (H) 69.54 71.22 73.27 45.03 64.65 47.52 24.79
Cultivated and managed (C) 94.16 92.66 100 70.31 87.14 20.17 91.82

Mosaic (M) 54.87 73.8 95.34 97.75 67.9 64.74 67.5
Regularly flooded/wetland (R) 0 0 0 0 0 0 0

Urban/built-up (U) 50 25 50 50 50 50 25
Snow and ice (I) 0 0 0 0 0 0 0

Barren (B) 38.7 0 11.99 0 50.9 30.25 0
Open water (O) 25 25 25 25 25 25 25
Overall (mean) 49.67 44.85 51.38 42.18 46.96 37.48 36.12

Overall (mean weighted by class size) 59.1 59.27 64.86 51.98 55.12 34.93 50.57

Although the simple majority voting approach provided a basic ensemble approach to
classification that was more accurate than its component parts, the testing of the three other scenarios
sought to explore the possibility to raise the accuracy of the crowdsourced labelling further by
weighting the contributions from the volunteers, notably by their skill or accuracy inferred from
the latent class analysis.

The estimates of producer’s accuracy obtained from the latent class analysis for each volunteer
with regard to each class (Table 1) highlight that volunteers vary greatly in their skill and ability to
label the imagery. In addition to the variation between volunteers there was variation in the accuracy
of classes within the set of data contributed by the volunteers. For example, it was evident that
an individual could be very highly accurate with regard to one class but inaccurate with another.
For example, Volunteer A had estimated accuracy values of 100% and 54.87% for the tree cover and
mosaic classes. In relation to the latter, note also that Volunteer D’s estimated accuracy values were
almost the direct opposite with 62.60% and 97.75% for the tree cover and mosaic classes, respectively.
In addition, it was evident that a volunteer with generally low accuracy could still be highly accurate
on a specific class. This was evident for Volunteer G who was only highly accurate on one class:
cultivated and managed, which also was a relatively abundant class.

In Scenario 2, the vote for a class by a volunteer was removed if that volunteer was highly
inaccurate in the labelling of that specific class in comparison to the other volunteers. The effect of
removing the votes for a class from a volunteer deemed to be unskilled for the labelling of that class
increased the accuracy of the overall ensemble approach using the majority voting procedure to 78.26%.

An alternative approach to using the estimated information on volunteer labelling accuracy is to
remove all contributions from volunteers adjudged to provide labels of low or insufficient accuracy.
This was explored in Scenario 3. It was evident in Scenario 3a that by dropping the entire set of
contributions of the least accurate volunteer (Volunteer G, with a mean producer’s accuracy of 36.12%)
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the accuracy of the ensemble classification could increase to 77.92%. Moreover, the largest ensemble
accuracy observed in Scenario 3, 79.59%, was obtained in Scenario 3b when the contributions from
the two least accurate volunteers (Volunteers F and G) were ignored. It was also evident that the
accuracy of the contributions by these two volunteers were noticeably less accurate than from the other
volunteers (Table 1).

In addition to information on the accuracy with which each volunteer can classify the classes,
the latent class model also indicates the prevalence or abundance of the classes. This information
on class abundance inferred from the analysis was used to adjust the estimates of overall volunteer
accuracy, here expressed as the average producer’s accuracy. The weighted overall accuracy values
(Table 1) revealed that one volunteer (Volunteer C) was noticeably more accurate and one noticeably
less accurate (Volunteer F) than the remaining set; note that after weighting for class abundance
Volunteer F rather than G is associated with the lowest labelling accuracy. Increasing the weight of the
accurate volunteer by duplicating their contributions (i.e., giving each vote a weight of two) increased
accuracy. For example, increasing the vote for the most accurate volunteer in Scenario 4a raised the
accuracy of the ensemble from the benchmark value of 76.58% to 78.59%. Furthermore, ignoring the
labels from the least accurate volunteer in addition further increased accuracy to 79.59% in Scenario 4b.
However, it was also apparent that a more accurate ensemble could be achieved in Scenario 4c by solely
removing the contributions of the least accurate volunteer, which yielded an ensemble classification
with an accuracy of 80.60%. It should be noted that at the 95% level of confidence, this latter ensemble
classification was also significantly more accurate than that achieved by increasing the weighting for
the most accurate volunteer (z = 4.31) and by additionally ignoring the least accurate volunteer’s data
(z = 3.90). The ensemble classification arising through the removal of the contributions from the least
accurate volunteer (Scenario 4c) was also the most accurate of all classifications reported in the study
and significantly different at the 95% level of confidence to the benchmark classification based on the
standard majority voting rule (z = 5.54).

The ability to increase the accuracy of the crowdsourced labelling by weighting the voting
process is highlighted in Figure 2 which shows the overall accuracy of classifications relative to the
reference data for individuals and from each of the four scenarios for ensemble classification discussed.
Additional summary data for each of the classifications arising from the scenarios reported is provided
in Table 2 and the full confusion matrix provided for the classifications arising from the basic ensemble
(Table 3) and Scenario 4c (Table 4).

Figure 2. Overall classification accuracy determined relative to the reference data set for each of the
individual volunteers (grey bars) and the highest accuracy from each of the four scenarios for an
ensemble classification (S1–S4, black bars).
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Table 2. Summary of the correct allocations observed in each scenario (S1–S4c) reported for each class
and the class size (n) in the reference data set; complete confusion matrices for two key classifications
are given in Tables 3 and 4.

Class n S1 S2 S3a S3b S4a S4b S4c

T 47 35 32 34 36 34 35 35
S 20 15 15 15 15 16 16 16
H 24 17 19 16 17 16 16 17
C 119 98 108 99 101 104 106 106
M 85 60 55 65 65 61 61 63
R 0 0 0 0 0 0 0 0
U 1 1 1 1 1 1 1 1
I 0 0 0 0 0 0 0 0
B 2 2 2 2 2 2 2 2
O 1 1 1 1 1 1 1 1

Total 299 229 233 233 238 235 238 241

Table 3. Confusion matrix for the benchmark classification of Scenario 1; columns show the class label
in the reference data set and rows the label determined in the scenario.

Class T S H C M R U I B O Total

T 35 1 1 0 10 0 0 0 0 0 47
S 8 15 3 0 2 0 0 0 0 0 28
H 2 3 17 0 6 0 0 0 0 0 28
C 0 0 0 98 5 0 0 0 0 0 103
M 2 0 1 20 60 0 0 0 0 0 83
R 0 0 0 0 0 0 0 0 0 0 0
U 0 0 0 0 1 0 1 0 0 0 2
I 0 0 0 0 0 0 0 0 0 0 0
B 0 1 2 1 1 0 0 0 2 0 7
O 0 0 0 0 0 0 0 0 0 1 1

Total 47 20 24 119 85 0 1 0 2 1 299

Table 4. Confusion matrix for the classification of Scenario 4c; columns show the class label in the
reference data set and rows the label determined in the scenario.

Class T S H C M R U I B O Total

T 35 1 1 0 7 0 0 0 0 0 44
S 8 16 3 0 4 0 0 0 0 0 31
H 2 3 17 1 3 0 0 0 0 0 26
C 1 0 0 106 7 0 0 0 0 0 114
M 1 0 1 12 63 0 0 0 0 0 77
R 0 0 1 0 0 0 0 0 0 0 1
U 0 0 0 0 1 0 1 0 0 0 2
I 0 0 0 0 0 0 0 0 0 0 0
B 0 0 1 0 0 0 0 0 2 0 3
O 0 0 0 0 0 0 0 0 0 1 1

Total 47 20 24 119 85 0 1 0 2 1 299

Figure 2 highlights that each ensemble approach yielded a classification that was more accurate
than that arising from the individual contributors alone. It also highlights that the relative accuracy of
the classifications weighted by class abundance obtained from the individuals inferred from the latent
class analysis (Table 1) corresponds with the actual accuracy assessed relative to the reference data
(Figure 2). In particular, the relatively low accuracy of the labelling provided by Volunteer F is evident
and it is the removal of these data in Scenario 4c that resulted in the largest, and statistically significant,
increase in accuracy over the benchmark classification of Scenario 1. From earlier research [25],
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the accuracy with which the data contributed by each of the volunteers may be characterised
could increase if the number of volunteers also increased, paving the way for further refinement
of the analysis.

The results, especially from Scenario 4c, show that, for the data set used, the removal of inaccurate
data is of more value than the enhancement or amplification of more accurate data sources. It should be
noted that this latter issue may reflect the composition of the volunteers used in this study. Given that
all seven volunteers had contributed labels for virtually all of the images, it may be that these people
have a high level of motivation which could be used as a proxy variable to indicate high skill sets so it
was the removal of the occasional anomalously poor inputs that was important rather than efforts to
amplify good quality contributions. Had the set of volunteers been of more mixed ability, notably if
made up of a large number of true amateurs, then less expertise might be present and different trends
may have been observed. Similarly, it should be noted that the results may, of course, be specific to the
data set used and the information inferred could be used in other ways (e.g., to inform labelling in
tie-break situations by allocating to the class indicated by the relatively more accurate labellers).

Finally, it should be stressed that the information on volunteer skill and class abundance to
weight the voting procedure were all inferred from the contributed data alone. In many applications
there may be little or no reference data available to allow a standard assessment of the accuracy of
labelling and comparison of classifications such as that provided by Figure 2. Critically, however,
all of the information contained in Table 1 was obtained from the set of contributed crowdsourced
labels only; this includes the information on class size which was obtained from the latent class model.
Thus, the information on per-class and overall classification accuracy needed to enhance the voting
method is inferred entirely from just the contributed data; the reference data were only used in this
study to provide supporting evidence that the approaches discussed actually did impact on accuracy.
The quality of the crowd-sourced estimates may also increase if data from additional volunteers
are available [25]. As well as providing an intrinsic approach to the assessment of contributed data
quality, the approach has additional advantages. Since only the contributed data are required, there
is, therefore, no need to use a proportion of the crowdsourced data to measure the variables directly,
perhaps via some dedicated ground based research or use of additional experts. There is also no
use of external auxiliary information. Further enhancements could be made by expressing skill in
different ways; the measure of accuracy used may not always be ideal and other approaches could
be used to focus more directly on the objectives of a specific study (e.g., weighting by unequal costs
of errors). Critically, however, this article has gone beyond earlier work to show that the quality of
contributed data can be estimated from the data alone to demonstrate how crowdsourced labelling
can be enhanced via simple weighted voting methods without any additional data.

5. Conclusions

The results have highlighted that the wisdom of the crowd can be used to generate a single
crowdsourced set of land cover annotations that are more accurate than those achieved by any
individual in the crowd. More importantly, estimates of the skill of each individual in terms of
classifying classes and on the abundance of the classes that were inferred from the contributed data
may be used to increase the accuracy of the crowdsourced labels; reference data were used here
to confirm the validity of the approach, but are not required for its implementation. In this study,
a significant increase in the accuracy of labelling of land cover from satellite sensor imagery was
obtained by down-weighting the contributions adjudged to be of relatively low overall accuracy for
the task. This was most apparent when the estimation of the volunteer’s skill, expressed here as the
average producer’s accuracy calculated over all classes, was weighted by class abundance. It is evident
that very simple methods may be used to increase the quality of crowdsourced data which should
hopefully further facilitate the use of crowdsourcing of geographic data.
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Abstract: This paper presents the results of a study that explored if and how an OpenStreetMap
(OSM) data import task can contribute to OSM community growth. Different outreach techniques
were used to introduce a building import task to three targeted OSM user groups. First, existing OSM
members were contacted and asked to join the data import project. Second, several local community
events were organized with Maptime Miami to engage local mappers in OSM contribution activities.
Third, the import task was introduced as an extra credit assignment in two GIS courses at the
University of Florida. The paper analyzes spatio-temporal user contributions of these target groups
to assess the effectiveness of the different outreach techniques for recruitment and retention of OSM
contributors. Results suggest that the type of prospective users that were contacted through our
outreach efforts, and their different motivations play a major role in their editing activity. Results also
revealed differences in editing patterns between newly recruited users and already established
mappers. More specifically, long-term engagement of newly registered OSM mappers did not succeed,
whereas already established contributors continued to import and improve data. In general, we found
that an OSM data import project can add valuable data to the map, but also that encouraging
long-term engagement of new users, whether it be within the academic environment or outside,
proved to be challenging.

Keywords: OpenStreetMap; VGI; community mapping; data analysis; GIS education; data import

1. Introduction

OpenStreetMap (OSM) is one of the most prominent Volunteered Geographic Information
(VGI) [1] projects to date that implements a collaborative workflow and aims to create a freely available
map database of the entire world. VGI users in general, and in the case of OSM specifically, use a
set of tools, such as field surveys, on-screen digitizing from aerial imagery, and software to create
verifiable information on the ground [2]. The success of OSM is based on a large and active user base
that interacts with other contributors, and validates and corrects errors made by them [3]. OSM data is
released under the Open Database License (ODbL) (https://opendatacommons.org/licenses/odbl/),
which allows to freely copy, distribute, transmit and adapt the data as long as its source is credited.
Derivative work needs to be released under the same license. ODbL prohibits the use of copyrighted
material (e.g., commercial maps) without explicit permission.

As OSM is a collaborative project, local contributors often organize social events
(so-called mapping parties) all over the world. These mapping parties are effective ways for local
community building and social collaboration within OSM [4], facilitating face to face meetings among
online data contributors. A prime goal of mapping parties is to introduce OSM to new members
through hands-on mapping sessions. These sessions can include joint field surveys (e.g., to record
house numbers) and data editing tutorials (e.g., to teach how to trace roads from imagery). The effect
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of mapping parties on user and data growth has been analyzed in various studies. For example, it was
observed that during a mapping party, participants tend to edit more than usual [5]. This increased
activity is more pronounced for light and medium contributors than for heavy users. This fact could
be due to the leading role of heavy users in organizing the mapping parties. Similar behavior was
also observed for another collaborative project, Wikipedia, where the most committed users took
up organizational roles [6]. Another study describes the organizational and planning aspects of a
mapping party held in connection with a geospatial conference [7]. The organizers concluded that,
although contributed data was of very high quality, on a wider scale the mapping party had not
contributed a very large amount of data. Not all of the data collected during the field survey was
uploaded to OSM due to lack of time during the mapping party, incomplete training, and users’ lack
of confidence in using OSM tools. Analyzing contribution patterns after a mapping party held in
London, 50% of new OSM members were found to stop contributions in the week after the event [8].
Another study estimated that only 64% of new OSM contributors “survive” their first day, after which
the estimated survival rate decreases [9], suggesting that the 50% withdrawal rate observed in [8] is
not specific to mapping parties. Apart from mapping parties, OSM shows other characteristics of a
social project. For example, after the Haiti Earthquake in 2010, a new project called the Humanitarian
OpenStreetMap Team (HOT) emerged to generate freely available geographic data in areas affected
by natural disasters [10]. As a response to that event, 600 remotely located volunteer mappers built
a base layer map for Haiti nearly from scratch. This map was then used in the field by response
teams to support residents and save lives. In 2013, HOT evolved into a registered US non-profit
organization (https://www.hotosm.org) that aims to create and provide free, up-to-date maps for
relief organizations responding to natural and man-made crises. Their mapping efforts primarily use
an online tool called the Tasking Manager (TM).

Besides field surveys and on-screen digitizing from remote sensing imagery, OSM also
allows the integration of other datasets available under licenses compatible with ODbL
(e.g., CC0 (https://creativecommons.org/share-your-work/public-domain/cc0/)). This usually
triggers subsequent user contributions and edits of imported data. Permissible datasets include public
domain data that is often published by government agencies. Importing data through automatic means
is one of the most controversial topics within the OSM community as this method is different from the
core approach of OSM, which is to manually add verifiable data to the map [11]. However, the general
consensus is that imports, if carefully executed, add value to OSM. The OSM community discusses
import related issues in a dedicated channel (https://lists.openstreetmap.org/listinfo/imports).
Numerous OSM data import tasks have been executed so far [12], and some studies have evaluated the
effect of data imports on OSM data quality and user participation. For example, one study described
the effects of US Census TIGER/Line import on data completeness [13]. Challenges associated with
the matching of tags between imported data sources and the OSM tagging structure are discussed
in [14]. In [15], the authors discuss inconsistencies in the level of detail within VGI data and found
examples of OSM data imports that cause this problem. For example, buildings imported from the
French cadastral sources can overlap with land parcels imported from the European CORINE Land
Cover dataset because of the different scale of those data sources. OSM data imports can be beneficial
for the data donor as well. For example, the Department of National Resources of Canada allowed the
OSM community to import their national dataset with the hope that the community would further
improve it. These improvements (upon approval) could then be fed back into the national dataset [16].

The research presented in this study describes experiences with a local OSM data import in
Miami-Dade County, Florida. More specifically, it evaluates how effective a building import task is at
engaging different targeted community groups in OSM participation. The import task of this study
integrates a public domain dataset (building footprints) in Miami-Dade County. Targeted communities
were asked to join the import project and to manually edit OSM data in the hope that this mapping
experience would trigger community growth. These targeted groups were (1) existing members of the
OSM community contacted through the OSM site; (2) users reached by Maptime Miami, a local chapter
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of an initiative built around open knowledge and geospatial technologies; and (3) students enrolled
in two courses of the Geomatics Program at the University of Florida who were introduced to the
import task as part of their course work. The success of VGI projects generally depends on participants,
therefore understanding their motivation is key for the success of such projects [17]. The motivation of
VGI users can be divided into two distinct categories, namely extrinsic motivation, that is, related to
outside factors (e.g., receiving compensation) and intrinsic motivation that originates directly from the
user (e.g., gaining new knowledge or recreation) [18]. Our different outreach techniques were expected
to reach users with both motivation categories.

OSM building imports are useful to improve the quality of the OSM building layer, which is
generally still low compared to that of road network data. The completeness of buildings mapped
in OSM relative to official data from national mapping and cadastral agencies has been examined in
several studies. For example, it was found that completeness levels vary widely between different
cities, e.g., between 12% and 48% for selected parts of Germany [19], and between 30% and 75% for
three cities in the United Kingdom [20]. Completeness evaluation and positional accuracy assessment
was also performed for Milan, Italy [21], which revealed a decreasing trend in completeness from the
city center towards the outskirts. Positional accuracy was found to be similar across the city, probably
due the constant accuracy of the underlying imagery from which buildings were traced. It is worth
mentioning, however, that calculated completeness values differ strongly between applied methods.
One study measured building completeness for a medium-sized German city with two common
unit-based methods and found that the count ratio method underestimates building completeness,
whereas the area ratio method overestimates it [22]. Another study examined completeness, semantic
accuracy, position accuracy, and shape accuracy of OSM building footprints for Munich, Germany,
revealing a high completeness and semantic accuracy, whereas in terms of shape some architectural
details are missing [23]. In [24], the authors proposed an intrinsic approach for OSM quality assessment.
As part of OSM data analysis for Madrid (Spain), San Francisco (USA) and Yaoundé (Cameroon),
they found that buildings imported through a bulk upload lack attribute completeness when compared
to areas without bulk upload.

2. Materials and Methods

2.1. Miami-Dade Large Building Import

On 16 May 2016, Maptime Miami (https://www.meetup.com/Maptime-Miami/) proposed
an OSM data import of Large Building Footprints (http://gis.mdc.opendata.arcgis.com/datasets/
1e87b925717747c7b59979caa7779039_1) from Miami-Dade County’s Open Data repository to kick-start
Miami’s OSM, which lags behind other major cities in the United States both in terms of contributor
numbers and data completeness. To ensure that a data import is not harmful for OSM, such projects
need to adhere to strict guidelines, which include local community buy-in, announcements on different
OSM channels (Wiki, mailing lists) and the ability for the community to review and test both the data
to be imported and the methods used during the import process. These guidelines were followed for
this project and the import was discussed within the US OSM community.

Other building imports, such as the ones in Los Angeles and New York City rely exclusively
on the OSM community and therefore require many active contributors to manually review
and import buildings. Due to the low number of OSM contributors in South Florida and the
lack of existing buildings in OSM, the first author of this paper, as part of Maptime Miami,
implemented a hybrid approach that consisted of an automated bulk upload of buildings and a
manual community review of remaining buildings where needed. For this purpose, a software tool
(https://github.com/jlevente/MiamiOSM-buildings) was developed and open sourced to pre-process
the building dataset, to perform quality checks and to separate the dataset into two parts.
Hence, one part of the dataset was uploaded automatically, and the other one was set aside for
the community to review. The latter set contained buildings with detected conflicts (overlap with
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existing OSM buildings, road or railroad features, geometry errors, etc.) whereas the rest of the
dataset (i.e., buildings with no geometry issues and no overlaps) was uploaded automatically from
a dedicated import account (https://www.openstreetmap.org/user/MiamiBuildingsImport) with
upload scripts. A description of the workflow and the software tool is available at https://github.
com/jlevente/MiamiOSM-buildings. In Figure 1a, the features in green represent buildings in the
automatic bucket (i.e., no conflicts) whereas those in red represent buildings for the community review
process. The dataset consists of 95,536 large buildings that are defined as structures in commercial,
industrial or other non-residential areas. Additionally, structures larger than approximately 750 m2

(e.g., townhomes, condominiums) are also classified as large buildings. The dataset was derived
from high resolution aerial imagery by both automatic photogrammetric methods and manual
digitization and is available for download unprojected (in geographic coordinates). After visual
inspection, the building layer was found to be of high quality. Buildings also contained building
height information in feet, which was converted to meters and also imported along with the
geometry. Additionally, an address dataset was spatially merged with the buildings to provide
accurate street level information along with the buildings. A total of 84,348 buildings were uploaded
automatically (green features in Figure 1a), which left nearly 11,000 buildings for the manual
review process (red features in Figure 1a). All import buildings were tagged with the “ref:miabldg”
(http://wiki.openstreetmap.org/wiki/Key:ref:miabldg) key for easy identification.

 
(a) 

 
(b) 

(c) 

Figure 1. Import buildings (automatically uploaded—green, for manual review—red) in Miami-Dade
County (a); excerpt from the import tutorial (b); and interface of the Tasking Manager (TM) instance (c).

The remaining 11,000 buildings were split by US Census Block Groups to provide a manageable
number of buildings for manual review. A custom workflow was developed and explained in a
detailed tutorial (Figure 1b). The workflow uses the JOSM editor since it can load multiple datasets and
since it provides superior tools for data editing compared to the Web based iD editor [25]. The tutorial
used screenshots, explanations and specific instructions detailing how to execute the import steps.
The tutorial was tested by multiple members of Maptime Miami before releasing it. To administer
the progress and to provide a central interface for users, a dedicated TM instance was set up at
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http://tasks.osm.jlevente.com. A screenshot of the interface is shown in Figure 1c. On this site,
contributors can log in with their OSM username and then select a block group within Miami-Dade
County to work on. Once a user selects an area, it will be locked for an hour to avoid concurrent edits.
This lock is visible on the website for other users currently browsing the site. The TM instance contains
hyperlinks to the tutorial and provides an easy way to load data into JOSM. For example, by pressing a
button in TM, JOSM on the user’s computer loads data from the selected area and zooms to the extent
of the import area. The general steps of the import workflow are as follows:

1. User logs on to TM
2. User selects and locks an area to work on
3. In TM, user loads current OSM data coverage into JOSM
4. In TM, user loads import building dataset into JOSM
5. In JOSM, user merges the import and OSM datasets into one single layer
6. In JOSM, user works on resolving conflicts and refers to the tutorial if needed
7. In JOSM, user runs the validation tool to ensure all data is correct and ready for upload
8. User uploads data to OSM
9. User marks TM task as “done” or unlocks it if task is unfinished

2.2. Outreach Techniques and Target Audiences

To reach a sufficient number of contributors for the project, different user groups were targeted and
introduced to the import. This also allows to explore the willingness of different user groups to participate
in this import and provides a better understanding of the impact different user groups have on OSM.

2.2.1. Students

The import project was introduced at two courses in the Geomatics Program at the University
of Florida, which are GIS Programming (Fall 2016, graduate level) and GIS Analysis (Spring 2017,
undergraduate and graduate level). Participation in this study was voluntary and students received
extra credit to complete this task. Both courses are offered in an online format and therefore students
were located in different parts of Florida. In both courses a lecture was dedicated to the import where
students were given an overview of the import task and received information about the available
resources (tutorial, TM, etc.). A hands-on editing session that illustrated the import process in detail
was demonstrated live and also recorded to make it available for review later on. To earn full extra
credit, students were asked to import at least 50 buildings.

Before the submission deadline, seven students needed assistance and troubleshooting associated
with the assignment. Encountered problems included technical issues with JOSM and fixing errors
in the submitted OSM edits. The early edits of a few students contained some building outlines
traced from aerial imagery, but without the “building = yes” tags. These students did not initially
realize the importance of tags and were asked to fix their edits so that the added buildings would be
recognized as buildings in OSM. In one instance, some changesets that only contained overlapping
(hence incorrect) buildings needed to be manually reverted. This was due to skipped steps 6 and 7
described in Section 2.1 from a student’s side.

2.2.2. Existing OSM Community and Local Community

On 1 August 2016, the 50 most active mappers in Miami-Dade County between March 2015
and August 2016 were contacted through the OSM messaging system. A contributor’s activity was
measured by the total number of edits (including geometry changes, feature additions, modifications
and deletions) observed in all changesets of the user whose centroids were located in Miami.
Since messaging involved navigating to these user’s profiles, automatic filtering of bots was not
necessary. Two of the original top 50 accounts were removed from the list as one was found to
be a bot, and the other one was the first author’s OSM profile. These users were replaced with
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OSM users originally in the 51st and 52nd place. Figure 2a shows the spatial distribution of OSM
changesets (cyan transparent rectangles) around Miami-Dade County within this period, where the
most active areas correspond well to the Miami metropolitan area. An introductory message was
sent to the top 50 users, informing them about the import and listing all the resources (chat room,
code repository, tutorials, meetups). It was assumed that the most active local mappers could be
reached with this method.

 
(a) 

 
(b) 

Figure 2. OSM changesets between March 2016 and August 2016 in Miami-Dade County (red outline)
(a) and a Maptime Miami Meetup held on 26 September 2016 (b).

In addition to messaging OSM users, Maptime Miami organized meetings on the Meetup
platform almost every month. These meetups were announced in different social media platforms
(Facebook, Twitter, Meetup) and promoted by Maptime Miami and other Miami based community
organizations, such as Code for Miami and Venture Café Miami. These meetups were organized
around the import process. Most of the meetups included an interactive session where organizers
helped new users getting started with OSM and importing buildings (Figure 2b). Between 1 August
and 31 December 2016, a total of four meetups were dedicated to the import project.

Since OSM implements a free tagging system there is no control over how users indicate that their
edit is related to the Miami-Dade Large Building Import project (if they indicate it at all). To identify
users who directly interacted with this import process, we gathered usernames from three different
sources. First, all users were extracted from the TM instance. Since this is the interface where users
can download the import dataset, the users who contribute to this project according to the provided
tutorial, will show up in this list. Another possible use case is when a user, instead of going through the
import process, finds out about the project through editing OSM and chooses to improve the buildings
that have been imported so far. These users tend to be more experienced and can be identified by
analyzing a history dump and extracting all new features that match the “ref:miabldg” tag. There is
another way for users to contribute to the import task without showing up in the TM or in the history
dump. Namely, users could indicate the import process on the changeset level without marking
individual features [25,26]. Our TM instance was configured so that the JOSM editor automatically
populated the changeset comment field with the #miabuildings hashtag, which makes it possible to
query these edits later.

For the remainder of the paper, users described in this section (contacted through direct messages,
gathered from TM or history and changeset dumps) are referred to as community users. Besides the
two targeted groups (students and community users), there will also be other OSM members that
are not directly involved with the outreach activities described before, but who instead edit already
imported buildings, e.g., by adding more attributes or refining building outlines.
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3. Results

3.1. Participation Numbers

3.1.1. Students

Overall, 16 student submissions were received (Fall 2016, GIS Programming: 1/15 graduate
students; Spring 2017, GIS Analysis: 14/26 graduate students, 1/3 undergraduate students).
15 of these 16 students received extra credit offered for the assignment. The difference in student
activity between both courses might be due to the different nature of these classes as a programming
class is rather technical and the focus is not on data sources and data analysis. The participation rate
in the GIS Analysis class of 51% is a little higher than participation rates in extra credit activities in
other studies with participation rates below 40% [27,28]. This might be due to the online nature of the
extra credit opportunity, which did not involve commuting to campus. The grade distribution for GIS
Analysis suggests that students from the whole grade spectrum participated in the bonus assignment.
More specifically, 7/14 (50%) A-students, 7/13 (54%) B-students, 1/1 D-student, and 0/1 F-students
participated, showing that the motivation across top (A) students, good (B) students, and poor (D, F)
students to participate in the extra credit assignment is similar. This is somewhat different from earlier
studies that showed that significantly more students who earned below the average and average
elected not to participate in extra credit tasks [28]. A grade improvement due to the completed bonus
assignment can be observed for seven out of the 15 participating students in this class.

The impact students had on OSM through participation in this extra credit assignment can
be measured by the number of edits they made. On average, each student added 104 buildings
(median: 87), although the assignment asked for a minimum of 50 buildings only. This resulted in a
total of 1554 buildings in OSM through students. The median and mean number of buildings edited
did not vary significantly between student performance (i.e., A through F letter grades considered
before extra credit), which indicates that the work performance and motivation among all students
who participated is comparable, independent of their overall course performance.

Contributions to the OSM mapping platform are in general, predominantly made by male
users [29,30]. As opposed to this, the extra credit assignment did not reflect this usual gender
bias. More specifically, the GIS Analysis course had a total enrollment of 29 students (31.0% female),
with 15 students participating in the extra credit assignment. Among these 15 participants,
40.0% were female, which is higher than the percent of female enrollment in the course
(31.0%). However, the difference is not statistically significant, suggesting that, if a reward by grade
is involved, male and female students are similarly motivated to participate in OSM contributions.
This is in-line with previous findings from an earlier study about volunteer research participation
among 193 undergraduate students [28], which suggests that the difference between participation rates of
women and men may not be meaningful.

3.1.2. Community Users

The 50 most active OSM contributors between March 2015 and August 2016 in Miami-Dade
County who were contacted via direct messages submitted between 1 and 594 changesets (mean: 92,
median: 27) in Miami-Dade County during this period. The number of map edits per user ranged
between 518 and 62,555 (mean: 4052, median: 1324). The OSM sign up date of these 50 users
was extracted from the main API. A histogram shows that the majority of these top 50 users are
long standing OSM members who registered to the project between December 2006 and April 2015
(Figure 3b). Only seven out to the 50 users responded to the initial query. Four mappers provided
supportive feedback but were not able to help out due to busy schedules or unfamiliarity with the
area. The three remaining users did contribute to the project, although their user names did not show
in the TM. This means that their contributions lean towards quality checks and follow up fixes. In fact,
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these users opened several OSM notes, provided changeset discussions and fixed several data issues
in the proximity of import buildings. These contributions are also valuable parts of data imports.

Thirteen of the “top 50” mappers are Mapbox (https://www.mapbox.com/) employees working
for the Data team, which operates worldwide on creating new data, improving existing features and
fixing errors reported by OSM users. The fact that these users appear in the “top contributors in Miami”
list indicates a small and generally inactive OSM user base in Miami-Dade County.

The TM had 30 users listed, though not all of them contributed to the project through data edits.
By analyzing the history dump after 1 August 2016, 34 users were identified to add original import
buildings to OSM. 18 of these users also submitted changesets with the #miabuildings import hashtag
and showed up in either the TM or in the list of users extracted from the history dump. After combining
users that used the #miabuildings import hashtag with those that did not, and excluding student
accounts and the official import account that was used to automatically upload buildings, 32 unique
users were left that were considered community users as their interaction with the import process was
first-hand. These 32 community users are responsible for around the same number of buildings (1547)
as the student group (1554). However, 9 of the community users (identified through TM) did not add
any import buildings to OSM, but rather ran some other edits. This shows that the initial interest in
an import project (expressed by signing up for the TM with their OSM credentials) does not always
result in actual contributions. The remaining 23 contributors added 67 import buildings to the project
on average, which implies a smaller import rate than for students (see Table 1). A two-sample t-test
showed that there was a significant difference in the log transformed number of imported buildings
between community users (M = 2.6, SD = 1.9) and students (M = 4.5, SD = 0.6): t(27.24) = 4.41, p < 0.001.
These results suggest that different user engagement techniques have a different effect on user activity.
In this case, the higher activity of students could have been driven by their desire for a higher grade.
As opposed to this, community users would not experience any short-term gain (e.g., monetary or
prestige) from the import task. This means that although in the short run students handled more
imports per user, in the longer run it can be expected that community users provide more data than
non-community users, since social mappers were previously found to contribute continuously [5].
Although that latter study analyzed mapping parties, we consider them the same as our categorization
of community mappers as they are working towards a defined goal (import buildings) and also meet
face to face at social events occasionally.

The import task became an organic part of OSM where data were further edited by the community.
Such edits include further refinements of building geometries and tag additions (e.g., the name of a
hotel). A total of 177 OSM users that were otherwise not related to the import process have interacted
with import buildings so far. This is similar to OSM users interacting with the pedestrian network
imported as part of the TIGER dataset [13] or excessively editing ways after a local import [31].
Such observed follow-up edits demonstrate the additional benefits of data imports.

3.1.3. New and Existing Users

Besides our user distinction that is based on recruitment efforts (students, community), users
can also be classified across these categories into new and established OSM users. Accordingly, it is
possible to analyze if data imports engage new and existing users differently. Analyzing the OSM
editing history of users contributing to data imports or edits, it was found that 23 users came for
the first time in contact with OSM during the import task and could therefore be classified as new
users. This includes all 15 participating students and eight newly registered users through community
outreach (Section 2.2.2). All of the remaining users created their accounts at least three months before the
actual import task began. The first two columns of Table 1 show that students were significantly more
active in the import task than those new users who were recruited through community events, which is
supported by a two-sample t-test on the log transformed number of buildings: t(8.45) = 6.5; p < 0.001.
These different levels of activity can likely be attributed to different motivations between those two
groups of newly engaged OSM users (see Section 3.1.2). To refine the activity analysis of community
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users, and specifically to identify the effect of the import task on the new OSM members we compare
the activity of new community users to existing community users. A two-sample t-test conducted on the
log transformed number of imported buildings between existing users (N = 15, M = 3.3, SD = 2.0) and
new users gained through community outreach (N = 8, M = 1.4, SD = 1.3) shows that existing members
add significantly more buildings (t(20.01) = −2.73, p = 0.01) than new community users. Furthermore,
the effect of motivation on import activity remains significant (t(8.45) = 6.5, p < 0.001) when compared
between students (extrinsic) and existing community members (intrinsic).

Table 1. Descriptive statistics of imported buildings by user groups.

Students(New)
Community Users

(New) (Existing) Total

N 15 8 15 23
Total # of buildings 1554 69 1478 1547

Average # of buildings per user 103.6 8.7 98.5 67.2
Median # of buildings per user 87.0 3.5 24.0 16.0
SD of # of buildings per user 59.3 11.8 159.9 135.0

These results show that data imports, at least in the short run, benefit most from (a) existing
community members and (b) highly motivated users who gain some economic benefit (such as extra
credit which can lead to better job placement chances through better grades). As opposed to this, new
community users without an obvious economic benefit tend to generate less data. A stable base of
OSM community contributors is, however, necessary to keep OSM data up-to-date in the long run.
Therefore, although only a small number of building imports were observed for new community
members, a data import task like the one analyzed in this study, will help to retain the critical mass of
OSM community users that is needed to sustain data quality in the long run.

3.2. Mapping Behavior

3.2.1. Temporal Aspects

Figure 3 shows the histograms of OSM sign up dates which were extracted from the main API for
students (Figure 3a), for the top 50 users contacted via direct messages (Figure 3b) and for community
users (engaged through Maptime Miami; Figure 3c). Student sign up dates follow closely specific
academic events during the semester, such as the introduction of the extra credit assignment in a
lecture (15 February 2017, shown with a vertical dashed line) or assignment deadlines. The due dates
(solid vertical lines) for GIS Programming were 2 December 2016 and 29 March 2017 for GIS Analysis,
respectively. Most of the contacted users from the “top 50-editing list” have prior mapping experience,
which is reflected by the fact that the majority of these users signed up more than a year before the
import project. Community users who interacted with the import dataset first-handed consist of both
new and experienced mappers. 40% of the community user group signed up to the OSM platform
after the first discussions in May 2016 and 35% of them after August 2016, when the tasks were made
available to the public, resembling the group of new mappers. This suggests that increased social
media activity and local outreach can be an effective method in recruiting new contributors.
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Figure 3. Histograms of sign up dates for different user groups. For students, assignment due dates
(solid vertical lines) and first introduction to the project (dashed vertical line) are shown. Note that the
horizontal time axes cover different date ranges for the user groups in (a–c).

To explore how different users interacted with the import task over time, their activities were plotted
based on interactions with import buildings (addition, edits) between August 2016 and October 2017.
A time-series visualization has been used in other studies to assess trends, seasonal and random
components involved in OSM contribution activities [32]. Figure 4 shows the overall import related
activity and the activity of different user groups over time. The activity of community users and students
is directly associated with the import, as these groups were involved in the addition of original buildings.
On the other hand, the group “other” is only indirectly associated with the import. Their activities
include tag additions and follow up edits. The overall activity, which is the sum of the group activities,
shows distinct peaks. This suggests that the import did not happen at a constant pace but that different
events triggered increased activity over shorter periods of time. More specifically, dashed vertical lines
in Figure 4 represent community related events (meetups), while solid vertical lines show due dates of
home assignments for students. These events are listed in a chronological order in Table 2.

Figure 4. Import related activity levels over time for different user groups. Dashed vertical lines show
community events, while solid vertical lines represent assignment deadlines for students.
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Table 2. Description of events related to the import project.

Event Event type Event Description Date

1C Community Technical discussion of software tools, general information on the
import, intro messages sent out 1 August 2016

2C Community Presentation of automatic import results, hands-on mapping session 26 September 2016
3C Community Hands on mapping session dedicated to the import 17 November 2016
1S Student GIS Programming course bonus assignment due 2 December 2016
4C Community Hands on mapping session dedicated to the import 15 December 2016
2S Student GIS Analysis course bonus assignment due 9 March 2017

Community users (23 individuals) learned about the import project through various channels,
such as meetups, message reach out, social media, OSM Wiki pages, and mailing list communications.
Fifteen of these users are existing members and can therefore be classified as experienced mappers.
There is an association between the amount of early contributions of this group (Fall 2016) and the
community events held at that time (Figure 4). Event 1C did not trigger any significant activity, as it
was a technical presentation along with general information about the proposed import process.
As opposed to this, discernable import activities before the first hands on mapping session (2C) can be
attributed to organizers testing the import process and to a few early users who followed the online
conversations in the chat group. An even stronger increase in community activity can be observed
during and after hands on mapping sessions 2C and 3C. A similar event (4C), however, did not
have such an effect due to low participation before the holidays. It is also evident from the plot that
the community user group remained active even when no more community events were organized.
The motivation of these users can be classified as intrinsic as they were offered no monetary or other
benefits or gains, yet they participated in the import and contributed to its success. This group mainly
consists of locals. The continuing interest of these users in the building import can be explained by the
pride of place concept [33], which describes the desire of the mapper to see one’s own home town or
region (Miami-Dade County in this context) on the map. Their behavior is also similar to previous
findings about loyal OSM users who regularly check and update their “pet locations”, which is the
area where they edit most frequently [34].

Newly recruited community users show a different activity pattern. Surprisingly, no editing
activity for these users was recorded until event 4C, even though three of the eight new users in
this category signed up before that date. We attribute this to the fact that OSM, especially a data
import task, may seem challenging and overwhelming at first. Our community events with high
participation numbers did not seem to provide a good platform for engaging new contributors.
In contrast, event 4C was not well attended, which provided an opportunity to dedicate more time and
attention to newcomers who were present. Three users with no prior OSM experience attended this
event, out of which one user (a local) successfully imported several buildings and added even more at
later dates during that month. The remaining two users at this meetup were not interested in the import,
but rather in general discussions about mapping. Figure 4 also shows that the long-term engagement of
new community members is only sporadic. Unlike the existing community group, their contributions
are ad hoc and can be traced back to social media posts or other events (e.g., HOT mapping), but then
quickly vanish. This is similar to what has been revealed for mapping parties through user interviews,
where users cannot be engaged for longer periods [34].

Students in the GIS Programming (one student) and GIS Analysis (15 students) classes focused
their activities around the due dates of their home assignments (1S and 2S on Figure 4). Even though
students were introduced to this extra credit task months before the due date (on 28 October 2016 for 1S
and 15 February 2017 for 2S), their activity peaked right before the deadline and then quickly declined.
This suggests that students were highly active before the deadlines but otherwise spent very little time
on the task. This is in line with common practice of college students postponing assigned tasks until the
day or night before due dates [35,36]. The figure also reveals that none of the students remained active
after submitting their assignments, which indicates that our import task was not successful in attracting
students to become permanent OSM contributors. Only two out of 16 students who completed the
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extra credit assignment have some ties to the project area in Miami-Dade, either by working or having
grown up in Miami, based on class introductions posted by students. This general lack of ties to the
study area for almost all students may explain the absence of motivation for students to voluntarily
continue with OSM mapping activities after completing their assignment. Instead, students appear
to be motivated primarily by the prospect of improved course grades, which can be classified as an
extrinsic motivator [18].

The activities of the remaining user group (“other”) in Figure 4 are not associated with either
community events or student assignment deadlines. These contributions tend to follow a random
pattern and could be a result of people spending their vacation in Miami and editing the map in
the meantime or a regular OSM editor making some edits. The first distinct activity peak of other
users in July 2017 is caused by one user (again, otherwise not related to the data import) adding
building level information (“building:levels”) to 342 of the import buildings. The other peak in
September 2017 is related to HOT Hurricane Irma relief, which drew a large amount of editing activity
to Miami. Interestingly, this humanitarian mapping project increased the building import activity of
the community user group (both new and existing members) as well (September 2017 activity of the
community group in Figure 4). This effect can be attributed to those local members of the community
group that contribute to HOT projects as well. The fact that the Hurricane Irma mapping event
overlapped with the import area gave these users an opportunity to further map their home region.

3.2.2. Spatial Aspects

The Tasking Manager logs user activity by storing when users accessed (i.e., locked) individual
tasks. This information allowed us to explore which areas users prioritized for data imports and
editing. Tasks were spatially subdivided into US Census block groups which contain approximately
the same number of residents. Figure 5 provides an overview of the cumulative number of times a task
was locked over time. There is no limit as to how many times a task can be locked by users. Even when
a task is marked as “done”, another user can still interact with it, for example to validate edits.

 
(a) (b) (c) 

Figure 5. Cont.
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(d) (e)  

Figure 5. Cumulative number of times individual tasks from the Tasking Manager were accessed
throughout September 2016 (a); December 2016 (b); March 2017 (c); June 2017 (d); and September 2017 (e).

The spatial distribution of activities shows a few distinct patterns. Since US Census block groups
contain approximately the same number of residents, they tend to be larger around the edge of the
project area, which has a low population density. Therefore, these census block groups appear more
prominently on the map, which makes them more likely to be chosen by contributors, especially by
those who lack local knowledge about the spatial layout of the study area. These larger census
blocks show agricultural (Homestead), natural (Water conservation area), or industrial (e.g., quarries)
characteristics and were often locked by users. Also, centrally located areas, where tasks are smaller
in size, tend to be very popular among mappers, probably because of some mappers’ interest in
learning more about the city center regions. Accordingly, frequently locked tasks can be found in
Downtown Miami (blue circle in Figure 5e), the financial district (Brickell) south of Downtown Miami,
or Key Biscayne, which is a scenic and touristic island. Users locked 201 tasks, out of which 91 were
marked as “done”. These marked areas are highlighted in Figure 6 (green polygons) among other areas
that showed only some or no activity. Approximately 45% of the areas end up being finished once a
user locks them. A large number of tasks marked as done are found in natural areas, which require only
a few or no building imports. Also, downtown areas showed a similarly high number of finished tasks,
probably due to higher user interest in these areas. It has to be noted that a task is not automatically
marked as “done”. Therefore, in reality the number of tasks that are already finished could be higher.
There was no evidence of users erroneously marking tasks as finished. Also, 41% of the total task
areas (1591) contain no buildings to be imported. These tasks require no work, and therefore could
easily increase the completion rate if set to “done”. However, only 27 of the 650 tasks that involved no
buildings have been marked as “done” so far.

85



ISPRS Int. J. Geo-Inf. 2018, 7, 113

 

Figure 6. Finished tasks (green), tasks that have been worked on (red), and tasks that have not been
worked on (blue).

Figure 7a shows that most tasks are locked only once (143), while only a few are locked more
than 5 times. This can be expected because once an area has been correctly imported with all
building conflicts removed, there is no need to work on it anymore. Accordingly, most tasks (174),
whether finished or unfinished, were only worked on by one mapper (Figure 7b). A few popular tasks
show that some areas remain interesting for OSM users, even though they are marked as “done”.
The most popular tasks were locked by three different users. These two distributions closely follow
a power law function with an exponent value of 2.39 and an adjusted R2 of 0.94 in the case of task
locks (Figure 7a), and an exponent of 2.95 and an adjusted R2 of 0.99 in the case of the number of users
working on a task (Figure 7b). These heavy-tailed distributions follow a similar pattern observed many
times in user-generated data. However, the level of information, especially in Figure 7b, is somewhat
limited since only three data points were used for the regression.

 
(a) (b) 

Figure 7. Fitted power law functions on task lock (a) and user (b) distributions (log-log plots).

3.2.3. Other OSM User Activities

Since OSM users were not limited to the import task analyzing user contributions outside
Miami-Dade County provides further information about user characteristics and typical contribution
behavior. Figure 8 shows the worldwide spatial distribution of changesets submitted by community
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users (blue areas) and graduate students (red triangles indicating centroids of changesets) between
May 2016 and October 2017. The commitment of existing community members from the OSM
community is reflected in Figure 8 through their changesets (blue areas) that cover significantly
larger areas than the changesets of students (red triangles) and new community members (not visible
due to small size and low volume). The majority of changesets submitted by existing community
users can be found in the US, suggesting that these users are mostly US residents. Their interest in the
entire country is also reflected through mapping activities in Hawaii and Puerto Rico, which are not
part of the contiguous United States. A clear divide in contribution patterns along the US-Canadian
border suggests that the interest of a user group can be influenced by administrative boundaries
and cultural aspects. This can be explained by the pride of place concept [33,34]. National borders
were also found to shape the spatial extent of mapping activities of individual users in other studies,
for example when editing OSM based on Mapillary street level photos [26]. The extensive mapping
of Columbia in South America by existing community users is a result of one user who divides his
or her mapping efforts between Columbia and South Florida. The spatial distribution of student
OSM activities is concentrated in Miami-Dade County, with only one student contributing outside
the county. This student added several buildings in Bangladesh from aerial imagery and added also
building names to existing features in that region. According to the class introduction, this student is
originally from Bangladesh and most probably has personal knowledge and ties to the mapped area.
Similarly, contributions of new community members are mainly found in South Florida (even outside
Miami-Dade County) and in the Caribbean, suggesting that new users focus their editing activity on
smaller areas than already established users.

 

Figure 8. Spatial distribution of OSM changesets submitted by participating users between May 2016
and October 2017.

Besides geographic coverage another distinct pattern between students and community users
is the higher mapping activity associated with humanitarian projects (HOT) of the latter group.
Since May 2016, 15 community users (11 existing and 4 new) submitted over 6200 changesets with
#hotosm and #missingmaps hashtags. These changesets were mainly located in Haiti after Hurricane
Matthew in 2016, in Africa (as part of Missing Maps (http://www.missingmaps.org/) projects in
Tanzania, Nigeria, or Congo) and in Sri Lanka. An OSM data import project is similar to a humanitarian
project in the sense that users work towards a specific goal while following centralized instructions.
This explains that some community users contributed both to HOT and data import activities, in some
instances within the project area (see also Section 3.2.1).
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4. Summary and Conclusions

This study analyzed if and how a local building import task can help to engage students and
targeted community groups in OSM participation and retention. One of our observations related to the
organizational aspects of such data imports, is that the amount of information provided to participants
can overwhelm prospective new users who are otherwise unfamiliar with collaborative mapping,
and that only individual or small group tutoring on related tasks leads to the continuous engagement
of a new community member. We also found that checking the early edits of new contributors and
providing feedback are effective methods for ensuring high quality contributions later on.

Our results show that the type of engagement technique used to recruit users has a significant
effect on the import activity. Students who were recruited as part of an extra credit assignment
imported more buildings on average than users who were recruited at community meetings or through
social media activity. The level of contribution activity is ultimately related to different motivations of
users. In that regard, our results suggest that extrinsic motivation (i.e., students receiving extra credit)
triggers more activity than the intrinsic motivation of community users, at least in the short run.

However, our experiment proved to be unsuccessful in retaining new users in the long run,
regardless of their motivation. 23 new OSM members started mapping through the import project.
The activity of students (15 individuals) closely followed academic deadlines, but no continuation of
long-term activities could be observed. As previous research has already shown [5], mapping parties
fail to retain newcomers almost completely, with no retention in the long term. This study expanded
related research to the academic environment and found the same problem with extra credit activities
among GIS students. Although participating students did contribute more data than required for
the assignment, the import exercise did not retain the students as permanent OSM contributors.
One possible approach to mitigate the latter problem could be to request continued OSM editing as
part of project assignments so that students get used to a regular (e.g., weekly) OSM editing schedule.
The remaining eight new users were recruited at community events, or through online outreach.
The activity pattern of these users also corresponds to specific events, such as community events, social
media posts or other related mapping activities in the study area. However, similarly to students,
none of these new users became long-time contributors. Our experiments did not include follow up
surveys or conversations with new users about their reasons for not continuing to contribute to the
import task, which could be included in future import projects.

Though the study suggests that no long-term contributions can be expected from newly recruited
mappers motivated by short-term extrinsic factors, it also shows the dedication of existing community
members who demonstrated sustained editing activity levels throughout the study time frame.
In addition, imports reach beyond those edits stemming from the direct import since these data
also trigger long-term editing activities (e.g., adding attributes, fixing geometry errors) submitted
by other, already engaged OSM user contributors. The study showed also that already established
mappers do not change their contribution behavior through community events. Instead, they are active
before and after the event, contributing to OSM on a regular basis. This is also in line with previous
findings from OSM mapping parties [5]. The presented study also provides evidence of other users,
who are otherwise unrelated to the project, to interact with the building import. More specifically, two
distinct instances of this activity were one individual mapper adding more information to buildings
(i.e., building levels) and another one with an increased editing activity due to an organized hurricane
relief event by HOT.

To keep an active user base in OSM that will also ensure regular data updates and quality
enhancement in the future, new ways of user recruitment and retention are necessary. While the
presented study showed that extra credit assignments increase short-term engagement of students,
highlighting fun aspects could be another potential component to retain new mappers in OSM on
the longer term, as this was also found to be a major driver for other collaborative projects, such as
Wikipedia [37]. For example, geo-gaming and gamification has been shown to be an attractive and
incentivizing way of engaging a different audience in land cover validation [38] and the collection
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of crowd-sourced Points of Interest [39]. While there is no best recipe for how to integrate fun
components into OSM mapping and import tasks, considering ideas from other platforms could
provide some guidance and ideas, including the provision of reward diversity [40], or the interaction
between participants, e.g., by responses to video recordings [41]. Future work will aim to integrate
such components into mapping events and recruitment efforts and evaluate their efficacy. Based on
experiences gained in the presented experiment, we recommend that similar projects put extra
effort in interacting with prospective users who lack prior OSM experience. Providing a welcoming,
personalized experience that addresses the special needs of these users might be a promising way to
engage new users more effectively.
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Abstract: The article explores the process of Volunteered Geographic Information (VGI) collection
by assessing the relative usability and accuracy of a range of different methods (smartphone GPS,
tablet, and analogue maps) for data collection among different demographic and educational groups,
and in different geographical contexts within a study area. Assessments are made of positional
accuracy, completeness, and the experiences of citizen data collectors with reference to the official
cadastral data and the land administration system. Ownership data were validated by crowd
agreement. The outcomes of this research show the varying effects of volunteers, data collection
method, geographical area, and application field, on geospatial data handling in the VGI arena.
An overview of the many issues affecting the development and implementation of VGI projects is
included. These are focused on the specific example of VGI data handling presented here: a case
study area where instability and lack of resources are found alongside strong communities and a
pressing need for more robust and effective official structures. The chosen example relates to the
administration of land in an area of Iraq.

Keywords: volunteer geographic information; positional accuracy; land administration systems

1. Introduction

The term ‘Volunteer Geographic Information’ (VGI) was introduced by Goodchild [1], to describe
the widespread participation of the private citizen in creating geographic information, a function that,
for centuries, had been reserved to official agencies [2]. The majority of VGI projects have concentrated
on building web applications that allow citizens, using the Internet and contemporary technology, to
access and edit or create features with reference to maps, satellite images, and ground-based methods.
However, such projects may not always be successful in developing countries, such as Iraq, where
Internet connections may not be good, the majority of citizens have no knowledge of using web map
applications, and there are problems in engaging with communities, especially in rural areas [3].

Only 25% of nations (mostly industrial countries, 35–50 in total) have a complete land registration
system: lack of finance, limited institutional capacity, and ineffective political will, mean that 75%
of the world’s land parcels have not yet been registered. The majority of their occupants are the
most vulnerable and poorest groups in society, and they live under threat of expulsion due to lack of
security of tenure [4]. Clearly, improved systems and practices are required, and it is suggested that
cooperation with the local community could accelerate the creation of land administration systems
which are appropriate, realistic, sustainable, manageable, and effective, i.e., fit-for-purpose.

The priority of a ‘fit-for-purpose’ system is not necessarily high spatial accuracy, but rather
the effective recording of ownership and provision of security of tenure for underprivileged
communities [5]. Building such a system could incorporate efforts of local citizens, with different levels
of education and background, and utilizing varying technologies. The majority of previous research
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in VGI concentrated on the general drive, nature, and applications of the crowdsourced data, i.e.,
data collated from contributions of a number (often with redundancy) of ‘amateurs’, non-officials, or
volunteers. It mainly focused on the nature of projects such as OpenStreetMap (OSM) and Wikimapia,
but with little research on the fitness for use of VGI in official domains, such as land administration.
Keenja et al. [6] reported that “to date, limited empirical work has been undertaken in this domain:
there remain many unanswered questions regarding the accuracy, authority, assuredness, availability,
and ambiguity of crowdsourced data. Meanwhile, the potential for crowdsourcing to provide a low
cost and high-speed solution in areas where cadastral coverage is lacking, is eagerly anticipated”.
Basiouka, Potsiou, and Bakogiannis [7] used volunteers to assess the possibility of using OSM for
official, cadastral purposes, but the target group was college-educated surveying practitioners, rather
than real members of the community. Other researchers, such as Grus and Hogerwerf [8], have
reported on experiences of crowdsourcing in the Netherlands’ Kadaster, concentrating on change
detection, whilst de Almeida et al. [9] explored the role of VGI in capturing and utilizing 3D data for
property cadastres.

The study presented here examines VGI data collection, involving a wide range of community
citizens, and several digital and analogue collection methods acceptable to them, to investigate
contributions to official land administration systems (LAS). The paper is based on research and
fieldwork in Iraq undertaken in 2016. The next section covers the issues which affect the role of VGI
in land administration projects. Section 3 introduces the research project undertaken in Iraq, and its
results are reported in Section 4. Following discussion, it is suggested that, in areas of conflict or
when official systems are under extreme stress, VGI may be the only realistic method of collecting
usable data.

2. Contextual Issues in VGI for Land Administration

There are many issues which influence and directly affect the operation of VGI projects for
the purposes of land management. Land administration is a crucial governmental function, and its
effective delivery in a dysfunctional environment, such as modern-day Iraq, is difficult. The concept
of public participation in such activity can be problematic for both authorities and citizens. Further,
the nature and quality of data collected by volunteer citizens must be addressed. It may also be
possible to learn from other investigations into the potential of VGI, and into the governance and
methods of land administration. The most significant issues for the case study presented here are
outlined in this section.

2.1. Approaches to the Public Participatory Collection of Geographic Data

Mass contributions of VGI are referred to as ‘crowdsourcing’ [10], generally taking advantage of
contemporary mobile devices and the ‘geo-web’. The terms ‘collaborative mapping’ and ‘participatory
GIS’ can be used to describe the application of VGI to land administration; further VGI use is directed
towards the concept of ‘citizen science’ [11]. In the handling of data related to land administration, the
subject of the study outlined here, de Vries, Bennett, and Zevenbergen [12] refer to ‘neo-cadastres’,
meaning land-based records built and maintained by citizens. Seeger [13] considers three specific
aspects important to the use of VGI in cadastre- and land-based projects: the motivation for volunteer
engagement with land administration, the quality of the data, and methods of validation and
verification. The case study described here exposed an uncertain group of volunteers to concepts of
participatory geographic data collection and its subsequent handling and processing.

2.2. Citizens’ Motivation

A range of issues may affect or direct the work of a volunteer who collects and handles VGI [14].
Some citizens speak of altruism, professional and personal interest, intellectual stimulation, protection
of possible personal investment in the locality, social reward, personal reputation, self-expression,
opportunity, and ‘pride of place’, including improvement in public services [15], as positive reasons
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for their engagement in VGI collection and management. Basiouka and Potsiou [16] suggest that the
main motivation for public volunteering might be to overcome bureaucracy and assist in opening
land up to more development. More negative factors can also act as drivers, including the promotion
of mischief, support of a contrary social, economic, or political agenda, or malice intent (similar to
hacking or seeking criminal access to data). Participation can often be seen as recreational, with Cotfas
and Diosteanu [17] suggesting that the public does not even need to be particularly aware or motivated
for their participation. However, Tulloch [18] suggests that communities and individuals which engage
in VGI achieve a higher level of ‘empowerment’, and this certainly did become a public motivation in
this study.

2.3. VGI as a Contributor to Official Activity

Haklay et al. [19] present direct uses of VGI in governmental activities. Although some of these
are not directly related to cadastral systems, they inform this project with experiences and difficulties
that may face the application of VGI to such tasks. In Kibera, Nairobi’s biggest informal settlement,
VGI was used to create a basic topographic map, enhancing the surveying activities of the national
mapping agency [20]. In a more integrated fashion, the Canadian government has developed a project
for correcting and updating topographic maps using VGI [21]. VGI can also be used for improving
public services, although there is evidence of resistance to its adoption as a regular information source
for some local government tasks [22].

Official governmental activity, local, regional, national, and international, typically involves
significant amounts of spatial data handling, but it is also characterized by shortcomings in resources
which can lessen effectiveness, or may even dissuade communities from engaging with the economic,
political, and social management of society. The advantages and experiences of VGI should be
communicated to formal structures, including those engaged in administration of a major societal
resource, land, and this was a major goal of this study.

2.4. Accuracy and Completeness Considerations for VGI

Since VGI is provided, in many cases, by people with little or no knowledge of the mapping
process [23], it is necessary to verify the quality of this data and the potential benefits. Further, there
is possible divergence between the quality of original cadastral map production and the accuracy of
volunteer information, which indicates the need for verification of the latter. The quality of data can
comprise several factors [24,25]:

• Positional accuracy is the ‘nearness’ of coordinate values of a VGI feature (e.g., a captured point)
to a corresponding authoritative equivalent feature.

• Thematic or attribute accuracy refers to the reliable and reasonable correctness of semantic
information attached to the point, line, and polygon features of the spatial database.

• Completeness refers to the comparison between different datasets for the same area of interest to
find which features are included or excluded from a dataset.

• Temporal accuracy refers to the agreement between encoded and ‘actual’ temporal coordinates [26].
• Logical consistency refers to the identification and resolution of contradictions, relationships, and

connections within a dataset [27].

The evaluation of the positional accuracy of VGI can utilize traditional statistical methods, such as
root mean square error (RMSE) to describe the spatial error of point features. Fairbairn and Al
Bakri [28] reviewed the spatial correspondence between VGI and official government data, finding that
the RMSE for OpenStreetMap data against official topographic mapping data was consistently higher
than established tolerances, with errors attributed to the low-precision devices, for example, personal
GPS units and commercial imagery services, commonly used in VGI data collection. Such measures
can vary within a dataset which covers different areas: Zielstra and Zipf [29] found that the quality of
VGI became worse the further away it was collected from the urban core.
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Completeness can be assessed by considering the difference between what is recorded (e.g., in the
context of a VGI project such as OSM, number of houses or length of roads) and what is actually
found in the real-world [30]. Haklay [31] suggested that it is possible to rely on such a numerical
assessment, by simply comparing the total length of streets in OpenStreetMap (OSM) with Ordnance
Survey (OS) data. Jackson et al. [32], undertook a study counting numbers of identified schools in
an area and showing correspondence across four datasets. However, when they repeated the study
basing it on specific attributes—e.g., names, addresses—they noted that, although the numbers were
similar, the schools themselves were often not identifiably the same. Summarizing completeness based
on quantities alone was insufficient to assess this factor.

2.5. Land Administration Systems in Developing Countries

Adlington and Tonchovska [33] argue that one of the main reasons for inefficiency of official
land administration systems is a lack of funds. Characteristic of many changing economies in less
developed countries, public projects in revising, updating or maintaining any official system may
fail due to political change and economic transition from central to free markets: 49% of World Bank
supported projects suffer from budget deficiency, exemplified by a study of land administration by
Basiouka and Potsiou [16] in Bulgaria. McLaren [4] noted that lack of trained staff also makes official
systems inefficient, with Enemark et al. [5] citing Rwanda as an example of this situation.

In practice, governmental systems can be inaccessible for most of the people, especially in developing
countries. The lengthy and costly procedures in handling land data mean that poorer people may
not register their ownership, and may buy or sell their land without reference to the formal system.
Official systems usually record only legally registered land, leaving millions of people whose tenures
are predominantly social, rather than legal, as unprotected occupiers [34]. A further issue is the
difficulty faced by official systems after change of governmental regime, or following civilian or
military conflict [35]. Even where usable systems exist, Al-Bakri and Fairbairn [36] noted shortcomings
in completeness and currency as authorities struggle to record increasing numbers of plots and
subdivisions, and changes of use. Supplementary or alternative collection, recording, and management
procedures, including VGI-based techniques, can appear attractive.

2.6. Fit-For-Purpose Land Administration

Where the official cadastral system is weak or does not exist at all, ‘fit-for-purpose’ systems [5]
can be considered. Their main aim is to provide security of tenure for underprivileged communities,
using several key principles: general boundaries are used rather than fixed/monumented boundaries,
meaning that the accuracy of the delineation process is not necessarily high, especially in rural and
peri-urban areas where land values may be low; the use of cheaper satellite or aerial imagery as
base mapping is promoted as suitable for land administration; the approach is participatory and
inclusive, covering all tenure types, including both legal and de facto occupied; and the resultant
system flexibility allows for easy data update and system upgrade. ‘Fit-For-Purpose’ approaches have
been tested in this research study.

2.7. Evaluating the Use of VGI in the Land Administration System

De Vries, Bennett, and Zevenbergen [12] argue that the use of VGI in cadastral systems is faster,
cheaper, and more fit-for-purpose than the traditional method of official survey and registration.
VGI can also act as an interim cadastral solution for securing land rights with different levels of
tenure security. However, along with Lanier [37] and Keen [38], they do acknowledge possible conflict
between VGI methods and data, and the procedures of official organizations and experts.

Goodchild and Li [39] have concerns about the quality of VGI and the fact that only a small
number of people can validate it. In land administration, similar concerns have been expressed by
Navratil and Frank [40] who argued that it would be difficult to depend on VGI alone as an alternative
for an official cadastral system. The testing of VGI validity, and assessment of conflicts between it and
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official records, are important in determining in its worth. Methods of verifying VGI may include the
matching of data against ground truth or accepted values, quality control of the data flowline, the
acquired reputation of the volunteer (both as a source of original data and as a checker of others’ [41]),
or confirmation by multiple data collection methods or individuals [42,43].

2.8. An Example from Iraq

In Iraq, the official land administration system has faced many problems since the US-led Occupation
in 2003. Large-scale forgery of title deed documents dates from that period. The dysfunctional nature
of official systems has led to the seizure of public buildings by people occupying them as their living
space, with others illegally squatting on public land and building their own houses on it, bypassing
the formal land registration system. Internal migration and displacement of large groups of the Iraqi
population have exacerbated property ownership uncertainty and occupation disputes, and rebel
political and military groups have established alternative governance in many areas. Current political
and economic circumstances do not signify any improved situation, and the sub-optimal nature of the
current land administration system in Iraq suggests that an alternative method based on informal data
sources is the better approach to improvement.

Each of the contextual aspects presented here in Section 2 has been incorporated into this research,
and several are explored in depth later. This wide-ranging set of issues has an effect on the investigation
of possible impact of VGI, derived in difficult situations, on dysfunctional organisations charged with
official geospatial data handling.

3. Establishing a VGI Project

A project was set up to test the applicability and value of VGI in enhancing the land administration
system in a province in central Iraq, and the practical procedures employed to handle the VGI.
The issues presented in Section 2 were major drivers in establishing a methodology for this project.
The governorate of Babil was chosen, and field work was conducted in the region of its capital
city, Al-Hillah, 100 km due south of Baghdad. Here, three types of locality—rural, peri-urban, and
urban—were identified. For each type, several specific locations were chosen and the local communities
were contacted through gatekeepers identified in collaboration with the local land administration
office. The locations varied not only in topography, but in land utilization dynamics, demographic
profile, and socio-cultural community. In addition, the coverage of formal land records and maps
obtained from the official LAS professionals was different for each site. The variability in methodology
extended to the testing of differing data collection methods in each of these areas.

3.1. Community Sampling

VGI data collection was undertaken in nine communities: four urban, three peri-urban, and two
rural. Preparation involved ensuring engagement with those local leaders who were positive about the
research program, and were able to introduce the project to residents. A total of 10–15 volunteer citizens
per community were recruited, varying in gender, age, and educational level (Table 1). In a formal
workshop environment, volunteers were given full training in the project requirements, in terms
of security, anonymity in data handling and instrumentation, and procedures for data collection.
Volunteers could choose which technology to use to gather the data. In addition, the implications of
giving consent to participation were explained, and a brief overview of the formal land administration
procedures was given. Training was delivered, with detailed instructions on both low- and high-tech
methods, and on specific issues, such as identifying a plot’s ‘center point’ and being precise in
attribute recording.
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Table 1. Characteristics of volunteers who mapped case study areas.

Gender Age Education level

Male Female <30 30–50 >50 Uneducated School University

Urban Communities
(Four sample areas)

23
(56%)

18
(44%)

15
(37%)

19
(46%)

7
(17%)

6
(15%)

18
(44%)

17
(41%)

Peri-urban Communities
(Three sample areas)

29
(78%)

8
(22%)

11
(30%)

14
(38%)

12
(32%)

10
(27%)

17
(46%)

10
(27%)

Rural Communities
(Two sample areas)

27
(100%)

0
(0%)

4
(15%)

10
(37%)

13
(48%)

14
(52%)

9
(33%)

4
(15%)

3.2. VGI Collection

The methods of data collection are central to the testing of geometric and semantic/attribute
data, as well as considering the varying nature of the environment visited, and the personal abilities
of the individual volunteers. Three methods were developed and used: (i) smartphone with a GPS
app uploaded for locating land parcel corners and attributing the resultant polygon; (ii) portable
iPad tablet PCs with the official cadastral map uploaded, and overwriting and annotating capability
provided through QGIS; and (iii) paper-printed aerial or satellite image, with clipboard and pencil for
demarcation and annotation.

Initial training, interviews, and practical data collection took place with reference to the land
parcel presently occupied by the volunteer, to establish familiarity with the method chosen—gathering
GPS coordinates of plot boundaries, identifying parcels and annotating maps on a portable tablet, or
demarcating and tracing plots on paper images of satellite scenes (Figure 1). It was recognised that
scale is an important issue in VGI data collection [44]: for urban and peri-urban areas, tablet mapping
and satellite imagery should render the base map data at a large scale (e.g., 1:1500), although smaller
scales may be appropriate for rural areas.

Each volunteer surveyed a number of land parcels.

Figure 1. Data collection methods applied in different geographical contexts: (i) smartphone GPS in an
urban centre; (ii) tablet computer in an urban centre; and (iii) paper aerial image in a rural area.

3.3. Practical Fieldwork

The volunteer groups themselves demarcated their precise data collection site (community extent)
using standard paper mapping or imagery. The size of such sites was set at 250 m × 250 m in rural
areas (maximum 100 agricultural plots), 150 m × 150 m in peri-urban zones (maximum 100 land
parcels), and 150 m × 150 m in central urban districts (maximum six city blocks, perhaps including
high-rise buildings). Each site was divided to identify specific sub zones for each volunteer to capture
the land parcels’ geometry. In addition, attribute data for each land parcel (e.g., owner; type of tenure;
date of last transaction; land use; date of last land use change (e.g., agriculture to residential)) was
captured across the whole site in duplicate by all volunteers. Multiple capture of such attribute
data is necessary to provide validation data. The geometric and positional data captured by VGI
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could be tested against reference surveys, existing mapping or imagery, but the attribute data were
validated by such crowdsourcing because: (a) official records of ownership are confidential and
inaccessible; (b) subdivision has complicated ownership; and (c) contemporary information is required.
Further attribute data reflecting environmental change was also recorded by the volunteers—change
of river course, building demolition or construction, notification of heritage status, or change in
land use. Such information allowed for tests of completeness and currency to be undertaken later,
and comparisons made between the official records and the VGI.

4. VGI Activities and Outputs in Al-Hillah

A series of field data collection activities were undertaken in each case study area (Figure 2):
communities were consulted, citizen volunteers identified, officials interviewed, data collected, and
existing official mapping and records were collated. Much of the assessment of VGI methods and
outputs involved comparisons with these official datasets. The land administration agency in Al-Hillah
retains official records in both textual and in map form. Unfortunately, there are very few records which
offer up-to-date information, the vast majority of maps having been produced before 2003 and typically
hand-drawn on paper. These show parcel boundaries but little other topographic detail, generally
limited to drainage and highways. The scale of such maps is typically 1:1000 for urban areas, 1:2500 for
rural areas, and the name of the surveyor and date of survey is shown. One of the nine areas chosen had
mapping produced in 1951, with others dating from the 1970s. Such documents are accurate in terms of
survey, although the attribute information (e.g., owner’s name, land use, etc.) can be vastly out-of-date,
and some environments have also changed significantly: for example, in one rural area a new irrigation
scheme has radically transformed the layout, and quantity, of land parcels. Unfortunately, most of the
maps have no visible coordinate reference system or grid associated with them, but the availability
of accurate and contemporary aerial orthophotos has allowed for georeferencing of the maps to take
place, and for comparisons to be made between coordinates collected by volunteers on the ground and
the records held on official mapping.

Figure 2. Study site locations, Al-Hillah, Iraq (Google Maps, 2016).

In urban areas, information about the coordinate system and an overlaid grid appear on some
maps; but in peri-urban and rural areas all the maps needed to be spatially matched with georeferenced
aerial orthophotos, using well-chosen reference points on the imagery.

4.1. Positional Accuracy Results from VGI

Significant outputs from this project include the testing of VGI datasets against the official records.
Such accuracy testing is done by matching land parcel corners and boundaries from the VGI with the
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formal LAS documentation, which may be a map or a list of coordinates. Each of the three technologies
was used to capture a dataset of land parcel corners in each of the nine areas (although the rural areas
only used two technologies—smartphone GPS and analogue paper photo). Therefore, a significant
number of points captured by each volunteer using all technologies was made available and accuracy
comparisons could be calculated (examples of land parcel measurement for an urban and a rural area
are shown in Figures 3 and 4). Positional accuracies for datasets created using each data collection
method were calculated for each of the nine sites. This involved a RMSE analysis of coordinated
corner points of land parcels, assessing the discrepancy between the positions captured using the
three methods utilized and the coordinates of those points as shown in the official map records.
A customized dashboard tool, developed in MATLAB for calculating and visualizing the RMSE and
other measures [28], was used to quantify the discrepancies between VGI and official data (Figure 5).

Figure 3. Moharbeen urban area, Al-Hillah. VGI-defined land parcel boundaries using three methods
of delineation.
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Figure 4. Aries rural area, near Al-Hillah. VGI-defined land parcel boundaries using two methods
of delineation.
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Figure 5. Calculation and visualization tool for RMSE (VGI points captured by GPS, compared to parcel
coordinates from official mapping, Moharbeen urban area, Al-Hillah).

The calculated RMSE values were consistent for each data collection technology within a locality,
but the summary statistics presented in Table 2 do indicate some variation. GPS accuracies suffered
in urban areas due to limited satellite visibility and lack of stability for hand-held mobile devices.
The iPad, with official base maps and QGIS functionality, appeared to be promising in terms of
accuracy, although the rural communities could not be persuaded to use this technology: the majority
preferred to annotate an analogue paper copy of the orthophoto, but misinterpretation (e.g., between
shadows and land parcel edges) led to lower accuracies in some areas.

Table 2. Root mean square error (RMSE) for parcel corners for compared datasets aggregated by locality.

Study Area No. of Points
Tested

RMSE (Meters) cf. Official Data

Smartphone GPS iPad Tablet Analogue Paper Photo

Urban (4 sites) 778 4.364 1.357 2.615
Peri-urban (3 sites) 308 2.933 1.354 2.190

Rural (2 sites) 139 3.23 - 3.41

4.2. Completeness Results from VGI

Completeness was assessed by considering the total number of plots which are evident in the field,
compared to those in the official records. A significant difference between the formal and volunteer
totals has been found:

• Urban: 1235 plots on the official map; 2133 plots observed by the volunteers;
• Peri-Urban: 223 plots on the official map; 285 plots observed by the volunteers;
• Rural: 80 plots on the official map; 728 plots observed by the volunteers.

In the urban area there has been significant increase due to sub-division of plots. Occupying
the same space, subdivided parcels are used for changes in land use, e.g., new shops; for developing
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new buildings within the parcel, e.g., additional houses; and for modified occupancy, e.g., new flats
created from an original building. A typical example is of one land parcel, believed by the authorities
to be a single plot, but identified by volunteers to have been sub-divided into three separate plots.
Two of these were used for housing and the third consisted of several small shops, with a flat above.
In another case, one owner of two individual large housing land plots had combined them to produce
one plot, now containing five houses. Other locations highlighted a radical change of use, from purely
residential to multiple use, including areas where all houses now have shops at the front. Peri-urban
sites exhibit less change, because of lower land values (with less pressure to subdivide), and stable
occupancy. In rural areas, some parts are very stable, but other locations have changed land use from
agriculture to residential, and numerous housing plots have been created from one field. In one of the
communities surveyed, a new irrigation scheme in an area where the official maps date from the 1950s,
meant a completely different pattern and density of land parcels to that shown officially.

Table 3 shows the results of multiple crowdsourced VGI in testing the currency and validity of
attribute data. Here, ownership details of sampled plots were to be determined: the official records of
the name of a parcel’s owner are incomplete and out-of-date, so each volunteer was asked for their
opinion. In the vast majority of cases the ‘crowd’ of volunteers agreed on the name of the rightful
owner: the percentage of disagreement in validating ownership data by consensus was low for each of
the three different areas. It is concluded that ownership data obtained from groups of volunteers was
correct, and could be used for validation and informing the official LAS organization.

Table 3. Verifying ownership data by crowdsource agreement.

Study Area
No. of Plots

Tested
No. of Plots with Disagreement
Recorded in Naming the Owner

Percentages of
Disagreement

Urban (4 sites) 200 9 5%
Peri-urban (3 sites) 150 5 3%

Rural (2 sites) 80 2 2%

4.3. Experiences with Volunteers’ Activity and Motivation

In addition to analysis of the data collected in this VGI project, further factors related to the citizens
involved were assessed during the fieldwork, including their preferences, opinions, and motivations.
This was derived from interviews with volunteers, observation of the work being done in the field, and
analysis of the data captured. Feedback sessions were held with volunteers after their participation,
recording their opinions and taking the opportunity to report back to them on their work.

It is clear that citizen volunteers have valuable information on their communities which, if added
to the formal land administration system, can help to update it. For example, in one of the case
study sites, volunteers reported that the official map is too old, because a river shown on the map has
dried up and the area of land is occupied by some residents. Another example relates to permissions:
the out-of-date official map shows a block of land parcels which appear to be available for development
but, in reality, the community now considers the area of that block to be a heritage area.

After using the three different methods of data collection to identify their own or others’ plots,
volunteers were asked to specify which was the easiest and why. In effect, the usability of,
and preference for, high-tech methods (smartphone/GPS for picking up coordinates; iPad for
digital boundary demarcation), or low-tech methods (ordinary pen to delineate plot boundaries
on paper-printed satellite/aerial image, topographic map, sketch map) was determined (Table 4).

The urban area volunteers preferred the iPad tablet configuration, which was also the most
accurate for them; but in the peri-urban areas the less cumbersome and less obtrusive smartphone
option was preferred. Those in rural areas had a distinct antipathy to the tablet, with a slight preference
for the analogue method.

102



ISPRS Int. J. Geo-Inf. 2017, 6, 385

Table 4. Number of volunteer preferences for data collection methods in different communities.

Areas GPS Enabled Smart Phone iPad Tablet Analogue Paper Photo

Urban 10 17 14

Peri-urban 17 7 13

Rural 13 0 14

At the end of the study, citizens, were asked about the reasons for their involvement. In Al-Hillah,
as in many other areas of Iraq, and indeed other countries, the allocation, use, registration, occupancy,
and transfer of land are extremely contentious issues and any formalised system of administration
is open to all manner of professional incompetence, as well as fraud and profiteering. It was these
issues which appeared to motivate the volunteers most strongly. Due to the localised ongoing unrest,
long-term lack of resources, and basic inefficiency of the current system, several volunteers had direct
experience, as land owners, of the land administration losing their documents inside their institute.
Even when they are available, volunteers have been dissatisfied: a typical response was: “I visited the
land registration system to change the category of my parcel. However, I was shocked when I saw that the file
was full of dust and in a very bad condition; a few of the papers were lost . . . I was very depressed and angry at
them for losing some documents in a place that we expected to be safe”.

Volunteers were asked whether they were happy that they spent their time on the project and
would they like to do more survey work (Table 5).

Table 5. Volunteer willingness to participate further.

Study Area Yes No Not Sure

Urban (4 sites) 35 3 3
Peri-urban (3 sites) 31 2 4

Rural (2 sites) 26 0 1
Total 92 5 8

The majority answered that they would happy to be volunteers in the future for such projects.
Reasons given for refusing, in contrast, were mainly related to the uncertain safety situation of the
country and the threat of sectarian violence, along with a perception that data collection such as this
was devious and an indirect means of government ‘spying’. The recent years of conflict in civil society
in Iraq, and its impact on societal structures, including the sense of community (which would promote
volunteer activity such as this), does have an effect on projects such as the one described in this paper.

Further, some felt that their data collection work was challenging the official ‘professionals’, who
had the sole responsibility and expertise to manage the LAS. One suggested that availability of VGI
data “may encourage some dishonest people to deceive our data for forgery purposes, which is currently common
in Iraq”.

This section has discussed the field exercises undertaken during this research project. The data
collected, both positional and attribute, have been analysed in terms of its accuracy, and its utility in
enhancing official records. Further, the effect of different types of environment (urban, peri-urban,
rural) has been investigated, as has the impact of differing cohorts of volunteers. Varying technologies
have been applied. The impact and utility of the VGI collected in stressed societal circumstances has
been presented, along with an investigation of the social and community aspects of this VGI exercise.
The final part of this paper concludes with comments on the significance of the study.

5. Discussion and Conclusions

This project relied overwhelmingly on the willingness of communities to engage with VGI
collection and to consider the value of VGI when used within those communities. The identification of
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‘gatekeepers’, representative and authoritative community leaders, was a major factor in successfully
carrying out this project.

It was clear from initial interviews with the gatekeepers and with professional stakeholders,
that the local municipality does not have the capacity to update or maintain the official land administration
system. There had been a long-standing recognition of this situation, and an earlier attempt to sub-contract
improvements to external consultants failed in 2006.

The potential for VGI within this system is, therefore, worthy of investigation. Analysis has
shown the relative accuracy of different data collection methods in different contexts. It is argued here
that, in some cases, it may be more important to collect some interim data, which the community can
agree on and take ownership of, even if that means using a slightly less accurate method, than to focus
simply on spatial accuracy. It can be concluded that in areas of conflict, or when official systems are
under extreme stress, VGI may be the only realistic method of collecting usable data. In these cases, it
may be more important to allow volunteers to choose a lower-accuracy method of data capture suited
to their preferences and abilities.

Further conclusions relate to the advantages of incorporating VGI into the official land
administration system.

1. Speed of data capture: the volunteer groups were able to gather more timely information within
a few days than the hard-pressed official agency;

2. Lower costs: the use of basic technologies, including paper images and citizen-sourced
annotation, has been shown to be sufficiently accurate for updating records in the official system.
Even the more expensive methods, including GPS-enabled mobile phones and hand-held tablets,
many already owned by volunteers, are cheaper than investing in agency-wide technologies
relying on high-precision GPS or drone mapping programmes;

3. Updated registers of legally-acceptable standards: the speed and low cost of any VGI project of
this type will result in significant amounts of valuable, contemporary information. This advantage
is more contentious, as the definitive legal status of the VGI has not yet been formally confirmed
(although the official agency has been encouraging), and it is also recognised that a more
systematic approach to data collection will need to be developed, authorised, and monitored by
the formal governmental body; and

4. Engagement of the community: encouraging the citizens and local stakeholders to ‘take
ownership’ of the land registration process has significant societal benefits, and the community
representatives (gatekeepers) were enthusiastic proponents of this research.

This paper has exemplified some of the issues involved in capturing VGI in circumstances where
official law and order is limited and communities are not functioning in an ideal manner. Thus,
in addition to the merits of using VGI, potential problems in enhancing or supplementing the land
administration system with citizen-sourced VGI are recognized.

1. Embarking on a programme of data capture which relies on recruiting technically-aware and
knowledgeable people, representative of a community, can be difficult: the gatekeepers were
relied upon to find a willing cross-section of the local residents and business owners. Problems
were encountered, for example, in encouraging female volunteers to use ‘advanced’ technologies.
Technical skills in handling technology, training in filling out forms and recording the data
required, and conflict resolution in small groups, all needed attention for successful VGI to
be compiled;

2. Further, social problems were evident in contributors volunteering some of the information
requested: questions such as ‘who owns this land parcel?’, ‘is this land occupied illegally?’,
and ‘how many people form the household in this property?’ often proved uncomfortable for
volunteers to ask;

3. There was also a perception, which was difficult to overcome, that this research was
government-initiated, and the hostility of citizens to authority took much effort to overcome;
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4. The final merging of captured VGI with the official data: in terms of required accuracy, this would
not be problematic, but the legal standing of information captured by citizens, as opposed to
official agencies, has not yet been tested.

This paper has concentrated on considering different methods of data collection that can suit
different types of people, in varying geographical contexts. The research has given opportunity for
a representative sample of citizens to volunteer and participate, with varying levels of education
and experience. The promising levels of accuracy and completeness of the VGI data and their
possible inclusion in a fit-for-purpose LAS, are of significant interest to the authorities of Al-Hillah.
It has been shown that, despite challenging circumstances in engaging with citizens and acquiring
good-quality data, there is potential for incorporating VGI into the land administration system of a
poorly-documented, yet dynamic, area of a country which faces many problems.
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Abstract: The emerging trends and technologies of surveying and mapping potentially enable local
experts to contribute and share their local geographical knowledge of place names (toponyms). We can
see the increasing numbers of toponyms in digital platforms, such as OpenStreetMap, Facebook Place
Editor, Swarm Foursquare, and Google Local Guide. On the other hand, government agencies
keep working to produce concise and complete gazetteers. Crowdsourced geographic information
and citizen science approaches offer a new paradigm of toponym collection. This paper addresses
issues in the advancing toponym practice. First, we systematically examined the current state of
toponym collection and handling practice by multiple stakeholders, and we identified a recurring
set of problems. Secondly, we developed a citizen science approach, based on a crowdsourcing
level of participation, to collect toponyms. Thirdly, we examined the implementation in the context
of an Indonesian case study. The results show that public participation in toponym collection is
an approach with the potential to solve problems in toponym handling, such as limited human
resources, accessibility, and completeness of toponym information. The lessons learnt include the
knowledge that the success of this approach depends on the willingness of the government to
advance their workflow, the degree of collaboration between stakeholders, and the presence of
a communicative approach in introducing and sharing toponym guidelines with the community.

Keywords: citizen science; volunteered geographic information (VGI); toponym; crowdsourced data
collection; data quality

1. Opportunities for New Approaches to Collect Place Names

Place names (known as toponyms) are an indispensable component of our communication about
geographic features or regions, both natural and man-made [1,2]. They serve many purposes, including
the obvious need for unambiguous identification for navigation, but also for current territorial
claims and managing a society’s past (e.g., to compare the renaming of streets or even entire cities
following a regime change) [3–8]. Toponyms frequently have deeper meanings, often involving
complicated semantics related to language and history [9–11], but many toponyms also describe
the features they name. Some example toponyms from Indonesia are derived from folklore tales
(Mount Tangkubanperahu, Banyuwangi), historical names (Jakarta from Jayakarta), or names of
persons that have been adjusted to the local language (Malioboro from General Malborough, or Sampur
from Zandvoort) [12–14]. Other (natural) features can cross multiple linguistic regions, for example, the
river “Danube” has several names: “Donau” in Germany and Austria, “Dunaj” in Slovakia, “Duna” in
Hungary, “Dunav” in Croatia and Serbia, “Dunav” and “ ” in Bulgaria, “Dunărea” in Romania
and in Moldova, and “Dunaj” and ” in the Ukraine [2]. Other toponyms originate from local
geographical knowledge and history. Local citizens know places from their personal experiences and
collectively agree and disagree in naming the places as part of their daily communication.
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When surveying became a centralized and structured activity, the respective naming and mapping
authorities (often part of the military forces) would collect, manage, and publish place names in the
form of topographic maps, atlases, and gazetteers [15,16], sometimes taking control of local names.
As part of this process, place names were standardized (at least within national boundaries) and,
in case of ambiguities or multiple names, the authorities would officially approve names at the national
level to be a part of a reference for worldwide communication.

In the last decade, the collection of toponyms has changed once again, potentially enabling the
local population to have a more significant influence and contribution. The revolution of digital
mapping and application allows citizens to contribute online through Web 2.0 technology and
platforms, such as OpenStreetMap (OSM), Facebook Place Editor, Swarm Foursquare, and Google
Local Guide. The absolute number of openly available toponyms increased due to the increase in
crowdsourced and volunteered geographic information (VGI). Government agencies began to realize
the potential use of citizens as scientists [15,17–20]. Researchers also explored crowdsourcing and
gamification approaches in toponymic survey, place naming, and engaging the public in gazetteer
creation [15,18,20–23].

Government agencies or toponymists (experts or researchers on the study of place names, or
toponymy) are motivated to try such citizen science approaches for various reasons. One aim is
to allow members of the general public to share indigenous or local geographical knowledge of
place names. Another is to enable people to contribute to scientific investigation, ranging from data
collection through analysis. More importantly, crowdsourced geographic information and citizen
science approaches offer new opportunities for developing countries, particularly where existing
gazetteers might be less complete, and where constraints on staff and resources are even more severe.

Nowadays, the national agency tasked with naming geographic features in Indonesia has been
exploring potential approaches and technologies that can provide leverage for crowd involvement in
toponym collection. The Geospatial Information Agency of Indonesia (Badan Informasi Geospasial
(BIG)) conducted two pilot toponymic survey projects in 2015 and 2016. They then introduced
a toponym data acquisition system in 2016 [24,25]. Usually, toponym collection is conducted in line
with topographic mapping projects, and toponym standardization procedures are handled by naming
authorities (national and regional committees for the standardization of toponyms) [24,26].

The pilot toponymic surveys were conducted in two distinct regions to examine the advantages of
mobile, smartphone-based applications, when compared with GPS handhelds and maps, in recording
toponyms. One survey in Yogyakarta (2015) collected toponyms of man-made features in urban
areas. Another survey in Lombok (2016) gathered natural and man-made features in each district and
region. The initial idea and motivation for the survey projects were to provide additional details or
complete gazetteers. Group discussions with people in the field and members of toponymic survey
projects revealed that local residents were eager to contribute to and learn about the use and impact of
toponym collection.

This paper addresses issues in advancing toponym practice through three investigations.
First, we systematically examined the current state of toponym collection and handling practice
by multiple stakeholders, and we identified a recurring set of problems. Secondly, we developed
a citizen science approach, based on participation, to collect toponyms. Thirdly, we examined their
implementation in the context of an Indonesian case study. This research addresses identified problems
in toponym collection, such as limited official staff in field surveys, the long procedure of the existing
toponym practice, and issues of accessibility to all locations.

The following section addresses the first issue by examining the state of the art and deriving
common problems. The subsequent two sections then describe a new framework that is capable of
addressing the challenges, and show how the framework can be applied to a concrete, national case
study (Indonesia). The last section discusses and summarizes our findings.
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2. Current Challenges of Managing Toponyms—Citizens to the Rescue?

2.1. Systematic Evaluation of Challenges in Conventional Toponym Collection

UNGEGN (United Nations Group of Experts on Geographical Names) encourages nations to have
national mapping agencies (NMA), or cadaster agencies, or to establish coordinating agencies for the
standardization of toponyms in their countries [1,27]. So far, there has been no detailed investigation of
the characteristics of UNGEGN countries regarding the coordination and regulation of the collection,
or the maintenance and publication of place name databases. We explored the country reports and
toponymic guidelines provided on the UNGEGN website to determine the current state of the art in
toponym collection and maintenance. We selected documents from the 10th and 11th United Nations
Conferences on The Standardization of Geographical Names (UNCSGN) in 2012 and 2017 [28,29].
We used UNCSGN 2012 as the baseline because of the discussion on VGI and crowdsourced geographic
information proposed in this conference. From the perspective of data collection and maintenance,
public authorities are responsible for collecting and standardizing place names, and publishing place
name databases in a national gazetteer.

Our literature study revealed a range of problems encountered by current toponym collection
practices. These ranged from high-level legislative framework and organizational issues, to concrete
data-handling problems. Traditional toponym data handling typically featured lengthy and costly
processing, with considerable delays between collection and publication, which further exacerbated the
limits of human resources. Many national naming authorities have realized that crowdsourcing and
citizen participation potentially can provide up-to-date and reliable geographic information based on
local geographical knowledge. However, a naïve crowdsourcing approach would encounter challenges
of credibility, legal issues (licensing, ownership, and copyright), and the sustainability of the system or
project. In this paper, we suggest a taxonomy of problems in toponym collection identified from the
literature, as can be seen in Table 1.
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Table 1. Taxonomy of problems in toponym collection.

Category Main Problems and Open Issues

Legal aspect
• Licensing, data ownership, and copyright
• Data privacy and liability issues

Organizational issues

• The absence of a national naming authority
• Coordination between public agencies
• Collaboration with non-government sectors
• Conflict resolution (potential for conflicts)

Funding
• No dedicated funding
• Limited budgeting at local government

Procedures

• Inadequate regulatory procedures for the systematic
approval and recording of place names

• Insufficient training materials and guidelines on
toponym collection

• Long procedure, from collection until dissemination,
of gazetteers

Personnel
• Limited human resources
• Lack of trained staff
• Language problems in interviews

Accessibility
• Insufficient transport infrastructure
• Limited broadband and Internet services
• Poor or bad weather conditions

Data Availability (Output)

• Incomplete place name database
• Data uniformity issues (database structure and format file)
• Duplicate places
• Incorrect type of feature classes
• Syntactic (data) integration (history of toponym records)
• Semantic integration (meaning of places)
• Spatial footprints (point-based location, bounding box

(extent of features), and representation of vague places)

The data acquisition cycle can be identified as the main weakness of the processes in traditional
toponym collection. For example, the toponym collection and verification cycle in Indonesia are
generally conducted every 3 years to cover all 34 provinces for man-made features, except when
there is an urgent case or a national priority. There are four main problems that cause this weakness:
(1) extended procedures from data collection until dissemination, (2) limitations of human resources,
(3) insufficient training materials, and (4) data uniformity issues and completeness. This assessment
arises from a synthesis of the reports by governments on the situations in their countries, as presented
in the 10th and 11th UNCSGN. If these problems can be tackled through collaborative approaches and
using advanced technology, then government agencies can provide improved and complete gazetteers.

2.2. Bringing in the Power of Citizens

Collaboration among multiple stakeholders can be expected to help solve the above-mentioned
problems. Several terms are being used interchangeably: crowdsourcing, VGI, or citizen science.
A comprehensive review of these terms describes the role of citizens in crowdsourcing geographic
information [30].

The term “crowdsourcing” is a combination of “crowd” and “outsourcing”, coined by Howe [31].
Crowdsourcing is a process that involves outsourcing tasks to a distributed group of people.
The GB1900 project is a successful example of a gamified crowdsourcing approach in toponym
handling. Citizens participate online and share their knowledge of places (not only place names,
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but also place histories) through the transcription of toponyms and other features from maps on
the GB1900 website [22]. The project and approach successfully tackled problems of limited human
resources in field surveys.

VGI is defined as “the harnessing of tools to create, assemble, and disseminate geographic data
provided voluntarily by individuals” [32]—in other words, geographic information produced by
individuals and made available for the public. Public authorities and researchers also explored and
tested mobile applications to collect vernacular place names, or urban names, which involved multiple
stakeholders in several projects [20,21,33]. However, very little attention has been paid to the role and
motivation of people’s contribution as toponymists in digital place naming.

Public involvement and engagement in scientific projects is known as citizen science. Citizen science
appeared in the mid-1990s, although the practice itself is older. Nowadays, many researchers have
explored the definition, utilization, motivation, and typology of citizen science [34–38]. Citizen science
projects have become increasingly attractive in natural and social science. People definitely can share
their knowledge and receive feedback or obtain added value from it. Citizen science projects are
based on volunteering and the contribution of information for the benefit of human knowledge and
science [35]. The general public participates in scientific research activities and actively contributes to
science. They provide experimental data and facilities for scientists. They raise new questions and
help co-create a new scientific culture. They, themselves, become equipped with new learning and
skills and receive a deeper understanding of scientific work in appealing ways [39].

The United States Geological Survey (USGS) conducted a successful story from crowdsourcing
national topographic maps. The National Map Corps [19] brings future direction to improve and
involve citizens collaboratively. National mapping and cadaster agencies in Europe have explored
crowdsourcing and VGI approaches to update their topographical features [40]. For example,
in Austria, people have contributed through a Web-GIS application and an additional survey conducted
using paper-based maps with toponyms [18]. In the Netherlands, historical societies have been
involved in the Dutch Kadaster project to improve toponym data as part of the new system of
key registers for topography [15]. In Sweden, a crowdsourcing project among the Swedish NMA,
Lantmäteriet, and the Swedish municipalities has developed a mobile application to collect toponyms
(vernacular place names) and provide new toponym information in urban areas [20,33]. In Great
Britain, the public have contributed and used the GB1900 Web application (provided by the National
Library of Scotland, Edinburgh, UK) to help historians check and review place names and gather
memories associated with places. This Web-based application was developed to collect toponyms and
detailed information in old maps, such as base maps [22].

Many studies on VGI, crowdsourcing, citizen science, and geosocial media [18,19,41–43] have
shown correlations between the power of where and public contributions. Several studies have shown
that VGI and gamified crowdsourcing potentially are useful to collect and enrich (direct or indirectly)
place name information. Investigations have studied the relationship between VGI, gamification,
and geographic data collection [44]. Towns Conquer was one example of toponym collection using
mobile apps. This mobile application was developed to collect vernacular names by updating
or validating the existing place name database from the Spanish National Geographic Institute
(IGN Spain) [21]. Collaboration between members of the public and toponymists, or a national naming
authority, requires careful harmonizing, but this approach has the potential to complement the existing
or traditional toponym practices. A legal framework on toponym collection for citizen participation
could bring win-win solutions to toponym collection problems. Indonesia offers an example in law
enforcement of geospatial information under their Indonesian Geospatial Information Act No. 4,
2011 and government regulations on the standardization of toponyms. The Indonesian government
also has continued seeking and developing systems to involve communities or the general public in
toponym collection [24].
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3. An Approach to Integrate Citizen Science and Toponymy

3.1. Toponym Collection Framework

Following our assessment of the state of the art in toponym practice and crowdsourcing
approach, we developed a framework to identify which problems could be addressed by
citizen science approaches. In Figure 1, we depict the relationship among toponym challenges,
opportunities, multiple stakeholders, and potential approaches. The center is the main goal—collecting
toponyms—while the second layer consists of the existing approach and potentially collaborative
approaches. The middle layer represents challenges and opportunities, while the outermost layer
shows stakeholders. Generally speaking, the national naming authority has a legal mandate and is
responsible for providing an accurate and complete gazetteer as authoritative data. The government
should provide a legal framework that regulates data availability and organizational issues.
Planning, implementing, and evaluating a collaborative approach can be a challenging project,
especially for countries that have multi-dimensional problems, such as Indonesia, given its
geographical, cultural, and language diversity.

Figure 1. Challenges and opportunities to explore the potential use of a toponym collection approach
with multiple stakeholders.

In the current toponym collection setup, a local government and council are responsible for their
respective regions. At least four main challenges have to be handled by local authorities: funding,
accessibility, personnel, and procedures. Often, there is no dedicated funding for toponym collection,
which has to be linked to and integrated with other activities. Sometimes, the members of a regional
council cannot approve the budget proposed by the local government, given other priorities in regional
planning and development programs. In this case, it is the role of the national naming authority to
establish a legal framework as a necessary foundation or reference in providing details, procedures,
and budgeting for toponym collection. Inadequate regulatory procedures, especially at regional
levels, are one of the challenges. Indonesia consists of 34 provinces and, currently, only one province
(Special Region of Yogyakarta) provides a legal framework for place naming. The governor regulation
on toponyms established by the Special Region of Yogyakarta provides details on the procedure of
place naming to preserve local wisdom and history of place names. Eventually, this regulation may
provide a solution to the problems of funding and limited personnel. Local governments can prepare
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detailed planning and implementation for fieldwork and training to improve data completeness and
personnel capacity. On the other hand, local government can develop their general investment plans
to tackle accessibility issues in their region, such as building infrastructure for fast Internet, roads,
and bridges.

The quality of data and capacity-building activities might be maintained and improved by
involving toponymists, researchers, or students to bridge the gap of information and knowledge
of toponyms between local people and the government. They may be collaboratively involved
in reviewing place name information from their scientific aspects, such as the writing, spelling,
and meaning of place names, and the history of toponym records. However, the number of experts
on geographical names or with academic discipline (for example: geography, history, and language
backgrounds) interested in toponymy is limited. Sometimes, they have inadequate access to toponym
data in rural areas or when trying to deal with problems of incomplete place names or integrate them
with the meaning of names and history. Generally, toponymists and academia play an essential role in
elaborating the problems associated with limited personnel, accessibility to data, lengthy procedures,
and data availability.

VGI and crowdsourcing geographic information provided through digital platforms, such as
OSM, Facebook Place Editor, Swarm Foursquare, and Google Local Guide, have indicated the
potential resources from non-government organizations (NGOs), mapping communities, and citizens.
Their presence also contributes to the documentation of toponyms. NGOs and mapping communities
have their specific aims and rules, including procedures, and offer volunteers or trained contributors.
OSM community members actively provide spatial databases (buildings, places, and point of interest)
for disaster management. Many citizens have the geographical knowledge of places and willingness to
share. There is an interesting opportunity for local governments to collaborate with OSM communities
and citizens to produce complete toponym data. A citizen science approach for collecting toponyms
will provide a more comprehensive place name database and elaborate the limitations on personnel.
The emerging technologies offer some advantages, which enable people to contribute and reduce
problems associated with the lack of staff. Mobile applications and Web-GIS for toponym data
collection have been developed and explored by many researchers and governments [18,20,22,33].

The current state of toponym practice helps us to understand the potential position of advancing
a toponymic survey project. We should consider how crowdsourced geographic information and
citizen science approaches could tackle problems, such as: the long procedure, limited human resources,
incomplete place name database, and integration of syntactic and semantic information. Some citizens
are eager and able to enrich place name information. On the other hand, some NGOs and mapping
communities in Indonesia are willing to follow the current standardization of toponyms, even though
they have their aims and rules.

3.2. Existing Mobile and Web Applications for Toponym Collection

Fieldwork activity in toponym collection is a combination of collecting the geographic location
of toponyms and providing textual information into a specific “name form” (questionnaire).
Existing mobile and Web applications can help solve the problems of the lengthy procedure from
data collection until dissemination, especially if the causes are a lack of trained contributors and
limited availability of traditional toolkits (GPS handheld, voice recorder, and camera). The minimum
requirements for mobile and Web applications for collecting toponyms consist of nine functionalities:
(1) navigation, (2) marking GPS coordinates, (3) tracking, (4) displaying a map, (5) taking geotagged
photos, (6) recording audio, (7) other geotagged notes or the ability for the generation of forms,
(8) offline functionality, and (9) user-friendly and simple app.

GPS on mobile phones facilitates collecting toponyms because, previously, the availability
of GPS handheld devices to be used in fieldwork was severely limited for local governments.
Nowadays, there are many mature applications with different kinds of functionalities and navigating
features. There are at least two promising GPS and navigation applications available to support
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toponym collection. First, there is GPS Essentials (http://www.gpsessentials.com/). This can enable
local people to collect toponyms using its user-friendly, simple app and manual (also available in
Bahasa Indonesia, developed by a local contributor and distributed through an online community).
The second system is Maverick: GPS Navigation (https://wiki.openstreetmap.org/wiki/Maverick).
This has offline functionality (use of offline maps and GPS) and a fully OSM-based offline navigation
for Android.

Mobile phone applications for geographic data collection have emerged in many types and
with many features. For instance, Humanitarian OSM Team (HOT) Indonesia developed Geo Data
Collect (https://wiki.openstreetmap.org/wiki/Geo_Data_Collect) by integrating OSMTracker for
Android (https://wiki.openstreetmap.org/wiki/OSMTracker_(Android)) and OpenDataKit (ODK)
Collect (https://opendatakit.org/use/collect/). EpiCollect (http://www.epicollect.net/) is used by
epidemiologists and ecologists, together with citizen scientists, for epidemiological data collection,
collation, and visualization [45]. Meanwhile, the Towns Conquer game [21] was developed using
Android SDK and ArcGIS SDK on the mobile client side, web services using PHP and SQL Server
database on the server side. Another generic system architecture suitable for public participation
using free open source software and mobile apps was studied [46,47]. In this system architecture,
ODK Collect and the ODK Aggregate modules store data with a PostgreSQL database. EpiCollect and
ODK provide functionality for creating forms for data collection. Survey123 for ArcGIS (https://
survey123.arcgis.com/) and Fulcrum (https://www.fulcrumapp.com/) offer this functionality for
fieldwork, with smart and simple questionnaires to collect data effectively.

There are three possible toponymic survey approaches using advanced technologies:
(1) acquire toponym data using GPS Mobile apps, (2) build digital toponymic forms on mobile and Web
applications for toponymic survey, and (3) develop new apps for toponyms data acquisition. The first
could use a pilot study to focus on how mobile apps address the issues of limited human resources,
time constraints, and data completeness. The second project would involve local governments and
communities to participate in building the name form on apps. The main idea here would be to
build interest and engage with them in the early stages of a toponymic survey project. The third
project would require an evaluation of the urgency to develop new apps (based on evaluation of the
two previous projects) and to evaluate the existing mobile and Web applications developed by the
naming authority.

These three proposed projects might not solve some problems immediately, for example, the legal
aspects, organizational issues, and funding. On the other hand, this kind of approach can increase
general public participation and cover areas not exposed yet in national or regional programs.
However, the use of a citizen science approach and the coordination among stakeholders are crucial to
citizen motivation and contribution.

4. Indonesian Pilot Studies

4.1. Understanding Stakeholders in Toponym Collection

We argue that, in Indonesia, the organizational setting of toponym collection problems (see Table 1)
is closely related to both the top-down and bottom-up approaches in decision-making and policy
implementation. The national naming authority is focused on the learning process to manage these two
approaches. They conduct annual meetings to get people at all levels actively involved by providing
information, suggestions, and ideas to the policymaker. This organizational structure is shown in
Figure 2. In a top-down approach, national naming authorities have the responsibility to initiate and
set up the principles, policies, and procedures. Capacity building through training on toponyms is
established by the national naming authority in coordination with local governments at the provincial
level. The participants of toponymic training from the village, district, regency, or city level depend on
the agenda of the training. In a bottom-up approach, local governments from villages and subdistricts
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up to district or city levels have the task of bringing all local actors to work together in order to promote
and preserve local geographical knowledge of place names.

 

Inventory of toponyms in 
their areas

Compile the inventory from 
villages or boroughs

Inventory, review, and 
verify proposed toponyms

Inventory, review, and 
verify proposed toponyms

Provide national gazetteer 
and establish toponymic 
procedures and training

National gazetteer as 
attachment of government 
regulation

President

National Naming Authority

Local comittees 
at provincial 

level

34 Provinces 
(governor)

Local comittees 
at regency or city 

level

98 Cities (mayor) 
and 416 regencies 

(regent)

6793 Districts (head 
of district)

79,075 Villages (village head) or 
boroughs (borough head)

Regional 
representative 

council

Regional 
representative 

council

Figure 2. Organizational structure of public authorities for the standardization of toponyms in Indonesia.

Next, we examined toponym collection in Indonesia using stakeholder analysis. The main goal
was to identify multiple stakeholders and learn their characteristics using data from interviews and
observations during toponymic training and collection activities. We assigned scaled values and
relative ranking in the measurement of interest and influence. Examples of questions and answers
(Q and A) were:

• Q1: In few words, how would you describe the toponymy and toponym collection?

A1: Toponymy is study of place names, while toponym collection is activity conducted by
government or citizen to collect place names in their region and register the list of place names to
naming authority.

• Q2: Do you know which institution is involved in local toponyms committee? Mention a few of
the institutions if you know the information, regional and planning agency.

A2: Yes, I know. Institutions in local toponym committee may consist of the governance bureau at
regency or city level, head of district, and cadastral regional office.

• Q3: Are you ready to become a part of toponym committee or technical team to support the
field survey?

A3: Of course, I am ready because it is part of my task as official staff in the governance bureau.

From interviews and observation results, we categorized the responses into ranks; an example being:

3 = Has great interest and is ready to become involved and contribute in the workflow
2 = Has the willingness to become involved, but does not know the procedure
1 = Not interested
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According to the existing organizational structure of toponyms practiced in Indonesia,
the inventory of toponyms is conducted at the village and subdistrict level and coordinated by
local committees on toponyms at district or city levels. After the inventory and review, the proposed
toponyms are submitted to the higher level to be verified. In practice, this mechanism has not worked
smoothly because of the lengthy bureaucratic procedure and limited budgeting at the local government
level. The technical team or data collector and surveyors in topographic mapping activities provide
toponym data to be used in the verification process. The stakeholder analysis matrix in Table 2
summarizes our investigation on the current constraints or findings, including their interest and
potential influence in toponymic survey projects.

Table 2. Stakeholder analysis matrix.

Stakeholder
Motivations, Constraints,

and Findings
Interest in

Toponym Practice
Influence in

Toponym Practice

Head of government
(national to local level) 1

Not interested in details, just
results Medium Medium

National naming
authority

Internal coordination
(between public agencies) High High

Regional representative
council

Lack of information on
toponym practice Low Medium

Local committees Budgeting and human
resources Medium High

Surveyors 2 Lack of skills and knowledge Low High

Traditional leaders Frequent language barrier Medium High

Local residents Expect to promote their
neighborhood High High

Academia Not entirely interested, it
depends on the expertise Low Medium

Non-government
organizations or

mapping communities
Specific rules and platforms Medium Low

1 President, governor, mayor/regent, head of district, village or borough head. 2 The technical team (data collector)
at the local committee or surveyor in topographic mapping activities.

The Indonesian national naming authority remains committed to tackling the problems on
toponym collection through seminars and toponymic training for local committees and relevant
stakeholders. Nowadays, they also use media gatherings to promote issues and achievements of
toponym collections in Indonesia to journalists. The next step is to optimize coordination among
multiple stakeholders and crowd (citizen) participation.

4.2. Toponymic Survey Projects and Development of Toponymic Data Acquisition System

The pilot studies were conducted in two different regions and involved different participants.
The first pilot study in Yogyakarta Special Province involved undergraduate students from Universitas
Gadjah Mada (UGM)—Indonesia and provincial government. The second pilot study in Lombok
Province involved provincial government and communities.

Table 3 presents the basic elements and steps of toponymic surveying. Planning was the first
element, with the purpose to define the schedule, coverage of the study area, estimation of workload
(volume, time, personnel), proposed methods, and work distribution. Then, a preliminary survey was
conducted to establish communication and coordination with the local government, acquire permission
and support letters down to the village level, and decide on the location for a base camp during the
fieldwork. Data preparation consists of preparation of manuscript/printed maps and secondary data
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(such as points of interest and administrative boundaries from the local government). The participants
in the Yogyakarta survey were 16 staff members from BIG and UGM. They were divided into eight
teams of two surveyors each. Fieldwork was conducted in Kecamatan Gondomanan, Kota Yogyakarta.
This location was selected because it has famous and historical buildings, such as the Fort Vredeburg
Museum (official Indonesian name, Museum Benteng Vredeburg Yogyakarta), the Presidential Palace
(Istana Yogyakarta or Gedung Agung), and Malioboro Street. The toponymic survey was conducted
from 21 October 2015 to 26 October 2015, and was followed by data entry, editing, and compilation in the
office. Every day, each team discussed and shared some suggestions to improve the quality of fieldwork.
Based on their daily evaluation, the most challenging part was communication and data handling.

Table 3. The elements and steps of toponymic survey projects.

Elements Steps

Preparation
Planning

Preliminary Survey
Data preparation

Fieldwork
Recording toponyms

Interviews with local people

Office Treatment
Data entry and editing

Data compilation

Verification
Review of place names

Approval of place names

Data Publication
Create gazetteer

Publish (printed and digital) gazetteer

In the region, most local residents spoke Javanese, even though several respondents could speak
in Indonesian. In this case, UGM undergraduate students acted as translators during interviews.
Each group was equipped with a GPS handheld (or mobile device with GPS navigation apps), camera,
map, and name form for recording toponyms. It was optional for each group to use mobile devices,
because GPS navigation apps were explored for the first time in this project. The geographical name
form is shown in Figure 3. The national naming authority provided this (in a paper-based format) for
recording detailed information, i.e., the place name used by the local government, alternative names,
and more, including the meaning and the history of the name (if any). All data were recorded and
compiled in GIS shapefile format.

The participants in the toponymic survey project in Yogyakarta were only able to collect 63 place
names with information on their history, meaning, and alternative names from a total of 743 features
(Figure 4a). It was difficult to interview or select a person who fully understood the meaning and
history of each place. Support and coordination from the local government of the Special Region of
Yogyakarta could probably help increase data completeness. Unfortunately, the local government was
unable to support the survey adequately due to time constraints. However, in the preliminary survey,
communication and coordination with the local government were done as part of the procedure.

Based on the preliminary survey, we improved the involvement of the local government and the
community, as well as the equipment (tools and data management). The second survey was conducted
in Kecamatan Pujut, Kabupaten Lombok Tengah, West Nusa Tenggara Province. We prepared 33 sheets
of manuscript maps (with high-resolution satellite images at the scale of 1:5000). The surveyor team in
this project consisted of eight persons from BIG and eight persons from the local government.
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(a) (b) 

Figure 3. Names form used by the national naming authority (NNA) in Indonesia: (a) an example
of the “Name Form” for collecting toponyms in the field; (b) complete name form from fieldwork in
Yogyakarta. (Courtesy of Badan Informasi Geospasial).

  
(a) (b) 

Figure 4. Toponyms with alternative names, meaning, and history of names: (a) urban names in the
case study of Yogyakarta provided 63 toponyms; (b) natural and man-made features in the case study
of Lombok provided 367 toponyms.

Three main steps were conducted and improved in this survey: (1) collection and data entry,
(2) verification with the local authority, and (3) data publication. A field survey was conducted for
11 days, from 24 September 2016 to 4 October 2016, by eight teams. Each team covered areas from
three to six maps, depending on the characteristic of the region. Each team conducted data entry in the
period from 30 September 2016 to 5 October 2016. In contrast to the previous project, the surveyors
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managed their data in Geodatabase file format and attached photos to this database. From a total
of 1484 points collected in the Lombok project, only 367 place names had complete information on
alternative names, meaning, and history behind the names (Figure 4b).

Data from the two pilot projects showed an increase in the number of data completeness due to
the involvement of the local government and community in the second pilot project. In the first pilot
project, we had ~8% of information about history/meaning/alternative names, versus ~25% in the
second pilot project.

The verification process involved local people from the village (at least two local authorities or
informants, usually the head of the village and traditional leader), subdistrict, and district level (Figure 5).
To speed up the verification process, and based on the accessibility of villages, the team was divided
into six groups. Each village representative checked place names in the compiled name forms and their
geographic locations. The traditional leader and head of the village had the local geographical knowledge.
They knew about the geography, history, and meaning, or possibly mythology, of places (if any).

 
 

 

 

(a) (b) 

Figure 5. Verification process in the toponymic survey in Lombok: (a) compilation of place names with
approval from local authority; (b) respondents (local people) share their local geographical knowledge
and put place names on the map. (Courtesy of Badan Informasi Geospasial).

These two pilot projects used existing GPS tools and navigation apps in the Android market,
including GPS Essentials and Maverick GPS Navigation. The functionality of these GPS navigation
apps was helpful if surveyors were navigating without a data connection and new to and unfamiliar
with the study area. It also made the survey activity more effective and efficient. Data collected can be
saved as notes in the apps with geographic coordinate location and geotagged photos. The result from
GPS navigation apps can be exported to GIS format file and processed to the next step in gazetteer
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creation. Nowadays, local governments do not depend on the minimum availability of GPS handheld,
voice recorder, and camera. They can use mobile phones supported with navigation apps to collect
geographic location, record pronunciation, and take geotagged photos.

Competition between the teams in these two pilot projects was encouraged to maintain their
motivation and improve the quality of data collected from fieldwork. Achievements calculated
were based on working capacity (extent of the area of survey covered per day), data completeness,
and difficulties in finding respondents and data management. Generally, the limiting factors were
accessibility to location, weather, and density of geographic features in fieldwork areas. On the other
hand, mobile applications could improve the surveyor’s performance and increase public participation
in the field surveys.

The national naming authority in Indonesia developed a toponym data acquisition application
and introduced it in 2016 at an initial stage. According to the Indonesian report at the 11th UNCSGN
(Eleventh United Nations Conference on the Standardization of Geographical Names) meeting in New
York in 2017, the goal of developing the mobile app, called SAKTI (Sistem Akusisi Data Toponim
Indonesia/Indonesian Toponymic Data Acquisition System), was to collect toponyms and send
the data collected directly to the Badan Informasi Geospasial server [48]. Recently, in April 2018,
BIG promoted and launched the new version of SAKTI mobile and Web-GIS applications (http:
//sakti.big.go.id/sakti/webgis/) to local governments in toponymic training for capacity building.
The development of SAKTI sets out to standardize the procedure and database derived from field
survey by local government (Figure 6). The benefit of the SAKTI mobile and Web-GIS applications are:
(1) user-friendly and simple app, (2) displaying map (online base map provided by BIG), (3) effective
(paperless and minimized error in writing coordinates), (4) safe (reduced risk of lost or damaged data
in fieldwork), (5) standardized database (data structure based on standard toponymic database from
BIG), and (6) time (expected to be faster than using paper-based survey). SAKTI mobile and Web-GIS
applications do not provide sufficient offline functionality, but these applications have fulfilled the
rest of minimum requirements for collecting toponyms. In the current version, the users should have
an Internet connection to log in at the first attempt before beginning to collect toponyms.

 
 

(a) (b) 

Figure 6. Selected screenshots of SAKTI (Sistem Akusisi Data Toponim Indonesia/Indonesian
Toponymic Data Acquisition System): (a) “Name Form” for collecting toponyms in the field in SAKTI
mobile application; (b) SAKTI Web-GIS (http://sakti.big.go.id/sakti/webgis/).

However, there is a limitation in this toponym workflow using mobile and Web-GIS applications
developed by BIG regarding crowdsourced data. It is still limited to official staff (surveyors) who
have to upload a letter of assignment from an authorized official or local committee. Users with
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guest accounts can use the apps, but they cannot submit their data to the server. To date, we cannot
evaluate data collected from SAKTI because the introduction to local governments and the toponymic
training have not been completed yet. It is expected that, by the end of 2018, SAKTI mobile and
Web-GIS applications can provide toponym information and be used effectively by local governments
to improve the toponym collection cycle in Indonesia.

5. Discussion and Recommendation

The first project in Yogyakarta faced problems in data management and post-fieldwork office
treatment to produce gazetteers. Time management and realistic calculation of the capacity of human
resources need careful consideration in the preparation step. Learning from Yogyakarta, the project
in Lombok was equipped with guidelines and work plans for each team, including communication
with stakeholders. Introduction and training on toponymic surveys were conducted before the actual
fieldwork. In both projects, we could collect place name information on alternative names, meaning,
and history of names for ~8% to ~25% of cases accompanied by agreed upon names between local
residents and government.

Interviews and discussions with people involved in this project provided additional insights on
problems. New ideas or strategies also suggested the need for more focused toponym collection and
collaboration among stakeholders. From a technical perspective, mobile data collection and free open
source software, such as QGIS, would be helpful to work with place-based geographic information and
data management. The two main reasons why local government used free open source software were:
(1) their cost-effective or cost-saving nature, as sometimes they have no dedicated funds to purchase
commercially licensed software, and (2) the flexibility to use free open source software alongside any
operating system and computer hardware.

We need to consider existing constraints, such as working time and staff members.
Then, explore the willingness for contribution from citizens. The upcoming project will consider
an evaluation of the previous toponym projects and establish more contributions from local people
(the power of the crowd) as toponymists. The lessons learned from the Indonesian case studies
for the development and fieldwork implementation include: (1) we have to start citizen science
projects in other areas, and examine and prepare comparison analysis for improving the outcomes;
(2) gamified citizen science can be a good means to maintain participant motivation and engage with
different difficulty levels during data collection, analysis, and publication of toponyms, as the examples
in Section 2.2 showed; and (3) we need to develop ways to ensure toponym collection can be more fun
and, thereby, motivate the contributors, for example, by applying game theory elements.

Toponym collection and handling conducted by a national naming authority that has to involve
local people as scientists is challenging. The new paradigm of a collaborative approach requires
governments to adjust their usual business workflows. There are various types of problems and levels
in toponym data handling and management. Several of the more developed countries already have
focused on enriching their gazetteers, while developing countries are still dealing with trying to ensure
that they have a sufficient base coverage of their entire territory. Conflicts of place names happen for
various, and often particular, reasons, and in specific areas, for example, those associated with political
or social issues or territorial ownership.

Recording alternative names, meaning, and histories of toponyms provides additional insights
into place name information, as can be seen from our Indonesian case studies. A citizen science project
on toponyms is open to a wide range of contributors and multiple stakeholders, and toponymists
or national naming authorities are eager to establish a well-developed workflow and guidelines.
Communication and technical skills to gather meaning and historical information of places and to
manage spatial information needs to be improved. Local people would like to participate by marking
and recording their places in Web or mobile application. In this sense, gamified toponym collection is
a potential method of the toponymic survey to solve several problems at once, such as lack of human
resources, tools, and data management.

122



ISPRS Int. J. Geo-Inf. 2018, 7, 222

In future work, we will investigate two types of toponymic survey projects. First, the collaborative
project conducted by working together with government, scientists, and citizens. In this project,
we will design data collection methods and develop digital forms of place name questionnaires.
Second, we will evolve the co-created project as an independent toponymic survey conducted
by mapping communities or local people. Some of the members of the public have actively
handled a toponymic survey from the beginning until the end of the project (data publication).
Overall, key aspects to a successful toponymic survey project are the willingness of the government to
adapt their workflow, for collaboration between stakeholders to improve, and for a communicative
approach to evolve in introducing and sharing toponym guidelines with the communities.
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Abstract: Spatial group recommendation refers to suggesting places to a given set of users. In a
group recommender system, members of a group should have similar preferences in order to increase
the level of satisfaction. Location-based social networks (LBSNs) provide rich content, such as user
interactions and location/event descriptions, which can be leveraged for group recommendations.
In this paper, an automatic user grouping model is introduced that obtains information about users
and their preferences through an LBSN. The preferences of the users, proximity of the places the
users have visited in terms of spatial range, users’ free days, and the social relationships among users
are extracted automatically from location histories and users’ profiles in the LBSN. These factors are
combined to determine the similarities among users. The users are partitioned into groups based
on these similarities. Group size is the key to coordinating group members and enhancing their
satisfaction. Therefore, a modified k-medoids method is developed to cluster users into groups with
specific sizes. To evaluate the efficiency of the proposed method, its mean intra-cluster distance and
its distribution of cluster sizes are compared to those of general clustering algorithms. The results
reveal that the proposed method compares favourably with general clustering approaches, such as
k-medoids and spectral clustering, in separating users into groups of a specific size with a lower
mean intra-cluster distance.

Keywords: location-based social networks (LBSNs); clustering; user preference; social relationship
effect; spatial proximity

1. Introduction

The rapid development of the mobile Internet has enabled users to share their information on
mobile phones. Recent advancements in location acquisition and wireless communication technologies
have led to the development of location-based social networks (LBSNs). Location data bridge the gap
between the physical and digital worlds and provide a deeper understanding of user preferences and
behaviour. There are many real LBSN systems, such as Foursquare (www.foursquare.com), Gowalla,
and GeoLife [1,2]. Moreover, recent studies on identifying user locations from traditional social
networks, such as Twitter (www.twitter.com), have contributed to the development of various ways to
obtain such information from real-world LBSNs [3].

In location-based social networks (LBSNs), users share information about their locations,
the places they visit, and their movement alongside with other social information. Visits are reported
explicitly (by user check-ins in known venues and locations) or implicitly by allowing for smartphone
applications to report visited locations to the LBSN. This information is then shared with other users
who are socially related (e.g., friends) [4].
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With the development of social networks and online communities, an increasing number of
activities are being performed in groups [5]. Web and information technologies should make our
everyday life easier and more comfortable. In this regard, a recommender system contributes to
reducing the information overload problem. Standard recommendation approaches, which have been
used in various domains, mostly focus on a single user. However, there are many situations when
the user interacts socially, with or without restraints. In some situations, we want to interact socially,
(e.g., having dinner with friends), while in other situations we are forced to participate in groups, (e.g.,
mass transit). We are also a part of much larger social groups which form and adjust our behaviour
and norms [6]. Nowadays, less attention is paid to social aspects of individuals and groups as units.
Incorporating users’ social links based on social networks and user personalities provides both the
recommendation and grouping process with more realistic information modelling [7].

To support recommendation in social activities, group recommender systems were developed.
LBSNs provide rich content (location, time-stamps) and social network information, which can help in
modeling group dynamics for group recommendations [8]. There are cases where a group of people
participates in a single activity. For instance, visiting a restaurant or a tourist attraction, watching
a movie and selecting a holiday destination are examples of recommendations that are well suited
for groups of people. Spatial group recommender systems provide suggestions about places when
more than one person is involved in the recommendation process. Groups are composed of members
with similar preferences that can have a similar recommendation. The more preferences that group
members have in common, the more easily the group recommender system can suggest items that
result in higher levels of satisfaction among the members. When groups do not already exist, another
key aspect of group recommendation is related to groups identification [9]. Since the determination
and coordination of group members is very time-consuming, in this paper an automatic selection
process based on an unsupervised clustering approach is used to partition users into groups of a
specific size with the most similar members.

The most popular approach for partitioning users into groups is the clustering algorithm. It is a
fundamental research topic in data mining and is widely used for various applications in scientific
fields such as artificial intelligence, statistics and social sciences. The objective of clustering is to
partition the original data points into a number of groups so that data points within the same cluster
are similar to each other, but are different from those in other clusters [10]. As the main objective of
this study is to create groups of a specific size, there are several factors to be accounted for in similarity
estimations. These are user preferences, social relationships, an individual’s free days and spatial
proximity, and these are also the key factors in creating a favourable space and maximizing user
satisfaction. To achieve this aim, a modified k-medoids algorithm is developed and applied to user
similarities, and consequently groups of a specific size are formed with similar members.

The main contributions of this study are as follows. (1) Taking into account the social relationships
among users and their free days in group formation. These factors contribute to user satisfaction and
raise the probability of recommendations being accepted by group members. Social relationships
and free days, as well as user preferences are applied to characterize the similarities among users.
(2) Considering the proximity of the visited locations as an index of the similarity of users. In reality,
people tend to visit locations near their homes. In LBSNs, the spatial range of venues visited by the
user is used to estimate his or her home location. For grouping users, the proximity of the locations
visited by users, while considering their spatial range, is employed to compute similarities among
users. Despite the significance of this factor, it has been either neglected or used ineffectively in
previous group recommender systems for user grouping. In this study, however, this factor has
been considered more effectively. (3) Automatic user grouping into groups of given sizes in LBSNs.
Producing recommendations for a set of similar users allows the system to satisfy the individual users
in a group and respect their constraints. In this context, an automatic group partitioning into groups of
a given size in the form of unsupervised clustering is necessary.
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The rest of the paper is organized as follows. Section 2 summarizes related work, followed by an
overview of our system in Section 3. Section 4 present the two major parts of the proposed system:
(1) similarity based on user preferences, social relationships, the user’s free days, and spatial proximity,
and (2) grouping users into groups of a given size. Further experimental results based on real data sets
are provided in Section 5. Conclusions and key remarks are presented in Section 6.

2. Related Work

Group recommender systems usually consider predefined/a priori known groups, and only a few
existing approaches are able to automatically identify groups [9]. With respect to the classification of
existing systems, four different types of groups can be identified, which can be described as follows [11]:

• Established group: a number of individuals who explicitly choose to be part of a group, because
of shared long-term interests. These groups have the property to be persistent and users actively
join the group. Online communities that share preferences [12], people attending a party [13],
and communities of like-minded users [14] are examples of this type of group.

• Occasional group: a group of people who occasionally do something together, for example,
visiting a museum. Members have a common aim at a particular moment. They might not
know each other, but they share interest for a common place. People who want to see a movie
together [15], people traveling together [16], and people who want to dine together [17] are
examples of the existing occasional groups.

• Random group: a group of people who share an environment at a particular moment without
explicit interests that link them. Its nature is heterogeneous and its members might not share
interests. People that browse the web together [18] and people in a public room [19] are some of
the existing random groups.

• Automatically identified group: a group that is automatically detected considering the user
preferences and/or the available resources. Such an approach is interesting for various reasons:
(I) manual grouping can be very time consuming in large data sets, and (II) interests of people vary
and usually change with time, so user grouping is a complex and continuous process requiring
regular updates.

In automatic identification of groups, the goal is to find intrinsic communities of users. In 2004,
an optimization function was introduced, known as the modularity [20], in which the generic
partitioning of a set of nodes in the network is measured. In modularity, the number of internal
edges in each partition is counted, with respect to the random case. The optimization of this function
gives the natural community a network structure without a previous assessment of the number and
the size of the partitions. Moreover, it is not necessary to embed the network in a metric space as in
the case of the k-means algorithm. In addition, in this approach, the notion of distance or link weight
can be introduced, but in a purely topological fashion [21]. Based on the optimization of the weighted
modularity, a very efficient algorithm has been proposed to easily handle networks with millions
of nodes. This algorithm generates a dendrogram, i.e., a community structure at various network
resolutions [11,22].

The approach proposed in [23] aims to automatically discover communities of interest (CoIs)
(i.e., a group of individuals who share and exchange ideas about a given interest), and produce
recommendations for them. The CoI is identified through extraction of the preferences expressed by
users in personal ontology-based profiles. Each profile measures the interest of a user via ontological
concepts, and these expressed interests are used to cluster the concepts. User profiles are then split
into subsets of interests, to link the preferences of each user with a specific cluster of concepts. Hence,
it is possible to define relationships among users at different levels, obtaining a multilayered interest
network that allows for multiple CoIs. Recommendations are built using a content-based CF approach.

In these approaches, detected communities have different sizes and there is no constraint on
the community size. In this study, a method is developed according to which users are partitioned
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automatically into groups of a given size. This contributes to satisfying the preferences of each group
by recommending preference-related places.

Li et al. (2014) proposed a group-coupon recommender system. For detecting similar group in
this system, first the set of candidate customers is identified with a high willingness-to-purchase score,
and then all the combinations of possible groups with specific size are listed. For each candidate group,
its cohesion score is computed. Finally, the top-k groups with the highest cohesion score are selected
as the recommended groups [24].

In 2014, Ganganath et al. introduced a modified k-means algorithm that obtains clusters with
preferred sizes. Moreover, the modified algorithm makes use of prior knowledge about the given data
set for selectively initializing the cluster centroids, which helps the algorithm to escape from local
minima. In the assignment step, it assigns a new data point to the cluster whose centroid yields the
least within-cluster sum of squares. Nevertheless, this is implemented only if the current cluster has
not violated its size constraint. Otherwise, it passes to the next-best option until it reaches a cluster
that has not yet exceeded its size constraint [25].

The exclusive lasso has been exploited to exert a balanced constraint and to introduce the ability to
induce competition among different categories for the same data point. Chang et al. (2014) incorporated
the exclusive lasso into k-means and min-cut clustering algorithms, and thus improved the ability of
these two mainstream clustering algorithms to deal with balanced data points [10].

The approach proposed in [26] is a k-means-based clustering algorithm that optimizes the
mean-square error for given cluster sizes. A straightforward application is balanced clustering,
where the size of every cluster is the same. In the k-means assignment phase, the algorithm solves
the assignment problem using a Hungarian algorithm. This is a novel approach, and results in an
assignment-phase time complexity of O(n3), which is faster than the previous O(k3.5n3.5) achieved by
linear programming in constrained k-means.

3. System Overview

This section first explains the data structures used in the paper, and then presents the application
scenario and the architecture of the proposed method.

3.1. Preliminary

Figure 1 illustrates the relationships between five key data structures: user, venue, check-in, user
location history, and category hierarchy. In an LBSN, a user records profile information, such as ID,
name, age, gender, and home town. The user can also mark a visited venue, (e.g., a shop) and leave
some comments, which is known in an LBSN as a check-in. A user can visit multiple locations and
may generate a check-in for each visit (the solid arrows in Figure 1a). The location history of a user
in the real world is obtained from all of the user’s check-ins. A venue is a location that is associated
with a pair of coordinates, indicating its geographical position and a set of categories denoting its
functionalities. Venues are shown by squares on the map. The categories of venues have different
granularities, usually represented by a category hierarchy as shown in the bottom part of Figure 1a [27].
For example, the “food” category includes “Chinese restaurant” and “Italian restaurant”, and the
“art and entertainment” category includes “art gallery” and “museum”, etc. In the proposed system,
a two-level category hierarchy obtained from Foursquare is used. In Figure 1b, the type of a category
is shown, together with the number of sub-categories.
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Figure 1. Data Structures in Location-Based Social Networks: (a) Overview of a location-based social
network (adapted from [27]), (b) Detailed location category hierarchy in Foursquare.

3.2. Application Scenario

In a spatial group recommender system, a group is formed either by a predefined member or by
the system itself, automatically. In automatic group detection, users are partitioned into the groups
that have the most similar preferences. In addition to considering user preferences, social relationships
among members of a group are also of significance for creating a pleasure space. Furthermore,
the proximity of members’ locations is essential for user convenience. Another significant factor for
increasing the probability of accepting recommendations is the coordination of free days among group
members. Thus, an individual’s free days is a factor that has a key role in group member determination.
The proposed system clusters users automatically with specific group sizes by considering common
preferences, social relationships, similarity of users’ free days, and spatial proximity. For instance,
a possible application scenario in which spatial group recommendation can be applied, is when the
user plans to spend free time. In this situation, coordinating and selecting members of a group is
relatively difficult and time-consuming. In addition, individuals may like to become familiar with new
people who share their interests, thus improving social relationships.

3.3. System Architecture

Our proposed system comprises six major components: (1) user preferences discovery, (2) social
relationships effect, (3) spatial similarity, (4) similarity of users’ free days, (5) user similarity, and
(6) user clustering. The first component infers each user’s expertise in each category according to the
user’s location histories. Given a predefined category hierarchy (Figure 1b), a user’s location history in
a city is sorted into groups of different location categories. Then, in each category, a group of location
histories is modelled using a user location matrix, in which each entry denotes the user’s number
of visits to a physical location. Subsequently, each user’s personal preferences are modelled by a
weighted category hierarchy (WCH), taking advantage of the location category information of the
user’s location history, which helps to overcome the data sparsity problem. Specifically, a WCH is a
subtree of the predefined category hierarchy, where the value of each node denotes the user’s number
of visits within a category. These values are further normalized on each layer of a WCH using the
technique of term frequency-inverse document frequency (TF-IDF) [27]. TF-IDF is a numeric measure
that is used to score the importance of a word in a document based on the frequency of appearance of
that word in a given collection of documents. Finally, the similarity between two users is computed by
applying a similarity function based on their WCHs.

The second component models the effect of social relationships among users. Social relations
among users are considered as a graph in which the nodes and edges are users and social relations,
respectively. The strength of the relationship between users is estimated based on the existing paths
connecting the users. In addition, the system employs the users’ common check-ins and social ties for
measuring the relationship effect. The third component extracts the user’s free days and computes
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the similarity of this parameter among users. The fourth component analyses the spatial proximity
of users and computes similarity based on this factor. The fifth component combines the obtained
similarities based on user preferences, social relationships, the user’s free days, and spatial proximity
to infer user likelihoods. The last component is the most significant part of the system. This component
groups the users into groups with a specified number of members, so that each user is assigned to
the group in which the user has the most similarity with other members. In the following sections,
a further description of the system process is given. The system architecture is shown in Figure 2.

Figure 2. System architecture for automatic user grouping.

4. Materials and Methods

4.1. User Similarity

This section describes how user similarity is computed based on user preferences, the relationship
effect, the user’s free days, and spatial proximity.

4.1.1. Analysing User Preferences

User preferences are extracted according to the categories of his or her visited locations. First,
a user location history is projected onto a predefined category hierarchy. As a result, each node receives
a value representing the number of visits to a category. This is motivated by the fact that an individual’s
preferences are usually made up of multiple interests, such as shopping and visiting historical places,
and these interests have different granularities, (e.g., “art and entertainment” → “museum”). Second,
The TF-IDF value of each node in the hierarchy is calculated, where a user location history is regarded
as a document and categories are considered as terms in the document. Intuitively, if a user likes
a particular category, then he/she will visit more locations relating to that category. Furthermore,
if a user visits locations within a category that other people use only rarely, it is more likely that this
category is of greater interest to this user. For example, the number of visits to restaurants is generally
higher than for other categories, such as art galleries in citizen location histories, but this does not
imply that food should be ranked as the user’s first interest. However, if a user is found to visit art
galleries very frequently, the user may be truly interested in the arts.
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Overall, a user’s preference weight (u.wc′ ) is calculated using Equation (1), where the first part of
the equation is the TF value of category c in user u’s location history and the second part denotes the
IDF value of the category.

u.wc′ =
|{u.vi : vi.c = c′}|

|u.V| × lg
|u|∣∣{uj : c′ ∈ uj. C

}∣∣ (1)

In the above equation, |{u.vi:vi.c = c′}| is user u’s number of visits in category c′, u.V is the total
number of the user’s visits and |{uj:c′ ∈ uj.C}| counts the number of users who have visited category
c′ among all of the users U in the system. The WCH has several important advantages. It decreases
concern about the different data scales of different users, it handles the data sparseness problem and it
reduces the computational loads for computing further user similarities (from physical locations to
categories). In addition, it enables similarity computation among users who do not have any common
physical location histories; in other words, they live in different cities [3,27].

4.1.2. Similarity Based on User Preferences

Similarity computation is achieved via difference methods. In this paper, the cosine distance is
used to estimate this value. For each user, a vector is created whose dimension is equal to the number
of nodes on the first level of the WCH. The value of each item is the value of the corresponding node.
The cosine distance is used to calculate the similarity of two users’ vectors, according to Equation (2):

SimPre f erence
(

xi, xj
)
=

xi
Txj

‖xi‖‖xj‖ , (2)

where xi, xj are the similarity vectors of two users.

4.1.3. Similarity Based on Relationship

Link prediction is an important research field in data mining with a wide range of scenarios.
Many data mining tasks involve the relationships among objects. Link prediction can be used for
recommendation systems, social networks, information retrieval, and many other fields [28].

Given that G = 〈V, E〉 is a graph of the social network, link prediction involves predicting the
probability of the link between node Vi and node Vj. This can be considered as computing the
“similarity” between nodes Vi and Vj, according to the network topology. In this paper, Katz’s
algorithm (1953) is used for measuring the social relationship effect. The idea of the method is that
the existence of more paths between two nodes indicates a greater similarity between the two nodes.
The Katz measure is defined as follows [28,29]:

Relationsim(u, v) =
lmax=∞

∑
l=1

βl .
∣∣∣pathl

u,v

∣∣∣ (3)

where |pathl
u,v| is the number of paths between node u and node v, the length of the path is l, and β

is a parameter taking values between zero and one. This parameter is used to control the contribution
of a path to the similarity; the longer the path, the less contribution it makes to the similarity. To ensure
that the Katz index converges, the value of β must be less than the inverse largest eigenvalue of the
adjacency matrix (β < 1/λmax) [30]. The components of the adjacency matrix are defined as follows:
if nodes i and j are connected in the network, then aij = 1; otherwise aij = 0.

One strategy for estimating the similarity between two friends is to calculate their common social
circles [31]. For this purpose, the similarity between social friends is estimated using the following method:

Friendshipsim(u, v) =

{ |F(u)∩F(v)|
|F(u)∪F(v)|

0
, i f u and v are f riends

, otherwise
(4)
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In Equation (4), F(u) specifies a set of users who have a social relationship with user u.
Similar check-ins, i.e., check-ins at the same time and location, can also be considered as indicating

the similarity of two users who have a social relationship, and can be used to calculate their similarity
and social influence using the following method:

Checkinsim(u, v) =

{ |L(u)∩L(v)|
|L(u)∪L(v)|

0
, i f u and v are f riends

, otherwise
(5)

In Equation (5), L(u) specifies a set of locations that were visited by user u. The final relationship
similarity therefore is computed as:

SimRelation f (u, v) = (1 − α − β). Relationsim(u, v) + α. Friendshipsim(u, v)+
β.Checkinsim(u, v)

(6)

4.1.4. Similarity Based on the User’s Free Days

Free time provides citizens with time to spend outdoors and is associated with activities such as
shopping, sightseeing, and socializing. These activities contribute to the expansion of relationships
and new experiences. Free days vary from person to person, and accepting recommendations is
more likely when members of the group share similar free time. This factor, meanwhile, is the key to
coordinating group members in the grouping procedure. It can be extracted from location histories
in LBSNs. For this purpose, a user-day matrix is computed from the user’s visited locations on a
specific day. To normalize the user-day matrix, the TF-IDF is calculated, where a user location history
is regarded as a document and the day is considered as a term in the document. The cosine distance is
used to calculate the similarity of two users’ vectors.

4.1.5. Spatial Similarity

The geographical proximities of the locations influence the user’s check-in behaviour. Usually,
a user prefers to visit locations that are close to his or her residential address or office [4,32,33]. When
the distance of the location from a user’s home increases, the user’s probability of visiting that location
decreases. The home locations of users are usually not given in the check-in data set due to user privacy
concerns. Nevertheless they can be estimated based on the assumption that check-ins are centred
around the user’s home location [34,35]. For this purpose, first, a minimum boundary box of the user’s
check-in locations is created. Then, this boundary is divided into small non-overlapping regions, and
the check-ins are grouped based on those regions. The region with the maximum number of check-ins
is considered to be the spatial range within which the user tends to visit venues. The average position
of the check-ins inside the region is selected as the centre of the user’s favourite spatial range and an
approximation of the user’s home location [35]. After the estimation of the approximate positions
that the user has convenient access to, the distances between these positions are estimated. Finally,
the users that are spatially closer to each other are considered to be more similar.

4.1.6. Combining Preferences, Relationships, Free Days, and Spatial Similarity

User preferences, social relationships, free days, and spatial proximity are criteria that are
combined to compute the final similarity values between each pair of users, as follows:

Sim f = λ. SimPre f erence(u, v) + γ. SimRelation f (u, v) + δ. SimSpatial(u, v)
+(1 − γ − δ − λ). SimTemporal

(7)

where the parameters λ, γ and δ control the weights of user preference, relationship, and spatial
similarity values, respectively.

133



ISPRS Int. J. Geo-Inf. 2018, 7, 67

4.2. User Grouping for a Given Group Size

For automatic selection of group members in a group recommender system, users are partitioned
into groups with a specific group size, based on the similarity of their interests. In this regard,
a modified k-medoids method is developed to cluster users into groups with specific sizes. In the
proposed method, instead of using linear programming, a Hungarian algorithm is used in assignment
phase of the k-medoids algorithm. In order to reduce the running time of the Hungarian algorithm
for large data sets, multilevel k-way partitioning is used to divide the data set into the multiple parts.
Then, with using parallel computing, the modified k-medoids method is applied for each part.

First, a brief description of the methods used in modified k-medoids algorithm is presented,
and then details of the proposed method are described.

4.2.1. Multilevel k-Way Partitioning

The graph partitioning problem is the problem of partitioning the vertices of a graph into p
roughly equal partitions so that the number of edges connecting vertices in different partitions is
minimized. This approach has attracted great attention in areas such as parallel scientific computing,
task scheduling, and VLSI design [36,37].

The k-way partitioning problem is generally solved by recursive bisection. That is, first, a two-way
partitioning of V is obtained, and then a two-way partitioning of each resulting partition is determined
recursively. After log (k) phases, graph G is partitioned into k partitions. Thus, the problem of
performing a k-way partitioning is reduced to performing a sequence of bisections.

The multilevel recursive bisection (MLRB) algorithm has emerged as a highly effective method for
computing the k-way partitioning of a graph. The basic structure of a multilevel bisection algorithm is
very simple. The graph G is first reduced to a few hundred vertices, a bisection of this much smaller
graph is computed, and then this partitioning is projected back to the original graph (with a higher
number of vertices) by periodically refining the partitioning. Since the original graph has more degrees
of freedom, these refinements decrease the edge cut. A detailed description of this algorithm can be
found in [37].

4.2.2. Hungarian Algorithm

The assignment problem is one of the fundamental combinatorial optimization problems in the
optimization or operations research branch of mathematics. It consists of finding a maximum weight
matching (or minimum weight perfect matching) in a weighted bipartite graph. On the one hand, it is
a special case of a more complex problem, such as the generalized assignment problem, the matching
problem in graphs or the minimum-cost flow problem. On the other hand, real-world problems, such
as the worker assignment problem, can be categorized as this type of problem. In its most general
form, the problem can be stated as follows.

Consider a number of agents and tasks. Any agent can be assigned to perform any task, incurring
some cost that may vary depending on the agent-task assignment. All of the tasks must be performed
by assigning exactly one agent to each task and exactly one task to each agent, in such a way that the
total cost of the assignment is minimized.

If the number of agents and tasks are equal and the total cost of the assignment for all of the
tasks is equal to the sum of the costs for each agent (or the sum of the costs for each task, which is the
same thing in this case), then this is called the linear assignment problem. The Hungarian algorithm is
one of a group of algorithms that have been devised to solve the linear assignment problem within a
certain time and bounded by a polynomial expression for the number of agents [38,39]. The Hungarian
method of finding an optimal assignment is explained in more detail in [38].
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4.2.3. k-Medoids Algorithm

In k-medoids methods, a cluster is represented by one of its points. This is an easy solution as it
covers any attribute type, and the medoids have been proven to be resistant against outliers because of
their insensitivity to peripheral cluster points. When medoids are selected, the clusters are defined as
subsets of points close to their respective medoids, and the objective function is defined as the average
distance, or another dissimilarity measure, between a point and its medoid [40,41]. The algorithm is
as follows:

• Randomly select k data points as medoids.
• Assignment step: Assign each data point to the closest medoids.
• Update step: find new medoids of each cluster to minimize within cluster variance.
• Repeat assignment step and update step until the medoids do not change.

4.2.4. Modified k-Medoids for Grouping People into Groups of a Specific Size

The modified k-medoids method is the same as the standard k-medoids method, except that it
guarantees specific cluster sizes. It is also a special case of the constrained k-means method, where
cluster sizes are set to be equal or of a specific size. However, instead of using linear programming
in the assignment phase, the partitioning is formulated as a pairing problem, which can be solved
optimally by a Hungarian algorithm in time O(n3). For large data sets, executing a Hungarian algorithm
takes a long time. In order to address this problem, first, multilevel k-way partitioning is used to divide
a data set into multiple parts. Then, for each part, the modified k-medoids method is applied to cluster
the users and parallel computing is used to reduce the running time.

For ease of expression of the proposed method, it is assumed that the number of users is n and
all of the clusters have the same size (k). The process of the modified k-medoids method is similar
to k-medoids, however, the assignment phase is different. In this method, instead of selecting the
closest medoid, there are n pre-allocated slots (n/k slots per cluster), and data points can be assigned
only to these slots (Figure 3). This will force all of the clusters to be of the same size assuming that⌈ n

k
⌉
=

⌊ n
k
⌋
= n

k (�x� = ceiling (x), x� = floor (x)). Otherwise, there will be (n mod k) clusters of size⌈ n
k
⌉
, and k − (n mod k) clusters of size

⌊ n
k
⌋
. To find the assignment that minimizes the mean-square

error (MSE), an assignment problem is solved via the Hungarian algorithm. Steps of implementation
of the modified k-medoids method are as follows:

• Data set is divided in multiple parts with k-way partitioning. For each part, the following
procedure is repeated.

• A bipartite graph is constructed consisting of n data points and n cluster slots (Figure 3).
• The cluster slots are partitioned into clusters with the largest possible even number of slots (it is

assumed that all clusters have the same size, if different cluster size is given, cluster slots are
divided based on different cluster size.)

• The initial medoids can be select randomly from all data points. (In this study, k-means++ is used
to select the initial medoids from all data points.)

• Assignment step: The edge weight is the similarity between the point and the assigned cluster
medoid. It is updated according to newly medoids. With using Hungarian algorithm, data points
are assigned to cluster slots based on the edge weight.

• Update step: New medoid of each cluster are calculated based on similarity between the points
and medoids. The update step is similar to that of the k-medoids method.

• The last two steps are repeated until the medoids do not change.

In contrast to the standard assignment problem with fixed weights, in this study weights are
changed dynamically after each k-medoids iteration, according to the newly calculated medoids.
Following this, the Hungarian algorithm is performed to obtain the minimal weight pairing. The
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similarities of the users are stored in an n × n matrix as the correct input format for the Hungarian
algorithm. Algorithm 1 provides the pseudocode for the modified k-medoids method.

Figure 3. Minimum distance calculation with balanced clusters (adapted from [26]).

Algorithm 1. Modified k-medoids

Input: data set X, number of member in group
Output: partitioning of data set.
Partition data set to multi part with k-way partitioning
part ← 0
repeat

Initialize medoid locations C0 with k-means++
t ← 0
repeat

Assignment step:
Calculate edge weights. Solve an Assignment problem.

Update step:
Calculate new medoid locations Ct+1

t ← t + 1
Until medoid locations do not change.

Until all parts are clustering

4.3. Experimental Evaluation

In this section, first the settings of the experiments, including the data set, baseline approaches,
and the evaluation method, are described. Results regarding both the effectiveness and the efficiency
of the proposed system are presented and followed by a discussion.

Experimental Settings

Data sets. The two largest cities in the USA, New York City (NYC) and Los Angeles (LA), are
considered in this study. Data sets from these cities, including the tips generated by users, are extracted
from Foursquare [27]. Four data sets from the above-mentioned cities have been selected as follows.
(1) Users whose home city is LA and who are visitors to places in LA, (2) users from New Jersey who
visit LA, (3) users from New York visiting places within their city, and (4) users from New Jersey who
are visiting New York. Statistics of experimental data sets are shown in Table 1. These data sets were
collected during a period of 25 months from 1 February 2009 to 30 July 2011.

Foursquare has blocked the API for crawling a user’s check-in data due to privacy concerns.
However, the tips left by users are available for download. The proposed method could be more
effective if check-in data was used, although it seems sensible to use tips as there are some associated
advantages, such as the fact that they express a user’s real interests. Sometimes, people check in at a
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venue without visiting the venue for any purpose. However, leaving a tip in connection with a venue
usually means that the user has engaged in some essential activities, such as dining or shopping at the
venue [27].

Table 1. Statistics of experimental data sets.

Home City QUERY City Total Users Tips in City Tips/User

LA LA 977 11,700 11.9
NJ LA 228 2553 11.20
NY NY 3630 52,282 14.4
NJ NY 2886 72,170 25.01

The following information is extracted: (1) user profile information, including the user ID, name,
and home city, (2) the user’s social relationships, including the user IDs of two-sided connections,
(3) venue profile information, consisting of a venue’s ID, name, address, GPS coordinates, and
categories, and (4) user location histories, represented by all of the tips a user has left in the system.
Each tip includes a venue ID, comments, and a timestamp. From the data set, the users who have over
seven tips in a city are chosen as candidate query users.

Evaluation methods. For the evaluation of clustering solutions, validity indices are normally
used. There are two types of validity indices: external indices and internal indices [42]. An external
index is a measure of the agreement between two partitions where the first partition is the a priori
known clustering structure, and the second results from the clustering procedure [43]. Internal indices
are used to measure the quality of a clustering structure without external information. For internal
indices, the results are evaluated using quantities and inherent features of the data set. In this paper,
the ground truth labels are not known, therefore internal indices must be used. There are several
internal indices for clustering evaluation.

As mentioned previously, users will be partitioned into groups of a specific size, in a process that
differs from general clustering. It is mandatory that users are partitioned with similar preferences.
Therefore, the intra-cluster distances are important for the evaluation of clustering, while the
inter-cluster distances are not significant. The mean intra-cluster distance and the silhouette index
are used for evaluating the proposed method. In addition, the three clustering methods of spectral
clustering, k-medoids, and k-way partitioning are used for grouping users. The outcomes from these
methods and from the proposed approach are compared and discussed.

Mean intra-cluster distance. In each cluster, the intra-cluster distances between points should
be as small as possible. The mean intra-cluster distance for all of the clusters is an efficient index for
evaluating the results of clustering.

Silhouette index. The silhouette refers to a method of interpretation and validation with respect
to consistency within clusters of data. The silhouette value is a measure of how similar an object is
to its own cluster (cohesion) compared to other clusters (separation). The silhouette is based on the
mean score for every point in the data set (Equation (8)). Each point’s individual score is based on the
difference between the average distance of that point to other points in its cluster and the minimum
average distance between that point and the other points of other clusters. This difference is then
divided by a normalization term, which is the average with the larger value,

DB = 1/N ∑N
i=0 sxi (8)

where, N is the number of points in the data set, and

sxi =
(
bq,i − ap,i

)
/max

{
ap,i, bp,i

}
If xi is a point in cluster p, then bq,i = mindq,i where dq,i is the average distance between point xi and
every point of cluster q. On the other hand, ap,i is the average distance between point xi and every
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other point of cluster p. The score range is between −1 and 1, indicating that as clustering improves,
then the score will approach a value of 1 [44].

Parameter selection. The terms λ, γ and δ are parameters that stand for the weights of the user
preference, relationship and spatial similarity values respectively. Subsequently, these parameters
determine the weight of users’ free day similarities. Due to the fact that the attractiveness of friendship
with new individuals, visiting new places and the possibility to change free days may not be similar
for all individuals, the λ, γ and δ parameters can vary from case to case. In this study, the values of
these parameters are selected by a parameter space search with silhouette criteria, according to which
λ, γ and δ parameter values are set to 0.3, 0.2, and 0.25, respectively.

5. Results and Discussion

For convenience, the group sizes are assumed to be equal with each group having six members.
The proposed method is applied to the four selected data sets. For each data set, user preferences, social
relationships, spatial proximity, users’ free days, and final similarities, (where the latter is a combination
of the first four factors with estimated weights), are considered separately for clustering. The mean
intra-cluster distance and silhouette index values are calculated for the evaluation of clustering in each
data set. Results of the evaluation for database #1 are shown in Table 2.

Table 2. Results of evaluation methods for automatic user grouping (database #1).

Parameters Value (λ, γ, δ)
λ = 1, γ = 0,

δ = 0
λ = 0, γ = 1,

δ = 0
λ = 0, γ = 0,

δ = 1
λ = 0, γ = 0,

δ = 0
λ = 0.3, γ = 0.2,

δ = 0.25

Silhouette Index -0.066 -0.035 0.048 0.082 0.015
Mean intra-cluster

distance 0.072 0.281 0.023 0.094 0.192

The silhouette index range is between −1 and 1, where a score that is closer to 1 indicates better
clustering. As can be seen from Table 2, the silhouette score is near to zero because users are grouped
in groups of specific size; this issue is different from the case of general clustering. Users with similar
preferences are mandatorily partitioned where large clusters are forced to break up into clusters of
a specific size. This causes similar individuals to be defined as different clusters, and consequently
causes the distance to the nearest cluster to be reduced. In other words, the separations of the clusters
are reduced, causing the silhouette score to be near zero. The positive silhouette score, however,
indicates that the separation of the clusters is greater than the cohesion of the clusters over the majority
of the points.

Similarity of clusters, as represented by low variances, is of greater importance than the distance
between clusters, which decreases when the number of cluster members is reduced. For the mean
intra-cluster distance, a lower value represents more cohesion within clusters. For example, in Table 2,
the mean intra-cluster distance when only user preference similarity (λ = 1, γ = 0, δ = 0) is considered
for grouping the users, is estimated at 0.072. From Table 2, for the selected parameters (λ = 0.3, γ = 0.2,
δ = 0.25), the mean intra-cluster distance is 0.192. In the next phase, and in order to better interpret the
values shown in Table 2, the mean intra-cluster distances of the other factors are estimated separately
for previously defined clusters. These values are shown in Table 3 for database #1. In Table 3, column 1
indicates that only the user preference similarity is considered for partitioning users, and the mean
intra-cluster distances of social relationships, spatial proximity, and free days (temporal distance) are
measured for the determined groups. The other columns of Table 3 can be interpreted in a similar way.

The last column of Table 3 implies that by taking into account the user preferences, social
relationships, users’ free days, and spatial proximity, the mean intra-cluster distance is estimated
at 0.191. After grouping the users, the mean intra-cluster distances of these factors are estimated at
0.170, 0.338, 0.242, and 0.112, respectively. According to Table 3, grouping users with one criterion
decreases the mean intra-cluster distance value for that criterion, but this value then increases for the
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other factors. Table 3 shows that the value of the mean intra-cluster distance in social relationships
is comparatively high, due to the lack of relationships among all of the users and a relatively small
similarity value.

Table 3. The mean intra-cluster distances of user preference, spatial proximity, social relationships, and
free days for database #1.

Parameters Value (λ, γ, δ)

Mean Intra-Cluster
Distance

λ = 1, γ = 0,
δ = 0

λ = 0, γ = 1,
δ = 0

λ = 0, γ = 0,
δ = 1

λ = 0, γ = 0,
δ = 0

λ = 0.3, γ = 0.2,
δ = 0.25

User preferences
distances 0.072 0.369 0.365 0.370 0.170

Social relationships
distances 0.481 0.281 0.485 0.478 0.338

Spatial distances 0.265 0.259 0.023 0.273 0.112
Temporal distance 0.488 0.490 0.491 0.094 0.242

Final grouping 0.191

In order to evaluate the efficiency of the proposed method, the outcomes of this study are
compared with other clustering algorithms. These algorithms, i.e., k-medoids and spectral methods,
are two common clustering approaches that are applied to grouping people. In addition, multilevel
k-way partitioning is used in this assessment because it creates a balanced partition. In these methods,
the number of clusters must be specified. In this study, it is assumed that the group size is fixed,
each group having six members. With this assumption, the number of desired clusters is achieved
by dividing the number of users by the size of each cluster. The results show that the cluster sizes
in the k-medoids and spectral clustering methods were not equal, so that either one point or a huge
proportion of the data may be allocated to a single cluster, while the multilevel k-way partitioning
creates balanced cluster sizes. In k-medoids, the number of clusters is less than the specified number
of clusters; in some cases, some clusters do not even contain any points. In spectral clustering and
multilevel k-way partitioning, the number of clusters is equal to the specified number of clusters.

In Table 4, the average of the cluster size distribution (per cent) in the proposed method, multilevel
k-way partitioning, k-medoids, and spectral clustering methods are compared. As can be observed, in
the k-medoids and spectral clustering methods, a high percentage of the clusters do not share the same
specified size, while in the proposed method and in multilevel k-way partitioning a high percentage of
the clusters are of equal size.

Table 4. The average of Cluster size distribution (per cent) resulting from the proposed and three
existing clustering approaches.

Number of
Group’s Member

Proposed
Method

Multilevel k-Way
Partitioning

k-Medoids
Clustering

Spectral
Clustering

1 5.2 45.0
2 6.1 16.3
3 12.2 4.0
4 10.4 2.4
5 15.7 1.6
6 87.9 93.6 13.0 0.8
7 12.1 6.4 7.0 1.6
8 8.7 4.0
9 5.2 0.8

10+ 16.5 23.4

The mean intra-cluster distances of the four different approaches for the four data sets are
compared in Table 5. As the number of clusters with small sizes is outnumbered in k-medoids and
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spectral clustering, the mean intra-cluster distances of the methods are small. In order to compare
the outcomes of the proposed method with those of k-medoids and spectral clustering, clusters
with a size of less than four are removed in the mean intra-cluster distance calculation. The mean
intra-cluster distance that is calculated by the proposed method is fairly small. According to Table 5,
although multilevel k-way partitioning divided users into balanced cluster sizes, the mean intra-cluster
distance in this method is higher than in the proposed method. Furthermore, in the multilevel k-way
partitioning method, cluster sizes cannot change based on a predefined cluster size.

Table 5. The mean intra-cluster distance of the proposed method and three clustering approaches for
the four data sets.

Method Database #1 Database #2 Database #3 Database #4

Proposed method 0.191 0.187 0.198 0.173
Multilevel k-way

partitioning 0.269 0.255 0.277 0.253

k-medoids clustering 0.171 0.165 0.183 0.162
k-medoids clustering

without cluster size 1, 2, 3 0.292 0.268 0.305 0.281

Spectral clustering 0.098 0.096 0.112 0.094
Spectral clustering without

cluster size 1, 2, 3 0.281 0.277 0.295 0.264

6. Conclusions

In a spatial group recommender system, the system recommends a place to a group of users.
In this study, an automatic method for identifying groups of users with similar preferences, spatial
proximity, free days, and social relationships has been proposed. Corresponding data sets for the
parameters mentioned were obtained from the location histories and user profiles. Then, a modified
k-medoids clustering algorithm was developed, which guarantees equal clusters or clusters of a specific
size. The proposed method was evaluated using further experiments based on four data sets that
were collected from Foursquare. The mean intra-cluster distance and the silhouette index were used
for evaluating the proposed method. In addition, the three clustering methods of spectral clustering,
k-medoids, and k-way partitioning were used for grouping users. The results of these methods and
the results of the proposed approach were compared. The results showed that the proposed method
can efficiently divide users into groups with a given group size. The mean intra-cluster distance for
the proposed method is almost identical to that for the spectral clustering and k-medoids methods.
However, the proposed method meets the objective of partitioning users into groups of a specific size.
Although multilevel k-way partitioning created balanced cluster sizes, the proposed method has a
comparatively lower mean intra-cluster distance. The proposed method is capable of partitioning
users into clusters with specific predetermined sizes.

Foursquare is one of the most popular LBSNs worldwide, so data sets of this network have been
used as an example and are representative of other LBSNs. So, results of the proposed approach for
user grouping can be generalized to other LBSNs. Also, the proposed user grouping method can be
used in other fields that needs user grouping, such as citizen science. In this study, location category
is used for the determination of user preferences, and physical locations of users are ignored. Only
the visited venue locations are used in order to calculate the spatial proximity of users. For future
studies, inferring the spatial preferences of users by considering the physical locations and including
the temporal influences and group sizes on the clustering results are aspects that are recommended for
further investigation. Moreover, it is worth noting that in the context of the spatial group recommender
system, a procedure for suggesting places according to preferences of the group members could be
developed. Because of a lack of information about the uncertainty, reliability of the existing data
sets has not been considered in this research, and it has been assumed that users’ checks in at a
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place are correct and reflect their true preferences. Consideration of uncertainty and bias effects in
crowdsourcing data is an important topic [45–47] and can be considered in future studies.
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Abstract: Although air pollution is one of the most significant environmental factors posing a threat
to human health worldwide, air quality data are scarce or not easily accessible in most European
countries. The current work aims to develop a centralized air quality data hub that enables citizens to
contribute to air quality monitoring. In this work, data from official air quality monitoring stations are
combined with air pollution estimates from sky-depicting photos and from low-cost sensing devices
that citizens build on their own so that citizens receive improved information about the quality of the
air they breathe. Additionally, a data fusion algorithm merges air quality information from various
sources to provide information in areas where no air quality measurements exist.

Keywords: air quality estimation; air pollution; citizen science; sky images; social media; data fusion

1. Introduction

At present, air pollution is one of the most significant factors posing a threat to health worldwide.
According to the World Health Organization [1], ambient air pollution was responsible for the
premature deaths of 3.7 million people under the age of 60 in 2016. Europe’s most problematic
air pollutant in terms of human health is particulate matter [2].

Particulate matter (PM) can have significant effects on human health including asthma,
lung cancer, and cardiovascular issues. Particulate matter up to 10 micrometers in diameter (PM10) is
able to penetrate the bronchi, while particulate matter with diameter up to 2.5 micrometers (PM2.5)
can penetrate the lungs and enter the circulatory system [3]. The International Agency for Research
on Cancer (IARC) concluded in 2013 that particulate matter is carcinogenic to humans [4]. PM is also
harmful to the environment, and its effects include increased acidity of lakes and streams, nutrient
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balance changes in coastal waters and river basins, reduced levels of nutrients in soil, damage to
forests and crops, reduced diversity in ecosystems, damage to stone and other materials, and reduced
visibility (haze) [2].

Although there is a general consensus that air pollution is affecting human life and well-being
worldwide, there is little awareness of the role that each one of us can play to mitigate this problem.
Awareness primarily requires access to information, which should be widely available and easily
understandable, as required by the Aarhus Convention (which provides for the right of everyone to
receive environmental information that is held by public authorities), and by the Air Quality Directives
(2004/107/EC and 2008/50/EC). However, although such information is available, it is generally not
easily accessible by citizens. Common problems reported are [5]

• inadequate air quality monitoring networks in some areas, consisting of insufficient numbers
and/or inappropriately located, old, and unreliable monitoring stations [5];

• the difficulty for citizens to interpret data published long after breaches of limit values have
occurred in highly technical formats.

Even when people are aware of the issue, they usually do not associate their own individual
behavior with these outcomes. However, the air is a public good [6]. Particularly for air pollution, it
is collective, rather than individual action which is necessary to mitigate the problem, as the air we
breathe is a resource common to everybody.

The hackAIR project (www.hackair.eu) aims to develop an air quality data hub by developing an
open platform that enables communities of citizens to easily set up low-cost air quality monitoring
networks and engage their members in measuring and publishing outdoor air pollution levels.
By combining official data with air quality estimates from sky-depicting images and from sensing
devices that citizens can build on their own, hackAIR provides citizens with improved and easily
accessible information about localized air pollution levels. In order to also provide information in
areas where no air quality monitoring stations exist, a data fusion algorithm for merging air quality
information from various sources has been developed and air-quality-aware personalized services
(e.g., outdoor activity recommendations) are provided to the public.

The general issue of raising awareness of the air pollution problem and its impacts on health has
received considerable attention by several initiatives in the past. The official database of the European
Environment Agency (www.eea.europa.eu/themes/air/air-quality-index/index), Air Pollution in
World (http://aqicn.org/map/world), AirNow (www.airnow.gov) in the US and Canada, and the
London Air Quality Network (www.londonair.org.uk) are some of the existing websites providing
information on air pollution levels. In addition to independent initiatives, several projects funded
by the European Commission, such as ObsAIRve (www.obsairveyourbusiness.eu), CITEAIR (www.
citeair.eu) and PASODOBLE (http://cordis.europa.eu/project/rcn/94372_en.html), have dealt with
the issue of air pollution. The majority of these solutions are available only in regions with existing
monitoring stations because they require official measurements as input. To overcome this issue,
hackAIR acquires air pollution data from various sources and offers tools to citizens to contribute their
own measurements. Thus, it offers much richer information on air pollution levels—whether official
monitoring stations are available or not—accompanied by activity recommendations adjusted to each
user’s personal profile. These recommendations enable citizens to identify areas with better air quality
within the city and safeguard their health.

Citizen observatories for air pollution monitoring with sensors are increasingly viewed as an
essential tool for better observing and understanding our environment [7]. CITI-SENSE (www.citi-
sense.eu) and EveryAware (www.everyaware.eu) are two of the existing EU funded projects aiming to
empower citizens to participate in air pollution monitoring, enhancing their awareness of the problem
and promoting behavioral change. Under the same concept, many commercial solutions have also
been developed. The Envi4All mobile application (http://envi4all.com/) provides real-time and
forecast air quality data and enables users to report how they perceive the quality of the outdoor air at
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that specific moment. PlumeLabs (https://plumelabs.com/) also offers this information and gives
the opportunity to citizens to track and report air pollution data with a PlumeLabs sensor. The Air
Quality Egg (http://airqualityegg.com) promotes the creation of a sensing device that could be used
by hobbyists and can monitor NO2, CO, CO2, SO2, PM2.5, and VOCs in the atmosphere. Several
do-it-yourself initiatives have been also organized as part of recent efforts to democratize air quality
monitoring. Indicatively, step-by-step instructions can be found for a wide variety of projects via
ExploreInstructables.com, SparkFun.com, and PublicLab.org. The main limitation of such approaches
is their failure to attract the interest of a critical mass of users that would provide them with a sufficient
amount of air quality information. In order to overcome this limitation, hackAIR addresses the issue
of data collection by including additional sources of data which do not necessarily require action by
volunteers. These include the estimation of approximate air quality from sky-depicting images from
social media and open data on air quality.

There have been various research efforts aiming at developing alternative, easy-to-produce,
and inexpensive instruments for air pollution monitoring. Such an approach was introduced by
Wang et al. [8] aiming to quantify the loading of black carbon on quartz fiber filters with digital
photographic methods. Field results demonstrated that this approach provides measurements as
precise and accurate as the ones acquired with expensive instruments, while it exhibits short analysis
time and easy operation. Ramanathan et al. [9] introduced a similar approach, integrating an aerosol
filter in a cellphone to collect filter images. The images are analyzed in real time to determine the
current concentrations of black carbon.

From the different components of hackAIR, air pollution estimation from sky-depicting photos
has been scarcely used in commercial offerings. This approach has been explored in previous
research works. For example, Babari et al. [10] developed model-driven approaches to monitor
and estimate atmospheric visibility distance and air pollution levels through the use of ordinary
cameras. Another approach is iSPEX (http://ispex-eu.org/), a low-cost mass-producible optical
add-on for smartphones with a corresponding app, which turns a smartphone camera into a
spectropolarimeter [11]. However, the aforementioned approaches remained in the state of a prototype
and did not achieve commercial realization nor acquisition of a critical mass of data.

2. The hackAIR Methodology

The hackAIR solution has the primary goal of enabling communities of citizens to easily set up
air quality monitoring networks and to engage their members in measuring and publishing outdoor
air pollution levels, leveraging the power of online social networks, mobile and open hardware
technologies, and engagement strategies. hackAIR allows for the collection of data from publicly
available sources (measurements from ground-based stations, open data, and sky-depicting images
uploaded to social media) and contributions from the hackAIR community (sky-depicting photos
taken with the hackAIR app and measurements from low-cost sensing devices). Besides the platform, a
social media monitoring tool has been developed to enable the discovery of social media accounts that
belong to users or organizations interested in air quality issues and thus help with user engagement in
the hackAIR activities.

In the following, we provide an overview of the various methodological elements which, in
combination, represent the hackAIR solution. In summary, hackAIR collects readily available air
quality measurements from the web and publicly available images of the sky from social media and
webcams. For these images, machine learning algorithms automatically detect and extract clear sky
regions that can be used for air quality estimation. Then, an algorithm that estimates the levels of air
pollution based on the color of the extracted sky regions is applied. In parallel, the hackAIR solution
offers guidelines to users on how they can build their own low-cost sensing devices to monitor their
local air pollution and contribute actual measurements. All the above data are combined with official air
pollution measurements from ground-based stations and satellite observations and feed a data fusion
system which offers estimates of air quality even in areas with no measurements. Finally, based on
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each user’s preferences and sensitivities, hackAIR provides recommendations on how they can protect
themselves from air pollution. All these services are offered through an integrated platform available
as a web and mobile application that contributes to the creation of an improved knowledge base for air
quality data in Europe and a change towards more proactive and environmentally friendly behavior.

2.1. Environmental Data Discovery and Indexing

Data discovery and collection in hackAIR focuses on two data types: (a) readily available air
quality measurements and (b) publicly available images of the sky that can be used for image-based
air quality estimation using the techniques described in Sections 2.2 and 2.3. As mentioned above,
with respect to readily available air quality measurements, the collection includes both measurements
from official air quality stations (e.g., established by governmental organizations) and measurements
from low-cost sensor networks. With respect to publicly available images of the sky, two sources are
explored: a) social media images and b) images from public webcams.

The collection of official air quality measurements in hackAIR relies on the OpenAQ (https:
//openaq.org) open data platform. OpenAQ aggregates and shares (via an open Application
Programming Interface (API)) high-quality data about air quality from multiple official sources
around the world (e.g., the European Environmental Agency) including more than 30 countries in
Europe, which is currently the focus of the hackAIR framework. Importantly, the OpenAQ system
checks each data source for updated information every 10 min, which guarantees that the data will be
available from the platform almost immediately after they are published by the original data providers.
In Europe, OpenAQ currently provides PM10 and PM2.5 data from about 1800 and 800 locations,
respectively. The hackAIR data collection framework retrieves up-to-date information from each
location by regularly performing appropriate queries to the Representation State Transfer (REST) API
provided by OpenAQ.

Besides measurements from official air quality stations, the hackAIR solution involves the
collection of measurements from personal low-cost air quality stations established by citizens and
promoted by a number of air quality initiatives, similar to hackAIR. One such initiative is luftdaten.info
which currently comprises more than 4000 sensors in Europe. The sensors of the luftdaten.info network
constitute an ideal data source for hackAIR as they measure both PM10 and PM2.5 concentrations and
their latest data are always available through an open API. The hackAIR data collection framework
uses relevant APIs to retrieve up-to-date information from each sensor on an hourly basis.

As far as the collection of publicly available sky images is concerned, hackAIR explores the
possibility of using publicly shared geotagged images from social media platforms. According to
the KPCB Internet Trends Reports 2016 (www.kpcb.com/blog/2016-internet-trends-report), which
provides an overview of the trends related to image sharing for 2005–2015, the most popular
image sharing platforms are Snapchat, Facebook Messenger, Instagram, WhatsApp, and Facebook.
Unfortunately, all these platforms either do not distribute user-contributed images through a free API,
or pose very strict limitations that prohibit their practical usage. Therefore, hackAIR uses Flickr, the
next most popular image sharing platform that also provides a free open API.

To collect images from Flickr, the hackAIR data collection framework implements a collector
that periodically calls the appropriate Flickr API endpoints to retrieve the URLs, timestamps, and
geolocations of all images captured within the last 24 h in Europe. This leads to the collection of about
5000 geotagged images on a daily basis.

In addition to Flickr images, the hackAIR data collection component incorporates images
from public webcams. Webcams offer the advantage of a continuous image stream from fixed
known locations. To this end, two large webcam repositories are considered—AMOS [12,13] and
webcams.travel [14]. Combined, the two repositories provide access to about 3500 webcams in Europe:
about 2500 come from AMOS and 1000 from webcams.travel (the latter source actually provides
access to a significantly larger number of webcams (>20,000) but limitations of their free API prohibit
the regular collection of images from more than 1000 webcams per day). In the case of AMOS, a
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customized web data extraction framework was developed, while in the case of webcams.travel, data is
retrieved through a client application for the provided API. In both cases, data collection is performed
4 times per day during daytime.

Efficient indexing and storage of the information retrieved from all the previously described
sources relies on a MongoDB instance. This offers efficient mechanisms for handling geographical data
and performing geospatial queries.

2.2. Image Processing for Sky Detection

As soon as the Flickr and webcam images are retrieved, a number of automated image processing
operations are launched in order to (a) determine whether sky is depicted in the image and (b) localize
the clear (of non-sky elements, clouds, or humidity) sky area and compute the color statistics that are
used as input to the air quality estimation method described in Section 2.3.

To automatically detect the presence of sky in an image, we build a visual concept detection model
using Deep Convolutional Neural Networks (DCNNs). In particular, we finetune a state-of-the-art
pretrained DCNN model (Inception-v3 [15]) by replacing the last layer of the network with a new
layer trained on a manually annotated (for the sky concept) set of 2500 Flickr and webcam images.
This model achieves an accuracy of 96.2% when evaluated on an independent test set.

In the next processing step, all images recognized as sky-depicting are further processed in order
to determine the exact location of sky. To this end, two alternative sky localization approaches are
considered: one that applies deep learning for image segmentation and one that is based on simple
image processing heuristics.

The first approach that we apply is the Fully Convolutional Network (FCN) [16]. Building
upon the recent advances in deep and transfer learning, FCN applies fully convolutional finetuning
using whole-image inputs and per-pixel ground truth labels to adapt deep networks pretrained
for image classification to image segmentation tasks. In hackAIR, we use a publicly available FCN
model (https://github.com/shelhamer/fcn.berkeleyvision.org/tree/master/siftflow-fcn16s) (FCN-16)
pretrained on the SIFT Flow dataset [17] (which includes annotations for the sky class) that was found
to achieve an average pixel precision of 94.3%.

The second approach for sky localization consists of a set of heuristic rules that aim to identify
pixels that meet certain criteria with respect to their color values and the color values of neighboring
pixels. In rough terms (a more detailed description of this algorithm can be found in [18]), if R, G,
and B denote the Red, Green, and Blue values of each pixel, sky pixels must satisfy the following
three conditions:

R
G

∈ [0.5, 1],
G
B

∈ [0.5, 1], and
B
R

> 1.25

and, moreover, occupy large contiguous areas in the upper part of the image.
To compare the two approaches, we first evaluated their performance on the SUN benchmark

database [19] and found that the FCN approach performs significantly better in recognizing the sky
regions, obtaining a pixel precision of 91.77% versus 82.45% for the heuristic approach. However,
we noticed that the ground truth annotations of the SUN database (as well as those of the SIFT Flow
database on which the FCN model is trained) are noisy, in the sense that the regions annotated as
sky often contain non-sky areas (e.g., clouds, the sun, or small objects). The presence of such areas is
problematic as it may result in noisy pixel color statistics and consequently compromise the validity of
the air quality estimations that rely on these statistics.

Therefore, we conducted an additional evaluation of the two methods, tailored to assessing
their performance on the more specific task of identifying sky regions that are suitable for air quality
estimation (i.e., do not contain non-sky elements). In particular, we performed sky localization
with each approach on 200 randomly selected Flickr and webcam images and manually assessed
through inspection the validity of the sky regions detected by each approach. Note that in this type of
evaluation, it is expected that both approaches will achieve significantly lower performance scores as
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even a small non-sky area within the detected sky region deems the whole region usable. Indeed, we
found that the sky regions extracted by FCN are suitable in only 24.8% of the cases versus 47.9% for
the heuristic approach.

A careful examination of the extracted regions suggests that the heuristic approach owes its
superior performance to the extraction of more fine-grained regions and, therefore, more cases where
the detected region consists only of sky pixels. More importantly, the visual examination also revealed
that the two approaches can work in a complementary way. We found that the FCN approach is better
at avoiding significant errors (e.g., sea or building windows recognized as sky), while the heuristic
approach can successfully filter out small non-sky elements such as small objects and text overlays
that are particularly common in webcam images. Motivated by this complementarity, we tested a
hybrid sky localization approach that first extracts the sky region using the FCN approach and then
refines it by applying the heuristic approach considering only the pixels recognized as sky by the FCN
approach. This hybrid approach manages to extract suitable sky regions in 80.3% of the images and is
the method of choice for the hackAIR solution.

The final processing step consists of computing the mean red-to-green (R/G) and green-to-blue
(G/B) ratios from the parts of the images identified as sky and providing them as input to the air
quality estimation method described in the following section. Since images commonly undergo
various types of transformations by users (e.g., artistic filters, color enhancements) before being
uploaded to social media platforms such as Flickr, we studied how such transformations affect the
results of the image analysis (i.e., the calculated R/G and G/B ratios). To this end, we selected a set
of 87 sky-depicting (untransformed) Flickr images and applied 24 popular image transformations
(resizing, color level effects, artistic filters, etc.) on each image using the image manipulation API
of Cloudinary (http://cloudinary.com). Original images and their transformed versions were then
processed independently for sky detection and localization, and R/G and G/B ratios were extracted
from all images with a usable sky region. By measuring the Pearson correlation between the R/G and
G/B ratios of original and transformed images, we found that both ratios are very robust against most
transformations (Pearson correlation > 0.9 for 18 out of 24 transformations), with only 2 very intense
transformations (brightness increase ≥ 50%, red-rock artistic filter) causing a significant distortion on
the calculated ratios and 2 transformations rendering all images unusable for air quality estimation.
These results (the interested reader is referred to [20] for more details on the experimental setup and the
detailed results of this analysis) suggest that image transformations are expected to have a negligible
impact on image-based air quality estimations and this pertains only to a small fraction of the images
used by the hackAIR framework since webcam images and images captured with the hackAIR app are
typically untransformed.

2.3. Estimation of Air Quality from User-Generated Sky Photos

Atmospheric visibility is a very useful indicator of the so-called aerosol optical depth (AOD:
a measure of the extinction of radiation due to scattering and absorption by aerosols) and,
subsequently, of air pollution resulting from suspended particulates, especially in drier climates [21,22].
Passive remote sensing instruments (e.g., sunphotometers, spectrophotometers) retrieve aerosol optical
properties, such as AOD, by measuring the incident radiation on the ground at specific wavelengths.
To assign the light intensities measured by the instruments to AOD values, a Look-Up Table (LUT)
approach is usually followed. LUTs are produced with the use of a radiative transfer model (RTM).
RTMs allow for the calculation of the intensity of the light transferred in the atmosphere under different
user-specified scenarios. These scenarios may include information about the position of sun relative to
Earth (solar zenith angle) and atmospheric parameters which are related to clouds, aerosols, water
vapor, ozone, surface albedo, etc. This way, one knows what light intensity should be expected under
specific atmospheric conditions. Comparison of the measured spectral light intensities with those from
a LUT allows for retrieval of the AOD.
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The color (Red–Green–Blue) of the sky is partly determined by atmospheric aerosols (amount
and type). Several scientific efforts around the world to retrieve atmospheric aerosol-related properties
from images taken from digital cameras and paintings [21] have returned promising results so far.
Previous employments of similar methods, i.e., using digital cameras, have shown that the comparison
of AOD derived from sky images with those retrieved with sunphotometers operated side by side
showed differences similar to the nominal error claimed in the AOD sunphotometer networks [23].
A relevant field experiment showed that AOD from sky images is highly correlated with AOD from
sunphotometers, with a correlation coefficient of 0.95 and an average retrieval error of around 7% [24].
Furthermore, sky radiances obtained by digital cameras were compared with CIMEL sunphotometer
radiances, finding mean absolute differences between 2% and 15% except for pixels near the sun and
high scattering angles [25]. The method used in hackAIR is based on the comparison of the R/G and
G/B ratios from images and precalculated LUTs to retrieve AOD [18].

2.4. Design of Guidelines for Low-Cost Air Quality Sensing Devices

In order to increase air pollution awareness and attract open software and hardware communities
to provide added value to the hackAIR project, low-cost sensing devices were developed. The sensing
devices consist of three main elements: a sensor, a processing unit, and a communication module.
Sensors selected for the current project are based on the optical determination of particles by means
of a light scattering method. A typical sensor includes a light source (IR LED or diode laser),
a photo-sensing device (photodiode or phototransistor), and a focusing lens. The particles pass
through the light beam, and scatter and absorb the light. The detected light intensity is directly
correlated with the concentration of particles. Air flow is ensured by forced flow using mini blowers
or heated elements. Two classes of sensors were tested and selected: LED based (Shinyei PPD42NS)
and Laser based (DFRobot SEN0177, Inonafit SDS011, and Plantower PMS5003).

The communication capabilities of the proposed devices dictate the selection of appropriate
processing units that usually fall into two categories: For distributed networking solutions (Ethernet,
WiFi), we adopt the Arduino ecosystem in typical implementations (Arduino UNO with Ethernet
shield or with a dedicated hackAIR WiFi shield, Wemos, and compatible NodeMCU implementations).
For personal networking, we adopt the Bluetooth low-energy (BLE) protocol, which is implemented
by means of Cypress® Progrannable System-on-Chip (PSoc)/Programmed Random occurrence (PRoc)
modules. Arduino and Wemos solutions are designed to be placed in closed cases at predefined places
while their locations are provided during the registration at the hackAIR portal. The PSoC/PRoC
sensing device is designed to be portable and implemented using the BLE protocol in beacon format
packets while additional information like the geolocation and user credentials are attached in the
submitted network packet from the mobile device that is responsible for sending the data over the
internet to the hackAIR portal. The portability of the proposed devices is further extended since the
power supply can be provided by portable power banks.

Recently, temperature and humidity measurement capability was included on the designed
hardware and software. Specifically, DHT11 and DHT22 sensor boards were used in order to
increase the measurement reliability, and software code was added in the provided libraries
accordingly. Detailed hardware descriptions (i.e., schematics and printed circuit boards (PCBs))
of all the above sensors and the corresponding software (open access codes and libraries) are
available on the project’s GitHub site (https://hackair-project.github.io/hackAir-Arduino/general/,
https://github.com/hackair-project/hackAIR-PSoC/wiki).

All designs incorporate power saving algorithms and the sensors are shut down during the time
intervals between measurements in order to reduce power consumption and increase the expected
lifetime of the sensors’ laser system.

Furthermore, an air quality characterization sensor made of Commercial Off-the-Shelf (COTS)
materials based on well-established image processing and computer vision techniques aiming to
provide qualitative PM concentrations was developed. The sensor comprises a test surface where the
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PMs are collected. For this purpose, a 5 cm square piece of the aluminium side of a Tetra Pak food
packaging carton is used. Along the diagonal axis of the user’s choice, two small dots are made using
a 0.7 mm mechanical pencil, near the center of the test surface.

Subsequently, a thin layer of petroleum jelly is applied in order to trap the PMs. The hackAIR
cardboard sensor is then exposed outdoors for 24 h. Afterwards, the cardboard sensor is retrieved
and a set of five images of the area of interest is captured using a cell phone camera and a macro
lens of at least ×12 magnification. For the characterization of the air quality, the hackAIR cardboard
sensor implements an algorithm that is described in the flowchart depicted in Figure 1. To estimate
the number of blobs which correspond to PM10 or greater air particles trapped on the petroleum jelly
layer of the test surface, well-established image processing and computer vision techniques are run.
Such algorithms involve Otsu’s method for thresholding [26], Contrast Limited Adaptive Histogram
Equalization—CLAHE [27], and Moore’s tracing algorithm for extracting.

Figure 1. Particulate matter (PM) concentration estimation algorithm flowchart.

2.5. Data Fusion Tools

In order to add value to the hackAIR observations and to provide the platform users with estimates
of the air quality at any given location, even if no measurements were made there, a data fusion system
was developed. This system has the primary objective of interpolating the point-based observations in
space such that air quality estimates are available at any point within the domain. Data fusion is a
subset of data assimilation [28] and when used with observations and a model, it allows for spatially
interpolating point observations in a mathematically objective way while at the same time constraining
the model. Data fusion has been successfully applied in such a fashion for real-time urban-scale air
quality mapping by combining observations from a low-cost sensor network [29] with information
from a high-resolution local-scale dispersion model [30,31]. We use data fusion here primarily with
the goal of spatially interpolating the observations, which are often subject to significant uncertainty,
in a meaningful way. As such, the model is used as auxiliary information to guide the interpolation in
areas where no observations are available.

The input data to the data fusion system are hereby twofold: the observational data is primarily
composed of the measurements made by the participants, e.g., aerosol optical depth estimates from
sky-depicting images and particulate matter observations using optical particle counters mounted in
open platforms. As model information, we use the operationally available data from the Copernicus
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Atmosphere Monitoring System (CAMS). More specifically, we use the daily ensemble forecast of the
CAMS regional modelling system, representing the median of the ensemble of seven participating
models [32].

The data fusion system used here is conceptually similar to the one described in [30] and is
based on geostatistics [33–35]. More specifically, the technique uses universal kriging for interpolating
the observations in space using model information as a spatial proxy to guide the interpolation.
The interpolation is carried out at a country level with a spatial resolution of 5 km by 5 km. Currently,
the focus lies on the two study sites—Germany and Norway—but the method can be readily extended
to larger regions. The resulting fused maps are updated once every hour using observations and
model information averaged over a period which can be adjusted based on the number of available
observations. One of the major advantages of using a geostatistical framework as a data fusion
technique is that the underlying kriging methods by default provide pixel-level uncertainty estimates.
This can be important for propagating sensor-level uncertainties all the way to the end users. Given the
availability of urban-scale modelling output with spatial resolutions of 100 m × 100 m and less, the
methodology can also be applied for street-level maps of air quality [30,31] and experiments along
these lines with the observations collected as part of hackAIR are planned for the second part of
the project.

2.6. Personalized Recommendations Based on Environmental Data

Several initiatives, including projects (PESCaDO (http://pescado-project.upf.edu/) [36]) and
applications (AirForU (http://newsroom.ucla.edu/releases/new-app-lets-you-check-air-quality-as-
easily-as-checking-the-weather), Clean Air Nation (https://play.google.com/store/apps/details?
id=io.gonative.android.robzl&hl=en), Air Visual (https://airvisual.com/app), Breezometer (https:
//breezometer.com), etc.), demonstrate the added value of up-to-date, spatiotemporally defined
air-quality-related information and recommendation provision [37]. However, the above applications
produce recommendations that generally apply to sensitive people, without any specialization to
specific individuals’ needs. Our aim is to implement a user-driven decision support (DS) framework
that takes into account variations in people’s air-quality-related vulnerabilities, as well as the
environmental dynamics and relations, and produces recommendations, either in the form of general
tips on how to reduce their ecological footprint or of personalized advice on how individuals may
respond to existing atmospheric conditions, upon request for decision support.

The preferences that each user reported in the hackAIR system are classified according to age,
cardiovascular or respiratory diseases (e.g., asthma), the performance of outdoor activities that cause
breathing extension (e.g., jogging), and some other states (e.g., pregnancy, working outdoors). For each
of the above user types and air pollution levels, specific messages with fixed content were defined by
the hackAIR environmental experts based on a review of the literature on individuals’ susceptibility.
Therefore, the problem of providing personalized inferences is transformed into a classification task
where different recommendations are given to the users according to a specific set of classes in the
ontology that they belong to.

For the common representation and orchestration of heterogeneous information (environmental-,
health-, user-profile-related data) and their existing relations, as those were defined by environmental
and health experts of the project, we make use of ontologies—the state-of-the-art Semantic Web
technology for structuring and semantically integrating data [38]. Ontologies have been extensively
adopted in separate parts of the decision-making process [39–41], mostly for the formal representation
of the domain of interest. On the contrary, our developed framework demonstrates the extensive use
of ontologies and of relevant reasoning technologies for handling both the static (representation) and
dynamic (realization, inference) processes of a DS system.

More specifically, we implemented a multilayered, ontology-based DS framework that comprises
the following components [42] (Figure 2):

152



ISPRS Int. J. Geo-Inf. 2018, 7, 187

• The knowledge base (KB)—A set of interconnected ontologies which define the abstract schema
(TBox layer) and actual assertions (ABox layer). It serves as a formulation and storage module of
involved data, represented by the following main concepts: Person, Health_Sensitivity, Activity,
Location, Environmental_Data, Request, and Recommendation, and their related subclasses
and relationships.

• The recommendation module (rules layer)—a rule-based inference mechanism, implemented
by fully exploiting the SPIN (SPARQL Inferencing Notation) -rules framework [43] (http://
spinrdf.org/). It runs on top of the above ontological definitions, so as to interpret the existing
data, produce new knowledge, and thus infer appropriate recommendations for the users, with
respect to the existing air quality conditions and specific profile characteristics (age, health
status, preferred outdoor activities) which implicitly define the different levels of individuals’
vulnerability under severe atmospheric conditions, according to the project’s experts.

Figure 2. User-triggered processing pipeline for decision support (DS).

Representative scenarios defined within the hackAIR project, with the support of the project
partners and environmental experts, are analyzed in depth in project deliverable D4.2 [44]. Here,
for demonstration purposes, we consider the following hackAIR users: (1) a pregnant woman with
respiratory diseases who likes to take long walks; and (2) a 65-year-old person who daily performs
some outdoor work. Both live in an area supported by the hackAIR platform and request personalized
recommendations through the hackAIR app. The KB receives via the implemented web service
each request and stores the involved data (user profile details and fused air quality data) in the
form of triples, conforming to the developed ontology schema. Appropriate ontology rules are
triggered automatically, classifying (i) users in relevant basic or complex user profile classes; e.g.,
User1 as Pregnant_and_SensitiveHealth_Person and Pregnant_and_SportsWalking_Person, and User2 as
Elderly_and_Outdoor Job_Person; and (ii) air quality measurements in relevant Air Quality Index (AQI)
values. The above inferences feed the second level of ontology rules responsible for the proper
matching between user profiles and defined recommendations. Thus, each user receives one or more
recommendations according to his/her classification results and also to existing air quality conditions;
e.g., User1 receives the suggestion: “You should go for a walk in an area with cleaner air.”, while User2
receives: “You should consider with your supervisor (if any) the possibility of changing your working
environment for today” when atmospheric pollution is extremely high.

The proposed ontology-based implementation facilitates the extensibility (enriching the KB with
new concepts, rules, and recommendation messages per case), modularity (customizing existing
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schema and rules), and adoptability of the system (well-established, formal representation of data,
seamless communication with third-party modules).

2.7. Development of the Integrated HackAIR Platform

The hackAIR platform follows a Service-Oriented Architecture (SOA) for the integration of all
platform components. The principles of service orientation are independent of any vendor, product, or
technology. Services are unassociated, loosely coupled units of functionality that are self-contained and
each service implements at least one action. This makes it possible to reuse the code in different ways
throughout the application by changing only the way an individual service interoperates with other
services that make up the application, versus making code changes to the service itself. Furthermore,
the hackAIR Platform implements a REST Web Services design approach to sustain integration among
subcomponents and other integrations like mobile devices.

The hackAIR platform’s architecture is composed of the following three layers: Data, Business
Logic, and Application. The communication between these layers is bi-directional and always passes
through the business logic layer. The communication between the Application and the business logic
layers is handled through a RESTful API presented in Figure 3, where AQ represents air quality and
COTS the hackAIR Commercial Off-the-Shelf solution.

Figure 3. The hackAIR platform’s architecture.

Data layer

The data layer includes the data persistence mechanisms that are responsible for storing and
retrieving the data used by the hackAIR platform. It comprises a database for storing the basic hackAIR
data entities and a Knowledge Base for storing semantically enriched information.

Business Logic layer

The business logic layer handles the requests coming from the application layer by applying
the business logic rules and replying securely with proper content to the client applications (web
and mobile applications). In addition to that, it receives measurements taken by the Arduino devices
through the API and routes them to the appropriate module. Finally, the business logic layer
communicates with external components including official websites, social media platforms, and
webcams to retrieve air quality data.
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The business logic layer includes various modules of the hackAIR platform, which all fall under
the following three categories:

• Data ingest (responsible for acquiring data from various sources);
• Data processing (responsible for information transformation, processing, and implementation of

business rules);
• Data access (responsible for communicating with the hackAIR platform’s database systems).

Application layer

The application layer hosts the user’s interaction interface available for access via the web and
mobile and also via a community portal. The applications provided through this layer were developed
using the Angular JS framework, HTML5, and CSS3. The mobile application was built and wrapped
using the Ionic framework in order to provide all features required for the Android and iOS platforms,
offering full end-user access to all hackAIR services. Users not only consume data, but can also
provide data like personal information and air quality estimations (through photos and air quality
measurements coming from hardware devices).

The interface of the platform was designed by User Interface/User Experience (UI/UX) experts
to ensure the best experience of users (Figures 4 and 5).

Figure 4. The map interface of the hackAIR web platform.

Figure 5. The map interface of the hackAIR mobile platform.
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2.8. Social Media Monitoring Tools for Relevant User Discovery

Besides the integrated hackAIR platform which implements all the core hackAIR technologies,
a standalone social media monitoring tool has also been developed within hackAIR with the aim of
increasing the outreach and adoption of the platform. This tool aims to support the discovery of social
media accounts that belong to users or organizations that are interested in air quality issues and could
therefore be approached and engaged.

The tool builds upon and extends an open-source software framework (https://github.com/
MKLab-ITI/mmdemo-dockerized) [45] for monitoring, analysis, and search over multiple social
media platforms. The framework offers powerful tools for (a) tracking social media discussions
around keywords and user accounts of interest; (b) obtaining real-time analytics over the tracked
keywords/accounts; (c) identifying new accounts; and (d) analyzing the structure of communities.
Within hackAIR, two important extensions of the framework are implemented to cover the needs of
the project with respect to (a) account discovery and (b) audience analysis.

The first extension is the development of a sophisticated methodology for discovering
hackAIR-relevant accounts on different social media channels. The methodology is based on the
collection of a large initial set of candidate user accounts from different social media platforms, and
then on the application of automatic classifiers to separate between relevant and irrelevant accounts.
The collection of candidate accounts is based on querying the respective platform APIs with a list of
air-quality-related keywords, while additional candidate accounts are discovered with the help of an
iterative exploration process based on Twitter lists and by monitoring air-quality-related streams of
tweets. The classification of accounts into relevant and irrelevant is based on classification models
trained on text features extracted from the accounts’ profile metadata (description) and their posts.

The second extension concerns the development of a solid methodology for analyzing the social
media audience of hackAIR. Moving beyond the existing analytics tools of social media platforms,
this methodology leverages social network analysis methods to create a more structured view of the
hackAIR social media audience. Specifically, the network of hackAIR followers and their followers is
analyzed with the help of a community detection algorithm to extract groups of Twitter accounts that
are more densely connected to each other, and therefore correspond to topically and geographically
focused communities. This result combined with the analysis of network connectivity of Twitter
accounts leads to the discovery of influencers, i.e., accounts that are followed by many other accounts
and that have an important role in their community.

Approaching and engaging with such accounts is expected to contribute significantly in increasing
the outreach and adoption of hackAIR.

3. Conclusions

The project describes an attempt to address the need of communities to engage their members in
outdoor air quality monitoring and tackle the challenge of using citizen science data. The potential of
using user-generated air quality data for enhancing the available datasets and acquiring information in
areas where no official air quality monitoring stations exist is a trend that receives increasing acceptance.

The described work and the various systems that have been developed and tested provide the
basis for a new approach in air quality monitoring and health impact assessment, while at the same
time the developed platform gives a great opportunity for similar approaches to be “applied” on the
same principles and reasoning. The following results show at a glance that air quality can be monitored
and presented with a usable manner with alternative means.

• Low-cost laser sensors are a reliable alternative that can provide the air pollution trends in an
area. Even tests with the Commercial Off-the-Shelf solution show promising findings.

• Sky-depicting images can also successfully represent the current air quality scale.

Different users can depict different pieces of information at no additional effort while groups
of interest can intuitively be motivated to offer their support and time to the development of new
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sensors, thus increasing their engagement and their overall awareness. Finally, hackAIR paves the way
for stakeholders from different scientific domains and business sectors to work together for better air
quality monitoring.
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Abstract: The brown marmorated stink bug, Halyomorpha halys Stål (Hemiptera: Pentatomidae),
is an invasive pest that has expanded its range outside of its original confinements in Eastern Asia,
spreading through the United States, Canada and most of the European and Eurasian countries.
The invasiveness of this agricultural and public nuisance pest is facilitated by the availability of an
array of suitable hosts, an r-selected life history and the release from natural enemies in the invaded
zones. Traditional monitoring methods are usually impeded by the lack of time and resources to
sufficiently cover large geographical ranges. Therefore, the citizen science initiative “BugMap” was
conceived to complement and assist researchers in breaking down the behavior of this invasive pest
via a user-friendly, freely available mobile application. The collected data were employed to forecast
its predicted distribution and to identify the areas at risk in Trentino, Northern Italy. Moreover, they
permitted the uncovering of the seasonal invasion dynamics of this insect, besides providing insight
into its phenological patterns, life cycle and potential management methods. Hence, the outcomes of
this work emphasize the need to further integrate citizens in scientific endeavors to resolve ecological
complications and reduce the gap between the public and science.

Keywords: Pentatomidae; Environmental niche modeling; citizen science; crowdsourcing; MaxEnt;
QGIS; brown marmorated stink bug

1. Introduction

As defined by the Oxford Dictionary [1], citizen science (CS) is ‘the collection and analysis of data
relating to the natural world by members of the general public, typically as part of a collaborative
project with professional scientists’. Oftentimes in ecological studies, there is a large amount of data
to process or an extensive geographic range to cover. This poses a problem for a single researcher or
even a small team of researchers [2]. Citizen scientists could help fill this role if provided with the
capabilities to effectively assemble and share data.

Having citizens participate in gathering scientific data has several benefits, including improved
science and technology literacy among participants and reduced costs [3]. Studies also suggest
that engaging citizen volunteers makes it more likely that programs collect data relevant to local
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conservation and management issues [3,4]. Such data may improve professional predictions on species’
future distributions, allowing the timely dissemination of these results to an educated public [5].
Volunteering citizens may also have access to lands that may not be accessible to professional scientists,
allowing them to discover invasive species not yet detected elsewhere [6].

The field of ornithology has the longest history of CS [7], with thousands of amateur and
professional ornithologists worldwide. One would assume that arthropods might not be as alluring for
the ordinary citizen as much as birds are. Nevertheless, some of the more colorful insects have indeed
caught the public’s eye. The North American Butterfly Association (NABA) has initiated a program to
monitor butterflies, in order to better quantify their range and abundance. Moreover, crowdsourced
records on the periodical cicada, Magicicada spp., through the website www.magicicada.org, have been
used to build mapped distributions of this insect to detect its range changes [8]. Mosquito Alert
is another CS project developed in recent years to assist in the monitoring and management of
disease carrying mosquitoes, Aedes albopictus Skuse (1894) and Aedes aegypti Linnaeus (1762). Citizens
are invited to report sightings of the insects or of potential breeding sites; this information is
communicated to public health managers to monitor and control the spread and damage caused
by these “urban Aedes” [9].

One of the most documented expressions of global anthropogenic forcing is the human-induced
movement of non-native species [10]. This phenomenon usually refers to the voluntary or accidental
introduction of taxa or genotypes far from their historical distributional areas as a result of trade,
tourism, agriculture or biological control programs [11,12].

The brown marmorated stink bug (BMSB), Halyomorpha halys Stål (Hemiptera: Pentatomidae) is an
invasive pest that was introduced into the United States from Asia in the mid-1990s [13]. It has spread
throughout most of the United States, as well as into Canada [14]. In Europe, BMSB was first detected
in 2007 in Zurich, Switzerland [15]; its range has now expanded to include most of the European and
Eurasian countries [16]. It was first detected in Italy in 2012 in the province of Modena [17]. BMSB
feeding on pome fruits results in deformed, symptomatic produce with indents on the surface and
corky spots in the flesh, debilitating their marketability [18].

Over $21 billion worth of crops in the United States alone have been estimated to be threatened
by H. halys feeding damage [19]. Additional irritation by this pest lies in its overwintering behavior
where it tends to aggregate in man-made structures [20], rendering it a pervasive residential nuisance.

Some of the most severe agricultural and annoyance problems have been recorded in Italy [17].
In the fall of 2017, the Friuli-Venezia Giulia region in North Eastern Italy, witnessed one of the gravest
anthropogenic aggregations of the bug in recent years (http://www.udinetoday.it/cronaca/invasione-
cimici-marmorata-asiatica-talmassons-medio-basso-friuli.html). In Trentino Alto Adige region in
Northern Italy, BMSB was first detected in the spring of 2016 [21]. Its presence in this region poses
an imminent threat to vineyards and especially to the apple industry, which accounts for 65% of the
Italian apple production [22].

The recording, mapping and monitoring of invasive species are prerequisites for successful
biological invasion risk management [23]. Thus BugMap, a mobile application, was designed with this
purpose in mind. It is a CS approach that aims at collecting crowdsourced data on the occurrence of the
alien BMSB in a newly invaded range. Obtained reports allow species distribution modelling (SDM),
which aims to predict the areas where environmental conditions are suitable for the survival and
establishment of the pest [24]. For invasive species management, habitat suitability maps identify areas
where invasive species (1) may actually be present but are not yet detected and (2) may disperse to in the
future, thus providing assistance for planning and prioritizing areas for surveillance. Such information
can also assist in determining the extent, cost and likelihood of the success of a control program [25].

However, invasive species distribution models (iSDMs) face special challenges because (1) they
typically violate SDM assumption that the organism is in equilibrium with its environment;
and (2) species absence data are often unavailable or believed to be too difficult to interpret [26].
In general, these modelling methods combine species locality data (geo-referenced coordinates of
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latitude and longitude from confirmed presence) with environmental variables to create a model of
species requirements for the examined variables [25].

Geographic information system (GIS) technologies are enhancing our ability to study and
understand the large-scale spatial structure and dynamics of insect populations, as influenced by
heterogeneous environments. In the past 20 years, advancements in mapping technology and access to
tools that allow us to geo-reference our location have allowed for increased acquisition and accuracy
of data [27]. The ubiquity of the internet, cell phones and wireless technology has led to increasing
importance of mobile GIS as a mode of data acquisition, which promoted increased interest in CS
and crowdsourcing data [28]. These technologies offer great potential in entomological research and
contribute to the refining of monitoring and management methods of invasive alien pests [29,30].

The scope of this study was to evaluate whether the contribution of volunteers would improve
the existing monitoring strategies of an alien stink bug, freshly invading their territory and menacing
their agricultural production. The effect of user training on the accuracy of citizen reports was
evaluated and the amount of crowdsourced data was quantified and compared to reports obtained
through traditional monitoring methods. Moreover, we used the collective data registered by both
parties through BugMap to disentangle the invasion dynamics and phenology of BMSB in Trentino,
Northern Italy. In addition, we mapped the potential distribution of this invasive pest based on the
integration of both citizen monitoring and traditional methods. We expect this work to provide insight
into the importance of such projects and the utility of combining crowdsourced and traditional survey
data, for the improvement of ecological monitoring, species distribution mapping and invasive species
management programs.

2. Materials and Methods

2.1. Data Acquisition

2.1.1. Study Area

The study area is located in Trentino, North Eastern Italy, covering 6214 km2 of land south of the
Alps. It is a mountainous region influenced by a continental climate, with most of the territory lying
1000 m above sea level and around 55% covered by coniferous and deciduous forests. Trentino includes
developed touristic, agricultural, industrial and commercial areas that are connected by main roads
and railway transport infrastructures, with a population of 537,000 inhabitants concentrated in the
plain areas and in the valley floors [31]. Despite its mountainous nature, agriculture remains one
of the most important contributors to this region’s economy with over €800 million of agricultural
produce sold in 2013 [32]. A significant proportion of this agricultural production is at risk from the
establishment and spread of BMSB.

2.1.2. BugMap, a Mobile-Based Application for Crowdsourced BMSB Reports

BugMap is a free mobile application that was designed by Edmund Mach Foundation
bio-informaticians, initiated in autumn 2016 and compatible with both iPhone (Apple Inc., Cupertino,
CA, USA) and Android (Google LLC., San Francisco, CA, USA) operating systems. It is a user-friendly
platform that allows citizens to report the presence of this pest whenever encountered. A guidance
section was added to familiarize the users with the morphological features of the different life stages of
the bug. Notes on its invasive history, potential hosts, overwintering behavior and induced symptoms
on host plants caused by BMSB feeding are also included. BugMap allows the gathering of information
regarding how (trap, beating or visual), when (date) and where (location) the insect was observed.

Reporting users start by (1) either indicating their location on the map in the application or by
allowing their geographical coordinates to be automatically registered by BugMap. Next, a simple
form must be filled out with respect to (2) the date of the sighting. Mandatory segments also include
(3) the number of specimens, (4) the phenological stage (adult, nymph, both or unknown), (5) type of
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sighting (visual, trap or beating methods) and (6) location (inside or outside buildings, garden-hedges,
green urban areas, means of transport, bushes, wild areas or agricultural settings). Most importantly,
the form needs to be accompanied by (7) a photograph of the suspected insect.

Five experts swiftly assess the reports once submitted, as valid, invalid or unsure (in the case of
unclear photographs). To reduce the evaluation bias, each validation is double-checked and amended
in case of any doubt by the other experts. Additionally, a feedback section allows experts to send back
a message through the application to the users, thanking them for their contribution, explaining the
differences between the reported species and BMSB in the case of invalidity and in some instances
requesting a clearer photograph when diagnosis cannot be made on the basis of the current one.

2.1.3. BugMap Campaign

An advertisement campaign was initiated for BugMap shortly after the final design of the platform.
Talks were delivered at the University of Trento to Bachelor and Masters’ students of applied ecology.
In the school of Edmund Mach Foundation, technical days were planned to involve students and
technicians in the identification and reporting process of BMSB. An exposition in the Museum of
Science of Trento (MUSE) was organized during the “notte dei ricercatori”, where the application was
introduced to scientists from various fields and to the general public. Presentations and abstracts in
conferences (IPM 3.0, First Italian Citizen Science conference) allowed the international community
of citizen science and integrated pest management to familiarize themselves with BugMap and
understand its significance from an ecological and a social perspective. The appearances of co-authors
on Italian television channels helped the dissemination of BugMap to a larger audience outside of the
study region.

Various social media platforms such as Instagram (#bugmap) and Facebook (https://www.
facebook.com/Bugmap-1926843807640177/) were also employed in order to further the spread of the
initiative, with pages created and managed to facilitate the learning of citizens about this ecological
monitoring method and the menace posed by the invasive bug in question. Moreover, flyers (Figure S1)
depicting the identification and reporting process of BMSB were designed and spread in all of the
above-mentioned locations.

2.1.4. Pheromone Traps

When the insect was detected in Trentino alto-Adige in the spring of 2016, phytosanitary services
of the Trento province, along with Edmund Mach Foundation placed pheromone traps (RESCUE!®,
Sterling International, Inc., Spokane, WA, USA) in different areas of the province. The traps (n = 18)
were positioned in various green urban areas, apple and pear orchards and large parking spaces, in an
attempt to elucidate the insect’s hitchhiking behavior (Figure 1). They were used for capturing the stink
bug starting from May–June 2016 until September–October 2017, with bi-weekly control. Traps are
amended with BMSB aggregation pheromone components, along with a synergist that improves the
attraction properties of the mixture, and functions in a 30 m radius. These traps have a non-toxic mode
of action, capturing males, females and all stages of BMSB life cycle from nymphs to adults.

2.2. Modeling Current and Potential Distribution of BMSB in Trentino

2.2.1. Environmental Predictors

A distinct set of environmental parameters with potential effects on BMSB distribution was
selected, as described by Capinha and Anastácio [33]. Digital Elevation Model, land-use, hydrography,
road network and forest tracks were employed (Table 1) and are all freely available from the PAT
cartographic portal of the Autonomous Province of Trento [34].
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Figure 1. An Open Street Map of the area monitored by pheromone traps, with dark-blue dots
representing the coordinates of the traps placed in orchards, field crops, public parks, outdoor parking
spaces, bushes and anthropogenic settings.

Table 1. List of the environmental GIS layers included in the analysis.

Index Spatial Resolution Parameter

Digital elevation model (DEM) a 10 m Slope
Aspect

Average hours of sun per season

Land use b 10 m Continuous urban fabric
Green urban areas

Fruit trees and berry plantations

Hydrography 10 m Distance from rivers
Distance from lakes

a From the digital elevation model the slope, aspect and hours of sun were calculated and derived using GRASS
GIS version 7. These three variables are a good proxy for temperature in a mountainous environment. b Land use
was classified by GRASS GIS into 30 classes (Table S1) to avoid co-linearity and account for the species’ ecology.

2.2.2. BMSB MaxEnt Distribution Modeling

For modeling the species’ distribution, the software MaxEnt was used (MaxEnt version 3.3.3;
http://www.cs.princeton.edu/wschapire/maxent/), which is a machine learning algorithm that
applies the principle of maximum entropy to predict the potential distribution of species from presence
only (PO) data and environmental variables [26,35]. PO data collected from BugMap and pheromone
traps were input into MaxEnt, as well as the set of environmental predictors across the Trentino
landscape. The program attempts to estimate a probability distribution of species occurrence that is
closest to uniform while still subject to environmental constraints [36]. All data were resampled at
100 m resolution to increase the speed of calculation in MaxEnt using the jackknife test for determining
variables that reduce the model reliability when omitted. Previous models assessing the potential
distribution of BMSB worldwide also utilized MaxEnt, using a resolution of 4.5 Km at the equator and
strictly employing bioclimatic variables [37].

2.2.3. Accounting for BugMap Sampling Bias

According to Fourcade et al. [38], the best methods to increase overall model performance with
a travel-time biased data set were (1) Systematic Sampling and (2) providing a bias file to MaxEnt
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as recommended by the manual [36]. The bias file was calculated in GRASS (Geographic Resources
Analysis Support System) GIS version 7 [39], using the module for computing a Gaussian kernel from
data points with a radius of 500 m and then rescaled to a range of 1 to 20 [40]. This raster file represents
the sampling effort, and it is an input for MaxEnt utilized to weigh the random background data [36].

The subsampling grids of 500 m and 1000 m were generated by the QGIS (version 2.18.16)
vector toolbox, and then a single point for each square was randomly sampled and used as input.
Four different MaxEnt models were run with default parameters settings, using 30% of data for training
as follows: (1) full dataset with no bias file, (2) full dataset with bias file, (3) systematic sampling over
a grid of 500 m, (4) systematic sampling over a grid of 1000 m. Receiver operating characteristics
analysis (ROC) was performed in R [41] to compare the Area Under the Curve (AUC) of all the models
in order to identify the best bias treatment solution for our case study [42].

2.2.4. Setting the Threshold of BMSB Distribution Model

The output from the MaxEnt models is a map of logistic values ranging from 0 to 1; however,
the interpretation of this continuous output is not straightforward, so it is a common practice to
reclassify the map in a binary format according to a cut-off value. The use of the default 0.5 cut-off
value is not recommended [36], especially when presence and background data are unbalanced as in
our case [42]. The ROC plot-based approach was adopted, as suggested by [42,43]. The analysis of the
ROC curve allows us to identify the point that maximizes the sensitivity against 1- specificity and that
is considered the best classifier for the data [43].

3. Results and Discussion

3.1. Citizens’ Impact

3.1.1. Citizen Science VS. Traditional Monitoring

A total of 306 valid BMSB registrations were split between those done visually by citizens
and those obtained by traditional monitoring activities such as installment of pheromone traps and
tree-beating methods. Volunteers contributed to the monitoring with 250 reports, compared to 56 by
technicians (Figure 2). The majority of citizen-sightings (214) reported <10 BMSB, compared to 31 by
technicians. Large aggregations of the insect (>50) were reported by both citizens and technicians.
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Figure 2. A representation of the different BugMap reports registered by citizens and those registered
by technicians, adopting traditional monitoring methods (Pheromone traps, tree-beating). Blue bars:
<10 specimens; orange bars: 10–15 specimens; grey bars: >50 specimens.
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Valid BMSB reports were also classified according to the location of the sighting and to the
reporting entity: in our case, citizen scientists and technicians (traditional monitoring). All the reports
from means of transport and almost all reports from buildings (99%) were performed by citizens
(Figure 3). Similarly, citizen reports far exceeded those registered by technicians in gardens, agricultural
and wild areas. On the other hand, traditional monitoring methods reported 63% of the total sightings
from green urban areas.
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Figure 3. A comparison between traditional monitoring and citizen contribution, taking into account
the percentage of reports generated by the two parties from various sighting locations.

These results highlight the differences between the two contributing parties, with citizens
generating a larger number of reports from more diversified geographical areas. Reports from
the general public allowed the identification of a heavily infested nucleus in a public park
“Parco Gocciadoro”, outside the city of Trento. This knowledge puts forward the possibility to
either treat this zone with selective insecticides, or increase trap density to maximize catches, thus
reducing the risk of diffusion to nearby agricultural settings. The real-time tracking of the spread and
distribution of insects is usually impeded by technical hitches (lack of time, traps and technicians).
Acquainted citizens provided insight on the presence of the insect by performing a more intensive
sampling of premises that are difficult to reach by a team of scientists. Thus, the complications
aforementioned have been alleviated thanks to the involvement of citizens in the monitoring activity
(Figures S2 and S3). These outcomes are in alignment with the proposition of Dickinson et al. [2],
who stated that properly trained volunteers could help fill the role of professional scientists regarding
the prediction of species distribution.

The highest number of registrations originated from buildings (157), which might be due to the
possibility that citizens are far more likely to encounter the bug in their lodgings during the colder
months of the year, and to the association between urban development and the initial phase of BMSB
establishment and dispersal [44]. A total of 64 reports were registered in agricultural areas, followed by
green urban areas (52), gardens (23), wild areas (8) and means of transport (2). Of the 52 registrations
from green urban areas, 20 reported large aggregations of insects (>50), along with 11 sightings of
10–15 insects. This can be explained by the availability of an array of desired host plants in public
parks that serve as feeding and breeding grounds for BMSB, i.e., Robinia pseudoacacia, Fraxinus sp.,
Acer sp., Cornus sp., and Corylus avellana, as well as by the proximity of these hosts to overwintering
shelters [45].
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A possible means for reducing BMSB populations is to have citizen volunteers deploy small,
pyramid-style pheromone traps to maximize the insect catches in nearby urban settings [46].
These preventive control measures should be diapause-aware, meaning that they could be executed
in spring and late-fall, to gradually reduce the pest population and minimize the damage caused to
sensitive crops throughout the season [47]. BMSB is an adept hitchhiker, often detected in vehicles
and freight shipment [48,49]. Although BugMap reports from means of transportation were low (1%),
the first detection of BMSB in Trentino can be traced back to a family entering via an infested rental car
from the neighboring, pest-ridden Veneto region [50]. This illustrates how the stowaway behavior of
BMSB can generate a cascade of social, economic and ecological losses.

3.1.2. The Effect of Training on User Performance

BugMap users can register through Facebook (Fcb), the Edmund Mach Foundation (FEM) or
remain anonymous. A total of 125 users were registered to the application, 73 of them were active and
participated in reporting the insect, while the other 52 were inactive. In order to compare the effect
of training on the accuracy of reporting the target insect, users were split between those registered
through FEM and those through Fcb. FEM users produced 174 reports, 79% of which were accurate,
compared to 71 reports by Fcb users, of which 64% correctly identified BMSB. The higher accuracy and
performance of FEM users could be due to the hands-on training they received and to their familiarity
in dealing with arthropods, which stems from working in a scientific and agricultural environment.
Our results are in accordance with the study of Crall et al. [51], who noticed that in-person training
improved the data collected on invasive species by volunteers. Facebook users performed fairly well,
with a reporting accuracy of 64%, meaning that they are generally aware of the alien invasion and that
BugMap-based educational tools are helpful, but may need further refining.

BMSB adults were often confused with native pentatomids i.e., Raphigaster nebulosa Poda, Dolycoris
baccarum Linnaeus, both phytophagous species that may be competing with the invasive pest for the
occupation of similar ecological niches. In addition, Troilus luridus Fabricius, Arma custos Fabricius and
Pentatoma rufipes Linnaeus, also caused confusion; however, these species are predators of eggs and
juvenile plant pests and may contribute to the biological control of BMSB. All the latter organisms look
alike to the untrained eye; therefore, it comes as no surprise that both FEM and Fcb users generated
false reports, corresponding to (21%) and (36%), respectively. This outcome is similar to what was
observed by Maistrello et al. [45], through their citizen science initiative to track BMSB via the website
of the University of Modena and Reggio Emilia.

3.2. BMSB Invasion

3.2.1. Invasion Dynamics in Trentino

The valid BugMap reports were classified seasonally (Figure 4), based on the locality of the
sighting. A total of 306 valid reports were received during the two-year period since the initiation of
BugMap until mid-February 2018. Few reports (n = 17) were registered in 2016, the first year of the
application release and local invasion, compared to 289 registrations in 2017. This might be due to the
rising familiarity of the public with both the insects’ invasion and BugMap, or an increasing population
of the pest. BMSB possesses biological characteristics that are common among successful colonists
across taxa, including an r-selected life history and association with human-modified ecosystems [52].
Its population growth can also be due to successful establishment and spread in Trentino by benefiting
from host availability and being released from natural enemy pressure, leading to increased population
density and fitness [53]. Similar observations in New Jersey, USA, concluded that BMSB underwent a
population increase of 75% each year, during the period spanning from 2004 to 2011 [54]. An alternative
mechanism in invasion ecology that could be linked to BMSB success is the Evolution of Increased
Competitive Ability (EICA). This hypothesis states that a reduction in natural enemies could result
in the selection for invasive populations that invest less in defense mechanisms and shift resources
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towards improving growth and fecundity, thereby achieving a competitive advantage over native
species [55,56].
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Figure 4. A representation of the varying number of valid BMSB reports in different localities since the
initiation of BugMap in spring 2016 up until February 2018.

The first sightings in 2017 were registered in February-March, with individuals and small
aggregations of adults being reported in buildings. Such registrations kept increasing (n = 20) until
spring 2017. Afterwards, a decline in reports from anthropogenic structures coincided with an increase
of sightings in agricultural areas (n = 25) in the summer of 2017, indicating a possible exit from
overwintering sites and dispersal onto host plants for feeding and mating. During late-summer and
early-fall, there was an upsurge of reports from buildings (n = 128) and green urban areas (n = 31).
This trend can be explained by the possibility that woody ornamental plants in public parks and in the
vicinity of man-made shelters provide early-and late-season resources for adults emerging from and
returning to overwintering sites [57].

These findings are analogous with the knowledge on the dynamics of BMSB, being a
landscape-level pest that moves across habitats throughout the season [58]. It aggregates, enters in
diapause and spends the winter in dead or standing trees and prevalently in anthropogenic structures,
a behavior which may result in reduced overwintering mortality [20]. Rising temperatures in spring
are believed to be responsible for breaking diapause, whereby insects start moving out of man-made
structures into adjacent fields in search for nutritive hosts [59]. During fall, declining temperatures
and shorter days trigger the shelter-seeking behavior of the insects [60], which could explain the peak
of reports from buildings and green urban areas.

3.2.2. Seasonal Phenology of BMSB

BMSB adults were consistently reported year-long; however, their density dramatically increased
during fall 2017, with 102 generated reports (Figure 5). The first appearance of nymphs happened in
June 2017, with 13 reports during summer, increasing in fall to 38 and disappearing in winter. Reports
of both life stages occurred in summer (16) and their incidence increased in fall (34). The number
and density of adults from trap catches during fall (13 reports; 5 were >50 insects) were far greater
than those generated in spring (3 reports of individual insects) and summer (5 reports; none were
>50 insects). It has been previously noted that all BMSB life stages are attracted to the pheromone

168



ISPRS Int. J. Geo-Inf. 2018, 7, 171

season-long [61]. Our observations of increasing numbers and catch density during fall can probably
be explained either by a rising population, or that BMSB sensitivity might be higher during this
season, given that their ability to aggregate in suitable shelters during that period directly affects their
winter survival.
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Figure 5. The number of sightings of different BMSB life stages is showcased with respect to the date
of the report. Life stages are classified according to the original reports; “unknowns” are specimens
that users were unable to classify.

Our results are in accordance with other observations on the phenology of BMSB, in the
climatically similar mid-Atlantic region in the United States, where spring-adults also emerge from
overwintering sites in late-spring [62]. Females are believed to be reproductively immature in
early-spring, resulting in a delay in reproduction [18], hence the first appearance of nymphs in
Trentino followed in summer. The decrease of adult observations during summer is probably due
to their dispersion onto host plants within the forest edge for early-season feeding and perhaps
oviposition [13]. Sightings of fall-adults peaked in the period of September to November; this can be
related to a seasonal population increase [44], with spring-and summer-adults mating and laying eggs
that in turn develop into mature stages. The occurrence and overlapping of adults and nymphal stages
during summer and fall hint at a bi-voltine life cycle in Trentino, which is consistent with biological
studies in other Italian regions that characterized two BMSB generations per year [45]. Based on this
data, BugMap can accurately estimate the emergence of the 1st and 2nd generation adults. The rapid
decline of nymphal populations in late fall is probably due to fifth instars molting to the adult stage or
mortality due to frost [18].

3.2.3. Menace in Agricultural Areas

In 2016, there were no reports of the bug from cultivated zones; BMSB was first sighted in
agricultural areas in the spring of 2017, representing the first Trentino case of an open field crop
infestation. A total of 64 reports were registered from cultivated areas. Apple orchards constitute the
zones with the highest number of BMSB sightings (Figure 6). Other crops include cherry, peaches and
small fruits (17%), vegetable crops (5%) and vineyards (4%). All life stages of the stink bug (adults and
nymphs) were found in orchards, vegetable crops and vineyards.

Most reports (79%) from agricultural areas were registered during late-summer and early-fall
(September and October). This can be related to the fact that this period, with temperatures ranging
between 17 and 19 ◦C, represents the most preferable feeding time of the year for BMSB [63]. Studies
on the severity and damage inflicted on key crops found that late-season apple is more susceptible
to economic injury caused by BMSB feeding [64,65]. The overlap between these two notions is
particularly alarming, given the ubiquity of late-season apple orchards throughout the Trentino
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territory, raising the need to control this pest before harvest time to minimize losses. A possible means
of control would be the exploitation of the behavioral ecology of this insect, through the adoption of a
border-based attract-and-kill technique [61]. The latter enhances the strong ‘edge-effect’ exhibited by
BMSB (the tendency to inhabit trees at the orchard perimeter), by baiting select border row trees with
pheromone traps, and subsequently treating them with effective insecticides. This method was found
efficient in arresting BMSB in a 2.5 m radius around baited trees, and damage to fruit was significantly
reduced in the remainder of the apple orchard.
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Figure 6. A display of the proportion of reports from different agricultural cultivations, with n = 64
reports from agricultural cultivations.

3.3. BMSB Projected Distribution in Trentino

3.3.1. MaxEnt-Generated Suitability Map

The occurrence data collected on BugMap platform exhibit a well-known geographical bias
pattern termed travel-time bias (Table S2) [38,66]. Reports are especially concentrated in the urban
area of Trento and in the neighboring villages, while records from open field are rare. After trials
with different bias treatment methods, the best performing MaxEnt model corresponded to systematic
sampling over a grid of 500 m, utilizing 144 valid reports that were used to train (70%) and to test
(30%) the model. The aforementioned model had the highest AUC value for training data with 0.982,
AUC test data: 0.970 (full dataset AUC training: 0.980, AUC test: 0.974; full dataset with bias file
AUC training: 0.976, AUC test: 0.970; systematic sampling 1000 m AUC training: 0.982, AUC test:
0.963). The Jackknife test for assessing variable contribution revealed that the parameters that most
affected the dispersal of the bug are the digital terrain model, urban land use and distance from houses
and from streets (Figure S4). Therefore, the high suitability of the Adige valley across Trentino can
probably be explained by its appropriate elevation, as well as by the prevalent agricultural-urban
interfaces in Trento (Figure 7). For a polyphagous species that browses across landscapes tracking
crop phenology, these diverse rural boundaries may facilitate BMSB population growth by offering
diverse host plants that meet its nutritional requirements, in addition to natural and human-made
overwintering structures [18,44,64,67]. Studies on BMSB haplotype diversity in North America and
Europe revealed that Italy housed the second most diverse population of the bug, with 2–8 haplotypes
represented in Emilia-Romagna, Piemonte and Veneto regions. This suggests that there is an ongoing
invasion in Italy, with frequent re-introductions of the bug from several localities [68]. Through the
Adige valley passes one of the main traffic corridors (Brennero) linking Italy to the rest of Europe,
thus BMSB populations in this valley are thought to be periodically augmented by stratified diffusion
via human transportation (i.e., movement of plants, goods and contaminated cargo) from the heavily
infested Central Italian regions.
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Figure 7. A suitability map of Trentino generated by MaxEnt, illustrating the areas suitable for
the establishment of BMSB. ROC analysis was performed on the results of the 500 m sub-sampled
model allowing the identification of the best cut-off value at 0.26 with a classification accuracy of 0.92.
The logistic output of the map from MaxEnt was reclassified according to the best cut-off in two classes:
unsuitable habitat below 0.26 of the logistic output and suitable habitat above that value.

To the West of the Adige, lies another suitable area which is Valle dei Laghi, nearby Garda Lake.
This is a predominantly touristic zone characterized by a unique Mediterranean climate; aspects that
constitute major driving forces for the passive flow and establishment of BMSB.

North of the map, a scattered suitability is projected for Val di Non, one of the most important
apple growing regions of Trentino. Given that BMSB is a chill-intolerant species and mortality due to
cold stress commences at temperatures as high as 4 ◦C [69], the ascending altitudinal gradient in Val di
Non might be hampering the capacity of BMSB to spend the winter and overcome cumulative cold
temperatures in this region. This might explain the unsuitability for BMSB establishment in this critical
zone for the time being. On another note, the registration of several valid BugMap reports from this
area may be due to a possible source to sink population dynamic, with Val di Non populations being
replaced each spring by migrants from the southern, highly suitable Adige valley. Such a behavior
has been previously observed in Alberta for the diamondback moth Plutella xylostella Linnaeus [70].
Therefore, we propose intensification of the monitoring activities in this region and appeal for citizens
and farmers to stay on guard for early-season inoculations, as spring-adults are easier to manage
than late-season populations [71]. The impacts of climate change on the distribution of BMSB have
been assessed and a northward expansion of its suitable range is projected for Europe, as well as an
increase of the number of annual generations [72]. These predictions indicate that in the absence of
adequate control measures and lack of co-evolved natural enemies, BMSB will increasingly jeopardize
agricultural areas around the world.

The suitable Eastern strip in Trentino corresponds to Valsugana. This area might be appropriate
for BMSB establishment due to its richness in small fruit production and various horticultural crops.
In addition, its confinement to the East by the BMSB infested Friuli and Veneto regions poses a ceaseless
re-introduction risk of new individuals.

The global model produced by Zhu et al. [37] is helpful in understanding the suitable areas for
BMSB establishment. They indicated that the whole Italian peninsula is suitable for setting up breeding
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populations, whereas our regional fine-scale model accounts for the extreme altitudinal variation and
land morphology in Trentino, while offering monitoring and management support for affected areas.

3.3.2. Nationwide Involvement

A total of 431 reports were obtained from the whole of Italy, of which 306 were validated as
accurate sightings of BMSB. Traditional monitoring methods were only employed in Trentino, and the
contribution of citizens was also mostly focused in this same freshly invaded North Italian region.
Therefore, 244 reports originated from Trentino, while the remaining 62 sightings were registered via
BugMap in the other Italian regions (Figure 8) namely: Veneto, Lombardia, Friuli, Piemonte, Liguria,
Emilia Romagna, Toscana, Lazio and Basilicata.

The serendipitous reports from different parts of Italy indicate that although the application
was not advertised there, protagonists from the general public exhibited awareness, excitement and
motivation for addressing national ecological issues. This behavior suggests a rising environmental
democracy, the notion of making science more accessible to the public and scientists more aware of local
knowledge and public enthusiasm [73]. Moreover, the registration of BMSB in regions where it has
not been previously detected represents an early warning that can be communicated to phytosanitary
services and collaborators. The latter entities are then advised to establish monitoring strategies and
start the employment of preventive methods to limit the spread and potential damage that can be
inflicted by this pest.

Figure 8. A map of Italy showcasing BMSB reports from the targeted Trentino (light blue) along
with scattered registrations (red dots) from various Italian regions, offering an early warning for
unsuspecting communities.

4. Conclusions

This study demonstrated that the coupling of volunteer-collected data with traditional ecological
surveys is indeed instrumental for the improvement of existing and future monitoring programs
and is worthy of the term ‘monitoring 2.0’ (Figure 9). Harnessing the capabilities of citizens helped
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uncover the invasion pattern and potential dissemination of the brown marmorated stink bug in
Trentino. Although young and in its early stages, BugMap has proven efficient in stimulating scientific
literacy and aided in raising public awareness regarding local ecological and economic endeavors;
a cornerstone towards a more active scientific citizenship. Future activities will aim at (1) elucidating
the nutritional requirements of BMSB by projecting BugMap reports onto GIS layers of plant species
in the urban area of Trento; (2) refining the MaxEnt models by including abiotic parameters such as
temperature and humidity; (3) expanding the BugMap domain to farther geographical boundaries
and other invasive species; (4) utilizing BugMap data to assess the accuracy of the different invasive
species modeling approaches currently employed and (5) developing an image recognition algorithm
for identifying and validating the increasing flux of BugMap reports.
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Figure 9. A summary of the workflow adopted in Trentino for tracking the spread of the invasive
BMSB, termed “Monitoring 2.0”, that potentially constitutes a model for future programs.
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Abstract: This study investigates the use of a mobile application, Whale mAPP, as a citizen science
tool for collecting marine mammal sighting data. In just over three months, 1261 marine mammal
sightings were observed and recorded by 39 citizen scientists in Southeast Alaska. The resulting
data, along with a preliminary and post-Whale mAPP questionnaires, were used to evaluate the
tool’s scientific, educational, and engagement feasibility. A comparison of Whale mAPP Steller sea
lion distribution data to a scientific dataset were comparable (91% overlap) given a high enough
sample size (n = 73) and dense spatial coverage. In addition, after using Whale mAPP for two
weeks, citizen scientists improved their marine mammal identification skills and self-initiated further
learning, representing preliminary steps in developing an engaging citizen science project. While
the app experienced high initial enthusiasm, maintaining prolonged commitment represents one
of the fundamental challenges for this project. Increasing participation with targeted recruitment
and sustained communication will help combat the limitations of sample size and spatial coverage.
Overall, this study emphasizes the importance of early evaluation of the educational and scientific
outcomes of a citizen science project, so that limitations are recognized and reduced.

Keywords: citizen science; marine mammal; opportunistic data; Alaska; spatial bias; sample size;
volunteer; education; recruitment

1. Introduction

An estimated 37% of marine mammals are at risk of extinction [1] due to long-term, broad-scale,
and adverse geopolitical issues including pollution, habitat loss, shipping, and global climate
change [2,3]. Monitoring the impacts of these pressures on the distribution patterns of wide-ranging
marine mammals requires data across large temporal and spatial scales [4,5]. Current monitoring
efforts lack the spatial extent and frequency required to detect abrupt and fast marine mammal
declines [6], and therefore limit efforts to manage and protect marine mammals from various pressures.
Furthermore, many applied and basic ecological questions are left unanswered as they occur at large
geographic and temporal scales beyond the reach of traditional research methods [7].

One approach to combat the scarcity of such data is to embrace citizen science, a non-standardized
alternative method of data collection [8]. Citizen science projects are often focused on collecting
multi-year and regional-scale data [9,10] primarily to estimate species distributions [9,11–13]. Citizen
science volunteered geographic information projects gather a diverse set of data on both website
and mobile application platforms [14–16] to accomplish various tasks, ranging from mapping wheel
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chair accessibility locations [17] to monitoring environmental health in a city [18]. Further, citizen
science research represents a low cost approach for gathering large spatial scale data, enabling more
data collection than what could feasibly be accomplished by a scientist with equivalent monetary
and time budgets [9,11,13]. In addition, these projects often provide educational benefits including
increased content knowledge and perspective on science [12,19,20]. One such example is the avian
citizen science project eBird that contributed to over 150 peer-reviewed articles to date, increased
scientific understanding of avian migration ecology, informed conservation policy, and provided an
invaluable educational tool for users [21]. Similarly, these methods can be applied to marine mammal
research as well. Examples of marine mammal citizen science research include: the American Cetacean
Society surveys [22,23] annual volunteer cetacean counts in Hawaii [24], specific species projects [25,26],
and analyses of historical whaling records [5,27–30].

While citizen science projects can provide a vast array of scientific and educational benefits,
the methods and data should be properly evaluated and interpreted with caution. Limitations
including data fragmentation, uncertainty regarding data accuracy, and limited applicability for
research, must be overcome to have a successful project [19,31]. In addition, unlike traditional scientific
studies that use standardized transects and survey methods, citizen science projects often do not
regulate the “survey area” or range covered by an individual data collector. This discrepancy can be
seen in studies that show data over-reported in high use areas [32] and for uncommon species [33].
Sampling error can also occur when observers differ in their ability to detect, identify and quantify
species or events [32], leading to variation in data accuracy [10,34,35]. Sample size, coupled with
species’ ecological and detection differences can alter the performance of distribution models [36].
Consequently, inadequate evaluation of these biases associated with citizen science data will lead to
false results that fail to accurately describe the species distribution.

This study examined some of the opportunities and obstacles faced when using the citizen
science Android-based mobile application (app) called Whale mAPP (www.whalemapp.org) to record
opportunistic marine mammal sighting data in Southeast Alaska. In sum, the Whale mAPP project
aims to apply tailored citizen science methods to monitoring marine mammals within the study
area of Southeast Alaska. Overall, Southeast Alaska offers a potentially ideal location for collecting
these data due to a high summer ship-based tourism [37] and marine mammal abundance [3,38,39].
Concurrently, long-term studies describing marine mammal distributions are resource intensive and
therefore limited [38–41], making robust and reliable marine mammal data in this region valuable.

To test how well Whale mAPP could generate such a dataset, citizen scientists were recruited to use
the app in the summer of 2014. Objectives included evaluating the potential educational and scientific
benefits and limitations of Whale mAPP for the purpose of improving this and future citizen science
projects. To achieve the educational objectives, citizen scientists completed a questionnaire before and
after using the mobile app to assess participants’ motivations, general experience, and educational
outcomes of using the app. Technological glitches and participant retention added additional insight.

To evaluate data quality, spatial, user, and sample size biases were measured. A Steller sea
lion case study was used to measure the robustness of the resulting species data by comparing the
Whale mAPP data to data collected using traditional survey methods [41]. By examining the Whale
mAPP citizen science project through both a scientific and educational lens, this study emphasizes the
importance of evaluating all components of a citizen science project.

Overall, Whale mAPP is used as a case study to demonstrate the value of project assessment for
improving citizen science recruitment, retention, and data quality. This study also describes common
citizen science data limitations including user retention, spatial bias, sample size, and technology
errors. Thus, evaluating these restrictions and designing a project to reduce biases is key for supporting
a successful citizen science project.
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2. Materials and Methods

Citizen scientists used Whale mAPP, a mobile app designed for collecting opportunistic
marine mammal data [42], in Southeast Alaska from 20 June to 30 September 2014. The app was
tailored to this region, limiting possible species selection to those commonly found in the area:
mysticetes (humpback whale Megaptera novaeangliae, minke whale Balaenoptera acutorostrata, fin
whale Balaenoptera physalus, gray whale Eschrichtius robustus), odontocetes (killer whale Orcinus orca,
Dall’s porpoise Phocoenoides dalli, harbor porpoise Phocoena phocoena, Pacific white-sided dolphin
Lagenorhynchus obliquidens), pinnipeds (Steller sea lion Eumetopias jubatus, harbor seal Phoca vitulina,
California sea lion Zalophus californianus), and other (sea otter Enhydra lutris) [3,39].

Once activated, Whale mAPP automatically recorded the user’s location every 30 s, resulting
in a record of the survey track line (Figure 1). Upon sighting a marine mammal, users selected the
binocular icon (Figure 1) and were asked to identify the species using a drop-down menu. Additionally,
users were asked to record the number of individuals (categorical options: 1, 2, 3, . . . to 10, then 11–15,
16–20, 21–30, etc.), distance and direction to the animal(s) (categorical options: N, NE, E, SE, S,
SW, W, NW, and 0–500 m, 500 m–1 km, 1–2 km, 2–5 km, 5+ km), the animal’s behavior (categorical
options: feeding, logging, milling, socializing, thermal regulation, travelling, other, unknown behavior),
weather conditions (cloud cover and wind), and a single five star confidence rating scoring the user’s
confidence in the accuracy of the data entered for each sighting (1 star being the lowest confidence,
5 stars being the highest confidence) (Figure 1). Because volunteers could, but were not required to
take a photo of the marine mammal, their species identification accuracy was assessed based on their
confidence ranking. The assumption was made that a higher confidence rating coincided with greater
accuracy. Upon completion, a recorded sighting was noted on the map with an icon on top of the black
track line (Figure 1). Since many areas of Southeast Alaska do not support cellular reception, Whale
mAPP stored data locally on a base map of Southeast Alaska that was accessible offline. Once cellular
reception was available, the data were automatically transmitted to a geodatabase.

Figure 1. (a) Whale mAPP map display showing the map, track line, and sighting record icon; (b) Whale
mAPP display for recording a marine mammal sighting.
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A summary of the processes and topics evaluated in this study are provided as a flowchart
(Figure 2). Citizen scientists were recruited at the Alaska Whale Foundation’s Center for Coastal
Conservation in Warm Springs Bay, Southeast Alaska (57.09◦ N, −134.84◦ W). Every person who
entered the center was told about the project, marine mammals in the area, and asked if they were
interested in using Whale mAPP. Potential participants included guests and crew aboard nature tourism
cruises, private vessel operators, and commercial fishermen. All participants were provided with a
user manual and marine mammal identification guide with illustrations completed by Pieter Folken
(full body drawings) and Courtney Hann (all other illustrations) (Figure 3). While all participants
were offered additional training, the length and duration varied based on their available time and
interest. Additional training walked the citizen scientist through a mock scenario of how to use Whale
mAPP, discussed scientific technique and rationale, and clarified data collection methods. Outside of
this study, Whale mAPP citizen scientists rarely receive in-person training and instead rely on online
instructions for using the app. Therefore, the in-person training was not required for participants in
this study. To maximize user participation, citizen scientists were allowed to collect data following
their preferred routes of travel [9,11]. A simple data entry platform with clear data protocols [43] and a
standardized method [44] were implemented to minimize error and ensure the public could collect
and submit accurate data.

Figure 2. Flowchart of methods with the left hand column showing how the Whale mAPP data were
used and the right hand column describing how the questionnaire survey data were used.
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Figure 3. Marine mammal identification guide for common marine mammals in Southeast Alaska.
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2.1. Participant Surveys

Participant motivations, general experience, and educational outcomes were evaluated using
two questionnaires: one completed prior to using Whale mAPP and the second completed after using
the app for more than two weeks. Questions included marine mammal identification test, ranking
knowledge of various topics, selecting why they chose to use Whale mAPP and why/if they stopped,
noting the percent of time spent doing various activities while using Whale mAPP, noting actions
taken outside of using Whale mAPP to learn about marine mammals, and ranking various statements
regarding their experience using Whale mAPP. Questionnaires were designed using Qualitrics software
and distributed in person and by email. All statistical analyses were performed with Microsoft Excel
14.2.0 and R [45]. Permission to collect data on volunteers over the age of 18 was granted by the Oregon
State University 5234 Institutional Review Board, study number 6273.

Two informal learning goals were also considered in conjunction with this study: (1) participants’
developing interest in science; and (2) participants’ understanding of science knowledge [46]. The first
goal, interpreting participants’ developing interest in science, was assessed by identifying user interests
and any actions they took to learn more about marine mammals. Consequently, to evaluate user
motivation, participants responded to questions on why they chose to participate in the project, if they
would continue to use Whale mAPP, and their enjoyment level from participating. From this, user
attention and variability was determined by recording the time spent scanning the water and looking
for marine mammals compared to focusing on other activities.

The second goal, evaluating participants’ understanding of science knowledge, focused on
interpreting the user’s growth in marine mammal content knowledge. To assess content knowledge,
participants responded to questions regarding marine mammal identification and knowledge. Then,
responses from the post-use survey were compared to those of the preliminary survey to identify
improvement in identification skills and content knowledge. Since the data were not normally
distributed, paired Wilcoxon rank sum tests using the R package ‘coin’ were used to determine
significance change between the preliminary and post questionnaire responses [47].

2.2. Mapping and Evaluating Whale mAPP Data

Marine mammal distribution maps were produced using a lattice-based density estimator [48].
Given the irregular boundaries and abundance of islands in Southeast Alaska, a lattice-based
density estimator was used to generate estimates of core- (25% density), intermediate- (50% density),
and broad-use (95% density) areas of species distribution. Similar methods were used to estimate
marine species distributions in other areas with complex shorelines and islands [49,50]. The probability
that the random walk stayed in the same location, M, was set in accordance with previous studies
to be 0.5 [48,49]. The estimation of the optimal smoothing parameter, k, was determined using
cross-validation in the package ‘latticeDensity’ for each species [51]. Node spacing of 50 m was used
because it was sufficient for delineating the coastlines while still allowing computer computation of
the complex study area. All analyses were conducted in R [45].

To demonstrate a potential use of Whale mAPP data for marine mammal research, the collected
data on Steller sea lions was compared to results from Womble et al.’s (2005) standardized survey
of haul out locations in Southeast Alaska. Haul out sites are areas where pinnipeds, in this case
Steller sea lions, temporarily leave the water and ‘haul out’ on land. These are generally established
locations and commonly used to describe Steller sea lion distribution [41]. To minimize inter-annual
variation, we aggregated the scientifically collected data from March through May 2001 and 2002 [41]
for comparison to Whale mAPP data between June and September 2014. This dataset and species were
chosen as the case study because the dataset represents the most comprehensive published dataset
that surveyed all of Southeast Alaska for Steller sea lions [41]. In addition, haul out sites are easily
identifiable and comparable between datasets.

Whale mAPP Steller sea lion data accuracy were measured by counting the number of scientifically
collected haul out locations [41] recorded by Whale mAPP users. To determine how sample size
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influenced the accuracy of Whale mAPP data, a discovery curve was generated that plots the percent
of scientifically collected haul out sites [41] recorded by Whale mAPP users with every 5-unit sighting
increase in Whale mAPP sample size. For each five-unit sample size increase, ten random Whale
mAPP sub-samples were generated.

For the Steller sea lion case study, ‘high survey effort’ was differentiated to quantify how spatial
bias affected the quality of citizen science data. To accomplish this, track line data of Whale mAPP user
paths were mapped to examine spatial biases. Because 90% of total track line data were represented
in the 75% lattice-based density contour of survey effort, the 75% lattice-based density contour was
used to define ‘high track line effort’. The ‘high Steller sea lion sighting effort’ was defined by the 50%
lattice-based contour because these data included more than 90% of all Steller sea lion data. The final
‘high survey effort’ was the compilation of the ‘high track line effort’ and ‘high Steller sea lion sighting
effort’ spatial layers. While, minimum survey effort was determined by combining all track line data
with all Whale mAPP sighting data. Ultimately, this process created one layer representing all locations
that Whale mAPP users traveled to at least once.

3. Results and Evaluations

Of the 216 people encountered at the recruitment center during the summer, 73.5% were interested
in using Whale mAPP; however, of those only 44.7% possessed an Android device to download the app.
Of the resulting 39 participants who followed through in using the app, 18 were private vessel owners,
18 were involved with nature tourism cruises, and three were commercial fishermen. From 20 June
to 30 September 2014, these participants logged over 800 h to record 1261 marine mammal sightings
and 10,892 km of track line data from the northern portion of Southeast Alaska to Seattle, Washington.
In sum, 52.9% of sightings were of humpback whale (n = 665), 11.5% were sea otters (n = 146), 11.3%
were harbor seals (n = 143), 9.2% were Steller sea lions (n = 117), 6.0% were killer whales (n = 76), 3.9%
were Dall’s porpoises (n = 50), 3.3% were harbor porpoises (n = 43), 1.0% were Pacific white-sided
dolphins (n = 12), and <1% were California sea lions (n = 5), minke whales (n = 2), elephant seals (n = 2),
fin whale (n = 1), and gray whales (n = 1).

3.1. Questionnaire Results

In sum, 29 (74%) Whale mAPP users completed the pre-use questionnaire, and of those, 24 (83%)
followed up with the post-use questionnaire. A majority of volunteers, 78.3% reported they enjoyed
using Whale mAPP, 73.9% found it easy to use and 82.6% would recommend it. When asked about
their interests prior to using Whale mAPP, citizen scientists reported pre-existing interests in marine
mammals, the ocean, using Whale mAPP, collecting marine mammal data, and to a lesser degree
technology (Figure 4). When asked whether they took any self-initiated actions to learn about marine
mammals as a result of using the app, 56.5% reported talking to a peer, 47.8% read a book, 34.8% talked
to a scientist, and 8.7% reported going on a wildlife tour, talking to family, or going to a museum.

Figure 4. Boxplot of volunteer rankings of pre-existing interest on a scale of 1 (low) to 5 (high).
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Volunteers were primarily motivated to use Whale mAPP due to their interest in marine mammals
(n = 17), collecting data (n = 13), science (n = 13), citizen science (n = 11), their tourist company’s
association with Whale mAPP (n = 6), technology (n = 3), and/or for another reason (n = 2).

Marine mammal identification skills significantly improved after using Whale mAPP
(Wilcoxon rank sum test, Z = 1.83, p-value = 0.035), with an increase in average test score rising
from 76.3% ± 20.4% to 86.1% ± 19.3%. Yet, citizen scientists’ content knowledge of marine mammal
conservation topics did not change after using Whale mAPP for at least two weeks.

When the study ended in September 2014, 27.3% noted they were still using Whale mAPP. Of these,
83.3% were involved with tourism cruises as either a captain or naturalist staff. The remaining 16.7%
were private vessel owners. Furthermore, all of these volunteers possessed very strong pre-existing
interests for the ocean and marine mammals, and very strong to strong pre-existing interest in
monitoring marine mammals and Whale mAPP.

The remaining 72.7% of citizen scientists reported that they stopped using the app because they
either left Southeast Alaska (68.4%), felt it was too time consuming (15.8%), encountered technology
problems (10.5%), and/or for another reason (5.3%). Of those that stopped using the app because
they left Southeast Alaska, 64.3% were private vessel owners and 35.7% were involved with nature
tourism cruises. Furthermore, around 26.1% of volunteers thought the app required too much data
entry. Long-term commitment to data collection was limited as the number of Whale mAPP sightings
from Southeast Alaska to Seattle dropped from 1256 in 2014 to nine in 2015, 38 in 2016, and none in
2017. One naturalist originally recruited in 2014 also collected data in 2016. All other data collected in
2015 and 2016 were by citizen scientists not recruited during the 2014 field season.

User effort also differed between individuals as the top five recorders collected 16.6%, 14.7%, 11%,
9.2%, and 6.6% of sighting data. The other 34 participants recorded the remaining 41.9% approximately
evenly. In addition, nine users collected ~73% of track line data, a value that may be due to user choice
or app malfunctions as only 30% of track line data were correctly saved (participants did not know
if their track line data was correctly uploaded or not). Around half of participants (52.2%) did not
purposefully go out to use Whale mAPP; rather they used it when already travelling to a destination.

All participants spent the majority of their time scanning the water for marine mammals while
using the app; however, users also reported simultaneously driving a vessel and talking for more than
a third of the time (Figure 5).

Figure 5. Percent of time citizen scientists spent doing various activities while using Whale mAPP.

3.2. Applicability to Marine Mammal Research

For the lattice-based density method, the total water area used to estimate home ranges was
15,630 km2, with each node located 0.05 km apart. Only sightings north of latitude 54◦, where a

185



ISPRS Int. J. Geo-Inf. 2018, 7, 169

majority (91.6%) of the sightings were located, were analyzed. Due to the structure of Whale mAPP,
only presence data were recorded. It cannot be assumed that all marine mammals encountered on
each track line were recorded. This is true for all marine mammal surveys, as even trained observers
miss animals due to weather conditions, animal diving, or change. Data removed from the analysis
included duplicate track line data (n = 10), data with unidentifiable users, data noted as a “mistake” by
the recorder, and sightings that were revisions to previous recordings (n = 7). Additionally, due to low
confidence rating (less than 3 rating) and poor visibility (<3 mile visibility), 47 sightings were removed,
primarily for humpback whales (n = 22), but proportionally more for cryptic harbor (n = 4) and Dall’s
(n = 4) porpoises. An average of 77.4 ± 11.5% of removed sighting were due to poor visibility. Data
with confidence ratings lower than a three were removed because this ranking indicated that citizen
scientists had lower than 75% confidence in the accuracy of those data. Data with visibility of less
than three miles were removed because Southeast Alaska can have sudden, thick fog that significantly
reduces visibility to a few hundred meters. Therefore, visibility can greatly impact the number of
marine mammals a citizen scientist can spot from a boat.

To illustrate the potential of Whale mAPP data to inform marine mammal distribution patterns,
three lattice-based density maps were created for humpback whales (n = 665, k = 1), sea otters
(n = 146, k = 3) and harbor seals (n = 143, k = 3) (Figure 6). Humpback whale distributions were
comparable to other scientific datasets along common travel routes, but data gaps were present in
the southern part of Southeast Alaska (south of 56.5◦ N) and the more remote northern sections of
Glacier Bay and Icy Strait [38,39]. Comparison of Whale mAPP results regarding sea otter distribution
to previous work [52] suggests their range has expanded from the outer western edges to throughout
Southeast Alaska since early 1990. Harbor seal distribution was difficult to compare to other studies,
because no detailed published studies were found outside of Glacier Bay or specific Southeast Alaskan
inlets [53–55]. Thus, this lack of pre-existing data highlights the added value of citizen science data.

3.2.1. Steller Sea Lion Case Study

Altogether, Whale mAPP users recorded 54.2% of Steller sea lion haul out sites identified by the
scientifically collected data [41], which improved to 72.2% accuracy when the comparison was limited
to the areas surveyed at least once by Whale mAPP users (Figure 7). Accuracy increased further
to 90.9% when the comparison was focused on high Whale mAPP survey effort areas, a common
measurement of spatial bias (orange areas in Figure 7).

Furthermore, the discovery curve shows a linear increase in the percent of scientifically collected
haul out sites [41] identified by Whale mAPP users with an increase in sample size of Whale mAPP
Steller sea lion sightings (Figure 8). This data demonstrates how sample size can impact citizen science
data accuracy and needs to be considered when interpreting results.

3.2.2. Spatial Bias

Approximately 70% of the track line data collected by 11 citizen scientists were not recorded due
to a technological glitch in which the track line data were not uploaded to the cloud geodatabase.
The remaining 30% (n = 120 track lines) were used to estimate areas of high and low survey effort.
Twenty-eight, or ~71.8% of participants, contributed to the vessel track line data. On average, each
user travelled 80 km and recorded 3.5 ± 4.0 marine mammal sightings per track line. Technological
errors that led to the loss of track line data have subsequently been fixed in Whale mAPP, as these data
are essential for interpreting spatial bias.
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Figure 6. (a) Humpback whale; (b) sea otter; and (c) harbor seal distribution maps.
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Figure 7. Map showing scientifically collected haul out sites [41] identified with Whale mAPP data in
low and high survey effort areas.

Figure 8. Steller sea lion discovery curve showing an increase in the percent of scientifically collected
haul out sites [41] recorded through Whale mAPP with every five-unit increase in Whale mAPP Steller
sea lion sighting sample size.
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Higher survey effort (within the 75% density contour) occurred near the recruitment center
(Warm Springs Bay), other towns, and along common travel routes such as Chatham Strait, Peril Strait,
Fredrick Sound, and Stephens Passage (Figure 9). Reduced coverage occurred in remote areas,
waterways far from the recruitment center, and/or restricted access areas, such as along offshore
facing coastlines, Lynn Canal, Glacier Bay, and south by Wrangell. Variation in survey effort makes the
data difficult to extrapolate for all of Southeast Alaska. Therefore, this caveat needs to be considered
when determining Whale mAPP data quality and interpreting the results.

Figure 9. Map showing low and high track line survey effort and Whale mAPP-sighting data.

4. Discussion

With an increasing need for monitoring marine mammal populations in the face of broad scale
environmental changes, citizen science research presents a low-cost solution to collect the vast spatial
and temporal data required for robust regional scale population monitoring. This citizen science study
cost less than $10,000 for the mobile application revisions, field work equipment, and graduate student
time; and it covered a spatial area that had only been surveyed several times in Southeast Alaska,
yet had never been surveyed for all cetaceans, pinnipeds, and sea otter species [38–41]. While the
Whale mAPP citizen science project received immense positive feedback and can provide inexpensive
and potentially useful scientific data, it still has biases and constraints. Thus, this study emphasizes
the importance of acknowledging and measuring the limitations of each citizen science project, so that
data collection methods and structure can adapt for improved education and scientific benefits.

This initial review demonstrates the potential of a marine mammal citizen science app to support
both scientific and education objectives. For instance, Whale mAPP data identified 90.9% of Steller
sea lion haul out sites identified by previous scientific surveys [41] in areas of high survey coverage.
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In addition, short-term educational benefits, such as improved marine mammal identification skills
and self-initiated learning, represent an added benefits of the application.

Citizen scientists’ engagement level and retention play a vital role in the success of any citizen
science project. Mobile application citizen science projects often receive funding for the initial app
development and recruitment phase [15], but may find it challenging to acquire the long term funds to
support continued app management, volunteer recruitment, and volunteer communication. This study
stands testament to the effects of supplying resources for one field season, only to have the data
collection cease without persistent recruitment and retention efforts. While, the initial excitement and
data collection of Whale mAPP was promising, long-term participation beyond two weeks was limited
to 27.3% of the citizen scientists. The remaining 72.7% of volunteers stopped using Whale mAPP
because they left the area, believed the app required too much time, or encountered technological
problems. This indicates that perhaps volunteers did not realize Whale mAPP works globally, were
only interested in recording data for the Southeast Alaska project, or no longer had an opportunity to
use the mobile app because they were no longer on the water. Furthermore, an even sharper decline
in the number of marine mammal records in the years after recruitment indicate that perhaps this
transient area is not an ideal location to recruit returning volunteers or that more effort is required
to maintain communication and create a stimulating Whale mAPP community. Since the goal of
many citizen science projects is to be self-sustaining, this study clearly demonstrated that this goal
could not be accomplished with only one season of recruitment effort. For Whale mAPP, only one
naturalist working on a nature tourism boat continued to use the mobile app two years after the initial
recruitment summer. After three years, no originally recruited volunteers continued to use the app.
Thus, to support and develop a long-term successful citizen science project, continual effort needs to
be directed into recruiting and retaining volunteers, communicating with those volunteers, updating
the mobile application, fixing technological problems, and funding the project so that resources are
retained after one field season.

Targeted recruitment may also represent a viable option. Many crowdsourcing volunteers are
actually not amateurs, but rather self-selected professionals and experts who elect to participate [56].
The five citizen scientists who contributed over 58% of the data likely represent these self-selecting
experts. This trend is not uncommon, as there are often just a few citizen scientists who contribute a
majority of the data [33]. Thus, finding these knowledgeable candidates will be key to collecting high
quality data and retaining dedicated citizen science volunteers. Results from this study suggest Whale
mAPP recruitment should focus on captain or naturalist staff on nature tourism vessels, especially
those who express interest in marine mammals and the project. Since 83.3% of citizen scientists who
continued using Whale mAPP were involved with nature tourism cruises and expressed very strong
pre-existing interests in the ocean and marine mammals, and to a slightly lesser degree monitoring
marine mammals and Whale mAPP, targeting this same audience would likely yield better results.
This more specialized approach will likely connect to even more interested and dedicated citizen
scientists with a stronger pre-existing interests [12,20,30,31] than recruiting volunteers from a nature
outreach center, which likely resulted in a broadly targeted audience. Furthermore, if staff working on
nature tourism vessels are targeted, the resulting participants would likely follow set travel routes,
facilitating easier temporal data comparison. While a more standardized travel route might aid in data
analyses, it may also lead to data gaps in narrow channels, marine protected areas, or locations not
travelled by these vessels (Figure 9).

Previous citizen science studies also emphasize the importance of creating a community of
volunteers who enjoy working together and identify with the projects’ goals. This community can
also play a role in driving the future direction and modifications of the citizen science project [30,57].
Putting more energy into the citizen scientists’ experience through the Whale mAPP website, forum,
or email notification may also help improve sustained volunteer commitment. Additionally, increasing
data collection masks inevitable errors and improves data quality [7], a common concern for citizen
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science projects [10]. Like many things in life, having a supportive community can motivate people to
continue contributing to a mutual project.

Another strategy to increase volunteer recruitment would be to provide an iOS version of Whale
mAPP. Around half of the people encountered at the recruitment center did not own an Android,
and therefore could not participate. By either creating an iOS version of Whale mAPP or providing
Android tablets for dedicated volunteers, the project could reach this still untapped audience.

While still cheaper than running an entire field season to collect comparable data, this effort is
not cost-free. Promoting Whale mAPP to the general public and target audiences, developing an iOS
version, and providing tablets to dedicated users requires staff time and resources. Furthermore,
sustaining new volunteers demands long-term communication, collaboration, and commitment.
Securing long-term funding for such a project, although challenging, will likely by the only means to
continue the quality of the citizen science project that collects this inclusive marine mammal data.

Results suggest this project is worth investing in because Whale mAPP provides an opportunity
to learn more about many marine mammals by contributing to sustained marine mammal research
and outreach. This outcome was one of the motivating reasons for why people chose to use Whale
mAPP. Moreover, as a result of using Whale mAPP, participants, on average, improved their marine
mammal identification skills, a positive learning outcome for many citizen science projects [12].
A more challenging, and often long-term, educational benefit is inspiring volunteers to engage in
further learning outside of the citizen science project [19]. Few citizen science projects have reportedly
accomplished this task [12]. The first steps to this goal are seen in the Whale mAPP volunteers who
took action to learn more about marine mammals by talking to peers, reading about marine mammals,
and talking to scientists. There are many methods for bolstering the educational components of a
citizen science project. However, methods need to address various user types, from teaching marine
mammal identification, to novice users to providing a more stimulating learning environment for the
self-initiated participants with previous knowledge. Perhaps one way to address this gap could be
for Whale mAPP to enhance citizen scientists’ engagement in the scientific process and education on
marine mammals by developing interactive maps that focus on connecting spatiotemporal processes
(i.e., current, depth, time of year, etc.) with marine mammal distributions. Overall, providing more
enhanced services via the application or website, or actively through ann onsite Whale mAPP steward,
would likely enhance the reach of the project and prolong interests of Whale mAPP citizen scientists.

In addition to increasing science literacy and knowledge, citizen science projects also need
to consider how researchers can use the data and what caveats are associated with the dataset.
One common data limitation is spatial bias. Variability in citizen science survey effort is not uncommon,
as a majority of the effort is often focused around common, human populated areas [11,58–60].
This spatial bias toward populated areas is not necessarily a drawback, as urban areas frequently
require regular monitoring because they can be more impacted by anthropogenic stressors [61,62].
Based on available track line data, these same trends of high survey effort near towns and common
travel routes were present in the Whale mAPP data as well. Because citizen scientists often
inadvertently collect more data in these regions, Whale mAPP could provide a unique and useful
method to examine the impacts of anthropogenic stressors on marine mammals. An alternative method
to combat spatial bias may be to highlight areas of low effort in the app’s map display and encourage
volunteers to travel to those low survey areas. Either way, survey effort and bias need to be considered
when interpreting the citizen science data.

Results from comparing Steller sea lion citizen science data to traditionally collected data illustrate
the importance of spatial coverage and sample size. For Steller sea lions, Whale mAPP data accuracy in
co-locating the haul out sites identified by a previous scientific study [41] improved from ~72% to 91%
when the comparison was limited to high survey effort areas (Figure 7). Data quality also improved
with an increased sample size (Figure 8). A Steller sea lion citizen science sample size of 73 recordings
was adequate to predicting 72.2% of haul out sites identified with traditional research methods [41],
an accuracy value higher than results comparing eBird and iNaturalist bird lists to National Park
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Service records [14]. These two results demonstrate that increased sample size and spatial coverage is
crucial for scientific usefulness of data. Sample size is important for all research methods, including
assessments of species distributions where low sample size effects both citizen science [14,35] and
traditional scientific studies [63]. In sum, a large enough Whale mAPP data sample size and spatial
coverage enable this citizen science method to become scientifically valuable for gathering broad scale
and marine mammal data.

User training can also contribute to data quality. Sufficient training and accurate protocols are
required to reinforce data consistency and accuracy [15]. Future work should specifically test the
effectiveness of the Whale mAPP protocol and marine mammal identification guide by shadowing
Whale mAPP citizen scientists while they use the app and associated materials, noting where error and/or
frustration occur while simultaneously using Whale mAPP to compare the data recorded by the citizen
scientists to that of a scientist. This study would provide a more thorough evaluation of the current Whale
mAPP protocols, supporting future improvements to the user guidelines and the resulting data quality.

5. Conclusions

Overall, Whale mAPP received positive user feedback and produced valuable scientific data for
the Steller sea lion case study. Whale mAPP data quality, like many citizen science data, improved
with a larger sample size [21,33] and spatial coverage [64]. This will most likely be achieved by
recruiting self-selecting experts, such as naturalists and captains working on nature tourism cruises,
and developing the educational and engagement components of Whale mAPP beyond the level of
improved marine mammal identification, and into something more beneficial for expert volunteers.
Committing future funding to Whale mAPP user recruitment, especially of nature tourism staff,
and building a Whale mAPP citizen science learning and networking community would contribute
substantially to the success of the project. Subsequently, more consistent data could be collected,
improving spatial coverage and sample size, thereby reducing limitations with the resulting Whale
mAPP data. With these efforts, citizen scientists equipped with Whale mAPP could provide the broad
scale, long term and continuous marine mammal monitoring data needed to identify at risk populations
and fill many data gaps currently present in marine mammal conservation and management research.
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