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Preface to ”Humidity Sensors”

This Special Issue, “Humidity Sensors: Advances in Reliability, Calibration and Application”,

contains a range of articles illustrating the growth in use and form of humidity sensors. It is obvious

from the contents of this volume that humidity detection has come a long way since wet bulb

psychrometry. The number of electronic sensor-based methods available for detecting and reporting

relative humidity appears to have grown exponentially. However, as one moves further away from

the physical measurement of a property, issues of reliability and accuracy of calibration become

increasingly important. In the case of humidity, the property of a sensor that enables measurements

to be made can also be the property that leads to issues with calibration and sensitivity, as well as

recovery of the sensor. All of these factors may limit the uptake and application of the sensors.

This volume is a window into the recent, rapid growth in research aimed at finding the best

method for sensing humidity in fields ranging from biomedicine, agriculture, and pharmacology to

semiconductors and food processing. Never has there been a greater need to study and refine these

sensors.

In our contribution the editors have taken the opportunity to follow up on colleagues’ questions

regarding the source of spurious and short lived, but potentially vital, artifacts associated with one

potential use of humidity sensors: assessing seating or mattress breathability. For this, we have

gone back to basics to illustrate the effects a delay in the equilibration of temperature at the

sensor site can have on the sensor’s reporting of relative humidity in the surrounding environment.

This relatively minor artifact shows how believing without questioning can mislead and obfuscate,

whereas questioning can open new areas for development.

We initially considered this a good point in time to bring together available research (potential

and actual) and look at the issues surrounding this measurement. This issue shows the breadth of use

and hints at the future potential of these sensors.

Peter W. McCarthy, Zhuofu Liu, Vincenzo Cascioli

Special Issue Editors
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Determination of Optimal Measurement Points for
Calibration Equations—Examples by RH Sensors
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Abstract: The calibration points for sensors must be selected carefully. This study uses accuracy and
precision as the criteria to evaluate the required numbers of calibration points required. Two types
of electric relative humidity (RH) sensors were used to illustrate the method and the standard RH
environments were maintained using different saturated salt solutions. The best calibration equation
is determined according to the t-value for the highest-order parameter and using the residual plots.
Then, the estimated standard errors for the regression equation are used to determine the accuracy of
the sensors. The combined uncertainties from the calibration equations for different calibration points
for the different saturated salt solutions were then used to evaluate the precision of the sensors. The
accuracy of the calibration equations is 0.8% RH for a resistive humidity sensor using 7 calibration
points and 0.7% RH for a capacitance humidity sensor using 5 calibration points. The precision is less
than 1.0% RH for a resistive sensor and less than 0.9% RH for a capacitive sensor. The method that
this study proposed for the selection of calibration points can be applied to other sensors.

Keywords: calibration points; saturated salt solutions; humidity sensors; measurement uncertainty

1. Introduction

The performance of sensors is key for modern industries. Accuracy and precision are the most
important characteristics. Calibration ensures sensors’ performance. When a sensor is calibrated, the
reference materials or reference environments must be specified. For a balance calibration, a standard
scale is the reference materials. For temperature calibration, the triple point of ice-water or boiling
matter is used to maintain the reference environment.

The experimental design for calibration must consider the following factors [1–3].

1. The number and the location of the calibration points.
2. The regression equations (linear, poly-nominal, non-linear).
3. The regression techniques.
4. The standard references and their uncertainties.

Betta [1] adopted minimizing the standard deviations for the regression curve coefficients or the
standard deviation for the entire calibration curve to design an experiment to determine the number
of calibration points, the number of repetitions, and the location of calibration points. Three types of
sensor were used to demo the linear, quadratic and cubic calibration equations: a pressure transmitter,
a platinum thermometer and E-Type thermocouple wires. The estimated confidence interval values
were used to determine the validity of the regression equation. This method was extended to address
calibration for complex measurement chains [2].

Sensors 2019, 19, 1213; doi:10.3390/s19051213 www.mdpi.com/journal/sensors1
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Hajiyev [3] noted the importance of the selection of the calibration points to ensure the accuracy
of the calibration and the optimal selection of standard pressure setters and used an example to verify
the method. A dispersion matrix, →

D
of the estimated coefficients was defined and this matrix →

D
was

used as a scale of the error between the sensor and the reference instruments. Two criteria were used
to evaluate the performance. The minimized sum of the diagonal elements of the matrix →

D
is called

the A-optimality criterion. The minimized of the generalized of determinant of the matrix →
D

is called

the D-optimality criterion. The optimal measurement points for the calibration of the differential
pressure gages were determined using the A-optimality criterion [3] and the D-optimality criterion [4].
Khan et al. [5] used an inverse modeling technique with a critical neural network (ANN) to evaluate
the order of the models and the calibration points. The root-mean-square error (RMSE) was used as
the criterion.

Recently, modern regression has been used as an important role to express the quantitative
relationship between independent and response variables for tests on a single regression
coefficient [6–9]. This technique used to address calibration equations and the standard deviations of
these calibration equations then served as the criteria to determine their accuracy [10,11].

The confidence band for the entire calibration curve or for each experimental point was used to
evaluate the fit of calibration equations [1,2]. The concept of measurement uncertainty (MU) is widely
used to represent the precision of calibration equations [12–14]. Statistical techniques can be used to
evaluate the accuracy and precision of calibration equations that are obtained using different calibration
points [15–17]. Humidity sensors that were calibrated using different saturated salt solutions were
tested to illustrate the technique for the specification of optimal measurement points [18,19].

Humidity is very important for various industries. Many manufacturing and testing processes,
such as those for food, chemicals, fuels and other products, require information about humidity [20].
Relative humidity (RH) is commonly used to express the humidity of moist air [21]. Electric
hygrometers are the most commonly used sensors because they allow real-time measurement and are
easily operated.

The key performance factors for an electrical RH meter are the accuracy, the precision, hysteresis
and long-term stability. At high air humidity measurement, there is a problem with response time of the
RH sensors in conventional methods. The solution for this problem for high air humidity measurement
is to use an open capacitor with very low response time [22–24] and quartz crystals which compensate
temperature drift. An environment with a standard humidity is required for calibration. Fixed-point
humidity systems that use a number of points with a fixed relative humidity are used as a standard.
A humidity environment is maintained using different saturated salt solutions. The points with a fixed
relative humidity are certified using various saturated salt solutions [19]. When the air temperature,
water temperature and air humidity reach an equilibrium state, constant humidity is maintained in the
air space [19].

The RH value that is maintained by the salt solutions is of interest. Wexler and Hasegawa
measured the relative humidity that is created by eight saturated salt solutions using the dew point
method [25]. Greenspan [18] compiled RH data for 28 saturated salt solutions. The relationship
between relative humidity and ambient temperature was expressed as a 3rd or 4th polynomial
equation. Young [26] collected RH data for saturated salt solutions between 0 to 80 ◦C and plotted
the relationship between relative humidity and temperature. The Organisation Internationale De
Metrologies Legale (OIML) [19] determined the effect of temperature on the relative humidity of
11 saturated salt solutions and tabulated the result. Standard conditions, devices and the procedure for
using the saturated salt solutions were detailed.

The range for the humidity measurement is from about 11% to 98% RH. Studies show that
the number of fixed-point humidity references that are required for calibration is inconsistent.
Lake et al. [27] used five salt solutions for calibration and found that the residuals for the linear
calibration equation were distributed in a fixed pattern. Wadso [28] used four salt solutions to
determine the RH that was generated in sorption balances. Duvernoy et al. [29] introduced seven salt
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solutions to generate the RH for a metrology laboratory. Bellhadj and Rouchou [30] recommended five
salt solutions and two sulfuric acids to create the RH environment to calibrate a hygrometer.

There is inconsistency in the salt solutions that are specified by instrumentation companies and
standard bodies. The Japanese Mechanical Society (JMS) specifies 9 salt solutions for the standard
humidity environment [31]. The Japanese Industrial Standards Committee (JISC) recommends 4 salt
solutions to maintain RH environment [32]. The Centre for Microcomputer Applications (CMA)
company specifies 11 salt solutions [33]. Delta OHM use only 3 salt solutions [34]. The OMEGA
company use 9 salt solutions [35]. TA instruments specifies 9 salt solutions [36] and Vaisala B.V. select
4 salt solutions [37]. These salt solutions are listed in Table 1.

Table 1. The selection of saturated salt solutions that are used to calibrate humidity sensors.

Salt Solutions
OIMI
[19]

Lake
[27]

Wadso
[28]

Duvernoy
[29]

Belhadj
[30]

JMS
[31]

JISC
[32]

CMA
[33]

Delta
[34]

OMEGA
[35]

TA
[36]

Vaisala
[37]

LiBr *

LiCl * * * * * * * * *

CH3COOK * * * *

MgCl2·GH2O * * * * * * * * * *

K2CO3 * * * * * * *

Mg(NO3)2 * * * * * * *

NaBr * * * *

KI * * *

SrCl2 *

NaCl * * * * * * * * * * * *

(NH4)2SO4 *

KCl * * * * * * * *

KNO3 * * * *

K2SO4 * * * * * * * *

Note: OIML, The Organisation Internationale De Metrologies Legale.

Lu and Chen [17] calculated the uncertainty for humidity sensors that were calibrated using
10 saturated salt solutions for two types of humidity sensors. The study showed that a second-order
polynomial calibration equation gave better performance than a linear equation. The measurement
uncertainty is used as the criterion to determine the precision performance of sensors [38].

The number of standard relative humidity values for fixed-point humidity systems is limited
by the number and type of salt solutions. The number of salt solutions that must be used to specify
the calibration points for the calibration of RH sensors is a moot point. More salt solutions allow
more calibration points for the calibration of RH sensors. However, using more salt solutions is
time-consuming. This study determined the effect of the number and type of salt solutions on the
calibration equations for two types of humidity sensors. The accuracy and precision were determined
in order to verify the method for the choice of the optimal calibration points for sensor calibration.

2. Materials and Methods

2.1. Relative Humidity (RH) and Temperature Sensors

Resistive sensor (Shinyei THT-B141 sensor, Shinyei Kaisha Technology, Kobe, Japan) and
capacitive sensor (Vaisala HMP-143A sensor, Vaisala Oyj, Helsinki, Finland) were used in this study.
The specification of the sensors is listed in Table 2.

3



Sensors 2019, 19, 1213

Table 2. The specifications of two humidity sensors.

Resistive Sensor Capacitive Sensor

Model 1 THT-B121 HMP 140A
Sensing element Macro-molecule HPR-MQ HUMICAP
Operating range 0–60 ◦C 0–50 ◦C
Measuring range 10–99% RH 0–100%
Nonlinear and repeatability ±0.25% RH ±0.2% RH
ResolutionTemperature effect 0.1% RH (relative humidity)none 0.1% RH0.005%/◦C

2.2. Saturated Salt Solutions

Eleven saturated salt solutions were used to maintain the relative humidity environment. These
salt solutions are listed in Table 3.

Table 3. The Calibration points for saturated salt solutions to establish the calibration equations.

Salt Solutions
(n1 = 11)
Case 1

(n2 = 9)
Case 2

(n3 = 7)
Case 3

(n4 = 5)
Case 4

uc

LiCl * * * * 0.27
CH3COOK * 0.32

MgCl2 * * * * 0.16
K2CO3 * * * 0.39

Mg(NO3)2 * * 0.22
NaBr * * * * 0.40

KI * * 0.24
NaCl * * * * 0.12
KCl * * * 0.26

KNO3 * 0.55
K2SO4 * * * * 0.45

Note: uc values were obtained from Greenspan [18] and The Organisation Internationale De Metrologies Legale
(OIML) R121 [19].

2.3. Calibration of Sensors

The humidity probes for the resistive and capacitive sensors were calibrated using saturated salt
solutions. A hydrostatic solution was produced in accordance with OIML R121 [19]. The salt was
dissolved in pure water in a ratio such that 40–75% of the weighted sample remained in the solid state.
These salt solutions were stored in containers.

The containers were placed in a temperature controller at an air temperature of 25 ± 0.2 ◦C.
During the calibration process, humidity and temperature probes were placed within the container
above the salt solutions. The preliminary study showed that an equilibrium state is established in 12 h
so the calibration lasted 12 h to ensure that the humidity of the internal air had reached an equilibrium
state. Experiments for each RH environment were repeated three times. The temperature was recorded
and the standard humidity of the salt solutions was calculated using Greenspan’s equation [18].

2.4. Establish and Validate the Calibration Equation

The experimental design and flow chart for the data analysis is shown in Figure 1.
The relationship between the standard humidity and the sensor reading values was established

as the calibration equation.
This study used the inverse method. The standard humidity is the dependent (yi) and the sensor

reading values are the independent variables (xi) [17].
The form of the linear regression equation is:

Y = b0 + b1 X (1)

4
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where b0 and b1 are constants.
The form of the higher-order polynomial equation is:

Y = c0 + c1X + c2X2 + c3X3 + . . . +ckXk (2)

where c0, c1 to ck are constants.

 

Figure 1. The experimental design and flowchart of data analysis.

2.5. Different Calibration Points

To model the calibration equations, the data for four different salt solutions was used, as listed in
Table 3.

Case 1: The data set is for 11 salt solutions and 11 calibration points
Case 2: The data set is for 9 salt solutions and 9 calibration points
Case 3: The data set is for 7 salt solutions and 7 calibration points
Case 4: The data set is for 5 salt solutions and 5 calibration points

For each sensor, four calibration equations were derived using four different calibration points.

2.6. Data Analysis

The software, Sigma plot ver.12.2, was used to determine the parameters for the different orders
of polynomial equations.

5
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2.6.1. Tests on a Single Regression Coefficient

The criteria to assess the fit of the calibration equations are the coefficient of determination R2, the
estimated standard error of regression s and the residual plots.

The coefficient of determination, R2 is used to evaluate the fit of a calibration equation. However,
no standard criterion has been specified [15,16].

The single parameter coefficient was tested using the t-test to evaluate the order of polynomial
regression equation. The hypotheses are:

H0 : bk = 0 (3)

H1 : bk �= 0 (4)

The t-value is:
t = bk/se(bk) (5)

where bk is the value of the parameter for the polynomial regression equation of the highest order, and
se(bk) is the standard error of bk.

2.6.2. The Estimated Standard Error of Regression

The estimated standard error of regression s is calculated as follows:

s = (
(ŷ2 − yi)

2

n1 − p
)

0.5

(6)

where ŷi is the predicted valued of the response, ŷi is the response, n1 is the number of data and p is
the number of parameters.

The s value is the criterion that is used to determine the accuracy of a calibration equations [38].
It is used to assess the accuracy of two types of RH sensors that are calibrated using different saturated
salt solutions.

2.6.3. Residual Plots

Residual plots is the quantitative criterion that is used to evaluate the fit of a regression equation.
If the regression model is adequate, the data distribution for the residual plot should tend to a
horizontal band and is centered at zero. If the regression equation is not accepted, the residual plots
exhibit a clear pattern.

For the calibration equation, tests on a single regression coefficient and the residual plots are
used to determine the suitability of a calibration equation for RH sensors that are calibrated using
different saturated salt solutions. The estimated standard error of the regression equations is then used
to determine the accuracy of the calibration equations.

2.7. Measurement Uncertainty for Humidity Sensors

The measurement uncertainty for RH sensors using different salt solutions was calculated using
International Organization for Standardization, Guide to the Expression of Uncertainty in Measurement
(ISO, GUM) [12,13,17].

uc
2 = u2xpred + u2

temp + u2
non + u2

res + u2
sta (7)

where uc is the combined standard uncertainty, uxpred is the uncertainty for the calibration equation,
utemp is the uncertainty due to temperature variation, unon is the uncertainty due to nonlinearity, ures is
the uncertainty due to resolution, and usta is the uncertainty of the reference standard for the saturated
salt solution.

The uncertainty of xpred is calculated as follows [38]:

6
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uxpred = s

√√√√1 +
1
n
+

(y − y)2

∑(yi2)− (∑ yi)
2

n

(8)

where y is the average value of the response.
The uncertainty in the value of uref for the saturated salt solutions is determined using the

reference standard for the salt solution. The scale and the uncertainty of these saturated salt solutions
are listed in Table 3 that are taken from Greenspan [18] and the Organisation Internationale De
Metrologies Legale (OIML) R121 [19]:

uref = (
∑(uri)

2

N2
)

0.5

(9)

where uri is the uncertainty in the humidity for each saturated salt solution and N2 is the number of
saturated salt solutions that are used for calibration.

The calibration equations use different numbers of saturated salt solutions had its uncertainty.
This criterion is used to evaluate the precision of RH sensors.

The accuracy and precision of RH sensors that are calibrated using different saturated salt
solutions was determined using the s and uc values. By Equations (7)–(9), the contrast between the
number of saturated salt solutions is considered. The greater the number of data points that are used,
the smaller is the s value that is calculated by Equation (6). However, this requires more experimental
time and cost and the value of uref may be increased. The uncertainty of each calibration point is
different because different saturated salt solutions are used. The optimal number of calibration points
were evaluated by accuracy and precision.

3. Results and Discussion

3.1. The Effect of the Accuracy of Different Calibration Points

3.1.1. THT-B121 Resistive Humidity Sensor

Calibration equations for resistive sensors using 11 salt solutions:

The distribution of the relative humidity data for the reading values for a resistive sensor is
plotted against the standard humidity values that are maintained using 11 saturated salt solutions in
Figure 2.

 

Figure 2. The distribution of the relative humidity data for reading values versus the standard humidity
values for THT-B121 resistive humidity sensor using 11 saturated salt solutions (LiCl, CH3COOK,
MgCl2, K2CO3, Mg(NO3)2, NaBr, KI, NaCl, KCl, KNO3 and K2SO4).

7
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The estimated parameters and the evaluation criteria for regression analysis are listed in Table 4.
The residual plots for the calibration equations for different orders of polynomial equations are shown
in Figure 3.

Table 4. Estimated parameters and evaluation criteria for the linear and several polynomial equations
for THT-B121 resistive sensor using 11 salt solutions.

Linear 2nd Order 3nd Order 4th Order

b0 0.028672 −2.74999 −11.0702 −20.5303
b1 1.008985 1.13766 1.780025 2.805196
b2 −0.0011437 −0.01432 −0.0491534
b3 7.81681 × 10−5 5.39281 × 10−4

b4 −2.07539 × 10−6

R2 0.9967 0.9974 0.9987 0.9993
s 1.6098 1.4612 0.982 0.7719
Residual plots clear pattern clear pattern clear pattern uniform distribution

 
(a) Linear equation 

 
(b) 2nd polynomial equation 

Figure 3. Cont.

8
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(c) 3rd polynomial equation 

 
(d) 4th polynomial equation 

Figure 3. The residual plots for the calibration equations for different orders of polynomial equations
for THT-B121 resistive humidity sensor using 11 saturated salt solutions (LiCl, CH3COOK, MgCl2,
K2CO3, Mg(NO3)2, NaBr, KI, NaCl, KCl, KNO3 and K2SO4).

The linear (Figure 3a), 2nd (Figure 3b) and 3rd (Figure 3c) order polynomial equations all exhibit
a systematic distribution of residuals. These equations were not satisfactory for resistive sensors. The
distribution of residual plots for the 4th order polynomial equations exhibit a uniform distribution
(Figure 3d). The t-value for the highest-order parameter (b4 = −2.07539 × 10−6) was significantly
different to zero, so the 4th order polynomial equation is the only adequate calibration equation. The
equation is:

y = −20.530298 + 2.805196x − 0.049153x2 + 0.000539x3 − 2.07539 × 10−6x4

(sb = 2.5004 sb = 0.2590 sb = 0.0082 sb = 0.00016 sb = 4.770 × 10−7

t = −8.2107 t = 11.181 t = −6.005 t = −5.0663 t = −4.3514)
R2 = 0.992, s = 0.7719

The coefficient of determination, R2, for the linear, 2nd, 3rd and 4th order polynomial calibration
equations are 0.9967, 0.9974, 0.9987 0.9993, respectively. High R2 values do not give useful information

9
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for the specification of an appropriate calibration equation. The estimated values of standard deviation,
s, is used to define the uncertainty for an inverse calibration equation [35]. The s values for the four
calibration equations are 1.6098, 1.4612, 0.9820 and 0.7719, respectively. It is seen that an appropriate
calibration equation gives a significant reduction in uncertainty.

Calibration equations for resistive sensor using 5 salt solutions:

The estimated parameters and the evaluation criteria for the regression analysis for 5 calibration
points for a resistive sensor are listed in Table 5. The residual plots for four calibration equations are
shown in Supplementary Materials. Similarly to the regression results for 11 salt solutions, the linear,
2nd and 3rd order polynomial equations all employed a systematic distribution in the residuals plots.
These equations are clearly not appropriate calibration equations. For a resistive sensor, the residual
plots for the 4th order polynomial equations presented a random distribution.

Table 5. Estimated parameters and evaluation criteria for the linear and several polynomial equations
for THT-B121 resistive sensors using 5 salt solutions.

Linear 2nd Order 3nd Order 4th Order

b0 −0.970118 −3.1191770 −12.201481 −19.471802
b1 1.0155235 1.12632754 1.8869907 2.743833
b2 −0.001007316 −0.01685101 −0.04766345
b3 9.34623 × 10−5 5.15689 × 10−4

b4 −1.93676 × 10−6

R2 0.9969 0.9974 0.9994 0.9991
s 1.8109 1.7146 0.7984 1.084
Residual plots clear pattern clear pattern clear pattern uniform distribution

The R2 values for the linear, 2nd, 3rd and 4th order polynomial calibration equations are 0.9969,
0.9974, 0.9994 and 0.9998, respectively. However, these higher R2 values do not provide relevant
information about the calibration equations. The s values represent the uncertainty of calibration
equations. For the linear, 2nd, 3rd and 4th order polynomial calibration equations are 1.8109, 1.7146,
0.7954 and 1.084, respectively. The 4th order polynomial equations is:

y = −19.471802 + 2.743833x − 0.047663x2 + 0.0005157x3 − 1.93676 × 10−6x4

(sb = 2.2789 sb = 0.25086 sb = 0.00869 sb = 0.000117 sb = 5.360 × 10−7

t = −8.5447 t = 10.9396 t = −5.4849 t = 4.3946 t = −3.6101)
R2 = 0.991, s = 1.014

The regression results for the 4th order polynomial equations using different calibration points
in different salt solutions are listed in Table 6. The results for 9 and 7 calibration points are similar to
those for 11 and 5 calibration points.

Table 6. Estimated parameters and evaluation criteria for the 4th order polynomial equations for
THT-B121 resistive sensors using four different calibration points.

Case 1
(n1 = 11)

Case 2
(n2 = 9)

Case 3
(n3 = 7)

Case 4
(n4 = 5)

b0 −20.530297 −23.41845561 −23.904948 −19.4718019
b1 2.8051965 3.5861653 3.243023015 2.743832845
b2 −0.04915334 −0.06230766 −0.06426625 −0.047663446
b3 5.39281 × 10−4 7.0951 × 10−4 7.34202 × 10−4 5.15689 × 10−4

b4 −2.07539 × 10−6 −2.81734 × 10−6 −2.92042 × 10−6 −1.93676 × 10−6

R2 0.9993 0.9994 0.9994 0.9991
s 0.7719 0.6951 0.8039 1.084
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The R2 value is used b to evaluate the calibration equations [27,33]. Even the linear calibration
equation for this study shows a high R2 value. However, the estimated error was higher than that for
other equations. The residual plots all exhibited a clear pattern distribution so the R2 value cannot
be used as the sole criterion to assess the calibration equation. Betta and Dell’Isola [1] mention R2,
Chi-square and F-test to verify the accuracy of a model. This study used t-value for a parameter was
used as the criterion. This method bases on statistical theory.

3.1.2. HMP 140A Capacitive Humidity Sensor

Calibration equations for a capacitive sensors using 11 salt solutions

The relationship between the reading values for a capacitive sensor and the standard humidity
values that are maintained using 11 saturated salt solutions is shown in Figure 4.

 

Figure 4. The distributions of relative humidity data for standard humidity values versus the reading
values for HMP 140A capacitance humidity sensors using 11 saturated salt solutions (LiCl, CH3COOK,
MgCl2, K2CO3, Mg(NO3)2, NaBr, KI, NaCl, KCl, KNO3 and K2SO4).

The estimated parameters and the evaluation criteria for regression analysis are listed in Table 7.

Table 7. Estimated parameters and evaluation criteria for the linear and polynomial equations for HMP
140A capacitive sensor using 11 salt solutions.

Linear 2nd Order

b0 −0.414520 3.479518
b1 1.031003 0.833274
b2 0.00186718
R2 0.9975 0.9994
s 1.4002 0.6837

Residual plots clear pattern Uniform distribution

The residual plots for the calibration equations for different orders of polynomial equations are
shown in Figure 5.
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(a) linear equation 

 
(b) 2nd polynomial equation 

Figure 5. The residual plots for the calibration equations for different orders of polynomial equations
for HMP 140A capacitance humidity sensor using 11 saturated salt solutions (LiCl, CH3COOK, MgCl2,
K2CO3, Mg(NO3)2, NaBr, KI, NaCl, KCl, KNO3 and K2SO4).

The linear equation (Figure 5a) exhibited a systematic distribution of residuals. The 2nd (Figure 5b)
and 3rd (not presented) order polynomial equations both displayed a uniform distribution. The t-value
for the 3rd order parameter was not significantly different to zero, so the 2nd order polynomial
equation is the appropriate calibration equation and list as follows:

y = 3.479518 + 0.833274x + 0.001867x2, R2 = 0.9994, s = 0.6837
(sb = 0.4805 sb = 0.02028 sb = 0.000187
t = 7.2408 t = 41.098 t = 10.004)

The coefficient of determination, R2, for the linear and 2nd order polynomial calibration equations
are 0.9975 and 0.9994, respectively. The s values for the two calibration equations are 1.4002 and 0.6837,
respectively. An appropriate calibration equation gives a significant reduction in the estimated error.
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Calibration equations for a capacitive sensor using 5 salt solutions

The estimated parameters and the evaluation criteria for the regression analysis for 5 calibration
points for a capacitance are listed in Table 8. The residual plots for four calibration equations are shown
in Supplementary Materials. Similarly to the regression results for 11 salt solutions, residuals plots
for the linear equation exhibit a systematic distribution. Residual plots for the 2nd order polynomial
equations presented a random distribution.

Table 8. Estimated parameters and evaluation criteria for the linear and polynomial equations for HMP
140A capacitive sensor using 5 salt solutions.

Linear 2nd Order

b0 0.226512 2.911321
b1 1.023088 0.814217
b2 0.00155423
R2 0.9981 0.9995
s 1.4386 0.7890

Residual plots clear pattern Uniform distribution

The R2 values for the linear and 2nd order polynomial calibration equations are 0.9981 and 0.9995,
respectively. The s values for the linear and 2nd order polynomial calibration equations are 1.4386 and
0.7890, respectively. The 2nd order polynomial equations give the smallest estimated errors and listed
as follows:

y = 2.9113205 + 0.864217x + 0.0015542x2, R2 = 0.9995, s = 0.7890
(sb = 0.63806 sb = 0.02925 sb = 0.000278
t = 74.5628 t = 29.543 t = 5.5872)

The regression results for the 2nd order polynomial equations using different calibration points in
different salt solutions are listed in Table 9. The results of R2 values for 5, 7, 9 and 11 calibration points
are similar. However, the calibration equation for 11 calibration points gives the smallest s value.

Table 9. Estimated parameters and evaluation criteria for the 2nd order polynomial equations for HMP
140A capacitive sensors using four different calibration points.

Case 1
(n1 = 11)

Case 2
(n2 = 9)

Case 3
(n3 = 7)

Case 4
(n4 = 5)

b0 3.479580 3.156891 2.871078 2.9113205
b1 0.833274 0.844157 0.862302 0.8142171
b2 0.00186718 0.00176878 0.00161775 0.00155423
R2 0.9975 0.9992 0.9994 0.9995
s 0.6837 0.7127 0.7490 0.7890

3.1.3. Evaluation of Accuracy

The distribution between the number of saturated salt solutions and the estimated standard error
for the calibration equations of two types of RH sensors is in Figure 6. For a resistance sensor, the
s values of 7, 9, 11 calibration points are <0.8% RH. For a capacitance sensor, the s values for four
saturated salt solutions are <0.8% RH. The accuracy of these calibration equations is <0.8% for both
types of RH sensors. In terms a practical application [20,21], the calibration equation can be established
using 7 salt solutions for a resistance sensor and 5 salt solutions for a capacitance sensor.
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Figure 6. The distribution between numbers of saturated salt solutions and estimated standard errors
of calibration equations of two types of RH sensors.

3.2. The Effect of the Precision of Calibration Points

3.2.1. The Measurement Uncertainty for the Two Humidity Sensors

The method that is used to calculate the measurement uncertainty is that of Lu and Chen [17].
Two Types “A” and “B” method are used to evaluate the measurement uncertainty. The Type A
standard uncertainty is evaluated by statistical analysis of the experimental data. The Type B standard
uncertainty is evaluated using other information that is related to the measurement.

The Type A standard uncertainty for the two types of humidity sensors used the uncertainty for
the predicted values from the calibration equations. The Type B standard uncertainty for humidity
sensors uses the reference standard, nonlinear and repeatability, resolution and temperature effect.
The results for the Type B uncertainty analysis for resistive and capacitive sensors are respectively
listed in Tables 10 and 11.

Table 10. The Type B uncertainty analysis for resistive humidity sensor.

Description Estimate Value (%) Standard Uncertainty u(x), (%)

Reference standard, Uref

N1 = 11, uref = 0.3311
N1 = 9, uref = 0.2983
N1 = 7, uref = 0.3151
N1 = 5, uref = 0.3084

Non-linear and repeatability, Unon ±0.3 0.00866
Resolution, Ures 0.1 0.00290

The combined standard uncertainty of Type B = 0.1926

Table 11. The Type B uncertainty analysis for capacitive humidity sensor.

Description Estimate Value (%) Standard Uncertainty u(x), (%)

Reference standard, Uref

N1 = 11, uref = 0.3311
N1 = 9, uref = 0.2983
N1 = 7, uref = 0.3151
N1 = 5, uref = 0.3084

Nonlinear and repeatability, Unon ±0.1 0.0058
Resolution, Ures ±0.1 0.0029

Temperature effect, Utemp ±0.005 0.0043
The combined standard uncertainty of Type B = 0.1924

The Type A standard uncertainty that are calculated using the predicted values for the 4th order
polynomial equation for the resistive sensor and the 2nd order polynomial equation for a capacitive
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sensor are added to give a combined uncertainty using Equation (7). The combined uncertainty for
three RH observations for the two humidity sensors using calibration equations that use different
calibration points are in Figures 7 and 8.

 

Figure 7. The distribution between numbers of saturated salt solutions and combined uncertainty of
resistance RH sensors.

 

Figure 8. The distribution between numbers of saturated salt solutions and combined uncertainty of
capacitance RH sensors.

3.2.2. The Precision of the Two Types of RH Sensors

The combined uncertainty is the criterion that is used to determine the precision of the sensors.
The values for the combined uncertainty for the resistive sensor at a RH of 30%, 60% and 90%

are 0.8618%, 0.8506% and 0.8647% for the calibration equation that uses 11 calibration points, and
1.1155%, 1.1040% and 1.1271% for the calibration equation that uses 5 calibration points. The calibration
equation that uses 9 calibration points gives the smallest uc values. The combined uncertainty for 7, 9
and 11 calibration points is <1.0% RH.

The values for the combined uncertainty for a capacitive sensor at a RH of 30%, 60% and 90%
are 0.7787%, 0.7690% and 0.7813% for the calibration equation that uses 11 calibration points and
0.8803%, 0.8717% and 0.8890% for the calibration equation that uses 5 calibration points. The combined
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uncertainty for 5, 7, 9 and 11 calibration points is <0.9% RH. In terms of practical applications, this
performance is sufficient for industrial applications [20,21].

The accuracy and precision are 0.80% and 0.90% RH for a resistance RH sensor that uses
7 calibration points and 0.70% and 0.90% RH for a capacitance RH sensors that uses 5 calibration points.

3.3. Discussion

The number of calibration points that are required for sensors represents a compromise between
the ideal number of calibration points and the time and cost of the calibration. The criterion that
Betta [1] used to determine the optimal number of points used the ratio of the standard deviation of
the regression coefficients (sbj) to the established standard error of regression (s).

Accuracy and precision are the most important criteria for sensors so this study uses both
values. Using statistical theory, the best calibration equation is determined using the t-value for the
highest-order parameter and the residual plots. The estimated standard errors for the regression
equation are then used to determine the accuracy of the sensors. The combined uncertainty considered
the uncertainty of reference materials, the uncertainty for the predicted values and other B type sources.
The combined uncertainties for the calibration equations for different numbers of calibration points
using different saturated salt solutions are the criteria that are used to evaluate the precision of sensors.

Two types of electric RH sensors were calibrated in this study. Some calibration works, such as
those for temperature and pressure sensors, are calibrated by an equal spacing of calibration points.
The RH reference environments are maintained using different saturated salt solutions.

It is seen that the optimum number of calibration points that is required to calibrate a resistive
humidity sensors involves 7 saturated salt solutions (LiCl, MgCl2, K2CO3, NaBr, NaCl, KCI and
K2SO4), so seven points are specified. Five saturated salt solutions (LiCl, MgCl2, NaBr, NaCl and
K2SO4) are specified for a capacitive humidity sensor. Considering factors that influence the choice of
salts, such as price, toxicity and rules for disposal, the choice of these salt solutions is suitable.

The calibration equations key to measurement performance. This study determines that te 4th
order polynomial equation is the adequate equation for the resistive humidity sensor and the 2nd
order polynomial equation is the optimum equation for the capacitive humidity sensor. The accuracy
of the calibration equations is 0.8% RH for a resistive humidity sensor that uses 7 calibration points
and 0.7% RH for a capacitance humidity sensor that uses 5 calibration points. The precision is less
than 1.0% RH for the resistive sensor and less than 0.9% RH for the capacitive sensor.

The method that is used in this study applicable to other sensors.

4. Conclusions

In this study, two types of electric RH sensors were used to illustrate the method for the
specification of the optimum number of calibration points. The standard RH environments are
maintained using different saturated salt solutions. The theory of regression analysis is applied. The
best calibration equation is determined in terms of the t-value of the highest-order parameter and
the residual plots. The estimated standard errors for the regression equation are the criteria that are
used to determine the accuracy of sensors. The combined uncertainty involves the uncertainty for the
reference materials, the uncertainty in the predicted values and other B type sources. The combined
uncertainties for the calibration equations for different number of calibration points using different
saturated salt solutions are the criteria that are used to evaluate the precision of the sensors.

The calibration equations are key to good measurement performance. This study determines that
the 4th order polynomial equation is the adequate equation for the resistive humidity sensor and the
2nd order polynomial equation is the best equation for the capacitive humidity sensor. The accuracy
of the calibration equations is 0.8% RH for a resistive humidity sensor that uses 7 calibration points
and 0.7% RH for a capacitance humidity sensor using 5 calibration points. The precision is less than
1.0% RH for the resistive sensor and less than 0.9% RH for the capacitive sensor.
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The method to determine the number of the calibration points used in this study is applicable to
other sensors.

Supplementary Materials: The following are available online at http://www.mdpi.com/1424-8220/19/5/1213/
s1. The residual plots for the calibration equations for different orders of polynomial equations for resistive
humidity sensor using 5 saturated salt solutions (LiCl, MgCl2, NaBr, NaCl and K2SO4). The residual plots for
the calibration equations for different orders of polynomial equations for capacitance humidity sensor using 5
saturated salt solutions (LiCl, MgCl2, NaBr, NaCl and K2SO4).
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Abstract: Recently, humidity sensors have been investigated extensively due to their broad
applications in chip fabrication, health care, agriculture, amongst others. We propose a capacitive
humidity sensor with a shielding electrode under the interdigitated electrode (SIDE) based on
polyimide (PI). Thanks to the shielding electrode, this humidity sensor combines the high sensitivity
of parallel plate capacitive sensors and the fast response of interdigitated electrode capacitive sensors.
We use COMSOL Multiphysics to design and optimize the SIDE structure. The experimental
data show very good agreement with the simulation. The sensitivity of the SIDE sensor is
0.0063% ± 0.0002% RH. Its response/recovery time is 20 s/22 s. The maximum capacitance drift
under different relative humidity is 1.28% RH.

Keywords: humidity sensor; capacitive; PI; SIDE; IDE

1. Introduction

In addition to daily applications, such as air conditioners and humidifiers, humidity sensors
are widely used in industrial process control, medical science, food production, agriculture,
and meteorological monitoring [1–9]. In industry, the many manufacturing processes, such as
semiconductor manufacturing and chemical gas purification, rely on precisely controlled humidity
levels. In medical science, environmental humidity needs to be controlled during operations and
pharmaceutical processing. In agriculture, humidity sensors are used for greenhouse air conditioning,
plantation protection (dew prevention), soil moisture monitoring, and grain storage. Furthermore,
in meteorological monitoring, weather bureaus and marine monitoring applications rely on accurate
humidity sensing. For modern agriculture [10] and weather stations [11,12], accurate and fast
measurement of humidity is becoming more and more important. Compared to existing infrared
humidity sensors, electronic humidity sensors are cheaper, lighter, and smaller, which makes them
more suitable for sensor networks to feed weather models. Nonetheless, high-precision fast-response
sensors are important for many fields. For instance, fast and accurate humidity measurement are critical
for eddy covariance systems [13]. Hence, electronic sensors have to become faster and more accurate.

Electronic humidity sensors can be divided into resistive and capacitive [14]. Resistive humidity
sensors tend to have higher gain and are usually cheaper to manufacture than capacitive humidity
sensors. However, these sensors do not respond well when operating at low relative humidity (about
10% RH) because they exhibit very poor conductivity in low relative humidity environments, making
it difficult to measure the output response [15]. In contrast, capacitive humidity sensors have better
linearity, accuracy, and higher thermal stability than resistive humidity sensors [16–19]. A capacitive
humidity sensor responds to changes of humidity by changes of the relative dielectric constant of the
sensing layer, e.g., polymer film, upon water vapor absorption. Therefore, it is possible to directly
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detect changes in capacitance to monitor changes in humidity. Unlike resistive humidity sensor,
capacitive humidity sensors respond linearly with humidity, which simplifies the sensor readout.

Various materials can be used as humidity sensing materials, such as electrolyte [20],
ceramics [21,22], porous inorganic material [23–26], and polymers [27–30]. In particular, polymers
have been used as sensing materials for capacitive humidity sensors owing to their good dielectric
properties arising from their microporous structure and measurable physical property changes due to
water absorption. PI is among the most commonly used moisture sensing material [31] for its good
mechanical strength, electrochemical stability, and flexibility [32]. It remains stable after long time
exposure to the measurement environment. Furthermore, PI is a microporous material with imide
groups that strongly bond water molecules, which makes the material dielectric constant very sensitive
to humidity. Therefore, we used PI in the proposed capacitive sensor.

Capacitive humidity sensors have two basic structures: parallel plate (PP) capacitance (Figure 1a)
and interdigital electrode (IDE) capacitance (Figure 1b).

Figure 1. Structure diagram of parallel plate (PP) and interdigital electrode (IDE) sensors. (a) PP
sensors composed of a solid substrate, two layers of parallel plate electrode, and a sensing material
between them. (b) IDE sensors composed of an inert substrate, IDEs, and sensing material layer atop
of the IDEs. A partial enlarged detail of IDE is shown on the right.

In PP sensors, the upper plate is perforated by an array of holes or parallel stripes to allow water
molecules from the air to reach the sensing material underneath. Since the sensing area of the PP
capacitor is sandwiched between two parallel plates, the change in the relative dielectric constant
of the sensing material in the PP sensors affects the overall capacitance change. Unlike PP sensors,
IDE sensors usually only affect the change in the upper capacitance of the IDEs, which makes them
less sensitive than PP sensors. However, the exposed sensing area of the PP sensors is smaller than for
IDE sensors, which causes a slower response than for IDEs.
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The IDEs are fabricated on an inert solid or flexible substrate as parallel comb electrodes that
overlap each other [6,33]. IDE sensors are easier to fabricate than PP ones. The sensitive area of the
IDEs is typically a few square millimeters, and the electrode gap is a few microns. The sensitivity
of this type of sensor increases with decreasing pitch [34]. The electric field strength above the IDEs
decreases exponentially away from the electrode surface, and becomes one-thirtieth, or even lower,
of the surface value [35] after a few microns. Therefore, in the case where the gap between the IDEs
is several microns, a sensing layer only a few microns thick is enough. Thanks to this layer being
completely exposed to the measurement environment, the IDE sensors are faster. However, in the
IDEs, only half of the electric field lines pass through the sensing layer, and the other half of the electric
field lines pass through the underlying substrate. Therefore, the IDE sensors will have only half or less
sensitivity (depending on the relative dielectric constant of the substrate) compared to an equivalent
PP sensor [36].

It is clear that there are advantages and disadvantages of these two types of sensors. There has
been a significant effort to improve the sensor structures. For example, Zhao et al. used RIE (Reactive
Ion Etching) and ICP (Inductively Couple Plasma) to etch sensing materials between parallel plates of
the sensors to obtain a larger contact area with the tested environment to reduce response time from
35 s to 25 s [37], but this was still slower compared to typical equivalent IDEs.

Inspired by combining the advantages of PP and IDE structures, this paper proposes a novel
IDE humidity sensor with a shielding electrode under the IDEs, namely, SIDE. On the SIDE,
the capacitance of the lower half of the IDEs is shielded by an additional electrode underneath
the IDEs, which effectively raises the relative capacitance change as it becomes exposed to moisture.
Thus, a SIDE humidity sensor combines the high sensitivity of PP sensors and the fast response (20 s)
as the IDE ones.

In this work, we first verified the feasibility of the SIDE structure in the simulation software.
Secondly, the thickness of the sensing layer with different electrode gaps and the dielectric thickness
between the shielding electrode and the IDEs were optimized regarding the sensitivity and response
speed. The SIDE sensor with optimized parameters was fabricated. The sensitivity, response time,
recovery time, and stability of the sensor were measured.

2. Simulation of SIDE

COMSOL Multiphysics®(Stockholm, Sweden) is applied to simulate the SIDE and IDE structure.
Figure 2a shows the SIDE structure. The size of this sensor is 13 mm × 6 mm with a sensing area
of 1.6 mm × 1 mm. The sensor consists of a 100 nm-thick shielding electrode, a 1 μm-thick silicon
dioxide dielectric layer, a standard 100 nm IDE layer, and a PI film as the sensing layer. The finger
length of the interdigitated electrode is 1 mm, with the width and the gap both being 5 μm. A total
of 80 pairs of IDEs are used. A 5 μm-thick PI layer is utilized as the humidity sensing layer. Since
the PI’s relative dielectric constant increases linearly with humidity [38], we simulate variations of
humidity by directly changing the relative dielectric constant of the PI. An IDE model with the same
structural parameters as the SIDE one is implemented with the only difference being the absence of
the shielding electrode.

Figure 2b shows the simulation results of the capacitance change rate (ΔC/C0) of SIDE and IDE
under different relative dielectric constant of PI representing the humidity conditions. C0 is the total
capacitance when the relative dielectric constant of the sensing layer is 2.9. ΔC is the capacitance
difference between any other relative dielectric constant of PI and 2.9. It can be seen that under the
same conditions, ΔC/C0 of the SIDE structure, is about 4 times bigger than that of the IDE structure,
which implies that the SIDE will have much higher sensitivity than IDE with the same parameters.

The effect of the thickness of the sensing film on ΔCmax/C0 is also simulated by COMSOL
Multiphysics®(Stockholm, Sweden). We define that ΔCmax/C0 equals to ΔC/C0 with the relative
dielectric constant of PI at 2.9 (C0) and 3.7 (Cmax), which indicates the sensitivity of the sensor.
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Figure 2. SIDE structure and simulation results. (a) 3D model of SIDE structure; (b) Comparison of
the relative changes in capacitance of the SIDE (red line) and IDE (black line) structure according to
numerical simulations.

Figure 3 shows that ΔCmax/C0 increases as the thickness of the sensing film increases, but flattens
at higher thickness. To optimize the sensing film thickness, two facts should be taken into account.
On the one hand, it is clear that when the sensing film thickness is equal to the gap between the IDEs
(as those dashed lines in Figure 3), ΔCmax/C0 almost reaches saturated values. There is no significant
increase of ΔCmax/C0 with thicker sensing film than the gap. On the other hand, the thickness of
the sensing film also affects the speed of water molecules diffusing into the sensing film completely,
which defines the sensor response and recovery time. Therefore, we select the optimized sensing film
thickness as equal to the gap of the IDEs. Considering the laboratory conditions, we set the width and
gap of the IDEs to 5 μm.

Figure 3. Influence of sensing film’s thickness on sensor sensitivity. The vertical ordinate of the
intersection of all the dashed lines and the solid curves represents the sensor’s ΔCmax/C0 when the
sensing film thickness is equal to the gap between the IDEs.

The effect of the spacing between the shielding electrode and the IDEs, i.e., the thickness of the
silicon dioxide under the IDEs on the sensitivity in the SIDE structure is also studied.

Figure 4 shows that with the increasing thickness of the silicon dioxide layer, the ΔCmax/C0

increases first and then decreases, with an optimal value of the SiO2 thickness of 1 μm.
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Figure 4. Influence of silicon dioxide thickness on the sensor sensitivity. For increasing silicon dioxide
layer thickness, the full sensitivity increases first and then decreases past an optimal value.

There are several parameters of the optimized SIDE structure through the simulation: the gap of
IDEs and spin-coated sensing film thickness are both 5 μm, and the thickness of the silicon dioxide
layer is 1 μm. These parameters are used in the fabrication of the sensor.

3. Materials and Methods

The sensor is fabricated on a 3-inch silicon wafer according to the following steps: (a) A
2.5 μm-thick negative photoresist is patterned. (b) An e-beam-evaporated Ti/Au layer is deposited
and selectively removed by a lift-off process to form the bottom shielding electrode. (c) A layer of 1 μm
silicon dioxide is deposited by PECVD (Plasma Enhanced Chemical Vapor Deposition). (d) IDEs are
fabricated on the silicon dioxide by the same sequence of lithography, e-beam evaporation, and lift-off.
(e) A 5 μm-thick PI is spin-coated. Subsequently, the device is baked at 120 ◦C for 1 h, 180 ◦C for
1 h, and 250 ◦C for 6 h to cure the sensing layer. The completed sensor and cross-section of the SIDE
structure under scanning electron microscope (SEM) are shown in Figure 5. The same IDE structure
fabricated on the glass substrate without the shielding electrode is studied as the control experiment.

Figure 5. SIDE sensor picture under microscopy, and its cross-section image under SEM.

The setup for the humidity measurement is shown in Figure 6. The test is always carried out in an
incubator. We build the simple incubator with heaters and semiconductor coolers inside. Each of them
is controlled by an external PID (proportional integral derivative) controller to keep the temperature
constant. In the incubator, we place a bottle of saturated salt solution and the sensor. The humidity is
also monitored by a commercial humidity meter (Rotronic, HC2-S) at the same time and in the same
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incubator. The uncertainty of HC2-S is ±0.8% RH. The capacitance measurement uses an IC chip
(SMARTEC’s UTI03) and additional circuits. The commercial humidity sensor and the capacitance
measurement circuit communicate with the computer using serial port simultaneously. The humidity
and capacitance are recorded in parallel by the computer for later analysis.

Figure 6. Block diagram of the measurement system consisting of an incubator, a measurement circuit
and recording software.

The capacitance above the shielding electrode Cx can be directly measured using the circuit shown
in Figure 7 without mixing the capacitance between the shielding electrode and IDEs Cpn (n = 1, 2).
Cx is the sensing capacitance proportional to the humidity. Cp1 and Cp2 are the capacitances between
the shielding electrode and the IDEs. Cf is the fixed capacitance of the IC chip. U1 and U2 are the
potentials before the humidity sensor and after the IC chip that both can be measured. Therefore,
Cx can be calculated using Equation (1).

Cx = −U1/U2·Cf (1)

Figure 7. The working principle of the humidity capacitance measurement. The key point is to calculate
the capacitance of Cx by measuring the induced charge generated at point B.

Before the test, each device is placed in an oven at 100 ◦C for 10 min to get rid of the effect of the
previous measurement.

The sensitivity (S) can be expressed as Equation (2):

S = (ΔC/C0)/Δ(% RH) (2)

where ΔC = C1 − C0, C0 is the capacitance measured at the RH, which is 23.7% ± 0.8%, and C1 is the
capacitance measured when the RH is 73.0% ± 0.8%. Δ(% RH) is the difference between the relative
humidity values when measuring C1 and C0.
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The response and recovery dynamics are among the most important characteristics for evaluating
the performance of humidity sensors. The response time for RH increase and the recovery time for
RH decrease are usually defined for a sensor as the time taken to reach 90% of its total capacitance
variation. The response and recovery curves are measured by exposing the SIDE sensor to alternate
levels of humidity between 2.0% ± 0.8% and 77.0% ± 0.8% RH.

In order to evaluate the functioning of the humidity sensor over long periods of time, we measured
the sensor’s capacitance over the duration of 20 h at 25 ◦C with relative humidity levels of 25.7% ± 0.8%,
34.4% ± 0.8%, 45.0% ± 0.8%, 57.0% ± 0.8%, and 73.5% ± 0.8% RH.

4. Results and Discussion

A sensitivity test is carried out on the SIDE and IDE structure. Figure 8 shows the capacitance
measured from SIDE and IDE at different levels of humidity, and their linear fits with R2 of 0.996 and
0.991, respectively. The slopes of the line, i.e., S of SIDE and IDE are 0.0063 and 0.001,65, respectively.
Taking the uncertainty of HC2-S into consideration, the S of SIDE and IDE are 0.0063 ± 0.0002 and
0.001,65 ± 0.000,05, respectively. Hence, the sensitivity of the SIDE structure is 3.82 times bigger
than that of the IDE. These results show the significant improvement of sensitivity brought by the
shielding electrode, that minimizes the large constant capacitance of the substrate. Indeed, whatever
substrate the IDE is built on, the relative dielectric constant of the substrate is larger (e.g., Si is 11.9,
glass is 10) or close to (e.g., flexible polymer films) the relative dielectric constant of PI (2.9–3.7).
The experimental result and simulation data verify the effects of the shielding electrode and shows
high agreement as well. It is clear that our proposed SIDE structure can provide an effective way
to measure relative humidity more sensitively and accurately. Another advantage of the shielding
electrode is that it can effectively suppress the external electromagnetic interference and reduce the
noise in the measurement process.

Figure 8. Experimental measurement of sensitivity of SIDE and IDE humidity sensors.

Figure 9 shows the responses of the SIDE sensor. The absorption curve represents the response of
the sensor as a function of time, from an environment with low relative humidity to an environment
with high relative humidity. The desorption curve represents the response of the sensor as a function
of time, from an environment with high relative humidity to an environment with low relative
humidity. The curve can switch to steady states rapidly after the RH level changes. Our sensor’s
response/recovery time is 20 s/22 s, which is comparable to 1 s/15 s for normal IDE reported in
the literature [39], but a little worse. This is because in their work, the thickness of the sensing
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film is only 0.65 μm, while ours is 5 μm. If we scale down our sensors to reduce the IDE gap,
the required sensing film thickness will also decrease, resulting in great improvement in response
speed. Limited to laboratory conditions, we fabricated the sensor with 5 μm gap. However, our
sensor’s response/recovery time is still much better than 122 s for PP sensors [40].

Figure 9. The response and recovery curves are measured by switching the SIDE sensor, alternately,
between 2.0% ± 0.8% and 77.0% ± 0.8% RH. The response/recovery time is 20 s/22 s.

Figure 10 shows the stability characteristic of the SIDE sensor. The sensor is kept in the incubator
for 20 h at 25.7% ± 0.8%, 34.4% ± 0.8%, 45.0% ± 0.8%, 57.0% ± 0.8%, and 73.5% ± 0.8% RH, respectively.
The magnitude of the drift of sensor capacitance is converted into the apparent changes in relative
humidity, D, which is calculated by

D = (Cmax − Cmean)/(C0·S) (3)

where Cmax is the maximum measured capacitance after the sensor is exposed to different RH atmosphere,
and Cmean is the average capacitance of all recorded values at a certain relative humidity, C0 is the
capacitance measured when the RH is 23.7% ± 0.8%. The maximum drift value (D) obtained from
Figure 10 under different relative humidity was 1.28% RH. Thus, our sensor is able to achieve satisfactory
stability from a practical standpoint, which makes it promising as a commercially available sensor.

Figure 10. Stability of SIDE sensor. The sensor is kept in the incubator for 1200 min at 25.7% ± 0.8%,
34.4% ± 0.8%, 45.0% ± 0.8%, 57.0% ± 0.8%, and 73.5% ± 0.8% RH, respectively.
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5. Conclusions

In summary, we propose a novel shielded interdigitated electrode structure for humidity sensing.
We perform a comprehensive simulation of this structure to optimize the parameters for the sensor
fabrication. In simulation and actual testing, we find that the sensitivity of the SIDE structure is
much higher than that of the IDE structure because of the effect of the shielding electrode on the
capacitance change rate. Since the surface structure of the SIDE structure is still the same as IDE,
the SIDE sensor combines the high sensitivity of the parallel plate sensors and fast response of the
IDE sensors. The sensitivity of SIDE is 0.0063% ± 0.0002% RH, and the response/recovery time is
20 s/22 s. The stability of the SIDE sensor was also characterized. The maximum drift value under
different relative humidity is 1.28% RH.

Meanwhile, since the basic operating principle of many capacitive sensors is the same, the SIDE
structure can even be applied to capacitive gas sensors, such as volatile organic compound (VOC)
sensors which are used to monitor toxic gases. This shows that SIDE can replace IDE in various sensors
that are more sensitive to the accuracy and response speed.
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Abstract: Humidity sensors allow electronic devices to convert the water content in the
environment into electronical signals by utilizing material properties and transduction techniques.
Three-dimensional graphene foam (3DGF) can be exploited in humidity sensors due to its convenient
features including low-mass density, large specific surface area, and excellent electrical. In this
paper, 3DGF with super permeability to water enables humidity sensors to exhibit a broad relative
humidities (RH) range, from 0% to 85.9%, with a fast response speed (response time: ~89 ms,
recovery time: ~189 ms). To interpret the physical mechanism behind this, we constructed a 3DGF
model decorated with water to calculate the energy structure and we carried out the CASTEP as
implemented in Materials Studio 8.0. This can be ascribed to the donor effect, namely, the electronic
donation of chemically adsorbed water molecules to the 3DGF surface. Furthermore, this device can
be used for user interaction (UI) with unprecedented performance. These high performances support
3DGF as a promising material for humidity sensitive material.

Keywords: three-dimensional graphene foams; humidity sensor; fast response; user interaction

1. Introduction

Humidity sensors have aroused attention in many fields such as industry, agriculture, and
environment [1,2], and medical devices [3]. Generally, they measure humidity through a variety of
transduction techniques, including the use of resistive [4,5], capacitive [6], optical fiber [7], and field
effect transistors [8,9]. There are also some high precision impedance-frequency transducers using
quartz crystals which compensate temperature drift, and have fast response, as investigated by in
Matko et al. [10]. In high air humidity measurement there is a problem with response time of the sensors
in conventional methods. A solution for this problem is sensors for high air humidity measurement
which use open capacitors with very low response time such as is described by Vojko et al. [11].

As an active material for absorbing water molecules, a series of sensing materials
including polymers [12], metal oxides [8], carbon nanotubes [13,14], graphene dioxide [15,16],
and composites [5,17] have been exploited in humidity sensors. For instance, Zhang et al. [12]
described humidity sensors utilizing poly(N-vinyl-2-pyrrolidone) (PVP), poly(vinyl alcohol) (PVA),
and hydroxyethyl cellulose (HEC). In particular, after using PVP, the humidity sensors exhibited
response and recovery times between 11% and 95% relative humidity (RH) were about 37 s and 10 s,
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respectively. Wang et al. [8] applied a single SnO2 nanowire (NW) to fabricate a humidity sensor,
which exhibited a wide sensor RH range (5~85%), and the response and recovery times were 120~170 s
and 20~60 s, respectively. Zhao et al. [15] investigated a humidity sensor based on multi-wall carbon
nanotubes where the sensor testing range was about 11% to 97% RH, the response time was 45 s,
and the recovery time was 15 s. Borini et al. [15] exploited graphene oxide in a humidity sensor and
obtained an unprecedented response speed (~30 ms response and recovery times) in a range of 30% to
70% RH. Zhang et al. [5] utilized a graphene oxide (GO)/poly(diallyldimethylammonium chloride)
(PDDA) nanocomposite film to fabricate a humidity sensor. The humidity sensor exhibited ultrahigh
performance over a wide range of 11~97% RH, and the recovery time is 125 s at 11% RH. Thus, each
sensing material has its own advantages and specific conditions of application. In addition, with large
surface area to volume ratio, nanomaterials are attractive to fabricate humidity sensors with ultrahigh
performance features including high sensitivity and fast response times.

Recently, graphene with three dimensional (3D) architectures, including foams, networks, and gels
have been investigated [18–21]. These 3D graphene-based materials not only have the characteristics
of graphene, but also have high specific surface area, low density, good mechanical strength and
good conductivity [22]. Because of its wide accessibility, easy synthesis and solution processability,
high chemical stability and strong adaptability [23,24], 3D graphene foam (3DGF) has attracted great
interest in various sensing applications. Meanwhile, 3DGFs are efficient materials for biosensors
and gas-sensing devices given their low-mass density, large surface area, good mechanical stability,
and high electrical conductivity. Huang and coworkers [25] synthesised 3DGF/CuO nanoflower
composites as single-chip independent 3D biosensors for the electrochemical detection of ascorbic
acid with outstanding biosensing properties, such as an ultrahigh sensitivity of 2.06 mA mM−1 cm−2

to ascorbic acid at a 3 s response time. Besides that, Yavari et al. [24] used macroscopic 3DGF to
fabricate gas detectors with high sensitivity. Generally, these electrical-type 3DGF sensors exhibit high
sensitivity due to these properties including an ultrahigh surface area, and its electronic properties.
It shows a strong dependence on surface absorbents (including gas molecules), which can change
the carrier density of graphene [24]. Therefore, it is necessary to develop a new type of humidity
sensor based on 3DGF by utilizing the unique structure and chemical characteristics and avoiding
its shortcomings.

In this paper, we fabricate a humidity field effect transistor based on 3DGF and develop test
equipment to measure the properties of the device. It exhibits a high performance over a broad RH
range from 0% to 85.9%, with fast response and recovery times. To interpret the physical mechanism,
we construct the 3DGF model decorated with water and apply CASTEP in the Materials Studio
software to calculate the energy structure. Herrin, we explore the potential of 3D GF for portable,
reliable and low cost humidity sensing applications in the future.

2. Materials and Methods

Utilizing a modified Hummers’ method, [19–21] graphene oxide, denoted as GO, was synthesized
from natural graphite powder by an oxidation reaction. GO ethanol solution (50 mL) with the
concentration of 1 mg mL−1 was sealed in a 100 mL Teflon-lined autoclave which was then heated
up to 180 ◦C and held for 12 h. Then the autoclave was cooled naturally to room temperature.
The prepared ethanol intermediates were carefully removed from the autoclave by a slow and gradual
solvent exchange with water. After the solvent exchange process was completed, the product filled
with water was freeze-dried and then dried at 120 ◦C for 2 h in a vacuum oven. Finally, the sample
was annealed at 450 ◦C in H2/Ar (5/95, v/v) for 6 h. Finally, the sample was treated in a UV ozone
system for 15 min to obtain the final 3DGF. The infrared spectrum of 3DGF was recorded on a Fourier
transform infrared (FTIR) spectrophotometer using potassium bromide (KBr) pellets. Figure 1a shows
the FTIR spectra of three-dimensional graphene foam (3DGF)) with water molecules (black line) and
dry (red line) conditions. It can be seen that a broad peak at 3436 cm−1 corresponds to the vibration
due to the stretching and bending of OH groups present in the water molecules adsorbed by 3DGF.
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Thus, it was concluded that 3DGF exhibits strong hydrophilicity. Meanwhile, the absorption peaks
at 565, 1163, and 1640 cm−1 correspond to the symmetric and antisymmetric stretching vibrations
of C=O, C–O, and C–C groups for 3DGF, respectively. Figure 1b shows the surface morphologies
of the 3DGF. Field emission scanning electron microscopy (SEM) images show clear, layered and
interconnected three-dimensional uniform graphene sheets. It can be concluded that it forms a spongy
porous network structure. [20]. The samples are cut into rectangular slabs (14 mm × 2 mm), and both
sides are pasted by copper conductive adhesives on silicon substrates with a size of 14 mm × 14 mm
for electrical contact.

Figure 1. (a) FTIR spectra of 3D graphene with or without water molecule. (b) Field emission scanning
electron microscopy (SEM) images of 3DGF.

For humidity sensors, chemical or physical reactions between water molecules and materials
induce changes in channel current. External factors including the water concentration, temperature,
and operating conditions will impact the performance of the device. For accurate measurements,
as shown in Figure 2a, we used a closed box as an experimental chamber to control the humidity.
In detail, the water concentrations were controlled by the ratio of saturated water vapor generated by a
humidifier to high-purity nitrogen. We assure high quality humidity measurement in different ambient
temperature operating conditions in climate chamber as shown in [26]. In order to measure the channel
current flowing into the drain electrode (IDS) [27–29], the source (with ground connection) and drain
electrodes were connected with a Keithley 2400 apparatus (Tektronix China Ltd, Shanghai, China).
The electrical measurements were also performed with this system, and the RH of the environment
was measured by a commercial humidometer. Therefore, as described by Figure 2b, the output
characteristics of the device were measured under dry and humid conditions. It shows that when
the RH level was fixed to 100%, the channel current (IDS) became lower than the conditions under
drying. Meanwhile, the Dirac point shifted towards the positive direction. This donor effect [1] has
been ascribed to the donation of electrons from the chemically adsorbed water molecules to the 3DGF.
It can be concluded that the water molecules decorated in 3DGF will attract electrons and remain as
holes, leading to p-type doping. Furthermore, water molecules decrease the charge mobility of 3D
graphene, leading to lower currents. Through swelling or the 2D capillary effect [7,15,24], the dielectric
constant will increase and the resistance decrease after adsorbing water molecules (confirmed using
FTIR, as shown in Figure 1a). At the same time, the space charge polarization effect can be enhanced by
adsorbing more water molecules, leading to the rapid diffusion of 3DGF and the formation of protons
between hydroxyl groups. [6]. To investigate the mechanism, band energy of graphene decorating with
water molecule was theoretically simulated by density functional theory (DFT) in the Material Studio
8.0 software (Neotrident Technology Ltd. Beijing, China). Simply speaking, graphene is simulated by
plane wave program implemented in CASTEP. Considering the single and double supercells (2 × 1 × 1
allowing edge reconstruction) under GGA-PBE with 9 × 1 × 1 k-points Monkhorst-Pack point grid
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and 500 eV plane wave base truncation, the graphene is simulated by plane wave program with basis
cutoff of 500 eV. The geometry was optimized until the total energy reached 2 × 10−5 eV/atom and
the maximum force acting on each atom is less than 0.05 eV/Å. For the 3D graphene foam and 3D
graphene foam adding water molecule calculations, the CASTEP plane wave code was used under
GGA-PBE considering a Monkhorst−Pack grid with 9 × 9 × 1 k-points and a plane wave basis cutoff
of 500 eV; optimizing the geometry until the total energy reaches 2 × 10−5 eV/atom and the maximum
force per atom exhibits values less than 0.05 eV/Å [30,31].

Figure 2. (a) Testing equipment used for the electrical characterization of 3DGF humidity sensors.
(b) Output characteristic of the device decorated with or without water molecules.

3. Results and Discussion

Furthermore, the humidity-sensing performance of the 3DGF sensors exposed to different RH
levels (0%, 10.0%, 19.9%, 30.3%, 44.5%, 51.4%, 57.1%, 60.3%, 66.4%, 70.5%, 75.2%, 80.2%, and 85.9% RH)
are presented in Figure 3a. In a closed air-tight box, the humidity sensors were measured by different
RH values ranging from 0 to 85.9%. It can be seen that as the RH level increased, the obtained channel
currents of the sensor reduced monotonically. To consider the real-time response and recovery times of
the devices, the time-dependent response and recovery curves of the device to 85.9% RH are plotted
in Figure 3b. The time taken by a sensor to achieve 85% RH of the total channel current was defined
as the response or recovery time. The response and recovery times of the sensor were approximately
89 ms and 189 ms, respectively. Additionally, our humidity sensors exhibited reproducibility and
long-term stability. Professionally, the hysteresis value is a vital parameter for humidity sensors as
it determines the maximum time lag between the response time (adsorption process) and recovery
time (desorption process). With respect to the water content in the environment, the hysteresis effect
is defined by the difference between the resistances. In particular, for a perfect humidity sensor, the
hysteresis value should be as small as possible or can even be negligible.

 
(a) (b) 

Figure 3. (a) Channel current response measurement of the 3DGF humidity sensor with varying
different RH. (b) Response and recovery times of the device at 85% RH and the drain voltage was fixed
at 1 V.
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Table 1 compares the different characteristics of graphene-type humidity sensors including the
response/recovery time, fabrication method, and sensitivity range. It was observed that the3DGF
sensor exhibited broad sensitivity and rapid response and recovery rates.

Table 1. Comparison of different reported humidity sensors with graphene series materials.

Reference Material Sensing Range Response/Recovery Time

Smith [30] Graphene 1–96% 0.6 s/0.4 s
Ghosh [32] Graphene 4–84% 180 s/180 s

Cai [33] reduced graphene oxide (rGO)/graphene oxide (GO)/rGO 6.3–100% 1.9 s/3.9 s
Zhang [34] Graphene oxide foam 36–92% 2 s/10 s
Trung [35] rGO-polyurethane composites 10–70% 3.5 s/7 s
Leng [36] GO/Nafion composite 11.3–97.3% 100–300 s/not shown

Bi [6] GO 15–95% 10.5 s/41 s
Naik [37] GO 30–95% 100 s/not shown
Yu [38] GO/poly (sodium 4-styrenesulfonate) (PSS) composite 20–80% 60 s/50 s

Zhang [5] rGO/poly(diallylimethyammonium chloride) PDDA composite 11–97% 108 s/94 s
Guo [39] rGO 10–95% 50 s/3 s

This work 3DGF 0–85.9% 89 ms/189 ms

It can be seen that our devices showed good uniformity. Quantitatively, the effect of relative
humidity on the device is depicted in Figure 4. Figure 4a describes the relationship between channel
current and relative humidity. It can be seen that the relationship showed a decreasing trend with the
increase in water humidity. This also showed that the channel current (IDS) decreased more rapidly as
relative humidity increased. To characterize the performance of the humidity sensor, the sensitivity (S)
of the device was defined by Equation (1) [4,5,30,40]:

S =

∣∣∣Iwet − Idry

∣∣∣
IdryRH

× 100 (1)

where Iwet and Idry represent the channel current of the device under wet and dry conditions (RH = 0%),
respectively. As shown in Figure 4b, the sensitivity increased rapidly as RH increased. Due to its
perfect performance, including its ultrafast response/recovery rate, our humidity sensors can be used
for breathing monitoring or for developing new user interfaces (UIs). Figure 3b presents the ability
of a 3DGF sensor to monitor human breathing. In particular, during the user’s speech, the ultrafast
humidity sensor allowed the capture of fine features due to moisture modulation. Therefore, the 3DGF
ultra-fast RH sensor can be used to identify different whistles, which can make use of low-cost and
low-power sensors for user authentication.

Figure 4. Relative humidity effect on the device performance. (a) Channel currents (IDS) with the
relationship of RH (b) The variation in sensitivity of the device for different RH values.
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A schematic model of humidity sensing at a 3DGF film is shown in Figure 5a. To investigate
its mechanism, the band energy of graphene decorated with water molecules was theoretically
simulated by density functional theory (DFT) in the Material Studio 8.0 software. As shown in
Figure 5b, conductivity and valence are at K Brillouin point, which makes the material a direct
bandgap semiconductor. The direct band gap at the K point was ~0.172 eV, as shown in Figure 5c.
This can be ascribed to the donor effect [3] attributed to the donation of electrons from the chemically
adsorbed water molecules to the 3DGF surface. The water molecules decorated in 3DGF will attract
electrons. Simply, water molecules open the band gap of 3DGF. Meanwhile, electron density will
decrease and the conduction level will rise, leading to the formation of band energy.

Figure 5. (a) The bonding mechanism between the graphene and water molecules. (b) The electronic
band structure of graphene decorated with water. (c) The energy gap at the K point location.

4. Conclusions

In summary, a three-dimensional graphene foam (3DGF) exhibiting super permeability to water
was exploited in humidity sensors, enabling a humidity sensor with a broad range of % RH values
and unprecedented response speed (response time: ~89 ms, recovery time: ~189 ms). The ultra-fast
response speed of these sensors enables us to observe the regulation of moisture in a user’s breath.
We constructed the 3DGF model decorated with water molecules theoretically and conducted the
CASTEP as implemented in Materials Studio to calculate the energy structure. This allows sensors to
be used in a variety of applications, such as humidity sensing, which we have experimentally verified
with a cheap and easily available identification system. In addition, for different 3D materials, such
as 3D transition metal dihalogenated hydrocarbons, ultra-thin nanoporous membranes for sensing
applications can be realized in the interaction with different vapors and gases, which can be explored.
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Abstract: A novel way to measure humidity through testing the emissivity of an area radiant source
is presented in this paper. The method can be applied in the environment at near room temperature
(5~95 ◦C) across the relative humidity (RH) range of 20~90% RH. The source, with a grooved radiant
surface, works in the far infrared wavelength band of 8~12 μm. The Monte-Carlo model for thermal
radiation was set up to analyze the V-grooved radiant surface. Heat pipe technology is used to
maintain an isothermal radiant surface. The fuzzy-PID control method was adopted to solve the
problems of intense heat inertia and being easily interfered by the environment. This enabled the
system to be used robustly across a large temperature range with high precision. The experimental
results tested with a scanning radiant thermometer showed that the radiant source can provide a
uniform thermal radiation capable of satisfying the requirements of humidity testing. The calibration
method for the radiant source for humidity was explored, which is available for testing humidity.

Keywords: infrared radiant source; Monte Carlo method; emissivity; calibration; humidity

1. Introduction

Compared to traditional humidity measurement methods, innovative electronic testing methods
involving humidity sensors such as hygristors and humicaps are the current research direction.
Even though electric methods have fast responses, they often lack stability and their accuracy is
improved little. Widely available commercial humidity sensors composed of humicaps use embedded
microprocessors, such as the DHT11 with ±5% RH precision, and 1% RH resolution which are
convenient to use. Because humidity is often mingled together with temperature, the precision and
the humidity measurement range are easily affected by the temperature. Humidity, which reflects the
degree of dryness of the atmosphere, is an important variable that is extensively tested in agriculture,
industry, hospital and warehouse. Some sensors with new materials possessing resistive and capacitive
features have been explored, which include a sulfonated polycarbonate resistive humidity sensor [1],
polyimide-based capacitive humidity sensor [2], a high-performance capacitive humidity sensor with
novel electrode and polyimide layer capacitive humidity sensors [3], and some sensors with improved
sensing properties whose response and recovery times are 14.5 s and 34.27 s, respectively, for humidity
levels between 33% RH and 95% RH at 102 Hz. [4]. These kinds of humidity sensors often have long
response times. Most studies focus on material and processing innovations to increase the humidity
testing precision. There have been few breakthroughs in hygristors because these are easily interfered
by the environment. Novel ways using new effects such as optical properties present approaches to
measure humidity [5]. Because humidity is a factor that affects the radiation measurement, humidity
can be measured indirectly by testing radiation changes [6,7].

As a standard radiant source, a blackbody is usually adopted for calibrating infrared instruments
such as pyrometers and radiant thermometers. Industrial blackbodies ranging from −50~2500 ◦C
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have been developed by the National Research Council (NRC) of Canada in order to calibrate optical
testing devices [8]. A high-spatial-resolution multi-spectral imager (ASTER) on the first platform
(Terra) of NASA’s Earth Observing System requires a blackbody radiant source on a satellite for
calibration purposes [9]. Traditional blackbody cavities evaluated by the Bedford methods [10] usually
possess symmetrical shapes with small apertures, which makes them suitable for the high temperature
range case, but not for the case of near room temperature range measurements. Minimum Resolvable
Temperature Difference (MRTD) sensitivity requires that a radiant source working in the far infrared
scope should be an area source which can provide a stable radiant flux with high uniformity. As to
environmental humidity measurement, according to MRTD, an area radiant source ranging from
5~95 ◦C in the wavelength bands of 8~12 μm, is required. Under a certain temperature, a source
should emit a stable radiation which is monitored by a radiometer. In order to enhance the effective
emissivity of a radiant surface, its surface is often processed into grooves or mini holes. The radiant
surface of the source possesses concentric V-grooves which can increase the effective emissivity.

Among statistical evaluation methods, Monte Carlo methods have been widely applied in optical
radiometry and blackbody cavity analysis [11]. Monte Carlo methods possess advantages which are
greater than exactitude methods in complex radiant characteristic analysis. Therefore, the Monte
Carlo method is adopted to analyze the effective emissivity of the radiant source. After a theoretical
analysis on the distribution of the effective emissivity of the radiant surface, the source structure was
constructed. Heat pipe technology keeps the source isothermal and the temperature control system
ensures that the source is stable at a certain temperature. The radiant source has a broad applications
in various fields, such as infrared imaging, infrared measurement and humidity test.

Although there are tens of ways to measure humidity, among which the most traditional methods
are the dry and wet bulb thermometer whose precision is lower compared with modern electronic
methods, most of these ways are not satisfactory in terms of precision and stability [7]. Capacitor
sensors which possess fast response advantages are employed to test humidity, but their measuring
precision is easily affected by electromagnetic interference. Besides, humidity testing is often affected
by the environmental temperature, which is a factor that makes humidity sensors’ precision not be
high. Humidity testing through radiation possesses advantages of fast response and robustness with
high precision. Our research on an infrared source which has highly sensitivity for humidity may
provide an improved way to measure humidity.

2. Analysis on Characteristics of Radiant Surface

The Monte-Carlo method was utilized for analyzing the radiant surface with concentric V-grooves.
Assuming that the surface is diffuse (Lambertian), the calculation on its luminance follows Lambert’s
cosine Law. The Monte-Carlo Model of thermal radiation was set up. A Monte-Carlo simulation
is implemented through random sampling that is based on probability models whose deduction
methods are based upon actual physical models. Exactitude methods like the Bedford method are
just suitable to calculate simple symmetric cavity shapes. Although Monte-Carlo methods are flexible
enough to be used for complicated cases, they are often regarded as unreliable methods with low
precision. The effective emissivity of a cone was calculated by both the Monte Carlo method and the
Bedford method, respectively. By comparing the results from the both methods, the correctness of the
Monte Carlo method was proven.

2.1. Monte-Carlo Model in Thermal Radiation

The idea of a Monte-Carlo method is to set up a probability model or stochastic process whose
parameters are equal to the solution of the problem to investigate, then to calculate the statistical
characteristics of the required parameters through sampling, and the solution can be solved based
on a vast number of observations. In thermal radiation calculations, local temperature and radiation
fluxes are usually involved. The process of thermal radiation exchange is regarded as the movement of
discrete energy beams. In this way, the local radiation flux can be obtained by calculating the number
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of beams that reach the local surface per unit time. These beams are deemed to consist of particles with
a certain amount of energy. If the energy of each beam is equal, the local energy flux can be obtained
by multiplying the number of beams arriving by the energy of each bundle of light per unit time per
unit area. The direction of a transmitting beam i is determined by the direction angles θ, ϕ which are
obtained by random sampling, as shown in Figure 1. dA is the area of a tiny piece. The radiation from
dA has different intensity along with directions. For a diffuse surface, the emssivity of a surface is
independent of the azimuth angle ϕ, but dependent on θ. The monochromatic emissivity of the surface
is independent of the azimuth angle ϕ (The word monochromatic means the emissivity is under a
certain wavelength λ, it is correspondent to the word ‘total’ that covers the whole spectrum, which
means the wavelength λ is from 0~∞), and the total emission energy per unit time is as below:

E = εσT4dA (1)

where ε is the material emissivity, T is the temperature of dA Kelvin, σ is Boltzmann’s constant.

 
Figure 1. Direction of an emitted beam.

Assuming that there are two tiny pieces of blackbody dA1, dA2, and there exists radiation exchange
between both the tiny pieces, then the angle coefficient Fd1−d2 is defined by the ratio of the energy
radiated out from dA1 reached dA2 to the total energy radiation of dA1, as shown in Figure 2.

Figure 2. Radiant exchanging relation between two tiny surfaces.
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When a Monte Carlo method is used in analyzing the characteristics of a blackbody cavity (as
shown in Figure 3), the radiation of the light point i can be treated as two components, one is EFi
which radiates out of the aperture, the other is E(1 − Fi) which goes to the wall at where it may be
absorbed or reflected. If it is reflected then it is divided into two parts again which are E(1 − Fi)Fi1 and
E(1 − Fi)(1 − Fi1), where Fi1 denotes the angle factor between the point at where the beam from i is
reflected first time. Assuming Fij that denotes the angle factor between the point where the ray from i
reflected at the time j, a beam of light can be traced in this way. When all the light points have been
manipulated, the radiant flux out of the cavity and the effective emissivity are obtained [12]. However,
for the V-groove concentric circles surface, the above model is not appropriate. The Monte-Carlo
model is used to simulate the real physical model [13], in which radiant flux is coming from light
points which are distributed uniformly along the surface. Each beam of emitting lights possesses the
same amount of energy which is the total radiant energy of the point (it is an infinitesimal area dA), as
shown in Equation (1). A light point’s position is a that can be determined according to the geometry
probability, and a ray’s direction is determined by zenith θ and azimuthal ϕ. The event that a ray is
reflected or absorbed is treated as a random variable [14]. If a surface is diffuse, the probability model
of the random sampling θ is as follows:

P(θ) =
θ∫

0

2 sin θ cos θdθ = sin2 θ (2)

where r is random number. θ can be determined by generating r, ϕ is determined by ϕ = 2πr. All beams
are traced thoroughly, and the evaluation of effective emissivity is totally based on the statistics of
a tremendous number of samples, but simulated results are significantly affected by many factors
such as the correctness of a Monte-Carlo model, the way light ray tracing is judged, sampling number,
sampling method and the uniformity of the random number generator, etc.

Figure 3. Light ray tracing in a cone cavity.

2.2. Monte-Carlo Simulation for a Cone Cavity

To calculate the effective emissivity of a cone cavity by the Monte Carlo method, the simulation
procedure is as follows: the first step is to determine the position of a light point, a, (as shown in
Figure 3) according to the area probability:

P(a) =
πa2 sin ω/ cos ω2

Acone
(3)
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where Acone is the cone area, as a continue variable a, its random sampling is r = P(a), where r is a
random number, a is determined as follows:

a =

√
rAcone cos2 ω

π sin ω
0 ≤ a ≤ l (4)

The second step is to determine the beam’s direction (θ, ϕ), θ random sampling is similar as a,
according to Equation (2), the direct sampling method is as: θ = sin−1 √r, ϕ = 2πr.

In order to reduce the computing time, θ can be obtained by the rejection sampling method as
follows: θ = r1π/2 when r2 < sin πr1. r1, r2 are random numbers.

The third step is to trace the beam, to judge where it goes, if it flies out of the cone, the accumulated
radiant energy out Eout, if it is still in the cone, to judge that if it is absorbed or reflected, the cone
equation in coordinate OXYZ is:

x2tg2ω = y2 + z2 (5)

The ray’ equation in coordinates O1X1Y1Z1:

{
z2

1 = ctg2θ(x2
1 + y2

1)

y1 = x1tgω
(6)

The transformation between OXYZ and O1X1Y1Z1 is as shown below:{
x = x1 cos ω + z1 sin ω + a

z = −x1 sin ω + z1 cos ω − atgω
(7)

The crossing point of the ray and the cone is obtained from Equations (5) and (6), its coordinate in
OXYZ is x (according to Equation (7)), if x > 0 and x < 1, the ray is still in the cone, otherwise it flies
out, then the total energy Eout accumulates, then we go back to the first step.

If the ray is still in the cone, and when r ≤ ε, it is absorbed, and the program flow returns back
to the original procedure to generate another new light point, otherwise (r > ε) the ray is reflected.
To take x as a, it goes back to the second step. When all the beams are traced, the effective emissivity
εaP(0) (0 represents the center cone) will be obtained as follows, Aap is the area of the cone aperture:

εaP(0) =
Eout

σT4 AaP
(8)

2.3. Bedford Method for a Cone Cavity

The cone is divided into N segments along the axis. i represents the position and also the disk
at the position i, di means the ring at i, Fi−j is the angle factor between disk i and disk j [15], it is the
ratio of the radiant energy from disk i reaching disk j to the whole radiant energy of disk i, as shown in
Figure 4, and it can be calculated in Equation (9):

Fi−j =

{
h2 + r2

1 + r2
2 −

√
(h2 + r2

1 + r2
2)

2 − 4r2
1r2

2

}
/2r2

1 (9)

Fdi−dj is the angle factor between ring di and ring dj, and Fdi−j ring di and disk j. Other angle
factors can be deduced, assume Ai, Adi are the areas of disk i and ring di, respectively, then Fi−dj =

Fi−j − Fi−j+1, Fdj−i = Fi−dj × Aj/Adi, Fdj−di = Fdj−i − Fdj−i+1, Fdi−dj = Fdj−di × Adj/Adi, so the local
effective emissivities along inside the wall of the cone, εa(i) can be obtained as follows:

εa(i) = ε + (1 − ε)
N

∑
j=1

εa(j)Fdi−dj (10)
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To solve Equation (10), the initial values of εa(i) in Equation (10) are set to ε. An iteration process
is performed. When the errors εa(i) between two adjacent iterations are less than 10−5, the iteration
process is stopped, and the convergence results εa(i) are obtained. The results are as shown in Figure 5.

 
Figure 4. Radiation exchange in a cone cavity.

 
Figure 5. Local effective emissivity curves.

The effective emissivities of the cone εaP(0) can be calculated from Equation (11). Curves
corresponding to cone angles 2ω reflect the changing of effective emissivities along with material
emissivity ε which changes from 0.7~0.99 in 0.01 increments, and 2ω from 10◦~170◦ in 10◦ increments,
as shown in Figure 6.

εaP(0) =
N

∑
i=1

εa(i)AdiFdi−N (11)
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Figure 6. The effective emissivity of the cone.

2.4. Comparison of the Two Methods’ Results

The exactitude methods such as the Bedford method are mostly used in blackbody radiant
sources, but they are just suitable for sources with symmetric shapes such as a cone. As to the source
with grooved surface, the Bedford method cannot be used, so Monte Carlo methods are developed.
Monte Carlo methods are often deemed unstable and inaccurate, and their results fluctuate severely.
The Monte Carlo method with large sampling number is expected to be more accurate. The effective
emissivities of the cone εaP(0) are calculated by both the Monte Carlo method and the Bedford method,
respectively, along with material emissivity ε changing from 0.7~0.99 in 0.01 increments under the
case when 2ω = 45◦, and 60◦.

As an exactitude method, the calculation errors of the Bedford method are very small, within
10−5, but the Monte Carlo method is totally based on random testing, and although it can even
be used for complex calculations, it is often regarded as a method with poor calculation precision.
The Monte Carlo computing results show converging results require large sampling number (Ns).
The standard deviation is inversely proportional to

√
Ns. The results fluctuate severely when Ns is

less then 10−6, and they become stable when Ns reaches 10−7. The Monte Carlo method needs very
large samples, and for each calculation case, it needs 107 samples (number of light points Ns), and
even up to 7 × 107. Comparing the computation of the two methods, the Ns of the Monte Carlo
simulation is 2 × 107. The results show that the maximum calculation error between the Monte Carlo
and the Bedford method is limited to 0.0004, and the errors for most calculation points (the discrete
dots represent the calculations by the Monte Carlo method) are usually around 0.0001~0.0002, that
means the results from the both methods coincide (as shown in Figure 7). The Monte Carlo method is
therefore also a credible method in thermal radiation analysis. By comparing the results both from the
Monte Carlo method and the Bedford method, the accuracy of the Monte Carlo method is verified to
be high enough, close to the Bedford method, so it is proper to use the Monte Carlo method to simulate
the V grooved radiant surface.
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Figure 7. Comparison of the results between the two methods.

2.5. Monte Carlo Simulating for V-Grooved Surface

To increase the effective emissivity, the radiant surface is processed into concentric V-shaped
grooves, as shown in Figure 8. Because it is too difficult to use the exactitude numerical method,
the Monte-Carlo method is employed to simulate the radiation of the surface. The radiant energy is
regarded to be composed of independent beams emitted by light points which are evenly distributed
on the surface. These beams are completely traced through the Monte Carlo simulation.

Figure 8. Surface with concentric V grooves.

To perform the Monte Carlo simulation, groove k is chosen, which is formed by two cones,
the concave Con1 and the convex Con2, as shown in Figure 9. The first step is to determine the cone
(Con1 or Con2) on which a light point is. When r ≤ Acon1/(Acon1 + Acon2), the light point is on Con1,
otherwise is on Con2. Acon1, Acon2 are the areas of the concave ring on Con1 and the convex ring on
Con2 respectively. The second step is to determine the position of the light point. If it is on Con1, its
position is a, if it is on Con2, its position is b. Both a and b are determined through random sampling
as below:

a = L[k]− l + r(2L[k]−l)+3l−2L[k]
2

b = La[k]− l + r(2La [k]−l)+3l−2La [k]
2

(12)

where r is a random number. The next step is to determine the direction (θ, ϕ) of a beam, and to trace
the beam [16]. The tracing process is similar to the case for the cone. The emission or reflection of
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each beam of lights obeys the probability distributions. The Monte Carlo simulation process is to trace
each beam of light until it is absorbed or ejected out of the groove. The angle of emission of the beam,
whether the beam is absorbed or reflected at the point of reflection and the angle of reflection are
all regarded as random events and are determined by random sampling. When the number of light
points is large enough, the statistical result of effective emissivity of the groove will converge to the
true value. When the simulation of all V-grooves on the surface is completed, the effective emissivity
distribution of the surface is obtained.

Figure 9. Light tracing for surface with concentric V-grooves.

The effective emissivity εaP(k) of groove k is determined statistically after tracing all the rays.
εaP(k) = ε · Eout · (Acon1 + Acon2)/(Ar(k) · Ns), where Ar(k) = π(R2

k+1 − R2
k) is the aperture area

of groove k, Rk+1, and Rk, represent radii of two adjacent circles which forms the aperture of
groove k. The Monte-Carlo program was performed under the Visual Studio.net2003 environment.
The distribution of effective emissivity εaP(k) of a round piece surface was obtained when all the
grooves had been computed (ε = 0.95, ω = 22.5◦, l = 2.5). When the number of sampled light
points is less than 5 × 106, the results still fluctuate severely. The Monte Carlo calculation converges
slowly [17], and when errors are less than 0.0002, the sampling number of light points is over 3 × 107.
From the simulation results, the values of εaP(k) become lower slightly from the center to the edge.
Curve (1) represents the results corresponding to the sampling number Ns = 3.5 × 106, and curve (2) is
corresponding to Ns = 3.5 × 107, as shown in Figure 10.

 

Figure 10. Distribution of effective emissivity of concentric V-groove surface.
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The radiant source is composed of the V-grooved radiant surface, plus a cylinder to shield the
circumference of the surface. The structure of the source is shown as in Figure 11. Heat pipe technology
requires that the inside of the hollow shell is a capillary wicking porous material filled with heptane.
This is an ideal area radiant source which can provide a uniform thermal radiation.

Figure 11. The structure of the radiant source.

3. Control System Design

The heating system possesses high heat inertia, and it is easily interfered by the environment.
The fuzzy-PID control method is used in the temperature control system to make the system have a
fast response, and operable across a large temperature range with high precision and strong robustness.
The diagram of the control system is as shown in Figure 12. The primary task of the control system
is to ensure the radiant source can reach a certain temperature in the temperature range of 5~95 ◦C.
Heat pipe technology keeps the radiant source isothermal. Three Pt100 temperature sensors are
installed on the heating surface to measure the temperature (as shown in Figure 11). A three-wire
system is used to enhance the anti-interference ability. The temperature signals are amplified and
transferred to a PIC16F876 microprocessor. The fuzzy-PID composite control method was adopted.
The fuzzy control is appropriate for the large temperature range, and the PID is suitable to enhance
the control precision [18]. The temperature signals are sampled by the A/D converter, and the control
method decides the output. The power of the heater is controlled by a bidirectional silicon controllable
rectifier (SCR) which is driven by the PWM outputs from the microprocessor. The incremental PID
control is employed as shown in Equation (13) in which output values are decided by three adjacent
sequential errors [19]:

Δu(k) = Ae(k)− Be(k − 1) + Ce(k − 2) (13)

where A, B, C are coefficients. e means error. e(k), e(k − 1), e(k − 1) are three sequential errors. All the
control algorithms are based upon errors between the test value and the set value.

The fuzzy control method is widely used in temperature control systems [20], because it can
imitate humans’ judgment. E denotes the temperature error, which is the error between the set value
and the measured temperature value. EC represents the changes of temperature errors, and U denotes
the fuzzy control outputs. Some symbols are used to represent the degree in a fuzzy set. NB denotes
negative big, it expresses that deviation is negative big. NM negative medium, NS negative small, O
zero, PS positive small, PM positive medium, and PB positive big. Assuming all the fuzzy variables’
domains of E, EC and U are {NB, NM, NS, O, PS, PM, PB}, the corresponding values are {−6, −5, −4,
−3, −2, −1, 0, 1, 2, 3, 4, 5, 6}. Membership functions can be chosen as the triangle or Gaussian type,
and the curves of the membership functions change along the fuzzy domain set. According to Zaden’s
21 condition sentences, the fuzzy inferences are performed. If the error E is equal to NB or NM, and
the change of errors EC is NB or NM, then fuzzy output U should be PB under the fuzzy inference.
The defuzzification of U can be got by Centroid method [18], as follows:
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z0 =

n
∑

i=1
μc′(zi) · zi

n
∑

i=1
μc′(zi)

(14)

Figure 12. Control system with a PIC16F876 microprocessor.

The digital values of output U are obtained through defuzzification under all conditions of E, EC.
The output control table is formed by these values. Under a set of certain values of E, EC, the output U
can be determined directly by looking up the output control table whose values can be got by using
Matlab [17], the procedures are as follows:

(1) Using the fuzzy control tool box of Matlab, we enter the FIS editor window, and in the Edit menu,
select FIS Properties item, and because the temperature fuzzy control system is a two-dimensional
system, E, EC are chosen as input, and U is chosen as output.

(2) Editing the membership function of E, EC and U, selecting the discourse domain of E to be [−6, 6],
selecting the membership function curves for the fuzzy subset {NB, NM, NS, ZO, PS, PM, PB} to
be the Gaussian curve, and determining the gaussmf, parameter to be [0.8493, −2], and for EC
and U the processes are similar.

(3) In the Edit menu, select the rules to edit, and the judging relationship between the two inputs E,
EC is set as “and”. All fuzzy rule statements are entered. The fuzzy controller design is basically
complete at this point, and the image corresponding to the input variables can be observed, and
the process to determine the output variable value of the reasoning and the calculation process
can be observed by the rule viewer, and through the surface viewer, the output surface map of U
can be observed with the input E, EC changes.

(4) The control file is saved as TemperContol, and the digital values of U are placed in the control
output table [18].

The control output table U[13][13] is the two-dimensional array whose capacity corresponds to
the discourse domains of E, EC. The range of a PWM register output values is 0~1023. When the fuzzy
control is performed, the fuzzy values of E, EC are used as the indexes of U[13][13], and the values of
discourse domains of E, EC ([−6, 6]) should be converted into [0, 12].

The temperature control flow is as follows: when the difference between the measured value and
the set value is greater than the error limit (which can be determined by adjustments), the system is
controlled by the fuzzy control, otherwise, it is under PID control. In the fuzzy control, when E = −4,
EC = 3, the output corresponds to U[2][9] (as to E, −4 is converted into 2, EC, 3 into 9), PWM output
can be obtained by calling the function, set_pwm1_duty (U[2][9]).
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4. Experiments

The radiation of this blackbody radiation source is experimentally verified by the optical
system [21,22]. The radiation is confined to 8~12 μm far infrared light by the filter (see Figure 13),
and then projected onto the HgCdTe infrared radiometer which performs a scanning test. Table 1
shows the results of the radiation field temperature under 40% RH laboratory humidity conditions.
Figure 14 is a thermographic view of the scanning of the radiation source by the scanning radiometer.
The standard deviation SD of the measurement results corresponding to each setting temperature is
less than 0.05 ◦C. With the 95% confidence interval, the uniformity of measurement results which can
be obtained from the radiation source is within ±0.1 ◦C. Because the radiant surface of the source is
isothermal, the uniformity of the testing value of the scanning radiometer verifies the uniformity of
the effective emissivity of the radiant surface, which is consistent with the theoretical analysis.

Figure 13. Optical test system for a radiant source.

The radiation source was scanned every 5 min at the temperatures of 40 ◦C and 70 ◦C, and
the temperature field stability of the radiation source was obtained by statistical calculation of the
measurement results.

 
Figure 14. Thermal image of radiant source.
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Table 1. Tested Results of the radiant source radiation under 40% RH.

T T (◦C) ΔTmax (◦C) SD (◦C)

30.00 29.87 0.32 ±0.03
40.00 39.00 0.45 ±0.04
50.00 48.30 0.41 ±0.05
60.00 57.98 0.31 ±0.04
70.00 67.66 0.29 ±0.04

The Planck blackbody radiation law (Planck’s law) is the fundamental principle in infrared
measurements. A blackbody’s temperature can be calculated by simply measuring the blackbody’s
spectral emission power according to Planck’s law [23]. In recent years, multi-spectral temperature
testing technology which is based on Planck’s law has been applied in practice. However, only
radiometric parameters, such as radiance, are directly measured by the radiometer [24]. Through the
corresponding test principle, the object radiation temperature can be deduced. In order to obtain
the measured temperature, the emissivity of the measured object should be determined, but from
another point of view, if the true temperature of the measured object is known, the performance of
an infrared thermometer can be verified. The method of evaluating radiation source performance
through radiation testing is presented here. If the temperature is determined by the two or more
wavelengths of the specific temperature, the resulting color temperature of the object (Ts) is obtained.
If it is based on the temperature of an object radiation temperature, a characteristic wavelength
of radiation temperature, then the measured object temperature is the luminous temperature (Tl).
An object radiation temperature, color temperature and luminous temperature are not the real surface
temperature (T). When the real temperature of an object is T, its emissivity is ε(T), the radiant output
of the object is M(T). When M(T) is equal to the radiation of a blackbody whose temperature is Tτ , Tτ

is called the object radiation temperature:

ε(T)σT4 = σT4
τ (15)

when ε(T) is known, the real temperature of the object can be derived from the radiation temperature
Tτ according to Equation (15).

If the spectral emissivity of an object is ελ(T), its spectral radiance is Lλ(T). When Lλ(T) is equal to
the spectral intensity of a blackbody with temperature Tl, Tl is called the luminous temperature of the
object. By the Planck’s law, the calculation of the real temperature is simplified in Equation (16):

T =
c2Tl

λTl ln ελ(T) + c2
(16)

where c1 and c2 are the coeffients in the Planck’s law. ελ(T) should be known in order to derive the
real temperature of an object from the measured luminous temperature Tl. Similarly, if the spectral
emissivities under the wavelengths λ1 and λ2 are ελ1(T), ελ2(T), respectively, the real temperature T
can be determined according to Equation (17):

1
T
− 1

Ts
=

ln[ελ1(T)/ελ2(T)]
c2(1/λ1 + 1/λ2)

(17)

where Ts is the color temperature of the object. As to the measuring case, an object’s emissivity, the
luminous temperature or the real temperature of the object can be obtained by comparing the standard
blackbody’s temperature to the object radiation temperature [25]. If the emissivity of an object is known,
its real temperature can be determined through comparing its radiation with a blackbody radiation.
Conversely, if the real temperature of an object is known, its emissivity can be obtained [26]. Because
the radiant source works in the wavelength band 8~12 μm, the following derivation is corresponding
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to a wavelength band. When the radiant source temperature is T and its spectral emissivity is ε(λ), the
spectral luminance on a radiometer is as follows:

ET(λ) =
1
4

ε(λ)τa(λ)τ0(λ)M0(λ, T)
(

D
f ′

)2
(18)

where D and f ′ are the optical aperture and focal length of the optical system, τa, τ0 are the spectral
transmittances of the atmosphere and the optical system respectively, M0 (λ, T) is a blackbody radiant
flux. In the wavelength band λ1~λ2, the detection system output signal level is as below:

U(T) =
1
4

A
(

D
f ′

)2∫ λ2

λ1

RV(λ)ε(λ)τa(λ)τ0(λ)M0(λ, T)dλ (19)

where, RV(λ) is the detector’s spectral response, and A is the area of the detector. When the test
distance is fixed, the infrared transmittance is negligible. Assuming the average transmittance of the
optical system in the infrared band λ1~λ2 to be τ, RV(λ) = 1 for an ideal detector, and the radiant
source emissivity ε is independent of the wavelength, and the measured output level of the radiation
source can be simplified as follows:

U(T) =
1
4

A
(

D
f ′

)2
ετ

∫ λ2

λ1

M0(λ, T)dλ (20)

Under the same test conditions, the output of the standard blackbody can be obtained. When the
output level of the radiation source is equal to the standard blackbody output level, the emissivity of
the radiation source is determined by the following equation:

ε =

∫ λ2
λ1

M0(λ, Tb)dλ∫ λ2
λ1

M0(λ, T)dλ
(21)

where, Tb can be used as the measured radiation source wavelength band, by comparing with the
standard radiation source to determine. T is the real temperature, measured by the temperature
measurement circuit. The radiant flux of the blackbody source can be determined by Planck’s law,
as follows:

M0(λ, T) =
πc1

λ5[exp(c2/λT)− 1]
(22)

Substituting Equation (22) into Equation (21), the emissivity ε of the radiation source at
temperature T can be determined. In order to avoid the complexity of deriving the integral solution
in Equation (22), the emissivity ε is calculated by programming. The integral domain is from λ1 to
λ2 (λ1 = 8 μm, λ2 = 12 μm, and the integration step is dλ = 0.04 μm). Table 2 shows the test and
calculation results.

Table 2. Tested results of the radiant source emissivity.

Tb 29.805 39.165 48.385 58.03 67.68
T 30.03 39.94 50.05 60.02 69.96
ε 0.9964 0.9884 0.9765 0.9735 0.9713

The characteristics of a blackbody radiant source are often evaluated through theoretical
analysis [27]. Theoretical evaluation on the effective emissivity has significance in the design of
a radiant source. Material intrinsic emissivity ε is an important parameter in the evaluation of the
emissivity of a radiant source, but it varies with the environmental conditions. This part is about the
experimental research on the effective emissivity of the radiant source. The results of experimental
tests show differences with the theoretical analysis of the effective emissivity. This is because that the
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theoretical analysis is based on the diffusion model in the whole spectrum band, and the practical
measurements involve specular reflection in the 8~12 μm wavelength. There are differences between
the actual situations and the ideal theoretical assumptions such as the isothermal and diffuse model,
the size of the radiant source. As to the material intrinsic emissivity ε of the radiating surface, in
the theoretical analysis, it is usually regarded as a constant, but in fact, ε itself also changes with the
environmental temperature. If the effective emissivity of the radiation source calculated by theoretical
analysis is adopted as the calibration parameter, it will inevitably produce large errors in the calibration
of the actual infrared equipment, which will affect the infrared imaging quality [28]. From the analysis
above, the uniformity of the emissivity of the radiation source should be verified by the uniformity of
the radiation of the source in the testing spectrum band.

Fowler proposed the concept of black body mass (blackbody quality), and pointed out that the
blackbody mass is dependent on wavelength and temperature, and it decreases with the increasing
temperature [29,30]. The quality of blackbody is essentially a reflection of the radiation source, which
is influenced by the radiant source structure, temperature, environment humidity, etc. This proves
that humidity is sensitive to ultraviolet radiation [31]. The effective emissivity of a radiant source
can be calibrated via a humidity sensor. After the calibration curve is obtained, it is easy to identify
humidity by measuring the radiation of the radiant source. At a certain temperature, the emissivity
of the radiation source should have some relationship with the changing environmental humidity.
The calibration curve of relationship between the emissivity of the radiant source and humidity is
obtained through calibration, which is implemented by the infrared radiant measuring process as the
humidity changes at a temperature of 30 ◦C. Although the sensor DHT11 whose humidity testing
precision is about ±5% RH suitable for 20~90% RH is not suitable to be used as for standard humidity
measurements, here it is used just to show the radiance calibration method for humidity testing.
The calibration curve for the emissivity of a radiant source changing with humidity is shown in
Figure 15. The radiation measurement scheme is as shown in Figure 13, the data scanned by the
radiometer were tested as the humidity changed and was measured by the DHT11. It can be found
that the emissivity of the radiation source decreases rapidly with increasing humidity in the 30~50%
RH range, and becomes smoothly downwards in the 50~70% RH range. Humidity can be measured by
the radiation test on the radiant source, which possesses fast response and strong robustness compared
with other methods. When the radiant source emissivity test value is 0.985, the humidity will be
43% RH with a test accuracy of ±5% RH, and ±1% RH resolution. The test precision is dependent
on the calibration accuracy which is affected by the DHT11 humidity sensor calibration. If a highly
precise humidity sensor such as the AM2301 were adopted, the testing accuracy would be improved.
The advantage of the humidity test via the radiant source is its fast response. The humicap humidity
sensor response time is usually more than 20 s, but the radiant humidity test takes 30 ms which is just
the radiometer scanning time.

Figure 15. Calibration curve of the radiant source.
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5. Conclusions

The characteristics of a surface radiant source were analyzed by the Monte Carlo method which
is a flexible method that can simulate any real problem no matter how complex it is, but only if can it
be described probably. The correct Monte Carlo model which has guaranteed simulation correctness
should be established. Its convergence rate is expected to be very slow. To obtain accurate results,
a large number of samples should be sampled. From the Monte Carlo simulation results, the samples
should be more than 2 × 107. In addition, the random uniformity number and the correctness of the
sampling method are also the important to obtain correct results. Besides the uniformity of random
number and the reasonable model, the computation is also largely affected by the sampling number.
The temperature control system of the radiant source has high thermal inertia and is susceptible to
environmental temperature interference. The fuzzy-PID control method is incorporated with the heat
pipe technology, which makes the system temperature be controlled at a high precision stable level
with a rapid response. The characteristics of the radiant source were not only calculated theoretically,
but also they were tested by a radiometer. The radiant spectrum band of the source was limited in the
bandwidth of 8~12 μm via a lens filter. The results show that the temperature uniformity is within
±0.10 ◦C and the stability is within ±0.10 ◦C. A radiant source radiating out uniform energy can be
used as a standard radiation source [18]. The radiant source can provide uniform thermal radiation
over the radiant surface and radiate a stable radiant flux at a temperature in the range 5~95 ◦C, which
can satisfy the demands for the calibration. Besides, the method of the calibration of the radiation of
the radiant source is suitable to measure humidity, which is implemented by comparing the values of
radiant flux which are obtained under both conditions of the laboratory humidity (e.g., 40% RH) and
the real applied condition RH at the same temperature. Humidity measurements are easily affected
by environmental factors such as temperature. Because humidity affects the radiation received by
the radiometer, humidity can be determined indirectly by its radiation testing. Before performing a
humidity test, a calibration is needed to obtain the calibration curve. The method of using a radiant
source focuses on radiation measurement, which is just affected by humidity. The humidity testing
accuracy of the method is largely dependent on the precision of the calibrating humidity sensor.
Humidity sensors with humicaps often possess long response times, but the method which measures
the radiation directly has a fast response. The method possesses advantages such as not being easily
interfered by the environmental temperature, and a fast response. It is suitable for use in environmental
humidity measurements in grain depots, greenhouses, warehouses, etc. The radiant source with a
large radiant surface in the far infrared radiation region is therefore suitable for performing humidity
tests at a near room temperature.
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Abstract: Relative humidity (RH) at the body-seat interface is considered an important factor in
both sitting comfort and generation of health concerns such as skin lesions. Technical difficulties
appear to have limited research aimed at the detailed and simultaneous exploration of RH and
temperature changes at the body-seat interface; using RH sensors without the capability to record
temperature where RH is recorded. To explore the causes of a spike in RH consistently produced on
first contact between body and seat surface, we report data from the first use of dual temperature and
RH (HTU21D) sensors in this interface. Following evaluation of sensor performance, the effect of
local thermal changes on RH was investigated. The expected strong negative correlation between
temperature and RH (R2 = −0.94) supported the importance of considering both parameters when
studying impact of sitting on skin health. The influence of sensor movement speed (higher velocity
approach: 0.32 cm/s ± 0.01 cm/s; lower velocity approach: 0.17 cm/s ± 0.01 cm/s) into a static RH
region associated with a higher local temperature were compared with data gathered by altering
the rate of a person sitting. In all cases, the faster sitting down (or equivalent) generated larger
RH outcomes: e.g., in human sitting 53.7% ± 3.3% RH (left mid-thigh), 56.4% ± 5.1% RH (right
mid-thigh) and 53.2% ± 2.7% RH (Coccyx). Differences in size of RH change were seen across the
measurement locations used to study the body-seat interface. The initial sitting contact induces a
transient RH response (duration ≤ 40 s) that does not accurately reflect the microenvironment at
the body-seat interface. It is likely that any movement during sitting would result in similar artefact
formation. As a result, caution should be taken when investigating RH performance at any enclosed
interface when the surfaces may have different temperatures and movement may occur.

Keywords: humidity; transient response; body-seat interface; thermal impact; sitting rate; dual
temperature-humidity sensor

1. Introduction

Sedentary behaviour has increasingly become the norm in many societies due to the increasing
reliance on technology [1]. According to previous reports [2–4], it has been estimated that the average
adult sits for up to two thirds of their time awake. However, extensive sitting postures along with
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low energy expenditure (physiological inactivity) have been strongly associated with many health
problems such as obesity, type 2 diabetes, musculoskeletal symptoms and cardiovascular disease [5].

Another group that can be affected by too high humidity at the seat surface-skin interface is
wheelchair users. This group often suffers from various skin diseases due to prolonged mechanical
loading and in some cases, their inability to regulate air circulation in order to maintain their skin’s
viability. A typical and severe problem is the formation of pressure ulcers (PUs) when the skin is
subjected to a mixture of persistent pressure, high humidity, raised metabolism and reduced blood
flow. The yearly expenditure on PU diagnosis and treatment imposes heavy burdens on the health
care sector. Between 1990 and 2001, it was reported that 114,380 people died from PU-related illnesses
in the United States [6,7] alone. Although the cause of PUs is multifactorial, prolonged moisture
and mechanical loading have been considered the main factors underpinning their formation and
development [8].

Regarding the relationship between PUs and moisture build-up at the skin-seat/skin-mattress
contact surface, a mathematical model was established to optimise the microclimate factors including
relative humidity (RH), temperature (T) and pressure (P) [9]. From the perspective of aetiology, the
causation of PUs in chronically immobilised patients was investigated and the results indicated that
ensuring the flow of water vapour from the patient’s body to the outside was an essential component
in the prevention of skin lesions [10,11]. RH has been identified as a primary cause of PU formation
together with lack of activity, friction and shear [12]. As there are no obvious symptoms prior to
the occurrence of PUs, monitoring the microclimate characteristics at body-seat interface may be an
effective tool to help reduce its prevalence.

A number of developments have been reported in order to allow the testing of designs, including
a sitting simulator to evaluate the microenvironment properties of wheelchair cushions [13] and
a personalised seat ventilation system capable of compensating for the RH deficit in a relatively
high-density space (aircraft cabins [14] or classrooms [15]). To evaluate the performance of moisture
dissipation, the TRCLI (thermodynamic rigid cushion loading indenter) was developed and used to
compare the capabilities of different wheelchair cushions in terms of dissipating water vapour [16].
Furthermore, wheelchair cushion selection criteria have been proposed taking the transfer of water
vapour into consideration [17].

Although RH has been recognised as playing an important role in the formation and development
of PUs, it has not proved easy to measure reliably without the researcher having to directly influence
the environment and can be prone to be influenced by the adjacent environment. We have performed
sitting experiments in a wide range of ambient conditions (damp summer days in the UK and very
dry cold winter days in China) [18,19]. Although experimental room conditions were similar in terms
of temperature, obvious differences existed in ambient moisture and, as a result, background RH.
Regardless of these differences, the profile of RH change on sitting and remaining seated generally
appeared very similar. Although much of the experiment produced expected results, one segment of
the RH sensor output regularly caused us to pause for thought, namely the initial recording period.
This period focuses on the duration directly related to sitting down and was associated with an
apparent spike in RH [18]. In previous recordings, we were using humidity sensors without any
direct temperature assessment. Although we had recognised the spike to most likely be an artefact
related to our methodology, another researcher in the field (Siyu Lin) reported seeing a similar artefact.
On raising the question of cause, we decided to explore the transient response of RH characteristics at
the contact surface. The rationale for this was two-fold. Firstly, to understand the changes occurring
at this point and attempt to describe any artefact components as they may mask other potentially
important data; secondly, to ensure an understanding of why this occurred as it might also be capable
of affecting recordings made later in any sitting session. Fortunately, the timing of this research allowed
us to be first to report the use at the skin-seat interface of a sensor chip, which had both RH and
temperature measurement capability. This chip gave us, for the first time, the opportunity to accurately
co-locate these two measurements and, therefore, look to the degree of relationship between them.
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Therefore, the purpose of this study was to offer comprehensive insight into the RH varying patterns
over time following the user’s initial contact with the seat.

2. Materials and Methods

2.1. Hardware System Description

The main component of the data acquisition unit is an ATmega328 processor (Microchip
Technology, Chandler, AR, USA) which is connected to the HTU21D sensors (capable of simultaneously
acquiring RH and temperature information: TE Connectivity Ltd., Rheinstrasse, Schaffhausen,
Switzerland) through an IIC (Inter-Integrated Circuit) interface. Collected data are transferred from
the processor to the computer through a USB cable and stored in the computer’s hard drive disk for
further off-line analysis. The sampling interval chosen is 10 Hz as the rate of temperature and RH
change at the body-seat interface is much lower than this frequency [18,19].

2.2. Sensor Evaluation

Prior to conducting any experiment, a freshly acquired, commercially available HTU21D sensor
randomly selected from a recently purchased package was assessed to determine its performance,
particularly accuracy and linearity along with repeatability and hysteresis. A standardised
environmental chamber (PVS-3KP, ESPEC Environment Equipment Co. Ltd., Hudsonville, MI, USA)
was used for this purpose, having the capability of providing reliable RH variations from 10% RH to
95% RH (Certificate No: ISO 04308Q11746R0 M and EN AC/0708030).

The RH range of the chamber was manually changed to 13–93% RH, with increment/decrement
steps of 4% RH. The chamber temperature was set to 25 ◦C ± 0.1 ◦C, which is the recommended
testing temperature for the sensor in accordance with the manufacturer’s data sheet. At each testing
point, the stabilised sensor’s output was recorded and comparative tests were carried out using the
averaged value of five outputs (at each stabilised testing point) from the sensor. In addition, RH
increment/decrement tests were performed five times in order to examine the repeatability.

2.3. Consistency Test

Three HTU21D sensors were attached to the contact surface of the foam cushion in the
approximate locations suggested by previous research [18,19]. Briefly, these are: one on each side of the
cushion symmetric to the central line (approximating the middle of each thigh) and a further sensor
at the rear (at a point approximating the location of the coccyx region). To replicate the influence of
pressure imposed on sensors due to human sitting, dummy buttocks were created. They were made by
inserting sand bags into a pair of jeans with the lower legs sewn shut. The total mass of the calibration
dummy buttocks was 50 kg in order to mimic the human loading introduced to cushions used in
previous studies [19–21].

Attention was paid to ensure that all the sensors would be fully covered by the dummy buttocks
in the loading trial. A 1-h duration trial was conducted in a vacant research room with environmental
conditions: 27.8 ◦C ± 0.1 ◦C and 39.9% ± 0.2% RH. The door of the research room was closed during
the entire experiment with no researchers remaining in the room during this time. This precaution was
to limit the likelihood of any possible disturbance to the room temperature and RH levels.

2.4. Heating Trial

To examine the influence of thermal variations on the sensors RH output, an experiment was
carried out to imitate body-seat interface RH changes at the initial point of sitting down under the
environmental condition: 43.0% ± 1.4% RH and 22.5 ◦C ± 0.2 ◦C. An HTU21D sensor was placed
in a cavity (63.3 × 40.4 × 18.7 mm: Length, Width and Depth, respectively) cut into the surface of a
foam seat pad (cushion). An aluminium water tank (223 × 132 × 66 mm: Length, Width and Depth,
respectively) containing half its total volume of tap water was then positioned on the top of this slot.
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Water temperature was monitored by reading from an Hg thermometer in the water tank. Boiled water
was gradually added to the water already in the tank until the water temperature in the tank reached
40 ◦C. The water was then allowed to cool until the temperature in the water tank dropped to around
20 ◦C. During the whole process, both temperature and RH values inside the slot in the foam cushion
were recorded by the HTU21D sensor and transmitted from the digital communication interface of the
microprocessor to the computer through a USB cable.

2.5. Human Trial

A healthy university student (174 cm and 58 kg) voluntarily participated in all tests, which had
been approved by the ethics committee affiliated to Harbin University of Science and Technology. The
participant gave written informed consent prior to volunteering. To prevent any effect caused by the
material of any garment worn, the participant was asked to wear jeans while taking part in all trials.
Measurements were made in the same laboratory as the other tests with both ambient temperature
and RH being continuously monitored. The laboratory door was closed during the testing period to
avoid any disturbance to the environmental conditions.

2.5.1. Sensor Movement

Presuming that differences in approach speeds between body and seat interface could have an
impact on the transient RH variance, an adjustable speed system (Figure 1) was developed on which
the sensor was mounted. During the trials, the body was kept in contact with the seat surface (relative
static) while the sensor approached the contact surface at different speeds. The sensor was not fixed
in the hole for the following reasons: (1) approach velocities between body and sensor would not be
consistent between each trial; (2) the sensor’s movement was considered equivalent to the movement
of the participant according to relative movement theory [22]. Additionally, it was possible to adjust
the moving speeds precisely by programming the microprocessor.

Based on the above design considerations, the adjustable speed system consists of a stepping
motor, a rack and pinion, a control unit based on ATmega328 processor (Microchip Technology,
Chandler, AR, USA) and some peripheral circuitry. The HTU21D sensor was fastened to a custom-made
rack and pinion platform using hot melt adhesive (Delixi Electric Ltd., Zhejiang, China). A hole (20 mm
in diameter) was created in a foam cushion fixed on a commercially available wooden chair. The hole
was made at approximately the position that the middle part of the left thigh would be expected to
occupy in a seated person. The hole pierced the whole of the foam and seat below. The sensor was
driven upwards through the hole from below the chair towards the uppermost surface of the foam.

Testing was divided into two trials according to the sensor’s movement speed (0.32 cm/s ± 0.01 cm/s
and 0.17 cm/s ± 0.01 cm/s). Each trial was repeated 10 times, with a 20-min recovery interval being
provided between each trial in order to ensure the sensor had similar starting conditions. As previously,
in order to reduce the impact of environmental changes, the whole test was completed in the same
laboratory, with the door closed throughout the recording period. The ambient temperature and RH of
the laboratory during these trials were 28.5 ◦C ± 0.2 ◦C and 57.9% ± 0.9% RH, respectively.

After initialising the system, the participant was asked to take a seat. The sensor system was then
programmed to move up through the hole at the preset speed. When the sensor came into contact with
the left mid-thigh (measurement position), the stepping motor stopped. During the whole process, RH
values were recorded and the last five recordings were averaged to represent the immediate contact
RH value.
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Figure 1. Configuration of the sensor movement system. Major components included: (1) data
acquisition unit, (2) stepping motor, (3) transportation mechanism, (4) custom-made foam cushion with
a drilled hole and (5) the wooden chair surface configured with the same hole. Both the customised
cushion and the chair had equal dimensions (399 × 378 mm, length and width, respectively).

2.5.2. Participant Movement

In this part of the trial, three HTU21D sensors were fixed to the foam cushion at three sensitive
locations described above: left mid-thigh, right mid-thigh and coccyx relative to the body structure of
the participant [18]. To evaluate the effect of sitting speed on the interface RH, the same participant
sat down at two different speeds (slowly or rapidly). Firstly, the participant stood in front of the test
chair and waited for the order to sit down. The data acquisition system was activated to record the
initial RH values, which were used as reference baselines. At this point, the participant was asked to
“take a seat” (either slowly or quickly). After the participant sat properly (the buttocks were fully in
contact with the foam cushion), the data acquisition process was manually terminated. The sitting
speed trials were repeated ten times with a 20-min time gap between trials to allow sensors to recover
to a condition similar to that at the start. The ambient temperature and RH parameters during these
experiments were 24.7 ◦C ± 0.2 ◦C and 38.6% ± 0.4% RH, respectively.

2.6. Statistical Analysis

Normality of the data was assessed using Kolmogorov-Smirnov tests followed by appropriate
paired test (t-test) to investigate the influence of sitting speed on RH at the sensor site. One-way analysis
of variance (ANOVA) was used to examine RH characteristics among different measurement locations
(participant movement trials), followed by a post-hoc Tukey-Kramer test [23] where appropriate.
Along with the ANOVA, a Tukey-Kramer test is effective at determining the difference among each
series of reading by comparing all possible pairs of means. The significance level was set as p < 0.05 for
all statistical analyses. Finally, correlation analyses were performed to determine potential relationships
between obtained measures.
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3. Results

3.1. Sensor Performance

Figure 2 illustrates the sensor’s performance in terms of linearity, repeatability and accuracy using
data from the environmental chamber trials where RH was increased and then decreased, at the same
temperature. Regarding accuracy, the absolute maximum difference between average (n = 5) reported
value and the standardised RH values (environmental chamber output) was 1.8% RH over the full
testing range. Regarding repeatability, the absolute maximum deviation among the five tests was
0.5% RH.
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Figure 2. Performance of the humidity component (RH) of the HTU21D sensor. The square shape (�)
indicates the measurements associated with increments in RH while the triangle shape (	) indicates
measurements associated with decrement changes. The dashed line is the fitting curve for the increment
data and the dotted line is the fitting curve based on the decrement data. The fitting equation for the
increment test is y = 0.984x + 0.5124 while for the decrement test it is y = 1.0111x + 0.4142.

Output from the sensors also exhibited an approximately linear relationship in relation to that
from the standardised environmental chamber (R2 = 0.9989 and 0.9987 for increasing and decreasing
RH trials, respectively). In terms of hysteresis resulting from increasing and decreasing RH, the
correlation between RH outputs from the sensors was R2 = 0.9997.

As three sensors were to be used in trials, their outputs were compared (Figure 3) under a sitting
simulator (to simulate static loading pressure of sitting) and in a constant humidity/temperature
environment for 1 hour. Outputs from the three sensors (Mean ± 1SD) were 41.4% ± 0.2% RH, 41.0%
± 0.2% RH and 41.1% ± 0.2% RH, respectively. A one-way ANOVA revealed no significant difference
between the three sensors (p > 0.1).
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Figure 3. Box and Whisker plot of the data from the consistency test for the three humidity sensors
using dummy buttocks to imitate the body pressure on the cushion surface. The experiment was
performed in a vacant laboratory over a period of one hour (environmental temperature and RH: 27.8
◦C ± 0.1 ◦C and 39.9% ± 0.2% RH). Top and bottom whiskers on the figure represent the maximum
and minimum values for the corresponding humidity sensors, while the line inside each box represents
the median value. The upper and lower borders of the boxes represent the 75th and 25th percentile
values, respectively. In addition, the average values have been indicated by ‘*’ in the boxplot.

3.2. Relationship between Temperature and RH

The influence of temperature changes on RH within a small region was assessed under the
following environmental conditions: 43.0% ± 1.4% RH and 22.5 ◦C ± 0.2 ◦C (Figure 4). During
the heating stage (hot water filled into the tank causing the air temperature inside the slot of the
foam cushion to steadily rise due to thermal exchange), RH values within the region dropped to the
lowest points (17.2% RH). In the natural cooling stage (the water was left to cool down without any
interference), RH values gradually increased and stabilised at 45.2% RH. The correlation coefficient
between temperature and RH value was −0.94.
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Figure 4. Graphical representation of the one-hour heating trial to illustrate the relationship between
temperature change and relative humidity (RH) inside the relatively sealed environment created within
the slot in the foam cushion. The dashed line represents the variation in temperature values (created by
changing water temperature inside a metal container, which was monitored by reading from an Hg
thermometer) and the solid line is the response of RH within the enclosed space in the foam cushion
slot (environmental condition: 43.0% ± 1.4% RH and 22.5 ◦C ± 0.2 ◦C).

To further analyse the relationship between the temperature and RH (Figure 5), Heat Index (HI)
was calculated using the following equation [24]:

HI = c1 + c2T + c3R + c4TR + c5T2 + c6R2 + c7T2R + c8TR2 + c9T2R2 (1)

where:
c1 = 0.363445176, c2 = 0.988622465, c3 = 4.777144035
c4 = −0.114037667, c5 = −8.50208 × 10−4, c6 = −2.0716198 × 10−2

c7 = 6.87678 × 10−4, c8 = 2.74954 × 10−4, c9 = 0
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Figure 5. Comparison of heat index (HI) and measured temperature (T), both reported as ◦C, where the
red line represents the measured temperature values and the blue line is HI calculated using relative
humidity (RH) and the temperature from within the slot in the foam cushion.

To examine how RH varies according to the changing temperature, Dew Point (DP) values were
also calculated [25]:

DP =
243.04 ×

(
ln
(

RH
100

)
+ 17.625T

243.04+T

)
17.625 − ln

(
RH
100

)
− 17.625T

243.04+T

(2)

The calculated DP values were compared to a DP table (https://www.lamtec.com/technical-
bulletins/dew-point-table/) utilising three testing points (starting point, near peak and end point) to
examine RH variation in relation to changes in temperature.

3.3. Measurement of the Body-Seat Interface RH

3.3.1. Sensor Movement

In the sensor movement tests (n = 10), significantly different (p < 0.05) RH values at the body-seat
interface were found between the fast (85.0% ± 1.6% RH) and slow (78.5% ± 3.5% RH) velocity of the
stepping-motor-driven sensor system (Figure 6).

To analyse the relationship between the sensor approach speeds and RH, the average values of
each trial for sensor speed and its relative RH were assessed for the presence of a correlation. However,
no correlation was observed between high speed and RH, whereas at best a weak correlation might
exist with slow speed (correlation coefficients 0.02 and 0.64, respectively). In addition, the trend curve
for both moisture and temperature showed an apparent “spike” after the sensor achieved full contact
with the left mid-thigh of the participant (Figure 7).
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Figure 6. Comparison of body-seat interface relative humidity (RH) when the sensor moves towards
the left mid-thigh of the participant at two different velocities: lower speed rate (LSR; 0.17 cm/s ±
0.01 cm/s) and higher speed rate (HSR; 0.32 cm/s ± 0.01 cm/s). In addition, the temperature values at
the contact surface for different speeds of sensor movement are illustrated along with RH. Error bars
denote ±1 standard deviation.

 
(a) 

Figure 7. Cont.

65



Sensors 2019, 19, 1471

 
(b) 

Figure 7. Varying patterns of temperature and moisture based on a data set from one of the 10 repeat
trials. After the sensor was fully in contact with the mid left-thigh of the participant, the system
remained in that position to record information for approximately 100 seconds: (a) relative humidity
(RH) and temperature (T); (b) specific humidity (SH) and temperature where SH data were estimated
using a humidity converter from the following website (http://www.humcal.com/index.php).

3.3.2. Participant Movement

When the participant sat down either slowly or rapidly, the body-seat interface RH responded
differently at the measurement locations (Figure 8). Based on the 10 repeat trials, the statistical values
(Mean ± 1SD) were 51.0% ± 1.6% RH (left mid-thigh), 51.8% ± 1.3% RH (right mid-thigh) and
48.5% ± 0.5% RH (Coccyx) for sitting slowly. In comparison, the fast sitting down generated larger RH
outcomes: 53.7% ± 3.3% RH (left mid-thigh), 56.4% ± 5.1% RH (right mid-thigh) and 53.2% ± 2.7%
RH (Coccyx).

Significant differences were found among different sitting speed for each measurement location
(p < 0.05: paired t-tests). The sitting speed in the sagittal plane was estimated by measuring the vertical
and horizontal distances between the bottom (initial contact point) just before sitting and the contact
point on the seat cushion. The trajectory between these two points was estimated by assuming a right
angled triangle and calculating the hypotenuse in order to approximate the moving path during sitting
down process (linearity was assumed for ease of calculation, although it is acknowledged that the path
was likely to be slightly curvilinear). The time taken to sit for each participant movement trial was
recorded and divided by the estimated distance travelled.

Another interesting discovery was that significant differences also existed among the different
measurement locations at the lower sitting speed (p < 0.05), while the difference was not significant for
the faster sitting speed (p = 0.13). To further explore this apparent difference, a Tukey-Kramer test was
applied to analyse the RH data from the slow sitting down experiments. Results indicated that the
coccyx region sensor showed a significant difference from both mid-thigh measurements (the difference
between left mid-thigh and coccyx was 2.4% ± 1.5% RH and it was 3.3% ± 1.5% RH between right
mid-thigh and coccyx), while there was no significant difference between left and right mid-thighs.
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Figure 8. Averaged relative humidity (RH) values based on 10 sets of measurements including the last
five measuring points from each of the three sensitive locations: left mid-thigh (LMT), right mid-thigh
(RMT) and coccyx (CO), when the participant sat down at different speeds (fast: 10.29 ± 0.90 cm/s;
slow: 6.78 ± 0.43 cm/s). Error bars denote the first standard deviation. The ambient temperature and
RH parameters were 24.7 ◦C ± 0.2 ◦C and 38.6% ± 0.4% RH, respectively.

4. Discussion

4.1. Sensor Evaluation

Based on the sensor performance tests, it is conceivable that HTU21D is more suitable for
detecting body-seat interface microenvironment parameters than traditionally used single modality
sensors [18–20]. Firstly, the accuracy is ± 2% RH along with lower hysteresis (±1% RH) according
to the sensor’s datasheet, confirmed in part by the findings presented here. Secondly, it integrates
both temperature and RH detectors in a single tiny microelectronic chip (3 × 3 mm). As a result, it
is possible to measure both thermal and humidity information at the same contact area without the
need of deploying two solo-functioning (temperature/humidity) transducers. The thermal detection
range is from −40 ◦C to 100 ◦C with the capability for full range RH measurement (0% RH to 100%
RH). Lastly, but not least, the price for a breakout board of HTU21D is minimal, making it financially
and practically possible to construct a sensing array for use at the contact surface similarly to our
previously published research [20].

4.2. Transient Characteristics of RH at the Contact Surface

Based on the experimental results presented here, we conclude that temperature variance can
and does influence the recorded RH during the initial period when the surfaces move into contact
A further factor appears to be the speed of the sensor approaching the buttocks and vice versa (i.e.,
speed of sitting down). RH is directly related to the temperature of the sensor when it makes the
reading; therefore, knowledge of the temperature would be considered important. When two surfaces
at the same RH but different temperatures come into contact, the sensors may misreport the water
vapour before the temperatures of the surfaces become equilibrated. Hence, research would require
an estimation of the period of time, which would guarantee equilibration with the environmental
temperature. The application of both temperature and RH sensors within such a small space makes
it possible to recognise the difference in equilibration and therefore see the RH change ahead of
the temperature change. Lower sensor temperatures will result in the same proportion of water
vapour in the air being interpreted as a higher RH, which was clearly shown by the heating trials
(Figure 4). The faster the approach speed between the sensor and temperature source, the larger
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RH output generated (artefact: Figures 6 and 8), probably as a result of the rather instantaneous
presentation of skin surface water vapour and the more delayed transmission of skin associated
temperature changes (Figure 7). The human body is a complicated thermoregulatory system that
keeps core body temperature at approximately 37 ◦C through various mechanisms, including sweat
evaporation [26]. In addition, choice of clothing material can be used to either enhance or hinder
both heat and water vapour transfer out from the body, and thus by extension, will affect transfer
to and from any surface the skin comes into contact with [27] and should be carefully considered
for any experimental assessment of this interface, along with the surface RH characteristics [13,16].
This finding highlights the importance of not only building an integrated microenvironment (both
temperature and humidity generator) simulation system but considering the impact of loading rate
(e.g., sitting speed) when using either a human or a dummy to investigate RH changes at the body-seat
interface [13].

In the heating trial, the RH reached equilibrium (Figure 4) after the water temperature (19.9 ◦C)
in the tank had nearly returned to room temperature (22.5 ◦C ± 0.2 ◦C). This phenomenon supports
the delay in the interpretation of RH by the system caused by the sensor failing to equilibrate quickly
enough to changes in temperature. Hence, there will always be a prolonged period to achieve an
accurate RH equilibrium (i.e., reading the accurate RH at the set temperature). The rate of change
was found to be 0.9% RH/min for the whole testing process (from heating to cooling). These findings
indicate that thermal conditions should be taken into account when analysing the RH variations [16]
as the amount of water vapour present could also be expected to affect temperature transfer rate.
This aspect has been verified with the calculations of HI which reflects the combined influence of
temperature and RH (Figure 5). The rising and falling trend of calculated HI and measured temperature
showed a similar pattern (difference in mean ± SD: 1.1 ◦C ± 0.5 ◦C). In addition, there was a strong
negative correlation between temperature and RH. It is this association between temperature and RH
that may underpin the “spike” phenomenon when measuring RH at the body-seat interface during the
initial period of sitting (Figure 7). The DP tests showed that there were no obvious differences in the
calculated values and previously published ones (technical bulletin Number 10, Lamtec Co., Bethel,
PA, USA).

The general finding of a lack of difference between left mid-thigh and right mid-thigh is consistent
with our previous reports showing the RH distribution to exhibit a symmetrical pattern when a healthy
participant uses a standardised sitting posture (e.g. sitting upright without fidgeting or movement) [18].
As the thighs and coccyx are significantly different, it supports the necessity of utilising multiple sensors
measurement points when investigating microenvironment characteristics over the whole contact
surface. The slower rate of approach between the sensor and person sitting showed differences;
however, the faster speed of approach failed to show a similar pattern (no significant difference among
different measurement locations). This may be due to larger magnitude of air movement resulting
in some water vapour being expelled from the small region where the sensors were placed during
faster sitting process. This supports the need to pre-determine the rate of sitting and movement when
deciding the protocol, as rapidity of change in position can differentially affect the size of any RH
change associated with the movement.

4.3. Limitations

Though some apparently meaningful findings have been reported here, there were several
limitations to the current study. Regarding the response time of sensors, we relied on the datasheet
and previously published research results [18,19] when deciding which sampling frequency to choose.
Though the typical response for the HTU21D is 5 s (Max = 10 s), it would be better to directly evaluate
this performance in future work, to avoid the issues identified here related to the delay in equilibration
of temperature. Then, the trials of sitting speed (either sitting down or sensor movement) were
conducted consecutively (i.e., 10 repetitions at the same rate of movement), based on the consideration
that the reliability and consistency between each sit down phase would more likely be higher if all the
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repeats of a single sitting speed were performed consecutively. However, selecting the speed randomly
may have been a better solution to reduce additional issues (e.g., anxiety/boredom) associated with
continuously repeating the activity at the same speed. Additionally, we assumed the movement to be
linear, which may have added a slight variance based on choice of sitting movement method chosen
by the subject for each test. A further limitation might have been the start/stop points of the stepping
motor in the current study, which was determined by estimating the running time (assuming the
distance and speed were constant values). However, it is difficult to ensure every movement was a
uniform rectilinear motion due to the probably presence of mechanical and electronic errors. For more
accurate measurements, a proximity sensor would have been a better solution to control the stop
point of the stepping motor and allow more accurate determination of the end-point distances in this
enclosed space. It might also be useful to repeat the study with more participants in order to verify the
universality of the findings.

Notwithstanding the aforementioned weaknesses, the strengths of this study appear obvious:

1. Evaluate the performance of the temperature-humidity-integrated sensor and determine the
potential for (and confounding factors underpinning) the artefact based changes in RH.
Our results suggest that the HTU21D could be considered a more ideal choice for simultaneously
measuring the microenvironment (both temperature and RH) changes at the body-seat interface.

2. Demonstrate that a rapid heating or cooling could have a strong impact on reported RH values
owing to the environmental changes (such as thermal exchange) within a small area. It must
be remembered that the body-seat interface RH has an association with the body temperature
transmitted from user to sensors. As heat conduction through air is slow, the RH estimation at skin
levels will be subject to artefact enhancement until the temperature of the sensor approximates
that of the skin.

3. The initial sitting contact induced RH peak could be considered an artefact resulting from the
increased moisture associated with the warmer body entering the small region over a colder
sensor. This finding further highlights the importance of monitoring temperature changes while
investigating the RH variations at the contact surface. This monitoring is not only important for
the start of sitting, but also during prolonged periods of sitting as the person starts to fidget.

5. Conclusions

The findings support the hypothesis that the transient increase in RH at the onset of sitting is an
artefact as a result of moisture from a warmer environment interacting with a colder sensor. This spike
in RH occurred during the sensor movement trials (Section 2.5.1) and attained 80.2% ± 3.2% RH with
a body-seat interface temperature of 29.4 ◦C ± 0.3 ◦C. Following the initial point of contact, the RH
peak declined in magnitude as the temperature of the sensor increased up to the point of thermal
equilibrium in that environment. The stable outcome of RH in the sensor movement trials was 65.5%
± 3.3% RH and temperature between skin surface and seat contact surface reached 32.4 ◦C ± 0.4 ◦C.
Therefore, when evaluating microenvironment variations between the body and seat interface, it
appears critically important for researchers to consider adapting methodological changes to limit the
impact of movements when sitting and recording RH. Although RH changes are most noticeable in the
initial contact period (approximately the first 40-seconds of data), it is likely that similar effects occur
as the result of movements in prolonged sitting experiments. In addition, the correlation between
RH and temperature is so strong that it is necessary to monitor temperature while investigating RH
changes at the contact surface.
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Abstract: Soil water content is an important parameter in many engineering, agricultural and
environmental applications. In practice, there exists a need to measure this parameter rather
frequently in both time and space. However, common measurement techniques are typically invasive,
time-consuming and labour-intensive, or rely on potentially risky (although highly regulated)
nuclear-based methods, making frequent measurements of soil water content impractical. Here we
investigate in the laboratory the effectiveness of four new low-cost non-invasive sensors to estimate
the soil water content of a range of soil types. While the results of each of the four sensors are
promising, one of the sensors, herein called the “AOGAN” sensor, exhibits superior performance,
as it was designed based on combining the best geometrical and electronic features of the other three
sensors. The performance of the sensors is, however, influenced by the quality of the sensor-soil
coupling and the soil surface roughness. Accuracy was found to be within 5% of volumetric water
content, considered sufficient to enable higher spatiotemporal resolution contrast for mapping of soil
water content.

Keywords: agriculture; capacitive sensors; dielectric constant; remote sensing; surface soil water content

1. Introduction

Soil water content is a parameter with implications in an array of engineering, hydrology, climate
science, water resource management, remote sensing and agricultural applications [1–6]. The challenge
of increasing water use in agriculture, which is known to be the largest consumer of water resources
(e.g., see [7]), can be alleviated by better-informed irrigation decisions and smart farming systems
that are based on accurate measurements of soil water content [8–10]. In addition, accurate and rapid
measurements of soil water content can enhance site assessments in a broad range of civil engineering
applications such as road construction, since the soil moisture is an important parameter to derive the
strength and the integrity of the infrastructure [11]. Furthermore, in bushfire management, the fuel
availability estimates used for issuing warnings are partly based on the soil moisture deficit [12].

Surface soil moisture comprises only 0.05% of the Earth’s total fresh water. Although this value
is small, the amount of soil moisture is imperative in agriculture for crop development, irrigation
management, crop type selection and plant stress [13–16]. Additionally, spatiotemporal variations of
near surface soil water content are of paramount significance in a number of applications due to its very
large inhomogeneity [17–19]. As such, the near surface soil water content is an integral hydrological
and meteorological parameter for ground truthing remotely sensed data, mapping variable sources of
streamflow, developing large scale surface water and energy balance models and improving the land
component of climate models, including global circulation models [17,20–26]. In precision agriculture,
it is the soil water content in the root zone, not the near surface water content, that determines the
amount of water available to a plant. However, the water available to the plant often can be inferred
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from near surface soil water content information (e.g., see [19,27–30]). Nonetheless, with the current
soil water content measurement techniques measuring the surface soil water content become difficult
to assess its spatiotemporal variability [31,32].

Soil water content can be directly measured using the oven drying method which is accurate
and inexpensive; however, it is time-consuming and labour-intensive. In addition, there are indirect
techniques which utilise other soil parameters as a proxy to estimate soil water content. Neutron probes
are commonly used for these indirect techniques; however, there are limitations associated with their
use. These limitations are primarily due to the probes containing radioactive materials and include the
high cost of equipment, the requirement of a certificate to operate, the inability to use as a continuous
monitoring tool and unreliability to estimate near surface soil water content [2,20,33]. Furthermore,
the common methods of measuring soil water content often cannot provide immediate feedback [34].
The disadvantages of traditional soil water measurement methods associated with time and cost
are exacerbated by the large spatial extent of measurements required for irrigation management in
agriculture and motivate the development of cost-effective and non-invasive alternatives [35,36].

Alternative techniques which address some of the limitations of traditional methods include
dielectric methods. In these, the electrical properties of soil are utilised as a proxy to estimate
soil water content. For example, Time Domain Reflectometry (TDR) probes, Frequency Domain
Reflectometry (FDR) probes, capacitive probes, impedance probes, Ground Penetration Radar (GPR)
and Electromagnetic conductivity (EM) antennas have been used to estimate water content in various
applications (e.g., see [10,37–41]). However, the accessibility of these methods is limited by the high
cost of equipment and difficult result interpretation. Furthermore, despite the non-invasive nature of
GPR and EM antennas, the requirement of probe insertion into the soil makes the TDR, FDR, capacitive
and impedance probes labour intensive, particularly for hard or dense soils. Additionally, by being
invasive, repeated measurements at the same location can make the measurements unreliable [42].
To compensate for the high cost involved in some of the aforementioned methods, there exist other
common low-cost sensors which, although invasive, demonstrate good performance. The heat pulse
soil moisture sensors using single or dual probe designs have been introduced in this context [43–50].
Furthermore, recent developments in capacitive soil moisture sensors have enabled low cost means
in soil water content measurement [49,50]. Nonetheless, they have not eliminated the need for probe
insertion. For this purpose, a needle-free heat pulse sensor system has recently been developed [51].
Although this sensor has no needle and is inexpensive, burying it in the soil causes soil disturbance [51].
None of these developments, however, have focused on non-invasive measurements of near surface
soil water content. Instead, remote sensing applications have been widely used as the primary source
of information of surface soil water content. However, they often lack the required resolution for
certain applications [31,52]. It has been suggested that understanding the sub-footprint scale of the
variability of remotely sensed soil water content is an important factor to fully utilise these data [31].

Motivated by the importance of soil water content and the drawbacks of its current measurement
techniques, particularly for near surface soil water content, this research aims to develop a new
non-invasive, low cost and capacitive-based technique for estimating near surface soil water content.
We hypothesise that given the accuracy of the relationship between soil water content and its dielectric
properties, which is widely known, the surface soil water content can be estimated from the surface
using a non-invasive capacitive sensor (since capacitance is linked to the dielectric constant and the
sensor geometry). To evaluate this hypothesis, we first compared three new non-invasive capacitive
sensors developed to estimate soil volumetric water content and we examined their performance for
four different soil types and for a range of water contents. Subsequently, based on the comparative
performance of these three sensors, a fourth sensor was designed and manufactured to substantially
reduce the limitations of the previous versions. The sensors, particularly the fourth one, demonstrated
great potential in detecting variation in soil water content from the ground surface. Moreover, it is
concluded that the soil-sensor coupling and roughness of the soil sample surface play an important
influencing role in the performance of the sensors.
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To address the objective of this research, this manuscript is organised as follows: In Section 2,
an overview of dielectric permittivity and soil moisture is introduced. Sections 3 and 4 comprise
descriptions of the materials and methodologies used. The results, analyses and discussion are
presented in Section 5. In Section 6, we discuss potential practical applications of the sensors as well as
the limitations of the research. Finally, summaries of the findings and recommendations for future
work are presented in Section 7.

2. Theory and Background: Dielectric Permittivity and Soil Moisture

Current non-destructive soil water content estimation techniques such as GPR and TDR are based
on measuring the dielectric permittivity of soil. The dielectric permittivity, ε (F/m), is a complex
number which measures the degree to which a material is polarised when it is subjected to an electrical
field and it can be represented as shown by [41]:

ε = ε′ − jε′′ (1)

where ε′ is the real component of the dielectric permittivity (F/m), j =
√−1 is the imaginary number

and ε′′ is the imaginary component of the dielectric permittivity (F/m) known as the dielectric loss.
The ratio between a material’s dielectric permittivity and that of air (εo ≈ 8.85 × 10−12 F/m) is known
as the relative dielectric permittivity, κ and can be written as:

κ =
ε

εo
= κ′ − jκ′′ (2)

where κ’ is known as the dielectric constant and κ” is known as the loss factor. In an unsaturated
soil, water has the highest dielectric constant (κ’ ∼= 80), which is noticeably larger than the dielectric
constant of minerals (2 < κ’ < 7) and of air (κ’ = 1). The bulk dielectric permittivity of soil, a mixture of
these three elements is, therefore, influenced mostly by the water content. Indeed, a strong correlation
between the soil volumetric water content and the (real) dielectric constant is reported in the literature.
There are several studies which investigated the correlation between soil volumetric water content and
its real dielectric constant, considering parameters such as soil type, salinity, density, temperature and
frequency of measurements (e.g., [53–57]). Within this context, Topp, Davis and Annan [53] performed
TDR measurements on four types of soil to propose what it is today the most commonly used empirical
model: for a low-loss homogenous material (i.e., low or negligible κ′′ ), the correlation between the
apparent dielectric constant, κ′ and its volumetric water content, θ, is:

θ = 4.3 × 10−6 κ′3 − 0.00055 κ′2 + 0.0292κ′ − 0.053 (3)

Further, capacitance, C, is the ability of a material to store an electrical charge. The capacitance
of a capacitor is related to the dielectric constant of the dielectric material used as the insulator [58]
such that:

C = κgε0 (4)

where κ is the relative dielectric permittivity, g is a geometric constant and ε0 is the permittivity of a
vacuum (F/m). Measurement of soil permittivity through capacitance methods was first introduced
by Dean, et al. [59], who developed a capacitance sensor operating at a frequency of 150 MHz for the
purpose of creating a cost-effective and safe in situ method [58]. Furthermore, due to their relatively low
cost and ease of operation, capacitive sensors are becoming increasingly popular among researchers
and practitioners [60]. Most importantly, the relationship between water content and the dielectric
constant of a soil is widely accepted to be accurate [42,58]. We compare four new capacitive sensors
developed to non-invasively estimate the soil volumetric water content by utilising the relationship
between the volumetric soil water content and the dielectric constant (Equation (3)) and the relationship
between the capacitance and the dielectric constant (Equation (4)).

74



Sensors 2019, 19, 651

3. Materials and Methods

This section describes the experimental framework including the material and methods used to
address the objectives of this research.

3.1. Tested Soils

Four different soil types collected from Victoria, Australia, whose characteristics are summarised
in Table 1, are used for testing. Soils are selected to cover a range of grain sizes and textures based on
grain size distribution analysis according to Australian Standards [61,62]. In addition, the plasticity
index (Plastic Limit, PL and Liquid Limit, LL) were determined following Australian Standards [63,64].
The Organic Matter (OM) was measured using the Loss on Ignition (LOI) method described in the
American Society for Testing and Materials (ASTM) standards [65]. The salinity of the samples was
estimated using the conductivity, σ, of the samples at saturation point (σ = κ′′ · ω· ε0 ), where κ′′ is
the loss factor (see Equation (2)) and ω is the angular frequency, as proposed by Santamarina and Fam
as well as Narsilio, et al. [66,67].

Table 1. Characterisation of soil samples.

Soil Sample Location
Clay
(%)

Silt
(%)

Sand
(%)

PL
(%)

LL
(%)

OM
(%)

Salinity
(dS/m)

USCS
Symbol

Brighton Group Sand Brighton, VIC <1 2 97 NA NA 0.08 1.5 SP
Silty Sand Melbourne, VIC <1 14 85 NA NA 0.37 2.3 SM

Silty Clay (Camb) Camberwell, VIC 48 42 10 19 28 0.18 3.0 CL
Clayey Silt (Bun) Buninyong, VIC 13 70 17 30 39 0.33 1.6 ML

PL—plastic limit; LL—liquid limit; OM—organic matter; SP—poorly graded sand; SM—fine-grained silty sand;
CL—low to medium plasticity silty clay; ML—low to medium plasticity clayey silt.

Based on the unified soil classification system (USCS) described in the Australian Geotechnical
Site Investigations standard [68], the first soil is classified as a poorly graded sand (SP) denoted in
this manuscript (and locally known) as Brighton Group Sand; the second soil as a fine-grained silty
sand (SM) referred to as Silty Sand in this manuscript; the third soil as a low to medium plasticity
silty clay sample (CL) denoted as Camb Clay in this manuscript and the fourth sample is classified
as a low to medium plasticity clayey silt (ML) referred to as Bun Silt in this manuscript. These clay
samples belong to the Silurian Melbourne geological formation, which contains primarily illite and
kaolinite minerals. Based on the estimated values of salinity, the Brighton Group Sand and the Bun Silt
are considered as non-saline soils whereas the Silty Sand and Camb Clay samples are considered as
moderately saline according to Agriculture Victoria [69].

3.2. Dielectric Probe: Benchmark Dielectric Measurements

The complex dielectric properties of soil samples can be measured by means of an open-ended
coaxial line technique [70]. In this work, a 2.2 mm diameter coaxial slim form Agilent dielectric
probe (Keysight Technologies, Santa Rosa, CA, USA) (with a 0.51 mm diameter centre conductor
and a 1.68 mm diameter insulator) connected to an N9923A FieldFox Vector Network Analyser
(VNA) (Keysight Technologies), was utilised to measure the complex dielectric properties of the soils at
different frequencies. These measurements help in evaluating the performance of the capacitive sensors.
The slim form probe is reported in the literature to have been used to investigate the relationships
between soil dielectric properties and other parameters such as water content, thermal conductivity,
temperature, frequency and pH [71–73]. The complex scattering parameter of the material under test is
measured and subsequently converted to the complex dielectric permittivity by means of proprietary
software [74]. All the experiments were conducted in a controlled laboratory environment with a
constant temperature range of 19 to 21 degrees Celsius.

75



Sensors 2019, 19, 651

3.3. Capacitive Sensors

The four capacitive sensors used in this study are depicted in Figure 1 alongside an Arduino-based
board use as a controller board. The sensors are (1) an AD7746 sensor, denoted as “Circular,” (2) an
MPR121 sensor, denoted as “Rectangular,” (3) a PCB Gadget sensor, denoted as “PCB” and (4) a newly
designed and built sensor denoted as “AOGAN.” The sensors are Capacitance-to-Digital Converters
(CDC). The Circular and Rectangular sensors are typically used as keypads; however, in this work,
they were programmed to measure the capacitance of the soil samples. The Circular, Rectangular
and AOGAN sensors were connected to an Arduino-based board (Freetronics, Croydon South, VIC,
Australia) and utilised a C++ platform to communicate and transmit the measured capacitance values.
Similarly, the PCB sensor transmitted the capacitance reading through a USB cable to a CoolTerm
computer program (provided by PCB Gadget) without the need of an Arduino-based controller board.

Figure 1. Capacitive sensors: Circular, Rectangular, PCB Gadget (PCB) and AOGAN sensors (left to
right). The Arduino-based board controller is also shown to the right.

Regarding sensor specifications, the Circular sensor is composed of two concentric plates
comprising the electrodes. This sensor can measure up to 24 pF capacitance, with a linearity of
± 0.01% and accuracy of ± 4 fF factory calibrated. The positive supply voltage can vary between +
0.3 and + 6.5 V and it has an operational frequency of approximately 32 kHz [75]. The Rectangular
sensor has 12 capacitance sensing inputs and was programmed to measure a capacitance range from
0.45 pF to over 340 pF (depending on the programming code), has a positive supply voltage of
1.71 to 3.6 V operated at 400 kHz [76] and the sensing electrodes are covered with an insulating
layer. The PCB sensor is a capacitive sensor comprising a single electrode to measure changes in the
capacitance of a material operating at a frequency of 500 kHz [77]. The fourth sensor, the AOGAN
sensor, was manufactured by adopting a similar shape to the Circular sensor, with an insulating layer,
with a similar controller board as the Rectangular sensor and with an operating frequency of 400 kHz.
The sensor was also operated by an Arduino-based board.

4. Experimental Procedure

A description of the testing and development of the sensors for the non-invasive soil water content
estimation is presented in the following sections.

4.1. Sample Preparation and Dielectric Measurements

Soil samples were crushed and subsequently prepared from the air-dry condition to saturation,
by incrementally adding deionised water. This incremental addition of water was achieved by
thoroughly mixing the soil and allowing adequate curing time for the samples to attain a homogeneous
state. Deionised water was used to minimise the introduction of any foreign ions to the soil samples,
which may have potentially influenced the dielectric properties. The soil was then transferred to a
non-dielectric (PVC) container with a known volume and a size adequate to accommodate the Agilent
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dielectric probe and capacitive sensor. We initially used a PVC container with similar dimensions to a
standard compaction mould (approximate volume of 1000 cm3, see [78]) and later changed to a smaller
PVC mould with the same diameter (10 cm) and a volume of approximately 160 cm2. We initially
tested the bulk density effects, by preparing samples at different dry densities using the larger mould.
However, since the sensitivity of the sensor to density variation was deemed to be insignificant,
we opted to use a smaller mould to expedite the experimental program. It is important to note that the
size of the smaller PVC mould was selected such a way that the thickness of the soil was larger than
the sensing sphere and the sensing geometrical element of the sensor(s) and the open-ended coaxial
probe. For each dielectric and capacitance measurement, the container volume and the mass of the
soil were recorded, to be used in the computation of the sample’s volumetric water content. The PVC
containers were chosen to minimise electromagnetic interference. Prior to the dielectric measurements,
the probe was calibrated against air, a shorting block and deionised water. Thereafter, at least three
measurements were taken for a given sample, on different parts of the sample’s surface area to ensure
that the dielectric constant measurement was an accurate representation of the entire sample. Contact
between the probe and the soil was carefully maintained to ensure that there was no air trapped
between them. Figure 2 depicts a typical instrument and sample setup used in the experiment.

Figure 2. Typical experimental setup.

The dielectric probe measurements were followed by measurements using the four capacitive
sensors (explained in detail in the next section). Lastly, a sub-sample was retrieved for subsequent
gravimetric and volumetric water content, θ, calculations, using the soil sample dry density derived
from the known volume of the container and the measured soil mass [79]. It is worth mentioning
that the sub-samples for oven drying were retrieved from the uppermost layer of the sample (around
10 mm) which was estimated to be within the sensing volume of the various probes used. This was
to ensure that the sensor outputs were calibrated against a representative volume. The approach
undertaken to conduct the capacitive measurements is described in the next section.

4.2. Capacitive Sensor Measurements

Once the sample was prepared, the following measurement protocol was followed for each of
the sensors. Firstly, a measurement was conducted whilst the sensor was free in the air and recorded
as an air measurement. Subsequent measurements were undertaken by placing the sensor against
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the surface of the sample and by applying a weight (minimum 200 g) on top of the sensors to ensure
a good soil-sensor contact was maintained, without any noticeable air gap between the soil and the
sensor. Air gaps could potentially lead to errors in the capacitive reading and thus in the soil water
content estimation. To ensure the soil-sensor contact was maintained, a slightly heavier load was used
for sensors with a larger footprint. Once the full contact was maintained and consistent readings were
obtained from the sensor, the data was recorded on a computer. This procedure was repeated typically
three times for each sample to obtain readings that were accurate representations of the entire sample.
Once the air and sample readings were recorded, the air reading was subtracted from the reading
taken from the sample. This was done to minimise the effect of the environment (such as humidity and
temperature) on the measurements. Moreover, this can be considered as a basic and simple calibration
to normalise the measurements with respect to the air reading.

It is worthwhile to note that the effect of pressure on the output of the sensor was tested through a
separate set of experiments. The sensor readings were monitored while various pressures were applied
to the sensor as it was sitting on a flat surface. Once full contact was maintained between the sensor
and the material under test, changing the amount of pressure was proven to have no impact on the
readings (results are not shown).

The approach for the Rectangular sensor was slightly different due to its multiple-electrode
design. As this sensor is comprised of twelve sensing electrodes, twelve readings were obtained from
a ‘single’ measurement. In addition, due to the use of 12 electrodes and the relatively larger size of the
sensor unit compared to the Circular sensor, some variations were observed in the readings (results are
shown later in the paper in Sections 5.2 and 5.7). This is likely due to the fact that despite the sample
surface being levelled, there still existed some relative surface roughness which may have created
an uneven contact between the soil and some of the electrodes, causing noticeable dissimilarities
between different electrode readings. To overcome this issue, instead of averaging the twelve readings,
which was the approach adopted in the work previously reported by Orangi, et al. [80], the maximum
reading among the twelve readings for a given measurement was used for the analysis. Based on
the observations throughout this work and the findings highlighted by Orangi, Withers, Langley and
Narsilio [80], it was assumed that for a given sample, the larger reading values were derived from
the better soil-sensor contact conditions and thus more representative of the true soil water condition.
Further details are included in the following section.

With regard to the PCB sensor, the measurements were conducted without using a weight;
the sensor was simply held by hand against the sample surface whilst ensuring full contact was
maintained. The measurements with the Circular and AOGAN sensors were conducted as described
in the general procedure.

5. Results, Analyses and Discussion

Firstly, the results are summarised for each sensor and soil sample and individual calibrations are
derived. Next, an evaluation of the applicability of a single calibration (all soil types) for each sensor is
presented. This is followed by an evaluation of the efficacy of using a separate calibration for sandy
soils (i.e., combining the Brighton Group Sand and Silty Sand data—referred to as sand group in this
manuscript) and for cohesive soils (i.e., combining Camb Clay and Bun Silt data—referred to as clay
groups in the manuscript) for each sensor. The dielectric properties of the samples are then estimated
based on capacitive measurements and lastly, the effect of soil sensor coupling and surface roughness
on sensor performance is evaluated by using the results of the present study and of Orangi, Withers,
Langley and Narsilio [80].

5.1. Circular Sensor

Results of the Circular sensor performance against volumetric water content are shown in Figure 3.
Each plot includes capacitance readings measured by the sensor and the dielectric constants from
the dielectric probe versus the volumetric water content for each soil sample. The capacitance and
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dielectric measurement data are plotted with blue squares and black triangular markers, respectively.
Moreover, the “expected” volumetric water content based on the Topp calibration and the measured
dielectric constant (Equation (4)) is superimposed on the plot (dashed grey trend line).

Figure 3. Circular sensor capacitance, C, readings (blue square markers and trendline) and dielectric
constant, κ’, measurements (black triangular markers and trendline) shown against the volumetric
water content, θ; the Topp equation is also shown (dashed grey trendline). Shown for: (a) Brighton
Group Sand (b) Silty Sand (c) Camb Clay and (d) Bun Silt.

Figure 3 illustrates an increasing trend captured by the Circular sensor for the four samples;
however, with different levels of accuracy. As was explained in the theory and background section,
an increase in the soil volumetric water content causes an increase in the dielectric constant of the
soil, due to the larger number of water dipoles. An increase in the capacitance is also expected
since Equation (4) shows that the relationship between capacitance and the dielectric constant is
directly proportional.

For the Brighton Group Sand and the Silty Sand samples (i.e., the coarse-grained soil samples),
the sensor was able to capture the variation of water content with capacitance; however, the correlations
show errors in the order of 10%.

For the Camb Clay and Bun Silt (i.e., the fine-grained soil samples), it is observed that the Circular
sensor is able to capture the increasing trend; however, the correlations compared to the sand samples
are significantly less obvious, as shown by the significantly reduced coefficient of correlation, R2.

The Topp calibration predictions shown by the dashed grey trendlines show a good agreement
up to approximately 5% and 12% for the Brighton Group Sand and Silty Sand, respectively. However,
as the water content increases, the Topp calibration overestimates the data. Surprisingly, the Topp
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calibration seems to fit the measured data for the cohesive soils tested here better than for the sandy
soils, which is contrary to the assumptions made in deriving the calibration. It is worth mentioning
that the R2 for the Topp calibration describes how well this calibration captures the data.

Table 2 quantitatively summarises the best fit models and the measure of errors obtained for the
Circular Sensor and the dielectric probe for the four soil samples. Additionally, the universal Topp
calibration performance for each soil type is assessed. The results in the table confirm that the Circular
Sensor can capture the increasing trend for the sand samples. Furthermore, for the cohesive samples,
a very weak increasing trend could be identified from the data for both Camb and Bun samples,
however, with an unacceptable level of accuracy and large errors. Despite the relatively low R2 values
for capacitive readings, it is worth mentioning that the dielectric probe measurements have shown
some similar variations compared to the corresponding capacitive measurements for the first two
soil samples.

Table 2. Summary of the Circular Sensor and dielectric probe performance against each soil sample.

Soil Sample Circular Sensor Dielectric Probe

Equation R2 RMSE (%) Equation R2 RMSE (%)

Brighton Group Sand θ = 0.43C2.16 0.71 9.71 θ = 0.057C2 + 2.48C − 3.92 0.98 1.08
Silty Sand θ = 2.57C0.88 0.67 4.23 θ = −0.052C2 + 2.4C − 2.5 0.89 2.46

Silty Clay (Camb) θ = 2.26C0.96 0.35 12.38 θ = 0.065C2 + 3.19C − 4.5 0.84 4.92
Clayey Silt (Bun) θ = 2.31C1.12 0.50 12.15 θ = 0.034C2 + 2.34C − 2.34 0.98 1.80

θ = Volumetric Water Content, C = Capacitance (pF), R2 = Coefficient of Correlation, RMSE = Root Mean Square Error.

A two-fold cross-validation analysis for the Circular Sensor was conducted (similar to other
sensors in the next sections). In this analysis, half of the data is used for conducting a calibration and
subsequently, the remainder of the data is used for validation. The results are summarised in Table 3
which further proves the weak performance of the Circular Sensor based on the low R2 values and
large errors.

Table 3. Cross validation analysis for the Circular sensor for each soil.

Soil Sample Calibration Validation

R2 RMSE (%) R2 RMSE (%)

Brighton Group Sand 0.69 7.63 0.30 0.68
Silty Sand 0.63 4.25 0.62 4.82

Silty Clay (Camb) 0.31 11.82 0.27 13.69
Clayey Silt (Bun) 0.44 11.27 0.31 14.48

It is important to note that during measurement with this sensor, an instability issue of the
reading occurred and the sensor could not retrieve any readings for some samples. This instability
issue is attributed to the controller board of the Circular Sensor, as well as the lack of permanent
insulating coating on the electrodes which may have created short circuits during measurements and
the difficulties in achieving full soil-sensor coupling.

These reasons collectively have resulted in the relatively low performance of the Circular Sensor,
particularly for fine-grained soils. Despite its weak performance, Circular Sensor demonstrates
promising potential in detecting the variation in soil water content using non-invasive capacitive
sensors. In view of the observed limitations, we have developed the Rectangular Sensor, whose results
are described next.

5.2. Rectangular Sensor

The Rectangular sensor comprised 12 electrodes and each electrode returned a reading upon
being in contact with the soil sample. Essentially, since the water content of the sample is envisaged
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to be homogeneous due to the sample preparation method, it is expected that the output from
the 12 electrodes are similar or only with marginal variations due to electrodes layout. Therefore,
it would be reasonable to report the mean of the 12 readings as the capacitive value for a given
sample. This approach was adopted in a previous study by Orangi, Withers, Langley and Narsilio [80];
however, the Rectangular sensor performance was deemed unsatisfactory in that preceding study.
In this work, the maximum reading (instead of the average) was adopted. The rationale for this choice
was explained previously in Section 4.2 and the results are given in Section 5.7.

Figure 4 summaries the results of the Rectangular sensor against the volumetric water content.
With the Brighton Group Sand and the Silty Sand samples, the (directly proportional) trend between
the sensor readings and the volumetric water content can be clearly seen. In Figure 4a,b (coarse-grained
soils), the sensor readings (blue square markers) show a strong correlation with increasing volumetric
water content, which resembles the variations observed in the measured real dielectric constants (black
triangular markers).

Figure 4. Rectangular sensor capacitance, C, readings (blue square markers and trendline) and dielectric
constant, κ’, measurements (black triangular markers and trendline) shown against the volumetric
water content, θ; the Topp equation is also shown (dashed grey trendline). Shown for: (a) Brighton
Group Sand (b) Silty Sand (c) Camb Clay and (d) Bun Silt.

For the fine-grained soils tested, the proportional trend between the capacitive reading and the
volumetric water content can be clearly seen for both samples, as opposed to for the Circular sensor,
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where this trend had a weak resemblance due to the discussed limitations. Moreover, the instability of
readings and the limited measurement range issues encountered by the Circular sensor are resolved
here. The improvements are considered to be the result of the new controller as well as the larger
geometry of the sensor, which facilitated maintaining full contact between the soil and sensor. However,
it can be seen that electrodes returned almost constant readings despite the increase in sample water
content (Zone A in Figure 4d), presumably due to the partial contact of electrodes for the Bun Silt
samples with rougher soil surfaces. Indeed, soil trimming and surface smoothing were more difficult
to achieve for the Bun Silt samples with water content between 20% and 30% (close to optimal water
content). Otherwise, the trend is well captured by the Rectangular sensor for each of the sandy and
cohesive samples.

The issue with the limited measurement range appeared for this sensor as well; however, at a
much higher water content than when using the Circular sensor. As a result, the measured capacitive
data beyond approximately 45% volumetric water content form a cluster of data points, as illustrated
in Zone A of Figure 4c. That is, beyond approximately 40% water content, the sensor reached its upper
limit and could no longer capture variation in the water content. Although the sensor was unable
to differentiate the water content beyond this threshold, this situation is not commonly encountered
in practice, since the threshold would be generally above the soil field capacity for most of the soils.
Hence, this is not considered a major issue for the Rectangular sensor.

Table 4 summarises the correlations obtained for the Rectangular sensor and the dielectric probe
against volumetric water content. A power fit between the capacitive reading and the volumetric
water content describes the correlations and indicates a good agreement (refer to Figure 4).

Table 4. Summary of the Rectangular sensor and dielectric probe performance against each soil sample.

Soil Sample Rectangular Sensor Dielectric Probe

Equation R2 RMSE (%) Equation R2 RMSE (%)

Brighton Group Sand θ = 0.63C0.77 0.96 4.11 θ = 0.057C2 + 2.48C − 3.92 0.98 1.08
Silty Sand θ = 1.03C0.65 0.96 3.52 θ = −0.025C2 + 2.04C − 2.5 0.93 2.86

Silty Clay (Camb) θ = 1.44C0.65 0.92 4.95 θ = 0.015C2 + 2.09C − 2.5 0.95 4.17
Clayey Silt (Bun) θ = 2.22C0.60 0.78 11.22 θ = 0.034C2 + 2.34C − 2.34 0.98 1.80

θ = Volumetric Water Content, C = Capacitance (pF), R2 = Coefficient of Correlation, RMSE = Root Mean Square Error.

Based on these results, the Rectangular sensor appears to have effectively predicted the variation
of the volumetric water content. However, the size of the sensor may hinder good soil-sensor coupling
(e.g., Bun Silt). This is thought to be due to the relatively larger size of the Rectangular sensor
which made working with samples such as Bun Silt harder where the sample surface presented
large undulations.

The results of the cross-validation study for the Rectangular sensor are summarised in Table 5.

Table 5. Cross validation analysis for the Rectangular sensor for each soil.

Soil Sample Calibration Validation

R2 RMSE (%) R2 RMSE (%)

Brighton Group Sand 0.96 3.40 0.97 5.35
Silty Sand 0.95 3.20 0.95 3.95

Silty Clay (Camb) 0.93 4.90 0.93 5.17
Clayey Silt (Bun) 0.78 10.32 0.78 14.18

The calibration function for each soil, which was based on half of the experimental data, is shown
to be able to predict the behaviour of the remainder of the dataset with a strong correlation. Moreover,
the RMSEs of the validation dataset are comparable to the ones from the calibration. This analysis
further demonstrates the capability of the Rectangular sensor in predicting the variation in soil moisture
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content of different soil types. Nonetheless, there are limitations with regard to the multiple electrode
design as well as the size of the sensor; these limitations were addressed in the development of the
fourth sensor.

5.3. PCB Sensor

The PCB sensor had a large geometry and sensing area compared to the Circular sensor, however,
was smaller than the Rectangular sensor. Therefore, maintaining good coupling between the soil and
the PCB sensor was relatively easy due to its size and being a single electrode. Figure 5 depicts the
variation of PCB sensor outputs with water content, alongside the measured dielectric constants for all
of the samples. A clear trend between capacitive readings and volumetric water content is shown across
the samples; however, with a much lower sensitivity to water content beyond 15%. For the soil samples
shown in Figure 5, the change in sensor readings is significantly larger for a water content variation
from dry to approximately 15%, than for a water content variation beyond 15%. This clearly indicates
that the PCB sensor is able to distinguish the changes in the water content; however, with a significantly
reduced ability to accurately estimate the water content beyond 15%. This further highlights the limited
capability of this sensor to estimate the water content of the fine-grained soils tested here, which can
generally have water content above 15% in natural conditions.

Figure 5. PCB sensor capacitance, C, readings (blue square markers and trendline) and dielectric
constant, κ’, measurements (black triangular markers and trendline) shown against the volumetric
water content, θ; the Topp equation is also shown (dashed grey trendline). Shown for: (a) Brighton
Group Sand (b) Silty Sand (c) Camb Clay and (d) Bun Silt.

Table 6 summarises the calibration obtained for the PCB sensor as well as for the dielectric
probe. The values show that the performance of the PCB sensor in predicting the water content is
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comparable to that of the dielectric probe; nonetheless, with the aforementioned limitation regarding
the measurements for samples with water content beyond 15%, indicated by higher errors despite
high R2 values (see Table 6).

Table 6. Summary of the PCB sensor and dielectric probe performance against each soil sample.

Soil Sample PCB Sensor Dielectric Probe

Equation R2 RMSE (%) Equation R2 RMSE (%)

Brighton Group Sand θ = 0.007C2.63C 0.91 3.96 θ = 0.057C2 + 2.48C − 3.92 0.98 1.08
Silty Sand θ = 0.017C2.40 0.77 7.10 θ = −0.029C2 + 2.11C − 2.5 0.95 2.38

Silty Clay (Camb) θ = 0.003C3.28 0.84 9.67 θ = 0.015C2 + 2.09C − 2.5 0.95 4.17
Clayey Silt (Bun) θ = 0.008C2.8 0.96 3.75 θ = 0.034C2 + 2.34C − 2.34 0.98 1.80

θ = Volumetric Water Content, C = Capacitance (pF), R2 = Coefficient of Correlation, RMSE = Root Mean Square Error.

Cross-validation analysis was performed for the PCB sensor and the results are summarised in
Table 7. The results suggest that the PCB sensor is able to capture the increasing trend between the
capacitive reading and volumetric water; however, the errors are relatively large. The large errors are
assumed to be the result of the reduced sensitivity of the PCB sensor.

Table 7. Cross validation analysis for the PCB Sensor for each soil.

Soil Sample Calibration Validation

R2 RMSE (%) R2 RMSE (%)

Brighton Group Sand 0.91 3.36 0.91 4.39
Silty Sand 0.76 6.72 0.77 7.10

Silty Clay (Camb) 0.855 9.44 0.86 9.86
Clayey Silt (Bun) 0.96 0.93 0.96 4.09

From these results, it is concluded that the geometry of the PCB sensor rectifies the sensor-soil
contact issue. Moreover, the design is further enhanced by being a single electrode (similar to
the Circular sensor) as opposed to being a multiple electrode design (e.g., the Rectangular sensor).
However, there is the issue of sensitivity, caused by the controller board of the PCB sensor, which
precludes accurate and reliable estimation for soils with water content above 15%.

5.4. AOGAN Sensor—An Integrated Sensor Designed Utilising the Advantages of the Previous Sensors

It is shown in the previous sections that the Circular, Rectangular and PCB sensors are able to
capture changes in soil water content. However, there are advantages and limitations associated with
each of the sensors.

In summary, the advantages are as follows: Firstly, a single electrode helped to maintain superior
soil-sensor contact (Circular and PCB sensors) and showed a lower sensitivity to high frequency
surface undulations relative to the sensor size (PCB sensor). Secondly, the controller board of the
Rectangular sensor provided a reliable capacitive sensing range, facilitated stable readings and enabled
working with samples with high water content. Moreover, the insulating agent coating the Rectangular
sensor effectively prevented potential short circuit issues when dealing with very wet soil samples.
Similar to that of the PCB sensor, the larger geometry of the Rectangular sensor created a better
platform for conducting the measurements and maintaining good soil-sensor coupling or contact.
Nonetheless, the significantly larger design of the Rectangular sensor proved to be problematic for
some measurements (e.g., Bun Silt samples). Furthermore, from the perspective of conducting the
measurements, the shape of the Circular sensor proved to be superior than that of the other two
sensors, in maintaining contact and in the ease of use.
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On the other hand, key limitations include the inadequate sensing range and the instability issue
of the Circular sensor, the multiple electrodes and significantly larger geometry of the Rectangular
sensor and the limited sensitivity issue of the PCB sensor.

The AOGAN sensor was designed by combining the identified advantages of the Circular,
Rectangular and PCB sensors and eliminating their identified limitations. As such, the design of
the AOGAN sensor was inspired by the shape and single electrode design of the Circular sensor
and the larger geometry of the PCB sensor and incorporated a board designed and printed to act
as the sensing component. This sensing component was almost three times larger than that of the
Circular sensor to help with increasing the sensing range and was accompanied by a waterproof agent
(similar to the Rectangular and the PCB sensors) to eliminate the potential short circuit issue. It is
important to note that using an insulating film creates a sensor that is measuring two capacitors in
series: formed by the insulating film and the soil, respectively. However, since the thickness of the
insulating film was less than 0.05 mm, we assumed that the effect on the soil water content estimation
was minimal. The larger geometry and the single electrode design improved practicality for conducting
measurements. Furthermore, the sensing component was controlled by a board similar to the one
used in the Rectangular sensor (which provided a more stable and larger sensing range and readings).
The sensing component and the controller board were then connected to an Arduino-based board
which communicated with a laptop. The program used for controlling the AOGAN sensor was the
same as the one used for the Rectangular sensor.

An experiment was designed to estimate the sensing range of the sensor. Based on the
methodology described by Orangi and Narsilio [71], a wet soil sample was prepared with the Silty
Sand and was placed on a lab jack. The initial distance between the sample and the sensor was at
50 mm and the sample has subsequently approached the sensor at small increments controlled by a
dial gauge. The capacitance measurements were recorded until a full contact between the soil and
sensor was achieved. The result of this experiment is shown in Figure 6. The normalised sensor output,
SN, is plotted against the separation between the soil sample and the sensor, Δ. The figure shows that
the sensing range is within 10 to 16 mm. We have estimated, therefore, that the depth that the sensor
is able to estimate soil water content is around 10 mm. It is worth mentioning that the full contact
between the soil and the sensor resulted in a more reliable sensor output.

Figure 6. Normalised Sensor reading, SN, against the distance between the soil sample and sensor Δ.

Figure 7 depicts the strong correlations obtained between the AOGAN sensor capacitive readings
and water contents for all of the samples that were tested. Minimal issues were encountered with
regard to soil-sensor coupling, instability, sensing ranges and low sensitivity to water content variation,
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which were observed for the previous sensors. It is assumed that this enhanced performance is a result
of the advantageous features incorporated in the design of the AOGAN sensor.

Figure 7. AOGAN sensor capacitance, C, readings (blue square markers and trendline) and dielectric
constant, κ’, measurements (black triangular markers and trendline) shown against the volumetric
water content, θ; the Topp equation is also shown (dashed grey trendline). Shown for: (a) Brighton
Group Sand (b) Silty Sand (c) Camb Clay and (d) Bun Silt.

It is important to note that the preparation of samples plays a key role in for the surface quality
status of the soil samples, which impacts the quality of the soil-sensor contact or coupling. In practical
applications, it is crucial to note that the deployment of sensors in the field requires the development
of a mechanism that maintains full soil-sensor contact. This is to ensure a reliable sensor performance,
as was observed during the laboratory measurements where the contact was maintained by using
a weight.

As shown in Figure 7d, there are some samples for which the standard deviations of the
measurements (error bars) are relatively large, possibly due to the contact issue between the soil
and the sensor. These are some of the same samples for which the rectangular sensor was unable to
capture the soil water content variations.; however, the AOGAN sensor showed less sensitivity to
surface undulations due to its smaller size. The large standard deviations may, therefore, be the result
of inadequate trimming of the samples and not the sensor hardware. Additionally, the inconsistency
in the soil water content of a given sample was most likely not the reason for such discrepancies, since
the samples were mixed thoroughly and cured during the preparation stage. As a result, it can be
assumed that the water content was relatively homogenous for a given sample. The errors involved in

86



Sensors 2019, 19, 651

soil water content estimation based on the calibration for this sensor were less than 5%. A summary of
the results is shown in Table 8.

Table 8. Summary of the AOGAN sensor and dielectric probe performance against each soil sample.

Soil Sample AOGAN Sensor Dielectric Probe

Equation R2 RMSE (%) Equation R2 RMSE (%)

Brighton Group Sand θ = 0.94C1.23 0.91 3.88 θ = 0.057κ’2 + 2.48C − 3.92 0.98 1.08
Silty Sand θ = 1.41C1.15 0.91 4.8 θ = −0.025C2 + 2.04C − 2.5 0.93 2.86

Silty Clay (Camb) θ = 1.23C1.31 0.97 2.78 θ = 0.045C2 + 2.74C − 2.5 0.88 4.96
Clayey Silt (Bun) θ = 1.49C1.18 0.96 4.4 θ = 0.034 C2 + 2.34C − 2.34 0.98 1.80

θ = Volumetric Water Content, C = Capacitance (pF), R2 = Coefficient of Correlation, RMSE = Root Mean Square Error.

Overall, considering the improved performance attributes, the AOGAN sensor shows great
potential to estimate the soil water content non-invasively.

The cross-validation analysis results for the AOGAN sensor are given in Table 9. Overall,
the statistical measures for the calibration and validation functions show the strong capability of
the AOGAN sensor to capture the variations of the volumetric water content of soils. The values in
the table also show the superior performance of this sensor compared to the other three sensors (See
Tables 3, 5 and 7).

Table 9. Cross validation analysis for the AOGAN sensor for each soil.

Soil Sample Calibration Validation

R2 RMSE (%) R2 RMSE (%)

Brighton Group Sand 0.89 3.83 0.89 4.66
Silty Sand 0.92 4.13 0.92 4.79

Silty Clay (Camb) 0.97 2.48 0.97 3.07
Clayey Silt (Bun) 0.96 4.02 0.96 4.75

5.5. Effect of Soil Type on the Calibration of the Sensor

It is reported in the literature that the relationship between a soil’s electrical properties and its
water content is determined by the soil type [81–83]. It is, therefore, imperative to evaluate the extent
of soil type effects on the performance of the sensors in this work. In the results section, we showed
that for sensors with good performance, a separate calibration could adequately describe the data for
each soil sample. However, employing a single calibration for each individual soil type may not be
practical and could become a tedious task in practice. This likely explains why a single calibration
has been adopted for a range of soil types in previous studies (e.g., see [53,54,84,85]). The empirical
Topp calibration proposed by Topp, Davis and Annan [53] was based on soils ranging from heavy clay
to sandy loam; however, it is unable to accurately estimate the water content of some soil samples
tested in the current study and also in a number of previous studies (e.g., [86–90]). Nonetheless, it is
currently one of the most widely used empirical calibrations for estimating water content using soil
dielectric properties. Therefore, following the same approach, we evaluated the efficacy of using a
single calibration for each sensor in the present study. Data from the four samples was collated as a
dataset and the performance of each sensor and the dielectric probe was analysed against it.

Figure 8 shows the collated capacitance readings and real dielectric constant data for the four
samples plotted against volumetric water content. The Topp calibration is also shown for comparison.
For clarity, the standard deviations of the measurements have been removed. The collation of capacitive
data is shown by highlighted yellow markers and different markers correspond to different soil types,
captured by a blue trendline. The capacitive readings are fitted with a power function as in the
previous section. The measured dielectric constants and the corresponding trendlines are shown by
black triangular markers and black trendlines, respectively.
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Figure 8. Combined capacitance, C and dielectric constant, κ’, data versus volumetric water content, θ,
for: (a) Circular, (b) Rectangular, (c) PCB and (d) AOGAN sensors. Highlighted yellow markers capture
the capacitive data for all soils and different markers represent different soil samples captured by the
blue trendline. Black triangular markers and dashed trendlines correspond to dielectric measurements.
Topp calibration is shown by the dashed grey trendlines.

As seen previously, the Circular sensor was unable to capture the variation of soil water content
for the cohesive samples (Figure 8a); it was better able to capture the trend for the sandy samples.
In addition, the instability issue occurred for all of the soil samples. Therefore, due to these two issues,
combining the data for this sensor to evaluate the efficacy of a single calibration has resulted in a weak
correlation (R2 = 0.53) and large errors (≈10%) as presented in Table 10.

Table 10. The response of each sensor against the combined dataset. The response of the dielectric
constant data against the corresponding dataset used for each sensor is also shown.

Sensor Dielectric Probe

Sensor Equation R2 RMSE (%) Equation R2 RMSE (%)

Circular θ = 2.09C1.05 0.53 9.92 θ = 0.029κ’2 + 2.21κ’ − 2.5 0.90 3.51
Rectangular θ = 1.31C0.66 0.87 7.35 θ = −0.008κ’2 + 1.82κ’ − 2 0.95 3.70

PCB
θ = 0

006C2.78 0.78 11.94 θ = −0.007κ’2 + 1.79κ’ − 2 0.95 3.6

AOGAN θ = 1.24C1.23 0.92 4.85 θ = −0.023κ’2 + 2.09κ’ − 2.5 0.92 3.54

θ = Volumetric Water Content, C = Capacitance (pF), R2 = Coefficient of Correlation, RMSE = Root Mean Square Error.
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By contrast, for the Rectangular sensor shown in Figure 8b, a single calibration describes
the dataset with relatively good agreement and resembles the calibration obtained using the
dielectric constant data. Nonetheless, using the single calibration for the sensor may clearly lead
to overestimating the water content of the sand samples (i.e., Brighton Group Sand and Silty Sand
samples that are shown by orange and black markers, respectively) for soils with moisture content
above approximately 20%. This is highlighted in Table 10 showing a lower R2 value (R2 = 0.87)
and relatively large errors (≈7.5%) compared to the calibration for individual soil samples (Table 4).
Considering the capacitive measurements obtained by this sensor, one can see two distinct clusters of
data versus volumetric water content. These two clusters, in fact, can be categorised as sandy soils and
cohesive soils. Thus, two separate calibrations are expected to better estimate the water content for
each cluster.

With regard to the PCB sensor, it can be seen in Table 10 that employing a single calibration for
describing the capacitive reading versus volumetric water content has resulted in a lower R2 than for the
Rectangular sensor and larger errors. This further suggests that deriving separate calibrations for sand
and clay groups can help in better describing the water content variation using the capacitive reading.
However, the performance of the PCB sensor was proved to be questionable in the previous sections.

For the AOGAN sensor depicted in Figure 8d, a single calibration is shown to effectively capture
the capacitive readings and volumetric water content relationship for the combined dataset (see
Table 10). Compared to the previous sensors, due to a weaker contrast between the measurements
made for the sand and clay groups, it is suggested that there is a lesser dependency on the soil type
for the AOGAN sensor. The improved geometry and controller board design of the AOGAN sensor
appears to provide better soil-sensor coupling and readings, which are, in turn, less affected by the soil
type. Nonetheless, the data is treated separately in two groups in order to refine the correlations.

Table 10 includes a summary of the data corresponding to the sensors and the dielectric probe
calibrations. These calibrations were derived and assessed against the corresponding dataset used
for each sensor. It is worth mentioning that the relationship between volumetric water content and
dielectric constant data could be adequately described by adopting single calibrations, which are
superior to the Universal Topp calibration, as these here become site specific calibrations.

It is shown that the performance of the AOGAN sensor against the combined dataset is superior
to that of the other sensors and that it is less affected by the soil type. However, it is suggested that
adopting separate calibrations could provide improved predictions for the sensor. Moreover, for the
other sensors, distinct behaviour was observed for the sand and clay groups and relatively larger
errors were introduced by adopting a single calibration.

Figure 9 shows for each sensor the combined capacitive readings for all of the soils but data
are grouped into sands (described by the black solid trendline) and clays (described by the blue
dashed trendlines).

It was concluded from previous analyses in Sections 5.1 and 5.5 that the Circular sensor is unable
to detect changes in water content of the clayey samples and therefore that the performance of this
sensor is not satisfactory at least for the clayey samples. It is unsurprising, therefore, that for this
sensor, better performance is observed when using separate calibrations. For the Rectangular sensor,
separate calibrations seem to capture the individual groups, rendering smaller errors for each group
and higher R2 values for the sand group, as shown in Figure 9b and Table 11. For the PCB sensor,
the predictive performance has smaller errors for both the sand and clay groups compared with the
single calibration; whereas, the performance of the AOGAN sensor is less dependent on the soil type,
as shown by only a marginal improvement upon employing separate calibrations.
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Figure 9. Combined capacitance, C and dielectric constant, κ’, data versus volumetric water content, θ,
for the: (a) Circular, (b) Rectangular, (c) PCB and (d) AOGAN sensors. Highlighted yellow markers
capture the capacitive data for all soils and different markers represent different soil samples. Separate
calibrations are used for describing the sand group (black solid trendline) and clay group (blue
dashed trendline).

Table 11. Performance of the sensors against combined soil, combined sand group and combined clay
group data.

All Soils Sands Clays

Sensor Equation R2 RMSE (%) Equation R2 RMSE (%) Equation R2 RMSE (%)

Circular θ = 2.09C1.05 0.53 9.92 θ = 1.99C1.04 0.59 5.34 θ = 2.43C0.99 0.39 12.36
Rectangular θ = 1.31C0.66 0.87 7.35 θ = 0.81C0.71 0.95 4.20 θ = 1.82C0.61 0.87 6.78

PCB θ = 0 006C2.78 0.78 11.94 θ = 0 01C2.51 0.81 6.61 θ = 0.004C3.11 0.85 11.39
AOGAN θ = 1.24C1.23 0.92 4.85 θ = 1.14C1.21 0.90 4.95 θ = 1.39C1.23 0.96 4.62

It is shown that by employing separate calibrations, all of the sensors obtain better goodness-of-fit
and lower error in soil water content estimation. Nonetheless, the predictive performance of the
AOGAN sensor improved the least by adopting this approach, which again highlights the superiority
of the AOGAN sensor among the other sensors.

5.6. Dielectric Constant Approximation through Capacitive Measurements

It was shown in the previous sections that the readings from the four capacitive sensors correlate
(with different goodness-of-fits; 0.57 for the Circular sensor, 0.91 for the Rectangular sensor, 0.87 for the
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PCB sensor and 0.94 for the AOGAN sensor) with variation in the volumetric water content. On the
other hand, it is known that the capacitance of a capacitor is derived by its geometry and the dielectric
constant of its material (refer to Equation (4)). Therefore, can the dielectric constant of the material
under test be reliably estimated using the capacitive sensor readings? In this section, correlations
between the sensor readings and the dielectric constant data (measured by the Agilent dielectric slim
form probe) are obtained, for both the sand and clay groups, for each sensor.

Figure 10 shows the sensor readings versus the dielectric constant data. For each sensor, the data
are divided into sand and clay groups and for each a linear correlation which passes through the origin
illustrates the relationship shown in Equation (4). This approach enables estimation of the geometry
factor, g, for the sensors and the dielectric constant from the sensor output.

Figure 10. Measured dielectric constant, κ’, data against capacitive, C, readings for the sand (black
solid trendline) and clay (blue dashed trendline) groups, for the: (a) Circular, (b) Rectangular, (c) PCB
and (d) AOGAN sensors.

The performance of the Circular sensor was shown to be unsatisfactory in the previous section
and this is verified by the relationship obtained here, represented by the trendline. The Rectangular
sensor shows stronger correlations for both soil groups. It is shown that the equations describing the
relationships for the sand and clay groups are quite similar, which, in turn, result in similar geometry
factors. The geometry factor for any capacitor is a constant value and this is somewhat explained
by the similar slopes of the two trendlines of two soil groups. For the PCB sensor, as was explained
previously, due to the weak signal-to-noise ratio (i.e., lower sensitivity), the correlation between the
sensor reading and the measured dielectric constant is not strong for any of the soil groups. With regard
to the AOGAN sensor, due to its improved design and performance, correlations between the sensor
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readings and the measured dielectric constant are strongest. In addition, the correlation between
capacitive readings obtained from the AOGAN sensor and dielectric constant data are similar for both
soil groups and return almost identical geometry factors (See Figure 10d).

The superior performance of the AOGAN sensor (followed by the Rectangular sensor) is
demonstrated in this analysis by the strongest proportionality between the sensor readings and
the measured dielectric constants.

In the next section, the effect of sample preparation on the performance of the sensors is discussed.

5.7. Effect of Surface Contact and Roughness

Contact between soil and a sensor and the roughness of a sample’s surface, are demonstrated by
the experimental data to be important factors influencing the quality of measurements made with the
sensors. It was suggested by Orangi, Withers, Langley and Narsilio [80] that the soil-sensor coupling
and soil surface roughness could be responsible for the poor performance of the Rectangular and
PCB sensors in their work. Hence, in this section, the raw data from Orangi, Withers, Langley and
Narsilio [80] are re-examined to investigate the importance of these factors.

In this present work, of the twelve readings obtained from a single measurement with the
Rectangular sensor, the maximum reading was taken as the representative capacitance value instead
of using the mean value. This decision was based on the result of the following analysis conducted on
the experimental data published by Orangi, Withers, Langley and Narsilio [80] on the Brighton Group
Sand. That is, for a set of experiments conducted on the Brighton Group Sand, we have adopted two
methods for the analysis. Firstly, for each sample, the variation of capacitance with water content
was investigated, using the mean value of the readings from 12 electrodes. The second approach was
to use the maximum of the 12 readings obtained by the Rectangular sensor. The results are shown
in Figure 11.

Figure 11. Effects of soil sensor coupling on the estimation of volumetric water content, θ, using the
Rectangular sensor on the Brighton Group Sand: (a) Mean of 12 readings (Partial contact), (b) Maximum
of 12 readings (Improved contact). Data adapted from [80].

As illustrated in Figure 11, the ability of the Rectangular sensor to detect water content variation
is improved when the maximum value of the 12 readings is considered as the capacitance value
(Figure 11b). It is observed that the R2 value increases by more than 35% when choosing the maximum
sensor reading instead of the mean (Figure 11a). Nonetheless, for the Rectangular sensor and the
Brighton Group Sand, the value of R2 obtained in the above study (R2 = 0.63) is less than the value
obtained in the current study (R2 = 0.95, Figure 4a, Table 4). This is likely attributed to partial contacts
exist during the previous experimentation. Therefore, these results suggest that soil-sensor coupling
can significantly affect the performance of the sensors. The issue associated with the number of
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electrodes discussed in Section 4.2 does not apply to the PCB sensor or other sensors comprising
a single electrode; however, by using the data for the Rectangular sensor we can demonstrate the
importance of effective coupling, as well as justifying the rationale behind utilising the maximum
output as the reading of the Rectangular sensor.

The surface of the soil samples tested by Orangi, Withers, Langley and Narsilio [80] were less
smooth than those used in the current study. Figure 12 shows the relationship between the Rectangular
sensor readings and the water content data for a Basaltic Clay tested by Orangi, Withers, Langley
and Narsilio [80] and for the Camberwell Clay tested in this work. Figure 12a shows the capacitive
values (recorded as the mean of the 12 readings) of the Basaltic Clay samples tested by Orangi, Withers,
Langley and Narsilio [80], which had rough surfaces. It can be seen in this figure that the correlation
between the sensor readings and the water content is very weak. Figure 12b shows the mean capacitive
readings for the Camb Clay, which had smooth surfaces. It can be seen that the correlation between the
sensor readings and the water content improves significantly with a smoother soil surface. However,
the soil-sensor(s) coupling is considered to not be evenly maintained, due to using the mean of 12
readings. Figure 12c shows data for the Basaltic Clay in which the maximum of the 12 readings was
taken as the sensor reading. Improved contact and correlation can be seen compared with Figure 12a;
however, since the surfaces of the samples were rough the correlation is still weak.

Figure 12. Effect of soil surface roughness and sensor contact on the performance of sensors for two
clay samples: Basaltic Clay and Camb Clay samples. Basaltic Clay data are from Orangi, Withers,
Langley and Narsilio [80].
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The weak performance observed in Figure 12a,c is due to the rough soil surfaces associated
with sample preparation. Moreover, the standard deviation of the capacitance values from multiple
measurements made for a given sample are larger compared to the results of the current study.
This appears to be the result of samples having uneven surfaces, creating large variations in sensors
readings. However, in Figure 12d, a significant improvement in the quality of the data is shown,
owing to the smoothness of the sample surfaces as well as good soil-sensor contact, achieved by taking
the maximum measured value of the 12 readings. Therefore, by comparing the results of the current
study with the previous study [80] for two clay samples using the Rectangular sensors, it can be
concluded that the surface roughness of samples and the soil-sensor contact play vital roles in ensuring
reliable measurements.

The Camb Clay and Bun Silt samples had similar surface finishes. Moreover, Figure 13d shows
an example of the surfaces of clay samples (i.e., Basaltic Clay) used by Orangi, Withers, Langley and
Narsilio [80]. The surface roughness visible in this figure was a result of inadequate trimming of the
samples during the preparation step by Orangi, Withers, Langley and Narsilio [80]. It is thought to
be the underlying reason for the weak performance of the Rectangular and PCB sensors shown in
Figure 12, compared to the results of the current study.

Figure 13. Typical examples of the prepared samples of: (a) Brighton Group Sand, (b) Silty Sand
and (c) Camb Clay from the present study and (d) Basaltic Clay from Orangi, Withers, Langley
and Narsilio [80].

Based on the analysis conducted in this section, it is suggested that a smooth surface as well as
full coupling between the soil sample surface and the sensor are key factors in ensuring that sensors
can effectively estimate the soil water content and detect its variations.

6. Potential Applications and Limitations

The new sensors developed in this work do not require insertion into the soil, nor do they
require subsamples to be retrieved for subsequent gravimetric calculations. Furthermore, due to their
non-invasive nature and the speed of measurements (milliseconds to retrieve a reading), repetitive
measurements at the exact same location are possible, which makes these sensors suitable for large-scale
near surface soil water content monitoring. A potential application in the agriculture sector could be
high spatial and temporal resolution mapping of surface soil moisture, beneficial for farm management.
The non-invasive characteristic of the sensors enables frequent soil moisture measurement across a
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farm, which aids in decision making concerning sowing time, irrigation and fertiliser scheduling.
Moreover, the sensors can provide ground truth data to calibrate satellite image and remotely sensed
soil moisture data. Additionally, the new sensors can be used as a real-time monitoring system of near
surface soil water content, for quantifying the risk of bushfire and generating warnings to the pertinent
authorities when the soil water content falls below a certain threshold. Another potential application
includes the use of the new sensors as a quick way of estimating the moisture content of sub-base
and stockpile materials in the road construction industry. However, regardless of the application,
the quality of the surface where the measurement is conducted against is an imperative parameter.
Therefore, a smooth surface must be somehow achieved in the agricultural fields. With the current
sensor design, however, it may be impractical to be used as a field sensor. Thus, it is deemed necessary
that further mechanical features are added to the sensor to help with soil surface preparation in the
field. On the other hand, in road construction applications, when quality assurance (i.e., water content
and density measurements) is conducted, the surface of the sub-base layer after each run is considered
to be adequately flat and smooth for direct measurement with this sensor.

Regarding limitations of the sensors, it is important to state that the estimation of soil water
content is currently limited to approximately 1 cm deep, based on the width of the electrodes, W and
their spacing, S, estimated using the approach proposed by Gao, Zhu, Liu, Qian, Cao and Ni [49].
Thus, measurements of deep soil moisture (e.g., up to approximately 1 m), which may be required
in precision agriculture, particularly for the horticulture sector, cannot be conducted directly by the
sensor from the surface. However, there are crops with shallower root zones, such as vegetables, whose
management could benefit from shallower soil water content information. Furthermore, in terms of the
accuracy of the data, the errors involved in the soil water content estimation using the AOGAN sensor
were found to be in the order of 1 to 5%. Despite the sensor not being able to satisfy the desirable 1%
resolution of soil water content data for precision agriculture, suggested by Terry A. Brase [91], it can
still be used as a mapping tool for providing comparative assessments of soil water content on large
scales. Moreover, accessing surface soil moisture information across large areas and frequently in time
allows calibration of evapotranspiration soil models for continuous estimation of soil moisture with
depth, valuable for agricultural and hydrological applications (e.g., see [19,27–29]).

Overall, whilst considering the aforementioned limitations, these sensors show promising
potential in estimating surface soil water content, with implications in diverse fields including
agriculture, bushfire protection management and road construction.

7. Conclusions

The non-invasive estimation of soil water content using capacitive-based sensors was investigated
in this research. The experimental program entailed testing four new capacitive sensors, the AD7747
(Circular), MPR121 (Rectangular), PCB and AOGAN sensors, against four soil types. Measurements
of the dielectric constant of the samples with an Agilent slim form dielectric probe connected to a
FieldFox network analyser aided in the comparison of results, analysis and calibration of sensors.
The AOGAN sensor was designed and manufactured based on the key advantages of each of the
AD7747 (Circular), MPR121 (Rectangular) and PCB sensors. Promising capabilities were observed for
the Rectangular and AOGAN sensors, with relatively small errors to estimate the soil water content,
particularly for the latter sensor. The effect of soil type on the performance of the sensor was tested
by combining data from the samples and it appeared that a single calibration could be adopted to
estimate the soil water content. However, adopting a single calibration for all of the four samples
resulted in inferior sensor performance compared to when adopting individual calibrations for sand
and clay groups separately. Finally, it was demonstrated that the performance of each of the sensors
was affected by the level of contact maintained between the sensor and the soil surface and more
importantly by the roughness of the soil surface which impacted the soil-sensor contact area.
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Abstract: During January 2014, Norway experienced unusually cold and dry weather conditions
leading to very low indoor relative humidity (RH) in inhabited (heated) wooden homes. The resulting
dry wood played an important role in the two most severe accidental fires in Norway recorded since
1923. The present work describes testing of low cost consumer grade weather stations for recording
temperature and relative humidity as a proxy for dry wood structural fire risk assessment. Calibration
of the weather stations relative humidity (RH) sensors was done in an atmosphere stabilized by water
saturated LiCl, MgCl2 and NaCl solutions, i.e., in the range 11% RH to 75% RH. When calibrated, the
weather station results were well within ±3% RH. During the winter 2015/2016 weather stations
were placed in the living room in eight wooden buildings. A period of significantly increased fire risk
was identified in January 2016. The results from the outdoor sensors compared favorably with the
readings from a local meteorological station, and showed some interesting details, such as higher
ambient relative humidity for a home close to a large and comparably warmer sea surface. It was also
revealed that a forecast predicting low humidity content gave results close to the observed outdoor
weather station data, at least for the first 48 h forecast.

Keywords: relative humidity; consumer grade weather stations; calibration; winter fire risk

1. Introduction

Fire is a major cause of accidental injury and results in over 300,000 deaths annually [1–3].
The fires are usually associated with combustible spill accidents and fires in hot climates. Recently,
subzero-temperature fires have, however, caught increased attention from researchers who have found
these fires to be extremely severe and fast developing [4]. The Lærdalsøyri fire in Western Norway
18–19 January 2014 destroying 40 buildings and threatening the whole village including the historical
Old Lærdalsøyri [5], may serve as an example. Ten days later, the Flatanger wild fire resulted in the
loss of 60 structures in the Trøndelag region, a short distance south of the Arctic Circle [6].

In these areas, as well as in the majority of the country, wooden homes dominate the building
style due to the abundance of wood as a construction material. One of the precursors for the severe
fires was ambient subzero temperature air of low relative humidity for a few weeks before these
fires. This resulted in dry outdoor combustible materials and extremely dry indoor wood in inhabited
(heated) wooden structures [5,6]. A correlation between urban building fire frequency and low dew
point temperature during winter time for selected areas in the USA was demonstrated as early as in
1956 by Pirsko and Fons [7]. It is also generally known that building fires are more common during
winter in cold climates [8]. To monitor the temperature and the ambient relative humidity outdoor, as
well as indoor, may then represent an indirect way of monitoring gradually changing winter fire risk.
The wind plays a major role in the fire spread between buildings. The weather forecasts for the next
days in combination with the monitored indoor RH may then in the future probably be used to design
a conflagration fire danger rating system [9].

Sensors 2018, 18, 3244; doi:10.3390/s18103244 www.mdpi.com/journal/sensors101
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However, such an application reveals the need for low cost sensors for recording ambient and
indoor temperature and RH. Recently, a fast TiO2 capacitive high speed sensor with 35 s response
time [10] and an extremely fast response induced stress-optic polymer fiber sensors with only 2 s
response time [11] have been developed. The relative humidity indoors does, however, change slowly.
A one to two hour response time would be satisfactory at least for testing the concept in the present
study. To assist in data collection, it would be preferable to use equipment that allows for remote
access of the recorded data through the internet for analysis and risk evaluation. Possible warnings to
the fire brigades in case of unusual dry conditions developing could then be issued. It was therefore
considered to determine whether comparably low cost consumer grade weather stations could be used
for relative humidity measurements as a proxy for increased fire risk.

The objective of the present work is to report on the experience of testing consumer grade weather
stations for relative humidity measurements as a proxy for the winter fire risk in wooden constructions
(Section 1). Section 2 presents the theoretical background. Section 3 describes the need for calibration
and a simple way to establish calibration curves without a professional climate chamber. Section 4
presents the results regarding the main objective as well as some other interesting findings. In Section 5
the overall experience with the consumer grade weather stations for scientific measurements are
discussed. Suggestions for improvement and future research are also presented.

2. Theory

2.1. The Relative Humidity Conten in Air

The relative humidity in air is dependent on the absolute water vapor content as well as the air
temperature. The saturation vapor pressure of water is a near exponential function of temperature and
may be described by [12]:

Psat = 610.78· exp
(

17.2694·To

To + 238.3

)
(Pa), (1)

where To (◦C) is the ambient temperature. When the temperature and the relative humidity of the air
are known, the water vapor concentration may be calculated by:

Cw,o = RHo·Psat·Mw

R·To
,
(

kg m−3
)

, (2)

where RHo is the ambient relative humidity (in the range 0 to 1.0), Mw (0.01802 kg mol−1) is the
molecular mass of water and R (8.314 J K−1 mol−1) is the molar gas constant.

Cooling this air so that it theoretically contains more than 100% relative humidity, the surplus
water condenses at small dust particles, etc. to make fog. It is a quite normal phenomenon to observe
fog in a cold night and morning dew on the grass after a cold night. It should be noted that cooling the
air results in a volume reduction, which also increases the water vapor concentration. The focus of the
present paper is, however, the indoor heating of the air in cold climates. Heating the cold ambient air
(at constant pressure) to the higher indoor temperature, Tin (◦C), will, according to the ideal gas law,
result in a dilution corresponding to the gas volume expansion, i.e.,

Cw,in = Cw,o·
(

To + 273.15 K
Tin + 273.15 K

)(
kg m−3

)
. (3)

2.2. Concentration of Water in the Air

In Norway, historic weather data at 1 h frequency may be retrieved for free from a number of
meteorological stations by the application provided at www.eklima.no. In the Haugesund area, the
meteorological station at the Haugesund airport is well equipped and professionally maintained for
recording data relevant for the present study. Based on retrieved temperature and relative humidity
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data, the historic values for the ambient water vapor concentration may be calculated by using
Equations (1) and (2).

The calculated outdoor water concentration based on data from the meteorological station at the
Haugesund airport for the period July 2015 through June 2016 is shown in Figure 1. The variation
through the year is significant. With a few exceptions, it is seen that the low water content in parts of
January, i.e., about 2 g/m3, was indeed very low compared to the rest of the year. If such dips are short,
i.e., less than a day, a wooden home does not have time to adjust to the new dry conditions. This is
partly due to the finite air exchange rate as well as slow diffusion processes of water in wood and
humidity being released from the drying wood to the indoor air. However, if the dry conditions persist
for some days or weeks, the wood dries out and the fire risk related to the drier wood increases [5].
In order to analyze this situation, information about the indoor relative humidity is needed. Preferably,
this should be recorded in a cost efficient and convenient way, e.g., through the internet.

 

Figure 1. Calculated outdoor water concentration based on temperature and relative humidity recorded
by the meteorological station (Haugesund airport), July 2015 through June 2016. (The x-axis represents
days prior to and after New Year).

2.3. Moisture Supply Sources Indoors

Indoors, there are usually also sources of moisture supply present, e.g., humans, pets and pot
plants. Hygroscopic materials, e.g., wood and other cellulose based materials such as upholstery,
clothes, carpets, etc. may also release humidity when the indoor climate gets drier. If the indoor
air gets more humid, these materials absorb humidity from the air. These materials may also show
hysteresis when changing from the mode of adsorption to desorption and vice versa [13]. Since such
hysteresis is dependent on parameters such as thickness, internal humidity diffusion processes, etc. of
the variety of materials involved, it is quite complicated to model the contribution of these materials to
the indoor humidity levels.

The best way to measure the water content of indoor combustible hygroscopic materials would
probably be to record the mass change of selected objects. This is not easy to do with a good precision.
Measuring the indoor relative humidity does, however, provide a good alternative for obtaining
information about the indoor climate contribution to structural wood fire risk. Recording the humidity
levels, and keeping track of especially low indoor humidity levels, gives a good indication about the
structural wood fire risk development. Warnings may be considered based on weather forecasts so
that focus can be shifted to monitoring indoor relative humidity development and fire risk evaluations
when needed.
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3. Materials and Methods

3.1. Initial Considerations and Preliminary Testing

The first idea was to record the mass of representative indoor wooden objects in order to consider
their combustibility. This could be e.g., wooden plates of different thicknesses placed on separate
balances, and then record the mass at a convenient frequency. The recorded data could then be
transferred via the internet to researchers analyzing the data. It was, however, realized that it would
be quite challenging to e.g., have sufficiently stable balances. A number of precision balances would
also have been very costly. During discussions with an automation engineer [14], it was decided to try
consumer grade weather stations for recording relative humidity as a proxy for the indoor wood fire
risk. It was therefore decided to abandon the direct mass recordings and further pursue the weather
station proposal.

A very low cost, and not web based, weather station was therefore purchased and evaluated
against a precision psychrometer (Extec RH390, ID 10116891, calibration certificate 350342-10116891,
Extech Instruments, Waltham, MA, USA). The psychrometer calibration data are presented in Table 1.
A straight line was fit to the RH390 psychrometer RH readings as a function of the climate chamber
RH to give:

RH = 1.0345·RHreading − 0.5683, (4)

where the deviations are stated in the last column of Table 1.

Table 1. Producer calibration data for the Extec RH390 precision psychrometer (in a Binder KBF-115
climate chamber, serial No. 09-06299, Binder GmbH, Ulm, Germany, traceable to Scalibra AS, Skjetten,
Norway, proof No. 3491-14).

RHreal RHreading Equation (4) Deviation

24.0% 23.7% −0.05%
49.5% 48.5% 0.10%
75.0% 73.0% −0.05%

The weather station and the precision psychrometer were placed in a 17 L transparent plastic
box with a lid. Operation of the precision psychrometer without disturbing the internal atmosphere
was provided for by a 2.5 mm plastic rod through a sealed hole. The internal relative humidity was
adjusted to get varying relative humidity (RH) in the plastic box. To get a low RH, the box was taken
outdoor and filled with low temperature air which became dry when adjusted to indoor conditions at
22 ◦C. To get high RH, droplets of water were allowed to evaporate in the plastic box, inspired by a
previous study [15]. Comparing the results recorded by the very inexpensive weather station with
the results obtained by the precision psychrometer, a simple straight line, similar to the one described
by Equation (4), was obtained for the deviation. Subsequent recordings corrected by this straight line
gave results within the psychrometer precision, i.e., within 2% RH. The response time and longtime
stability of this inexpensive weather station were not further investigated. The results obtained were,
however, very promising regarding the potential of using more advanced consumer grade weather
stations. It was therefore decided to proceed with a higher quality weather station, which had a built
in system for web based data transfer.
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3.2. The Netatmo Weather Stations

Eight Netatmo weather stations (Netatmo Urban Weather Station, Wi-Fi, NWS01-EC, [16]),
as shown in Figure 2, were purchased from a local hardware shop. These units were set up to
the local WiFi network by a PC for later data access by smartphones and PCs through a password
protected WiFi connection. These weather stations record temperature and relative humidity at 5 min
intervals. The indoor unit also records atmospheric pressure and CO2-concentration. The outdoor unit
sends the recorded data to the indoor unit, which automatically forwards the recorded indoor and
outdoor data to the Netatmo servers for instant or later user access and data retrieval. The complete
weather station, including indoor and outdoor units, is shown in Figure 1. The indoor units are
powered by a USB adapter while the outdoor units are battery powered. The outdoor sensor battery
status is transmitted to the user web page. It is also possible to give public access to temperature and
RH recordings. This service is currently being used to improve the temperature predictions of the
Norwegian weather forecasts [17].

The producer of the Netatmo units states that the equipment can read temperatures within
±0.5 ◦C and relative humidity (RH) within ±3% RH. The PC interface allows for a temperature
calibration by the user. In the present work it was decided to calibrate the temperature output of the
units against a precision temperature instrument (ALMEMO® SP10302D Pt100 Temperature Reference
Instrument, Ahlborn Mess- und Regelungstechnik GmbH, Holzkirchen, Germany) for the temperature
interval relevant for the indoor and outdoor sensors. Only minor adjustments were needed to achieve
temperature recordings well within ±0.3 ◦C for the temperature region of interest in the present work.

 

Figure 2. Netatmo weather station outdoor unit (left) and indoor unit (right). (Photo by Netatmo,
reproduced with permission).

There was, however, no web interface available for the user to calibrate the RH readings.
The producer of the Netatmo units only provides a single point adjustment at about 75% RH.
When testing the readings of two Netatmo indoor and outdoor units against the precision psychrometer,
a clear need for calibrating the weather station indoor and outdoor readings was revealed. It was
therefore decided to obtain calibration curves for all indoor and outdoor units.
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3.3. The Equipment and Chemicals Used for RH Calibration

To make an atmosphere of known and constant temperature and relative humidity (RH),
the sensors to be calibrated were placed, four at a time, in a transparent plastic box of dimensions
50 cm by 40 cm by 30 cm height. A lid was applied to the box and the USB power cables for the
indoor units were let out through the back wall. The hole was sealed to prevent air exchange with
the surroundings.

Water saturated inorganic salt solutions, i.e., LiCl, MgCl2 and NaCl, all salts pro analysis quality,
were used to respectively achieve RH values of 11.3 ± 0.31% RH, 33.07 ± 0.18% RH and 75.47 ± 0.14%
RH [18]. This range covered the area of most interest for the indoor sensors, i.e., 15–50% RH and the
outdoor sensors, i.e., above 40% RH. Distilled water was applied to the inorganic salts to minimize the
influence of any impurities. The sensor readings during the calibration were obtained at 2–5 ◦C and
22 ◦C, for the outdoor and indoor units, respectively.

Saturated water salt solutions were placed at four 8 cm diameter plastic plates. Two of these
plates were placed on the plastic box floor level and two plates were placed at about 10 cm elevation.
This was done in order to quickly obtain equilibrium RH conditions after any handling of salts or
weather station units in the plastic box. Air circulation within the box was achieved using a USB
fan, which also speeded up the process of establishing a constant RH level. When changing to NaCl
solutions, water droplets were added to an aluminum plate (for good heat transfer to the droplets [19])
placed just downstream the USB fan to quickly achieve a humid atmosphere.

The previously mentioned battery powered precision psychrometer was also placed inside the
plastic container for instant recordings of temperature and relative humidity. As with the preliminary
testing, a plastic rod was arranged for operating the psychrometer. The psychrometer readings
were observed through the transparent plastic box lid. The box was loosely covered by sheets of
aluminum foil to reflect light radiation to prevent any plastic box “greenhouse effects”. The system
was then left to achieve equilibrium conditions governed by the applied saturated salt solution.
The psychrometer readings were used to confirm that a constant RH level was achieved inside
the plastic box. Another two hours were allowed for ensuring constant weather station readings.
The temperature and RH for each weather station unit were then obtained by the web interface together
with the psychrometer readings. The procedure was repeated for all the relative humidity sensors
(four at a time) and for all the saturated inorganic salt solutions. Separate testing was done to establish
the sensor response times when exposed to a sudden change in relative humidity.

4. Results

4.1. Calibration Coefficients for the Weather Station Relative Humidity Recordings

The sensors generally gave very erroneous results compared to the equilibrium conditions ensured
by the water saturated salt solutions. Several of the detectors were up to, and even more than, 10% RH
wrong either at low (11.3% RH) or high relative humidity (75.5% RH). The sensor outputs were,
however, very linear with respect to the real relative humidity. This indicated that a linear equation
could be used for converting the recorded result to correct relative humidity values. A linear correction
curve, similar to the one shown in Equation (4), was therefore fit to the RH data recorded for the indoor
units (at 22 ◦C) and outdoor units (at 2–5 ◦C). The results are presented in Table 2. The regression
coefficients were better than 0.995 for all the units indicating a good straight line fit. However, when
studying the slopes and intercepts presented in Table 2, it is quite clear that calibration was indeed
necessary for all the sensors.
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Table 2. The linear correction curve for the eight weather stations studied.

Sensor Slope Intercept

Indoor 1 1.030 −7.778
Outdoor 1 1.092 −6.334

Indoor 2 1.074 −10.811
Outdoor 2 1.090 −6.734

Indoor 3 1.122 −16.707
Outdoor 3 1.108 −7.464

Indoor 4 1.045 −11.716
Outdoor 4 1.118 −8.694

Indoor 5 0.991 −7.713
utdoor 5 1.107 −7.973

Indoor 6 0.935 −4.655
Outdoor 6 1.1051 −4.826

Indoor 7 0.999 −7.872
Outdoor 7 1.103 −6.420

Indoor 8 0.989 −8.778
Outdoor 8 1.138 −9.091

It should be noted that when extrapolating the linear curves based on the correction coefficients
presented in Table 2, for some of the sensors a recorded 100% RH would turn out to yield corrected
values slightly above 100% RH. This was solved by forcing any corrected result above 100% RH to
100% RH.

A number of tests were also done in the range 40% to 60% RH, where the precision psychrometer,
corrected by its calibration curve, was used as the reference. No deviation from linearity was detected
for any of the weather station units. To the surprise of the author, when testing an outdoor unit at
indoor temperatures, the results were still within 2% RH. The calibration of the outdoor sensors at
2 ◦C to 5 ◦C was therefore taken as valid also for temperatures below 0 ◦C.

4.2. Relative Humidity Sensor Response Times

The sensor response time was also tested. This was done by setting the weather station number
1 indoor and outdoor units in an atmosphere stabilized by water saturated NaCl solution for 6 h.
Then, the sensors were suddenly taken out and placed in the measurement container where the
atmosphere was in equilibrium with water saturated LiCl solution. It should, however be mentioned
that this does not represent a clean cut step function from humid (75% RH) atmosphere to dry
atmosphere (11% RH) since during the sensor handling, the air in the plastic box chamber was partly
diluted by indoor air of about 35% RH. Nevertheless, compared by the recording time of several hours,
given the experimental setup this was as close to a step function as practicably possible. The results
are shown in Figure 3, normalized such that a result of 1.0 corresponds to reaching the new constant
value. The sensors did not show any change after about 3.5 h. The outdoor unit reached 95% change
within 1 h while the indoor results reached 95% change towards the new constant value at just above
2 h, Whether this 2 h 95% response time was sufficient for the present work was pending the results
for the measurements in real buildings, where the changes in indoor relative humidity over time was
assumed to be much slower than 2 h.
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Figure 3. Weather station number 1 indoor (red) and outdoor (blue) sensors relative response to a near
step change in relative humidity from 75% RH to 11% RH.

4.3. Results Regarding Winter Fire Risk

The most interesting period during the winter 2015/2016 was in January 2016. Early in January,
the wind direction changed and the wind came from the mountain plains east of Haugesund,
Norway. This led to adiabatically heated ambient air and lower than normal outdoor relative humidity.
The recorded temperature and relative humidity from the local meteorological station at Haugesund
airport for January 2016 is presented in Figure 4.

 

Figure 4. Recorded temperature and relative humidity at the local meteorological station (Haugesund
airport), January 2016.

The adiabatically heated dry subzero temperature air is easily identified in the first days of January.
However, as both the temperature and the relative humidity vary, it is easier to interpret the data when
studying the actual ambient air water concentration.

The water vapor concentration calculated by Equations (1) and (2), based on the Netatmo weather
stations outdoor temperature and relative humidity at two homes, as well as the Haugesund airport,
is shown in Figure 5. It is clearly seen from Figure 5 that the recordings at the two homes agreed very
well with the recordings at the local meteorological station. This was also the case for the other six,
but one, of the Netatmo weather stations. The weather station results that deviated, and a possible
explanation for this deviation, are presented in Section 4.5.
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Figure 5. Calculated outdoor water vapor concentration for the recordings outside the 100 years old
home, the modern flat and the local meteorological station (Haugesund airport), January 2016.

The indoor relative humidity recorded at the homes presented in Figure 5, is shown in Figure 6
during the January 2016 cold snap. It is seen that the indoor relative humidity was as low as 20% RH
in periods before it started to increase significantly from 21 January. It is also seen that there are some
indoor relative humidity peaks in both homes. Since these peaks are not synchronized in time, they are
probably a result of indoor human activity.

 

Figure 6. Recorded indoor RH for a 100 years old wooden home (inhabited by four persons) and a
modern flat (inhabited by two persons) in Haugesund, Norway, during the cold snap in January 2016.

Especially during winter time, with large outdoor to indoor temperature differences, there will
be, and should be, sufficient air changes in a building to prevent rot formation in colder parts of
the thermal insulation, etc. Due to the chimney effect, the indoor air will gradually be exchanged
with ambient air. The ambient air entrained into the home is then heated to the indoor temperature.
Wind pressure also increases the air change rate. Indoors, there will usually be some moisture gain in
inhabited buildings as a result of persons and pets breathing or perspiring, dishwashing, pot plants and
wood sorption processes. The wood sorption processes may go both ways, i.e., represent a positive or
negative humidity gain. This also holds for other hygroscopic materials, such as furniture upholstery,
pot plant soil, etc. However, assuming that there is no moisture gain, and that the ambient air is
heated to the indoor conditions, a theoretical indoor relative humidity may be calculated based on
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the ambient conditions. The indoor weather station unit supplies the indoor temperature needed for
the calculations while the ambient temperature and RH may be taken from the outdoor unit or from
the local meteorological station. The best way is, however, to record the indoor RH directly, as seen
in Figure 6.

It has recently been demonstrated in 1
4 scale wooden compartments that the time for reaching

flashover, i.e., the sudden transition from a gradually increasing fire to a fully engulfing compartment
fire, was very dependent on the wood fuel moisture content (FMC). At equilibrium conditions at 20%
RH, the wood equilibrium moisture content (EMC) is about 4.5% [5]. At 50% RH the EMC is about
9.3%. The 1

4 scale fire testing revealed that the time to flashover when the FMC was 4.5% was just short
of half the time needed to reach flashover at 9.3% FMC [19]. This dramatically reduces the margins for
escape and rescue, and may in some situations be extremely critical and lead to major loss of lives [20].
Recordings like the one presented in Figure 6 may help identifying these critical situations so that
proper mitigating measures may be taken for risk management.

4.4. Weather Forecast Data

31 December 2015, at 23:00, a weather forecast API from the Norwegian Meteorological Institute
was run to retrieve the forecasts for the following 10 days period. For the first 48 h, the data are detailed
to each hour. Then, the data is gradually presented with less frequency. Five days later, the API was run
again supplying data for the following 10 days period. The calculated ambient air water concentration
based on the forecasted data is presented in Figure 7 together with the water concentration based on the
subsequent recordings from the local meteorological station, i.e., the Haugesund Airport. It is evident
from Figure 7 that the forecasts are quite good, at least for the first 48 h. This is very interesting when
it comes to potential future predictions of the dry wood fire risk based merely on weather forecasts, as
recently suggested [9]. When becoming alarmed by the weather forecast, the focus can be shifted to
following up closely on selected homes with calibrated in-house weather stations, as e.g., presented in
Figure 6, to confirm an increasing wooden home fire risk.

 

Figure 7. Calculated outdoor water concentration based on the forecasts at 31 December and 6 January
and data subsequently retrieved from the meteorological station at Haugesund airport.
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4.5. Other Results of Interest

The only outdoor weather station sensor results that differed significantly from those obtained
by the other sensors were from the home in Skudeneshavn, see Figure 8. This was especially the case
during the first 12 days of January 2016. From 1 January to 12 January, the wind direction was about
80–100◦, i.e., easterly wind from the central south Norwegian mountain plains. 12 January, the wind
direction changed to about 180◦, i.e., southerly wind from the open sea.

 

Figure 8. Calculated outdoor water concentration based on data from the meteorological station at
Haugesund airport and data from the weather station in Skudeneshavn.

While the other homes studied were close to the town of Haugesund, the one standing out was in
Skudeneshavn, i.e., on the southern tip of the Karmøy island. As can be seen in middle left part of
Figure 9, this location is more or less surrounded by sea water.

 

Figure 9. Map of the fjord Boknafjorden between Haugesund and Stavanger, Norway. North up on the
map. (Accessible for free from www.norgeibilder.no).
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The major fjord Boknafjorden, between Haugesund and Stavanger, has open water the whole year
while the inner parts of the attached smaller fjords are covered by ice in January. In wind from east, the
air passing over the open sea has a long fetch and therefore a long contact time for picking up humidity
from the open water surface before arriving at Skudeneshavn. This is especially the case during winter
time when the sea has a temperature well above the ambient air temperature, and when the ambient
air from the east is dry due to adiabatically heating. The reason for the unit in Skudeneshavn showing
the highest RH values is therefore most likely due to the dry wind from the east picking up humidity
on this 25+ km long fetch during the first 12 days of January 2016.

The smaller fjord arms and most upwind lakes east of Haugesund were covered by ice during
January 2016. The other weather stations close to the town of Haugesund, as seen in the upper left part
of Figure 9, were therefore in the period 1 January to 12 January exposed to air that had not travelled
over open and comparably warm water surfaces. When the wind direction changed on 12 January,
and thereafter came from the south, all the weather stations including the one at Haugesund airport
were exposed to the humid air from the sea.

5. Discussion

The purpose of this study was to test whether consumer grade weather stations for recording
temperature and relative humidity could be used for indicating structural wooden home fire risk
during winter time. The present work demonstrated that calibration was needed for the relative
humidity sensor results to be within ±3% RH. The correction curves were simple linear equations.
Without calibration, the readings were quite erroneous, i.e., the errors in relative humidity were up to
more than 10% RH.

The calibration was done in a transparent plastic box where the air was conditioned by LiCl,
MgCl2 and NaCl pa salt saturated water solutions. Internal air circulation was ensured by an USB
powered fan. This represented a low cost setup for the relative humidity calibration. An available
high precision temperature unit was used to calibrate the weather station by the built-in user based
temperature calibration app. The recorded temperatures were well within 0.3 ◦C when tested after this
user calibration. Using the high precision temperature unit may, however, be seen as an overkill since
a normal type K thermocouples would probably have been sufficiently accurate for the temperatures
of interest in present work.

The precision psychrometer was used to check that the inorganic salts did indeed produce the
correct relative humidity. This was also in principle not necessary, as the saturated salt solutions would
ensure equilibrium conditions at a known relative humidity level [18]. The psychrometer did, however,
represent an independent way for checking that the correct saturated salt solution was applied and
gave a good indication about the time needed to achieve the actual equilibrium conditions.

The selected weather stations had a built-in web application which allowed for remote retrieval of
the data recorded at 5 min intervals. The recorded data was downloaded in the form of spread sheets.
It was therefore easy to apply the proper relative humidity correction equation for each indoor and
outdoor detector unit.

The tested weather stations had a resolution of 1% RH. This made it difficult to detect any weather
station hysteresis regarding the relative humidity recordings. The weather station response was slow,
i.e., a time period of about 2 h was therefore allowed to ensure correct results. The sensors can therefore
not be used in situations where a fast response time is required. When the ambient water vapor
concentration decreased considerably in January 2016, it was seen that a typical home needed a few
days to equilibrate to the new and drier condition, as seen in Figure 6.

In principle, the measurement frequency of 12 h−1 allows for detecting quite rapid changes in
the indoor relative humidity, e.g., as a result of airing. However, given the slow response of the units,
i.e., close to two hours, any such potential sudden changes in indoor relative humidity could not be
discovered. Peaks due to cooking activities were, however, discovered. Due to the slow response, the
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peak values were probably not reliable as the sensor recordings were probably lagging behind such
rather rapid changes in indoor relative humidity.

The weather station response time must be compared to the building response time, i.e., a few
days. The conservative two hours weather station response time was an order of magnitude faster
than the building indoor response time. This was taken as a proof of the sensor response time being
sufficiently fast for the purpose of the present work, i.e., demonstrating that consumer grade weather
stations can be used to monitor the dry indoor climate fire risk levels of wooden buildings.

It was clearly seen that the indoor sensor had a longer response time compared to the outdoor
sensor when tested under the same conditions, i.e., 2 h versus 1 h to 95% of a step change in relative
humidity. This may simply be due to the larger internal air volume of the indoor sensors. For future
measurement campaigns it is recommended to try to optimize the response time by e.g., allowing for
better air convection and thereby faster response.

During the calibration, the outdoor relative humidity sensors were, as always, powered by internal
batteries. The indoor relative humidity sensors were, however, supplied USB power from transformers
outside the box, i.e., the current wires had to be led through the wall. This was also the case for the
USB fan power cable. Instead of relying on external power, using USB power banks for supplying
these units would take away the clutter of wires through the wall. Utilizing USB power banks as the
power supply source are therefore recommended for future calibration and characterization studies.

The accuracy of the recordings, after the calibration curves were established and applied to the
retrieved data, was found to be within ±3% RH. This was also the case for three weather stations that
were tested after four months of operation during December 2015 through March 2016. This accuracy
was still well within the goal for the present study. Advanced relative humidity sensors may display
results far better than this, and with response times of 35 s [10] or even as low as 2 s [11]. Such improved
relative humidity sensors may become available on the consumer market. But for now, as no dry
wood fire risk warning system exists, the weather stations tested in the present work was found fit
for purpose. They did work quite well as an indicator of dry indoor climate resulting in a gradually
increasing wooden home structural fire risk. The long time stability through winter and summer
season was not tested in the present work since, based on the simplicity of the inorganic salt calibration,
the detectors will regardless be recalibrated for future measurement campaigns.

An interesting research possibility regarding web based weather stations may be related to the
geography teaching for primary and secondary schools. The influence of the sea and the mountains on
the local relative humidity, as clearly observed in the present work, may be demonstrated in the class
room. The changes in relative humidity when the temperature is changing may also be worthwhile
presenting to school children. The calibration procedure for teaching purposes may be done without
using pro analysis quality salts. Commercial grade NaCl is available in any grocery store, though
maybe producing equilibrium conditions 1% RH off due to a minor content of other salts. Consumer
grade MgCl2 may be available at hardware stores as an ice melting powder, at least in cold climate
areas. MgCl2, which in contrast to LiCl, is not poisonous, may therefore represent a safe second
calibration point.

Another research possibility may be to use private weather stations for suppling data for increased
wildfire risk awareness, especially during summer time [21], but also during winter time in cold climate
areas [6]. Recent wildland urban interface (WUI) fires in Europe have also claimed many lives, such as
the one in Portugal 16–24 June 2017, which claimed 66 lives [21]. The Athens area WUI fires during
20–22 July 2018 resulted in more than 90 fatalities [22]. If the public becomes more aware of the
overhanging wildfire and wildland urban interface fire risk by reading properly calibrated ambient
relative humidity data, they may be better prepared for preventing igniting start fires as well as for an
early evacuation if a wildfire starts in their region. Increasing the risk awareness using e.g., phone app
warnings based on private weather stations may be a worthwhile future research project.
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The main conclusion of the present study is that consumer grade weather stations, at least the
type tested in the present study, have been shown to quite accurately measure the indoor and outdoor
relative humidity when properly calibrated. This indicates that such weather stations could become
central in a future attempt to develop a cold climate structural fire risk warning system.

Funding: The research received no external funding.

Acknowledgments: The valuable discussions with colleagues in the oil and gas industry are highly appreciated.
It is much appreciated that the home owners allowed for installation of weather stations during the winter
2015/2016. Valuable comments by the two anonymous reviewers are also appreciated.

Conflicts of Interest: The author declares no conflict of interest.

References

1. World Health Organization. Health Statistics and Information Systems: Estimates for 2000–2015. Available
online: http://www.who.int/healthinfo/global_burden_disease/estimates/en/index1.html (accessed on
1 August 2017).

2. World Health Organization. Injuries and Violence: The Facts. Available online: http://www.who.int/
violence_injury_prevention/key_facts/en/ (accessed on 14 March 2018).

3. World Health Organization. Burn Prevention, Success Stories, Lessons Learned. Available online: http://
www.who.int/violence_injury_prevention/publications/other_injury/burn_success_stories/en/ (accessed
on 14 March 2018).

4. Metallinou, M.M.; Log, T. Health impacts of climate change-induced subzero temperature fires. Int. J.
Environ. Res. Public Health 2017, 14, 814. [CrossRef] [PubMed]

5. Log, T. Cold climate fire risk; A case study of the Lærdalsøyri Fire, January 2014. Fire Technol. 2016,
52, 1825–1843. [CrossRef]

6. Log, T.; Thuestad, G.; Velle, L.G.; Khattri, S.K.; Kleppe, G. Unmanaged heathland—A fire risk in subzero
temperatures? Fire Saf. J. 2017, 90, 62–71. [CrossRef]

7. Pirsko, A.R.; Fons, W.L. Frequency of Urban Building Fires as Related to Daily Weather Conditions; Forest and
Range Experiment Station: Berkeley, CA, USA, 1956.

8. Rohrer-Mirtschink, S.; Forster, N.; Giovanoli, P.; Guggenheim, M. Major burn injuries associated with
Christmas celebrations: A 41-year experience from Switzerland. Ann. Burns Fire Disasters 2015, 28, 71–75.
[PubMed]

9. Metallinou, M.M.; Log, T. Cold Climate Structural Fire Danger Rating System? Challenges 2018, 9, 12.
[CrossRef]

10. Liu, M.-Q.; Wang, C.; Kim, N.-Y. High-Sensitivity and Low-Hysteresis Porous MIMType Capacitive Humidity
Sensor Using Functional Polymer Mixed with TiO2 Microparticles. Sensors 2017, 17, 284. [CrossRef] [PubMed]

11. Leal-Junior, A.; Frizera-Neto, A.; Marques, C.; Pontes, M.J. Measurement of Temperature and Relative
Humidity with Polymer Optical Fiber Sensors Based on the Induced Stress-Optic Effect. Sensors 2018, 18, 916.
[CrossRef] [PubMed]

12. Tetens, O. Uber einige meteorologische Begriffe. Zeitschrift fur Geophysik 1930, 6, 297–309.
13. Salin, J.G. Inclusion of the sorption hysteresis phenomenon in future drying models. Some basic

considerations. Maderas Cienc. Tecnol. 2011, 13, 173–182. [CrossRef]
14. Langelandsvik, G.M. (Equinor, Kårstø, Norway) Personal communication, 2015.
15. Log, T. Water droplets evaporating on horizontal semi-infinite solids at room temperature. Appl. Therm. Eng.

2016, 93, 214–222. [CrossRef]
16. Personal Weather Station. Available online: https://www.netatmo.com/en-US/product/weather/weatherstation

(accessed on 18 July 2018).
17. The Norwegian Meteorological Institute. Private Weather Data in the Yr-Forecast. Available online: http:

//www.yr.no/artikkel/private-vaerdata-inn-i-yr-varselet-1.13963299 (accessed on 17 July 2018).
18. Greenspan, L. Humidity Fixed Points of Binary Saturated Aqueous Solutions. J. Res. Natl. Bur. Stand. 1977,

81, 89–96. [CrossRef]

114



Sensors 2018, 18, 3244

19. Kraaijeveld, A.; Gunnarshaug, A.; Schei, B.; Log, T. Burning rate and time to flashover in wooden 1
4 scale

compartments as a function of fuel moisture content. In Proceedings of the 8th International Fire Science &
Engineering Conference, Windsor, UK, 4–6 July 2016; pp. 553–558.

20. Delâge, C. Rapport du Commissaire aux Incendies du Québec; Coroners Fire Investigation Report; L’Isle-Verte
Incendie: Québec, QC, Canada, 2015.

21. Benfield, B. Companion Volume to Weather, Climate & Catastrophe Insight, Additional Data to Accompany
the 2017 Annual Report. 2018. Available online: http://thoughtleadership.aonbenfield.com/Documents/
20180124-ab-if-annual-companion-volume.pdf (accessed on 8 August 2018).

22. Norwegian National Broadcasting Corporation. Available online: https://www.nrk.no/nyheter/skogbranner-
i-hellas-1.14137775 (accessed on 6 August 2018).

© 2018 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

115



sensors

Article

Humidity Measurement in Carbon Dioxide with
Capacitive Humidity Sensors at Low Temperature
and Pressure

Andreas Lorek 1,* and Jacek Majewski 2

1 German Aerospace Center (DLR), Rutherfordstraße 2, 12489 Berlin, Germany
2 Department of Automation and Metrology, Faculty of Electrical Engineering and Computer Science,

Lublin University of Technology, 38A Nadbystrzycka Str., 20-618 Lublin, Poland; j.majewski@pollub.pl
* Correspondence: andreas.lorek@dlr.de; Tel.: +49-306-705-5390

Received: 27 June 2018; Accepted: 6 August 2018; Published: 9 August 2018

Abstract: In experimental chambers for simulating the atmospheric near-surface conditions of Mars,
or in situ measurements on Mars, the measurement of the humidity in carbon dioxide gas at low
temperature and under low pressure is needed. For this purpose, polymer-based capacitive humidity
sensors are used; however, these sensors are designed for measuring the humidity in the air on the
Earth. The manufacturers provide only the generic calibration equation for standard environmental
conditions in air, and temperature corrections of humidity signal. Because of the lack of freely
available information regarding the behavior of the sensors in CO2, the range of reliable results is
limited. For these reasons, capacitive humidity sensors (Sensirion SHT75) were tested at the German
Aerospace Center (DLR) in its Martian Simulation Facility (MSF). The sensors were investigated in
cells with a continuously humidified carbon dioxide flow, for temperatures between −70 ◦C and
10 ◦C, and pressures between 10 hPa and 1000 hPa. For 28 temperature–pressure combinations,
the sensor calibration equations were calculated together with temperature–dependent formulas
for the coefficients of the equations. The characteristic curves obtained from the tests in CO2 and
in air were compared for selected temperature–pressure combinations. The results document a
strong cross-sensitivity of the sensors to CO2 and, compared with air, a strong pressure sensitivity
as well. The reason could be an interaction of the molecules of CO2 with the adsorption sites on
the thin polymeric sensing layer. In these circumstances, an individual calibration for each pressure
with respect to temperature is required. The performed experiments have shown that this kind of
sensor can be a suitable, lightweight, and relatively inexpensive choice for applications in harsh
environments such as on Mars.

Keywords: capacitive humidity sensors; SHT75; carbon dioxide; humidity; Mars in-situ measurements;
experimental simulation chambers; Martian atmosphere; low temperature; low pressure; CO2

1. Introduction

The exploration of Mars has become of growing importance in view of its relatively promising
Martian environmental conditions for extraterrestrial forms of life [1,2]. One of the main goals of Mars
investigation is “to follow the water” [3] as a prerequisite for the survival of living entities. Because of
low temperatures (e.g., 215 K to 273 K at the equator) [3] and low Martian atmospheric pressure
(600–800 Pa near the surface) [1], water can exist only as vapor, as ice, in brines [4], or bounded on
the surface of the regolith as interfacial water in a liquid-like state [5], and it might also form by the
process of deliquescence [6]. The water vapor is of particular interest, because it influences chemical
reactions; because of the water content in the lower atmosphere and upper regolith, the phenomena
like fog and thin frost layers occur, and could also be important for potential life forms. The question
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of water vapor content in the Martian atmosphere, with a dominant part of 96% carbon dioxide [7],
can be resolved by accurate measurements of the relative humidity (Uw,i) in carbon dioxide at low
temperatures and pressures. It is important to determine the metrological properties of humidity
sensors in this extraterrestrial environment, prior to mounting onto a lander or rover mission or to use
in Mars-simulating chambers.

This paper presents the results of the investigation on the SHT75 relative humidity sensors
(Sensirion, Steafa ZH, Switzerland) in CO2, performed at the DLR (German Aerospace Center)
laboratory in Berlin. A similar investigation in the regular air of the Earth, performed in the same
laboratory, has already been described in the literature [8]. That former paper [6] is essential for the
understanding of the present paper, because the experimental setup, definitions of parameters, and so
on, that are used in the present paper, have been explained and defined in the literature [8].

The SHT75 sensor is of polymer-based capacitive type, and both in the Mars simulation chambers
on Earth and on the Martian rovers, that type of sensor is generally applied. For example, in the
MESCH chamber (Mars Environmental Simulation Chamber) developed at the University of Aarhus
(Aarhus C, Denmark), the Honeywell sensor HIH-3602C (Honeywell International Inc., Golden Valley,
MN, USA) was used [9], and in the MARTE chamber (Mars environmental simulation chamber) built
at Centro de Astrobiologia in Madrid, the Honeywell sensor HIH-4000 (Honeywell International
Inc., Golden Valley, MN, USA) was employed [10]. In the PELS (Planetary Environmental Liquid
Simulator) system at the University of Edinburgh, the Honeywell sensor HIH-4602-A (Honeywell
International Inc., Golden Valley, MN, USA) was applied [11]. In the Phoenix spacecraft that landed
on Mars in 2008, its instrument, MECA (Microscopy, Electrochemistry, and Conductivity Analyzer),
contained a probe TECP (Thermal and Electrical Conductivity Probe) with the Panametrics sensor
MiniCap-2 (GE Panametrics, Waltham, MA, USA) [12]. Most recently, the Curiosity rover, operating
on Mars from 2012, contains the REMS instruments (Rover Environmental Monitoring Station) set
with three Humicap sensors (Vaisala, Helsinki, Finland) [13]. The choice of polymer-based capacitance
sensors is based on a number of advantages such as small dimensions and lightweight, low energy
consumption, simple electronics for sensor’s signal conditioning, a reliable measurement principle
providing linear characteristics, and a relatively short response time. Sensirion AG belongs to the
worldwide market-leading manufacturers of the humidity sensors, and the SHT75 sensor design
exhibits high metrological properties.

2. Experimental Procedure

In the case of measurements in carbon dioxide, the number of measuring points (each point
collected at stable pressure, temperature, humidity, and stable output signals of the reference dew
point hygrometer and the investigated SHT75 sensors) taken into account (1316) was considerably
smaller than for the measurements in air (5244), carried out in similar experiments at the DLR in
2013 [8]. Seven of the nine SHT75 sensors used in the air experiments were afterward tested in the
carbon dioxide experiments.

The developed gas mixing system can generate either humidified air containing the amounts of
water vapor that correspond to the humidity levels occurring in the atmospheric air on Earth, or the gas
compositions corresponding to the atmosphere at the surface of Mars. The essential parts of the system
are the adjustable mass flow controllers. As up to six individual gas components can be blended in the
system, one controller per each inlet (including the control of the gas stream to be humidified) is used,
and one controller per each of three outlets leading to the three measuring cells; nine controllers in
total. In each measuring cell, three SHT75 sensors are placed. At 1013.25 hPa, the system can generate
dew/frost points ranging from −82 ◦C dry air frost point (tf) to 5 ◦C dew point (td).

In place of the dry air that is used in the investigation described in the literature [8], in the
experiments discussed here, CO2 gas delivered in bottles was used as the carrier gas, with the purity
of 99.995% and the frost point of −66 ◦C. The system can provide a continuous flow of a carrier gas
up to 150 L/h at 20 ◦C and 1000 hPa [14]. A part of the dry carrier gas stream is saturated with water
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vapor when bubbled through liquid water in the scrubber bottles placed in the thermostat regulated
water bath. That method ensures that a stable frost point temperature tf of the humidified carrier gas
with the setting accuracy of ±0.5 ◦C is maintained. When decompressing the humidified gas inside
the measuring cells to 10 hPa with a vacuum pump, the dew point range of −94 to −46 ◦C can be
reached. Only the results obtained from seven of the nine investigated sensors were considered to be
valid for analyzing, because at the end of the experiments, the two sensors excluded from the analysis
exhibited excessive deviations at the relative humidity above 80%.

The measurements in carbon dioxide were made in the temperature range of 10 ◦C to −70 ◦C in
10 K steps, in monotonically decreasing order (nine temperature steps altogether). In each temperature
step, the pressure was monotonically decreased. Firstly, the measurements at 1000 hPa were performed,
and then the pressure was decreased down to 500 hPa, 200 hPa, and (from −30 ◦C downwards) to
10 hPa. Within every pressure step, firstly, the humidity was decreased in steps, and then increased
back. For any combination of temperature and pressure values (i.e., of row and column headings of
Table 1), the corresponding set of measurement points was taken only once.

In Table 1, the applied ranges of the relative humidity for every temperature–pressure combination
are listed. The measurement points for 10 hPa and 200 hPa at 10 ◦C and for 10 hPa at 0 ◦C, −10 ◦C,
and −20 ◦C could not be obtained because of the limitation of the gas mixing system. The measurement
points at −70 ◦C for 500 hPa and 1000 hPa were not taken as a result of very long response times of the
SHT75 sensors (tens of hours at higher pressure values).

Table 1. Range of the relative humidity of CO2 under investigation (minimum and maximum values)
for different temperature and pressure conditions. The relative humidity (Equation (1) and Section 3.2
in [8]) is calculated with respect to water Uw or ice Ui (marked by brackets). T denotes humid gas
temperature (in ◦C).

T
p

1000 hPa 500 hPa 200 hPa 10 hPa

10 ◦C
84 37 - -
12 7 - -

0 ◦C
70 74 30 -
7 7 7 -

−10 ◦C
67 (74) 68 (75) 64 (71) -
21 (23) 5 (6) 6 (7) -

−20 ◦C
65 (79) 67 (81) 70 (85) -
9 (11) 7 (9) 5 (7) -

−30 ◦C
59 (80) 62 (83) 67 (90) 18 (24)
16 (22) 4 (5) 6 (8) 8 (10)

−40 ◦C
54 (79) 53 (79) 56 (83) 56 (82)

2 (3) 3 (5) 7 (10) 7 (10)

−50 ◦C
(100) (97) (87) (100)
(20) (19) (17) (14)

−60 ◦C
- (88) (86) (99)
- (18) (19) (14)

−70 ◦C
- - (96) (91)
- - (34) (9)

3. Results

3.1. Pressure Dependency of the SHT75 in CO2

Figure 1a–i show the pressure dependency of all of the SHT75 sensors investigated in CO2 at
various temperatures. In Figure 1e–g, each of the results of the fits at four different pressures are
plotted. The reasons for the lack of one (Figure 1b–d,h) or two (Figure 1a,i) fit lines are explained above
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(comment on Table 1), or the slope of the fit line was too steep so that the resolution of the humidity
readout strongly decreased, and an analysis has made no sense.

The pressure has a significant influence on the measured values of humidity, especially at lower
pressure ranges. The slopes at 1000 hPa are always the greatest ones, whereas at 10 hPa (or if
absent, at 200 hPa), the fitted lines have the least steep slopes. This pressure influence becomes more
conspicuous with the temperature falling. At −30 ◦C, the value for the slope of the 1000 hPa fit line is
only three times greater than that of the 10 hPa line, while at −50 ◦C the ratio is four to one.

Figure 1. Cont.
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Figure 1. Pressure dependencies of the SHT75 sensors in CO2 (regression lines fitted to measurement
points collected from all tested sensors at different temperature/pressure combinations) at temperatures
from −70 ◦C to 10 ◦C; SORH are the integer rough values (SO means ‘sensor output’, i.e., the humidity
readout) of the SHT75 sensors.

3.2. Temperature Dependency of the SHT75 in CO2

The set of fits depicted in Figure 1a–i (a separate figure for each constant temperature value) can
be rearranged and divided into four other figures (a separate figure for each constant pressure value).
Figure 2a–d show the temperature dependency of the fits at different pressures.

Figure 2. Temperature dependencies of the SHT75 sensors in CO2 (regression lines fitted to
measurement points collected from all tested sensors at different temperature-pressure combinations)
at pressures from 10 hPa to 1000 hPa.

The four figures above show that the slope of the fit becomes greater with the decreasing
temperature. The slope values at 10 ◦C and 0 ◦C are similar for 500 hPa and 1000 hPa. The difference
increases at −10 ◦C and grows with decreasing temperature. For 1000 hPa, the slope value at −50 ◦C
is four times greater than that at 10 ◦C. On the other hand, for 10 hPa, the slope value at −70 ◦C is only
ca. three times greater than at −30 ◦C. The fit equations are listed in Table 2.
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Table 2. Polynomial (quadratic) and linear regression fit equations for each pressure–temperature pair
shown in Figures 1a–i and 2a–d.

Pressure
[hPa]

Temperature
[◦C]

Fit Equation

1000

10 Uw,i(ref) = −0.0000053 × SORH
2 + 0.0575737 × SORH − 8.96

0 Uw,i(ref) = −0.0000083 × SORH
2 + 0.0648922 × SORH − 11.04

−10 Uw,i(ref) = −0.000008 × SORH
2 + 0.0821515 × SORH − 17.08

−20 Uw,i(ref) = 0.0908286 × SORH − 17.84
−30 Uw,i(ref) = 0.1263865 × SORH − 27.19
−40 Uw,i(ref) = 0.1668640 × SORH − 30.88
−50 Uw,i(ref) = 0.2595892 × SORH − 52.28

500

10 Uw,i(ref) = 0.0428904 × SORH − 5.033
0 Uw,i(ref) = −0.0000049 × SORH

2 + 0.0523972 × SORH − 7.62
−10 Uw,i(ref) = 0.00000025 × SORH

2 + 0.05227031 × SORH − 6.55
−20 Uw,i(ref) = 0.0703082 × SORH − 10.59
−30 Uw,i(ref) = 0.0952314 × SORH − 16.2
−40 Uw,i(ref) = 0.1362861 × SORH − 23.27
−50 Uw,i(ref) = 0.212559 × SORH − 41.17
−60 Uw,i(ref) = 0.3125689 × SORH − 56.36

200

0 Uw,i(ref) = 0.0381205 × SORH − 3.13
−10 Uw,i(ref) = −0.0000043 × SORH

2 + 0.0510756 × SORH − 5.88
−20 Uw,i(ref) = −0.0000067 × SORH

2 + 0.064592 × SORH − 8.87
−30 Uw,i(ref) = −0.0000082 × SORH

2 + 0.0817805 × SORH − 12.12
−40 Uw,i(ref) = 0.0978043 × SORH − 11.71
−50 Uw,i(ref) = 0.1414872 × SORH − 22.15
−60 Uw,i(ref) = 0.2155412 × SORH − 34.06
−70 Uw,i(ref) = 0.2965787 × SORH − 39.6

10

−30 Uw,i(ref) = 0.0417898 × SORH − 0.11
−40 Uw,i(ref) = −0.0000045 × SORH

2 + 0.0537153 × SORH + 1.88
−50 Uw,i(ref) = −0.0000086 × SORH

2 + 0.0737212 × SORH − 3.41
−60 Uw,i(ref) = −0.0000152 × SORH

2 + 0.1013665 × SORH − 5.73
−70 Uw,i(ref) = −0.000024 × SORH

2 + 0.1409922 × SORH − 8.25

The equations in Table 2 are written in the following form:

Uw,i(ref) = a2 × SORH
2 + a1 × SORH + a0 for polynomial (quadratic) regression fits, (1)

Uw,i(ref) = a1 × SORH + a0 for linear regression fits. (2)

For each investigated pressure value, an individual regression equation is needed with its own
slope and intercept value.

For exemplification, the relationship between temperature and the parameters a0, a1, and a2 from
Equations (1) and (2), is plotted for the pressures 1000 hPa and 10 hPa in Figure 3a–c (on the basis of
the values from Table 2).

The polynomial regression fit equations of the temperature dependencies of the parameters a0, a1,
and a2 are listed in Table 3 (t denotes the sensor temperature).
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Figure 3. Temperature dependencies of the parameters a0, a1, and a2 at pressures 1000 hPa and 10 hPa
(on the basis of the values from Table 2).

Table 3. Polynomial regression fit equations of the curves shown in Figure 3a–c.

Pressure Equation Range of Validity

1000 hPa

a0 = 3.7153 × 10−4t3 + 0.01015t2 + 0.34192t − 13 −50 ◦C to 10 ◦C
a1 = −1.5502 × 10−6t3 − 2.1957 × 10−5t2 − 9.836 × 10−4t + 0.07 −50 ◦C to 10 ◦C

a2 = 1.65 × 10−8t2 + 1.35 × 10−7t − 8.3 × 10−6 −10 ◦C to 10 ◦C

10 hPa

a0 = −5.7126 × 10−4t3 − 0.0897t2 − 4.2482t − 61.84 −70 ◦C to −30 ◦C
a1 = 4.5028 × 10−5t2 + 2.0423 × 10−3t + 0.06285 −70 ◦C to −30 ◦C

a2 = −1.175 × 10−8t2 − 6.415 × 10−7t − 1.1345 × 10−5 −70 ◦C to −40 ◦C

3.3. Cross-Sensitivity of the SHT75 to CO2

The substitution of the air with CO2 as the carrier gas has led to some serious and unanticipated
consequences. In exemplary Figure 4a–h, the characteristic curves based on the relative humidity
values measured in the CO2 atmosphere are compared with the curves based on the values measured
in the air (taken from [8]), for the same selected temperature–pressure combinations. A conspicuous
cross-sensitivity for any pressure and temperature is observed, with a strong increase at significantly
decreased temperatures. For a given humidity value, this cross-sensitivity results in lowered SORH
values being obtained in CO2 and also in lower resolution, and a higher uncertainty of the measured
values when compared with those obtained in the air.

In Figure 4a–h, eight pairs of linear (or slightly quadratic) characteristics are shown. Each pair
consists of one line for a set of measurement points collected with the SHT75 sensors in air, and one
line obtained in CO2. The first related pair of figures (Figure 4a,b) are collated for 1000 hPa, and the
following pairs are below—for 500 hPa, 200 hPa, and 10 hPa (Figure 4g,h). In each pair of figures,
the fits at higher and lower temperature (for the same pressure value) are compared.
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Figure 4. Exemplary collations of the SHT75 sensor characteristic curves (regression lines fitted to
measurement points collected from all tested sensors) for the relative humidity measurement in CO2

and in air, at selected temperature–pressure combinations.

In order to evaluate the strength of the cross-sensitivity, the ratio of two slopes, namely the slope
of the linear characteristics obtained in CO2 and in air (p and T being equal), can be used. That ratio for
the right-column plots (low T) is for pressures of 200 hPa, 500 hPa, and 1000 hPa are 4.7, 4, and 3 times
greater, respectively, than for the coupled left-column plots (T = 0 ◦C or −10◦C). For p = 10 hPa, the ratio
of the slopes calculated at and −70 ◦C is only 1.9 times greater than at −40 ◦C. The comparison of
Figure 4a–f (200 hPa to 1000 hPa) with Figure 4g–h (10 hPa) shows that the results of the measurements
in a rarified carbon dioxide atmosphere are the most close to the measurements in air, but the best
resolution is obtained at near-zero degrees Celsius temperatures.
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4. Discussion

The measurements seem to prove a strong cross-sensitivity of the SHT75 sensors to CO2.
What could be the reason?

Inside the measuring system (Figure 1 in [8]), three main areas of the influence of carbon dioxide
on the results may be suggested.

The first area of the possible interactions of carbon dioxide and water vapor is the gas mixing
system, in which carbon dioxide is humidified and then mixed with dry carbon oxide in a given
proportion, which determines the relative humidity of the mixture. During the mixing process, there is
a possibility that some molecules of the gaseous carbon dioxide and the water vapor react to form
molecules of gaseous carbonic acid (H2CO3). Some researchers suppose that the gaseous carbonic acid
is present in cirrus clouds in the Earth’s atmosphere and in the atmosphere on Mars [15]. In laboratory
experiments, solid or gaseous carbonic acid is formed by the high-energy irradiation of H2O/CO2-ice
or by acid–base chemistry at cryotemperatures. In the Earth’s troposphere, under low humidity and at
250 K, the slow decomposition of H2CO3 is suggested. Under ambient conditions, the molecules of
carbonic acid are very unstable if contact with water molecules is possible. However, a small portion
of water vapor molecules might react with carbon dioxide, thereby reducing the amount of moisture
measured by the sensor. In liquid water saturated with gaseous carbon dioxide, only ca. 0.2% of
CO2 [16] is bonded as carbonic acid; a similar proportion might be assumed in a mixture of water
vapor and gaseous CO2.

The second area is the chilled mirror surface of the dew point hygrometer. CO2 or its reaction
products could influence the dew point measurement. On the chilled mirror surface of the hygrometer,
condensed water droplets or the deposition of frost crystals occur. The gaseous carbon dioxide is
easily soluble in liquid water, especially at low temperatures, and also in the water droplets on the
mirror. Then, inside the droplets, carbonic acid might form. But again, the molecules of carbonic acid
inside the water droplets would be very unstable, and the droplets themselves evaporate frequently.
In the case of frost, as the carbon dioxide molecules are large in comparison with water molecules
in ice, the difference in kinetic diameters (H2O [0.265 nm] vs. CO2 [0.330 nm]) is unfavorable for
the penetration of CO2 into frost crystals. CO2 could also freeze out on the chilled mirror surface,
but the sublimation point is −78.5 ◦C at 1013.25 hPa [17] and the hygrometer has not reached such low
temperature at 1000 hPa. Finally, the calculated values from the gas mixing system were in agreement
with the values measured with the hygrometer. For these reasons, the use of a dew point mirror
hygrometer should not cause the strong deviation of the SHT75 sensor measurement values in CO2

from the values measured in air.
The third area is the sensing layer of the sensor. A competition of water vapor molecules and

CO2 molecules for the access to functional groups of an adsorbing surface was observed in the
case of carboxyl groups on the carbon surface [18]. The polarity of water molecules is well known,
but also, the carbon dioxide molecules exhibit a slight polarity. In the O=C=O molecule considered as
quasi-linear, the end oxygen atoms are slightly electronegative, whereas the slight positive charge is
located near the central carbon atom [19]. The polymers applied as a sensing layer in the capacitive
humidity sensors are mostly polyimide-based, and the most popular are the various polyimides similar
to Kapton®. In the Kapton® structure, the carboxyl groups –C=O are the primary bonding sites for the
adsorption of water vapor molecules. Also, the ether groups C–O–C and N–C groups can constitute
adsorption sites [20].

The most probable explanation for a strong cross-sensitivity of SHT75 humidity sensors to carbon
dioxide assumes that the molecules of CO2 interact with the adsorption sites on the thin polymer
layer. Firstly, the CO2 molecules can produce weak hydrogen bonds between the O or N atoms in
the polymer chains, and the carbon atom in the CO2 molecule. Secondly, the CO2 molecules can
attach to water molecules that have created hydrogen bondings at primary adsorption sites. Then,
no more water molecules can be adsorbed as dimers or clusters at an adsorption site blocked by CO2

molecules, and the amount of moisture adsorbed on the polymer sensing layer is strongly reduced.
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This explanation may justify the steepest slopes (and the smallest output signals) at higher pressures
of the humidified CO2. The increase of the slope values when the temperature falls, although observed
in air, is much stronger in carbon dioxide. Here, the explanation could be the difficulties in penetrating
the water molecules inside the polymer layer when the thermal movements of the polymer chains are
reduced, together with the presence of relatively bigger carbon dioxide molecules adsorbed on the
polymer sites, which partly block the ways of penetration for much smaller water vapor molecules.

Based on the collected data, this kind of sensor seems to be a reasonable choice for application
in the harsh environment on Mars. A major disadvantage is the limitation of the measurement
range, down to about Ui = 5% for low humidity. That limit could be reached when the temperature
of the atmosphere surrounding the sensor is above −55 ◦C at a frost point of tfp = −76 ◦C [21].
Thus, for the measurement of the Ui or Uw values below that lower range limit of the polymer-based
capacitive sensors, at higher temperatures, another sensor working principle is necessary (e.g., that of a
coulometric sensor). The high Ui values above 95% can also be difficult to measure. For the measurement
of the frost point (Ui = 100%), a thin plate coupled with a precise temperature measurement that allows
for detecting the adsorption and desorption of condensed water on the plate, could be used. Such
considerations and measurements are described in the literature [22].

5. Conclusions

The measurements of the relative humidity of the gaseous carbon dioxide using polymer-based
capacitive humidity sensors revealed a strong dependence of the sensor characteristic curve on both
the temperature and the pressure of the measured humid gas. The greatest deviation from the sensor
nominal characteristic curve was observed at the lowest investigated temperature of −70 ◦C and at the
pressures 200 hPa, 500 hPa, and 1000 hPa.

The comparison with the results obtained for the same sensors in the measurements of humid
air showed big discrepancies that demonstrate the considerable cross-sensitivity of the sensors to
carbon dioxide. The most probable explanation of this effect can be the interactions of carbon dioxide
molecules both directly with the adsorption sites on the polymer layer, and indirectly with the water
molecules adsorbed on the primary adsorption sites on the polymer.

Despite of the observed cross-sensitivity, the polymer-based capacitive sensors can still be used
for the measurements of relative humidity in carbon dioxide at low pressures, within a broad range
of temperatures. An individual calibration of the sensors for such applications is recommended,
and earlier experiments should be checked for whether the cross-sensitivity has not been taken into
account. The research on cross-sensitivity to various gases for this type of humidity sensor should
be continued.
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Abstract: This paper investigates online moisture measurement of biofuel employing a strip line
cavity resonator at approximately 366 MHz, attached above and below the conveyor belt. An existing
sensor design is modified for the factory assembly, and the correct operation has been tested prior
to this paper with a small number of measurement points and collected reference samples (n = 67).
The purpose is now to concentrate on the accuracy of the measurement and increase the number of
measurement points (n = 367). The measurements were made in 5 different lots, and the thickness
and moisture properties of the biomaterial mat were varied between minimum and maximum levels
by adjusting the settings of the belt filter press that presses pulp slush into a mat. In order to further
reduce inaccuracy, at the maximum one standard deviation was allowed from the average height of
the equivalent water layer for each dataset, and consequently the number of samples was reduced to
235. A linear fit and a parabola fit were determined for thickness of the equivalent water layer vs. the
relative resonant frequency shift: R2 = 0.82 and R2 = 0.78.

Keywords: bio fuel; microwave resonator; moisture measurement; paper mill

1. Introduction

1.1. Microwave Moisture Measurement of Biomaterials

Moisture content monitoring is a method for evaluating an industrial process; this paper
investigates online moisture measurement of biofuel conducted in a paper factory. Moisture
measurements of biomaterials such as paper are discussed in [1,2]. The biomaterial is slush of the
paper process and it is pressed into a mat in a belt filter press used in biological treatment plants
for processing pulp slush. It is characterized by a porous, inhomogeneous structure and also a high
ion content due to impurities, mainly salts. For example [3] studied quality assessment of the paper
manufacturing process. On-line moisture measurements are challenging, because the material under
test moves constantly as it passes the sensor on a conveyor belt or in a pipe. Ref. [4] reports moisture
content monitoring in paper and veneer manufacturing processes employing similar kinds of resonator
sensors as in the current research. A resonator sensor was patented (2012) for measuring the moisture
content of a mat in the wire end of a paper machine [5]. However, in our present application, an
extra variable compared to plywood is thickness, because the belt filter press is not designed to adjust
the thickness of the biomaterial accurately, as typically it is not a relevant parameter. This feasibility
study on moisture evaluation of biofuel is especially challenging because it is conducted as an on-line
measurement and the material is rather inhomogeneous. The mineral content of biomaterials can vary
highly and finding a correlation between an electrical parameter and the water content requires a
proper statistical analysis.
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Analysis of biofuel drying was carried out in [6] for wood-based masses and in [7] a case study was
carried out for tea leaves. Typical biofuels are bark, forest residue, sawdust and crushed construction
wood [6]. The microwave moisture measurement methods are well-established for wood-base biofuels,
since the measurement instrumentation of for example timber is already found in the literature [8].
The moisture content generally varies from 45–55% (wet-basis) in biofuel but this causes combustion
problems in power plants [9]. The price of biofuel is determined by the moisture content and, in
addition, water is not a part of the combustion process; instead it only absorbs heat energy during the
burning. Typical methods for measuring the moisture content are either fuel flow online or fuel bulk
in a large container [10].

One traditional and destructive moisture evaluation method is oven-drying, where a sample
is taken from the conveyor belt and dried in the oven; for wood the standard temperature is
102–105 degrees Celsius. The percentage moisture content is calculated on a wet basis as a ratio
of mass of water to the total mass of moist material (gravimetric)

M =
mw

mw + md
× 100%, (1)

where mw is the mass of water and md is the mass of dry material.

1.2. Definition of Electric Parameters

The complex permittivity of an isotropic material is

ε = εrε0 = ε0(ε
′
r − jε′′r ), (2)

where ε′r is the real part and ε
′′
r is the imaginary part of the complex relative permittivity and the

permittivity of vacuum is ε0 ≈ 8.854 × 10−12 F/m.
Let us define the parameters that are used for deriving the material properties from measurement

with a strip line cavity resonator sensor. The perturbation equations [11] (pp. 141–145) assume that
the electric field is approximately unchanged when the change in permittivity of material is small.
The electric field needs to be constant inside the sample that is inserted in the resonator. Even mode
occurs when the electric field is tangential to the sample. The following approximation for the relative
change of frequency (3) applies for the even wave mode [11]:

Δ fr

fr
≈ − ε′r − 1

2
S, (3)

when the relative magnetic permeability is μr ≈ 1 and S is the filling factor of the resonator and it
depends on the dimensions of the sample. Equation (3) is essentially a linear approximation of the
frequency dependency on the real part of relative permittivity, since it assumes a low loss case, so that
ε′r >> ε

′′
r .

The moisture measurement is conducted as a single-parameter measurement according to (3) that
is not dependent on ε

′′
r . The real part of permittivity is simply related to the resonant frequency shift

caused by inserting dielectric material in the resonator cavity. As a further approximation, the only
variable is limited to the changing water content in the material. Thus, we aim to find a statistical
correlation directly between the moisture content and the resonant frequency shift of the resonator.

1.3. Objective of Research

The pulp slush is first treated by adding polymers, which make the slush lose water more easily.
The moisture measurement is conducted online, but the material is also conveyed to a combustion
chamber before burning. Therefore, an interesting result of this research is not the moisture content
at different points of the mat but, instead, the total amount of water in the container. In other words,
the objective of this work is not to find wet patches on the mat, but instead to estimate the average
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moisture content of the material that passes the sensor. Based on the moisture measurement, it is
possible to estimate the amount of water in the container, but many samples need to be recorded so that
the measurement would be representative of the bulk [9]. Since the microwave moisture measurement
represents a volumetric method, the process can be monitored during a specified time and can estimate
the amount of water of the bulk.

The requirement specifications for the project are as follows: for the biofuel plant, the goal would
be to find an optimal level for the dehumidification of the biomaterial prior to burning. The primary
objective of burning the biomaterial is to minimize its volume, which reduces the disposal costs.
The heat energy is significant for the plant only if the dry material content in the biomaterial mat is
sufficient. The dry material content, which is achieved by mechanical pressing, is usually between
20–40%, an optimum being 50% for the burning according to the biofuel plant. Thus, the moisture
content needs to be monitored in order to find an optimum balance where the costs of burning the moist
material are lower than the possible savings in energy. If the accuracy of the moisture measurement
is sufficient, the paper factory can decide whether the biomaterial is burnt for energy or disposed
of. Also, the process parameters of the belt filter press could be more easily adjusted according to
the moisture readings. The main objective of this first experiment was to investigate, whether the
chosen sensor type could be used for monitoring the moisture content of the biomaterial that differs
from paper or wood. Even after pressing, the moisture content of the biomaterial can reach up to 60%,
whereas for paper it stays usually under 10%. The biggest difference compared to paper is a large ionic
impurity content, mainly salts, which cause conductive losses.

2. Materials and Methods

Online moisture measurement requires a non-contacting transmission-type resonator; Material
flows through the sensor and the so-called transmission scattering parameters are measured and
analyzed. Due to inhomogeneity of the material, a relatively large footprint of the order of 300 cm2 is
chosen in order to obtain an average result of the footprint area. This leads to choosing the frequency
range of the measurement (~400 MHz) to be rather low. The chosen sensor type for this first feasibility
study is an existing strip line cavity resonator design [12], which was modified for the factory assembly.
This kind of transmission measurement averages a volume that can be called an equivalent volume
element. This volume element is determined by the footprint area of the measurement and the
thickness of the mat. In online sensing the speed of the measurement should be optimal so that the
device does not move more than the area of the footprint during the recording of one measurement
point. The permittivity value becomes a “sliding average” if the speed of the measurement device
is too high compared to the measurement speed. However, this can be allowed according to the
requirement specification of finding the volumetric water content of the material that is burnt.

2.1. Modification of the Existing Sensor Design and Simulations

The chosen sensor is a λ/4 strip line cavity resonator, and the field lines appear as in a strip
transmission line. It was patented in [12] and in commercial use for measuring the moisture content of
plywood [13]. A similar resonator was used for measurement of a paper web in [14]. The one-conductor
strip line resonator supports only the odd mode and the two-conductor λ/4 strip line resonator
supports only the even mode [14]. The odd and even modes are partly sensitive to different parameters
of the material. For this resonator, the relative resonant frequency shift is derived from the perturbation
theory [11].

The dimensions of the resonator halves are 250 mm × 300 mm × 100 mm and the strip is placed at
60 mm distance from the bottom of both resonator halves. It was not possible to assemble the existing
rectangular resonator to the belt filter press and, therefore, as a modification to the original design, one
edge of both resonator halves was made slanted. The dimensions of a resonator half in millimeters are
shown from the side in Figure 1a and from the top in Figure 1b.
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(a) (b) 

Figure 1. (a) Side view of a resonator half; (b) top view of a resonator half. Dimensions are in millimeters.

Operation of the resonator was simulated and the distance between the resonator halves was
also set to 60 mm. According to the simulations, the slant edge had negligible effect on the resonator
operation because the resonant frequency was 359.5 MHz for the rectangular resonator and 357.5 MHz
with slant edges, respectively.

Preliminary tests with the modified sensor design were carried out in [15,16]. Figure 2a presents
the resonator construction during laboratory tests, where the resonant frequency was measured without
the material under test (MUT) and it was fr0 = 366.3 MHz. The vector network analyzer employed
in the laboratory and also in the factory experiments was HP8753D. Figure 2b shows the resonant
curve of the empty resonator; the insertion loss is 1.2 dB at the resonant frequency. The resonant
frequency is determined accurately only from a sharp resonance. Insertion loss varied during the
measurement campaign of the biofuel between 26 and 24 dB of those samples that showed a sharp
detectable resonance; other samples were not included in the analysis.
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Figure 2. (a) Resonator in the laboratory; (b) measured resonance curve of the empty resonator.

2.2. Online Moisture Measurement of Biofuel

The sensor was assembled to the end part of a belt filter press, where the mat falls to a ripper,
cutting the mat into small pieces and after that the material is moved to a combustion chamber. Figure 3
shows the lower resonator half and the center conductor or “strip”. The strips of the resonator were
made wider (200 mm) to enlarge the measurement footprint. A Plexiglas protects the cavity and directs
the mat to flow evenly through the resonator halves.
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Figure 3. Resonator half assembled to the belt filter press.

Figure 4 illustrates how the biomaterial mat flows through the resonator halves in the online
measurement. The sensor was placed in the middle of the mat and the measurement was made along
one longitudinal line. The uncertainty of the relative resonant frequency shift was 1.3% when only
65 samples were analyzed [16]. Therefore, it was presumed that the number of samples should be
increased to obtain better accuracy. For the new analysis, in total 367 measurements were made and
the same number of reference samples was collected. The measurements were made in 5 different
lots, and the thickness and moisture properties of the biomaterial mat were varied between the lots by
adjusting the settings of the belt filter press differently for each of them.

 

Figure 4. Biomaterial mat moving through the resonator halves during the factory experiments.

The reference samples were collected from the mat after the corresponding resonant frequencies were
recorded. The area and thickness of the samples were measured in the laboratory prior to oven-drying and
they were on average 96 mm2 and 14.3 mm, the average volume of the samples being 138 cm3. The samples
were oven-dried and weighed before and after in the laboratory for the gravimetric determination of the
moisture content. For wood, the standard oven-drying temperature is typically 100–105 ◦C [17]. There is
no standard for the biofuel in question but as a precaution, the temperature of the oven was set only to
80 ◦C so that volatilization of organic matter would not occur; the biomaterial consists of a high amount
of microbes and some chemicals that are added before burning. The relative water content (wet-basis) of
the reference samples determined using (1) varied between 47–67%.

3. Results

In an online microwave measurement, the sensor does not measure a gravimetric moisture
content of discrete “samples”, but instead it represents a volumetric measurement of a moving mat.
The effective volume of the measurement would be defined as the thickness of the mat multiplied by
the measurement footprint, which is determined by the width of the center conductor (200 mm) of the
strip line cavity resonator. The measurement footprint is slightly larger than the area of the center strip,
the half-power area being approximately 300 mm × 100 mm [14]. Therefore, the average area of the
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reference samples (96 mm2) was clearly smaller than the footprint of the measurement. However, the
accurate volume element of each measurement point cannot be defined because the thickness changes
constantly and the sensor does not obtain information about the rate of this change.

Normally one would find a correlation between the relative water content and resonant frequency
shift. However, in this current application, the thicker the material, the lower its relative water content,
but the absolute water content is higher than for a thinner mat. This is related to the operation of the
belt filter press, and it is necessary to model the water content as an absolute quantity such as thickness
of the equivalent water layer [16]. The equivalent water layer is not tightly dependent on the thickness
of the material. In principle, the same amount of dry material is inserted in the press constantly, and
pressing affects the density and water content of the mat. If the belt filter press is adjusted to produce a
thinner mat, this consequently results in a mat which is denser. Alternatively, a less tightly pressed
mat is not as dense but contains more water.

The equivalent water layer corresponds to the amount of water per surface area in each sample,
which essentially the sensor measures, considering the assumption of the negligible effect of the dry
material. The height of the equivalent water layer is equivalent to the mass per area of water through
the following equation:

heq[mm] =
Vwater

Asample
Δ
=

mw[g]
103[g/m3]

· 1000
Asample[m2]

= maw[kg/m2]. (4)

Finding a suitable correlation between the water content and ε′r is a complicated task and depends
on many parameters, e.g., on frequency; for pure water, the real part of permittivity is independent of
frequency below the relaxation frequency.

Statistical correlation was determined between the measured parameter and the material parameter
in [18], where the moisture content of single soy beans was measured using a resonator. The dependency
between the resonant frequency shift and water content was found to be linear for a constant dry mass.
Ref. [19] reported that the relation between the moisture content and ε′r (at 18 GHz) of wool was non-linear
but, above 20% of moisture, the permittivity increased more steeply, following a linear trend. This kind
of behavior was attributed to the bound-water effect. As a first estimate, a linear relation is assumed
also between the permittivity of the biomaterial mat and the water content. In addition, the resonator
sensor type is designed to support the even mode and be linear as a function of (ε′r − 1), based on the
approximation of the perturbation formula [11]. The result of the moisture measurement is presented in
Figure 5, with a linear fit. Figure 6 shows the corresponding residual plot of the linear fit.

Figure 5. The relative resonant frequency shift vs. thickness of the equivalent water layer.
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Figure 6. Residual plot for linear fit.

In an on-line measurement variations due to constant changes in thickness of the moving material
pose a challenge. Feasibility of the single-parameter measurement is based on an estimation that
the dry material has a significantly smaller effect on the resonant frequency than water. However,
changes in the thickness or density also cause uncertainty in the measurement of the water content.
The thicknesses of the samples were measured after collecting them from the mat, and they varied
between 7 mm to 21.4 mm.

Another analysis of the results was made to diminish the uncertainty due to the large variations
in the thickness of the material. The number of samples was reduced so that fewer water content levels
share the same resonant frequency shift. For each measurement data set (5 in total), the average height
of the water layer is different because of the settings in the filter press system. The average thickness
of the mat with corresponding standard deviation (STD), and thickness of the equivalent water layer
is listed for each series in Table 1. The range of resonant frequency shifts was determined so that at
maximum one standard deviation was allowed from the average height of the equivalent water layer
for each dataset and, consequently, the number of samples was reduced to 235. The measurement
resolution of the resonant frequency was 0.35 MHz, because the number of points was 201 in the
band 310 to 380 MHz. The thickness of the equivalent water layer varied now only approximately
±1 mm per 0.35 MHz or per 0.1 percentage points shift of the relative resonant frequency, which was
essentially the “resolution” in Figure 5.

Table 1. Average thickness of the equivalent water layer with corresponding standard deviation (STD)
and the average thickness of the mat for the measurement series I–V.

Measurement Series I II III IV V

Average thickness of equivalent water layer (mm) 4.79 8.40 7.74 6.31 6.91
STD (mm) 0.49 0.59 0.63 0.39 0.64

Average thickness of the mat (mm) 9.2 20.5 16.0 10.5 15.4

Figure 7 presents the thickness of the equivalent water layer across the relative resonant frequency
shift. Both a linear fit and a parabola fit were determined and they gave R2 = 0.78, R2 = 0.82, respectively.
Figure 8 shows the residual of the linear and parabola fit and the corresponding parameters are listed
in Table 2. Data sets I and IV are distinguishable but sets II, III and V lie partly on top of each other
between water levels 7 mm and 9 mm. Between the water levels 8 mm and 9 mm, the resonant
frequency shift is higher than would be expected based on the linear fit or parabola fit. Such a
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phenomenon was observed in [20], where wet paper was measured with a similar strip line resonator,
even though the dependency was expected to be linear based on theory. Their assumption was that at
higher values of ε′r, determination of the moisture content, and thickness is more uncertain of very wet
paper (>50%).
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Figure 7. Thickness of the equivalent water layer vs. the relative resonant frequency shift with a
reduced number of samples. A linear fit (R2 = 0.78) and a parabola fit (R2 = 0.82).

Figure 8. Residuals for parabola and linear fit.

Table 2. Parameters of the linear and parabola fit.

Equation
Linear (Orig. Data Figure 5) Linear (Datasets I–V, Figure 7) Parabola (Datasets I–V, Figure 7)

y = A + Bx y = A + Bx y = A + Bx + Cx2

A 0.0505 0.03998 0.05554
B 0.0034 0.00512 0
C - - 4.0073 × 10−4

R2 0.67 0.78 0.82
Residual min −0.00898 −0.0078 −0.007
Residual max 0.01108 0.01218 0.01136
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Table 2 lists the parameters for linear fit of original data (Figure 5), as well as the linear and
parabola fit after reducing the number of data points according to Table 1.

4. Conclusions

4.1. Discussion

This paper carried out new measurements and calculations as part of a feasibility study on
the moisture measurement of biofuel. The employed sensor type is an existing design which is in
commercial use for moisture measurement of veneer. The research was conducted in collaboration
with a Finnish paper factory. When the biomaterial is highly inhomogeneous in particular, point-like
resonant frequency measurements are not informative about the water content of the material as such,
but instead statistical processing and analysis of the data is required.

The operation of the belt filter press is not directly related to actual measured resonant frequency
shifts. As a compromise for taking into account thickness variation of the samples and uneven
distribution of the relative moisture content, the water content in each sample was modelled as an
equivalent water layer.

The operation of the press is not designed so that the thickness could be adjusted to remain
constant and, therefore, addition of density and thickness sensors would be imperative to make the
measurement more reliable. In terms of other environmental factors, the moisture measurement is
made in a factory environment, where the humidity does not vary greatly. The moisture sensor is
intended for applications within the range 40–60% water content. Small ambient humidity changes
would be calibrated with the measurement of an empty resonator and remain below noise level i.e., not
affect the resonant frequency more than the measurement resolution.

The number of reference samples was increased to 367 during this measurement campaign.
Comparing the standard error with n = 65 ([16]) and n = 367, (STD/

√
n) has reduced from 0.02% to

0.003%. Nevertheless, variation of water layers was high, more than ±1 mm for the same resonant
frequencies. Then, at a maximum one standard deviation was allowed from the average height of the
equivalent water layer for each dataset and the number of samples was further reduced to 235. Both a
linear fit and a parabola fit were determined and they gave R2 = 0.78 and R2 = 0.82, respectively.

4.2. Future Work

There are a number of improvements to the protocol that could be suggested, if this was to be
used in the future. In general, the assumption of an equivalent water layer is too simplified, because
the thickness and impact of permittivity of the dry material is ignored completely. In reality, the
thickness of the material changes randomly as the mat passes the sensor.

Another simplification in the presented measurement configuration is that the resonant frequency
shift was measured only once per measurement footprint. The mat was moving constantly through the
sensor so it was not possible to take, for example, three recordings at the same location. This would
be possible employing only one sensor, if the belt was stopped during the measurement. In general,
measurements of reference samples of a very inhomogeneous material in a laboratory do not correlate
perfectly with factory tests, even though the performance of the strip line cavity sensor was verified
earlier in [12,14,20].

Repeatability of one point-like measurement is poor, as the material changes constantly. Even
though the mat has supposedly similar moisture and thickness conditions along the lateral direction,
deploying a sensor array of similar sensors that measure and record the resonant frequency shift
simultaneously could improve accuracy. Impurities in the material cause a widening of the resonance
curve and difficulty determining the exact resonant frequency. Operation of the belt filter press does not
allow for a constant thickness of the mat. In conclusion, it would not appear sufficient to assume that
the variation in thickness of the biofuel mat has a negligible influence when using a single parameter
moisture measurement.
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Abstract: The article presents the potential application of the time domain reflectometry (TDR)
technique to measure moisture transport in unsaturated porous materials. The research of the
capillary uptake phenomenon in a sample of autoclaved aerated concrete (AAC) was conducted
using a TDR sensor with the modified construction for non-invasive testing. In the paper the
basic principles of the TDR method as a technique applied in metrology, and its potential for
measurement of moisture in porous materials, including soils and porous building materials are
presented. The second part of the article presents the experiment of capillary rise process in the AAC
sample. Application of the custom sensor required its individual calibration, thus a unique model of
regression between the readouts of apparent permittivity of the tested material and its moisture was
developed. During the experiment moisture content was monitored in the sample exposed to water
influence. Monitoring was conducted using the modified TDR sensor. The process was additionally
measured using the standard frequency domain (FD) capacitive sensor in order to compare the
readouts with traditional techniques of moisture detection. The uncertainty for testing AAC moisture,
was expressed as RMSE (0.013 cm3/cm3) and expanded uncertainty (0.01–0.02 cm3/cm3 depending
on moisture) was established along with calibration of the applied sensor. The obtained values are
comparable to, or even better than, the features of the traditional invasive sensors utilizing universal
calibration models. Both, the TDR and capacitive (FD) sensor enabled monitoring of capillary uptake
phenomenon progress. It was noticed that at the end of the experiment the TDR readouts were
4.4% underestimated and the FD readouts were overestimated for 12.6% comparing to the reference
gravimetric evaluation.

Keywords: time domain reflectometry; TDR; frequency domain; FD; porous materials; building
materials; moisture

1. Introduction

Among the numerous available methods for estimation of porous media water content, the time
domain reflectometry (TDR) technique is considered as one of the most useful [1,2]. Contrary to the
capacitive methods, including the frequency domain (FD) or resistance-based methods of moisture
measurements, TDR allows moisture determination with satisfactory accuracy, regardless of external
factors, including e.g., temperature and, to a certain extent, salinity, affecting the obtained results [3–5].

The first historical applications of TDR method in soil water content measurements were reported
in the 1980s [6]. Thereafter, the method has been constantly developed and refined, using ongoing
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achievements in the field of electronics and sensor construction [7–15] as well as the required calibration
procedures [6,16,17]. A notable increase in the range of possible applications of TDR method also
became apparent [18–20].

The TDR method generally utilizes observations of the electromagnetic pulse propagation time
along the sensor placed in the material that moisture is being investigated. The dimensionless
apparent permittivity ε, being a measure of molecules’ behaviour under the alternating electromagnetic
field and energy dissipation of the material after electromagnetic field is released, is a basic,
fundamental parameter required for successful TDR application [6,21–33].

Several factors affect the apparent density values of multiphase porous media, including their
structure, particle size distribution, etc. but the dipolar character of water molecule makes the influence
of water the most important. The electric load distribution for water, resulting in the high value of
relative apparent permittivity reaching 80 [-], is different than for the other phases of the porous
media [21]. The reported values of dimensionless apparent permittivity for air, granite, sandstone, clay
and sand were equal to 1, 4−9, 2−3, 2−6, 4−5, respectively [21].

The dielectric permittivity of the materials is a complex number, consisting of a real (ε′) and
an imaginary (ε”) part. The real part describes the base value for moisture estimation using the
TDR technique, i.e., the amount of released energy in the alternating field, while the imaginary part
covers energy loses due to the ionic conductivity, highly dependent to salinity of the medium [23].
The complex dielectric permittivity of saline medium may be calculated according to the following
formula [4,22]:

εω = ε′ω − i
(

ε
′′
ω +

σ0

ε0ω

)
(1)

where: ε′ω—real part of dielectric permittivity of medium at ω frequency [-], ε”ω—imaginary part
of dielectric permittivity of medium at ω frequency [-], i—imaginary unit (i2 = −1), σ0—electrical
conductivity [S/m], ε0—dielectric permittivity of vacuum (ε0 = 8.85 × 10−12 F/m), ω—angular
frequency of the external electric field [1/s].

The above formula explains that the imaginary part influences measurements in low frequencies
of electromagnetic field, e.g., applied in the FD method. The operating frequency of many of the
TDR multimeters reaches values of approx. 1 GHz [4], high enough to minimize the influence of
imaginary part on the value of complex dielectric permittivity of a saline medium. Thus, it can be
assumed that the ionic conductivity has low effect on the TDR readouts, which may be stated as one
of the most important advantages of this method in relation to the others based on resistance and
capacitance. It must be underlined here, that salinity influences the responses of the reflectometric
traces—amplitude of the pulse diminishes and the measuring peaks are flatten, which in some cases
may result in the decrease in information available from the tested medium affecting the measuring
accuracy [4]. On the other hand, it should be also mentioned, that amplitude diminishing, recognized
as a negative phenomenon in the TDR measurement, can be also utilized to evaluate medium salinity
of the medium, basing on suitable, insightful waveform interpretation [24].

Therefore, the following formula may be used to calculate the relative apparent permittivity of
the porous material [9]:

ε =

(
c · tp

2L

)2
(2)

where: c—light velocity in vacuum [m/s], tp—travel time along the TDR sensor [s], L—length of
measuring elements of the TDR sensors [m].

Moisture measurement using the TDR method rely on the determination of the electromagnetic
pulse travel time along the rods of the TDR probes (Figure 1), which generally consist of a concentric
cable, head and measuring rods buried into the tested material. The readouts are based on the
reflections on particular discontinuities of the sensor waveguide, being the elements of its construction.
Usually, the described discontinuities are located at the beginning and the end of probe. Figure 1
shows an exemplary TDR probe, with black arrows marking the discontinuities of waveguide for
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the electromagnetic pulse. During measurement the rods have to be inserted into the tested material.
The contact between the rods and tested material should be precise and permanent to allow the
reliable readouts.

 
Figure 1. LP/ms probe (ETest, Lublin, Poland) for moisture determination using TDR method.

The TDR technology utilizes two types of pulses emitted by the pulse generators: the step pulse
and the needle pulse. Both differ in the length of the incident pulse, in the first case the emitted pulse
is wider in comparison to the needle pulse length. The exemplary waveforms obtained by the TDR
multimeter utilizing 300 ps rise-time needle pulse generator [11] are presented in Figure 2.

Figure 2. Example of TDR waveforms for dry (top) and moist (bottom) material acquired from an
ETest LP/ms TDR probe (own elaboration based on calibration tests). Left-hand side—control peaks,
right-hand side—measuring peaks.

They represent the responses of TDR probe on dry and wet material tested by the TDR LP/ms
probe (ETest, Lublin, Poland) where the upper trace is representative for the dry materials with
low value of the apparent permittivity and the bottom trace represents wet material. The visible
and marked differences between peaks of the TDR traces for dry and wet material depend on the
apparent permittivity values of the tested material. The left-hand side of both waveforms presents
testing peaks, which are not influenced by material moisture. The right-hand side peaks are the
measuring ones. The first, positive measuring peak is constant for both, dry and moist, materials.
It represents the reflection from the probe input (right black arrow in Figure 1) and the second one,
with smaller voltage, representing the reflection from the end of the probe (arrow at the end of
the rod). Distance between both measuring peaks expressed in time can be recalculated into the
apparent permittivity using Equation (2). The longer time of signal propagation for wet material

140



Sensors 2018, 18, 3935

results in shifting the second measuring peak towards the right side of the graph. Determination of
moisture in porous materials based on the measured dielectric permittivity can be accomplished using
various theoretical and physical models [25–27] or the empirical calibration formulas obtained by the
experimental examinations [6,16,17,28].

The significant advantage of the physical models is their independence from calibration
procedures. On the other hand, the most essential of their disadvantages is the complicated
mathematical description hindering laboratory measurements. The physical descriptions of dielectric
parameters of porous materials as ternary mixtures were elaborated in 1892 by Rayleigh [34], in 1904
by Maxwell Garnett [35], and in 1946 by Polder and van Santen [36]. Among the present dielectric
models of porous media there should be mentioned the models by De Loor [25], Tinga [26], Roth [37],
Whalley [38] and Noborio [28]. All the above mentioned models differ in the approach to the porous
material structure, geometry, shape and morphology of the grains but also differ in the grade of
complexity and, as it was mentioned above, they are not easy for the practical aspects of moisture
evaluation in the real laboratory or in-situ conditions.

The other approach of calibration of the TDR probes for moisture determination is to describe the
dielectric parameters of the moist porous media and to develop an empirical model based on laboratory
tests allowing the correlation between the gravimetric and TDR moisture readouts. Among the
empirical models universal and individual models can be distinguished. The universal models are
developed on the base of the multiple investigations of numerous media to describe various materials
that differ in density, porosity and structure solid phase. The individual models are elaborated to find
calibration formula for the particular material or even sensor.

Among most cited universal empirical models two the most important should be mentioned:
Topp’s [6] and Malicki’s [16] formulas. The first is the third order polynomial function relating the
moisture of porous material to only one measured parameter – apparent permittivity. This enables
quick estimation for many porous materials without the prior calibration independently on the
examined material and sensor used. On the other hand, this method not always provides the correct
results of the readouts. According to Schapp et al. [39] the possible uncertainty of measurement
can vary in the range between 0.05 and 0.15 cm3/cm3, which may be caused by the differences of
solid phase structure of the examined material. According to Černý [11], standard uncertainty of
moisture estimation by the Topp’s model equals 0.0468 cm3/cm3. Additionally, it should be considered
that Equation (3) is applicable for porous media with bulk density close to 1500 kg/m3, only for
volumetric moisture content below 0.5 cm3/cm3 and should not be used for organic soils or mineral
soils containing organic material and clay [24,40].

Malicki’s approach improves the accuracy of moisture determination using the TDR technique
compared to the Topp’s model and extents its application. It is described by the semi-empirical formula
considering bulk density of the tested material, a part of the apparent density.

The semi-empirical models are still universal and present the acceptable accuracy making them
common in reflectometric investigations. On the other hand, many individual calibration formulas
elaborated for the particular materials or sensors and offering the better accuracy than empirical
models by Topp and Malicki may be found in the literature [19,41–46].

2. Concept of the Surface TDR Sensor

The building materials present the large share among the porous media. In moderate
climate the housing sector suffers from deteriorating water presence inside the building envelopes.
Water present in porous building materials decreases their bearing as well as the thermal properties,
negatively influencing energetic performance of the buildings. Another negative effect of water
presence in the building envelops is the risk of microbial threat and Sick Building Syndrome
(SBS) symptoms.

Construction of the previously described traditional TDR probes significantly constricts moisture
measurements in the firm porous media, including most of the building materials. The above is
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triggered by the geometrical and mechanical properties of measurement units—steel rods. They are
usually quite long and thin, and, like in case of the LP/ms probes made by ETest, also frail. Such
probes are useful during measurements of soil moisture, but in case of water content determination for
hard building materials they are inapplicable.

Thus, most of the reported studies concerning water content of building materials were performed
under the laboratory conditions allowing the proper preparation of samples. The preparatory activities
usually covered drilling the pilot holes in which the rods of the probe were inserted or drilled holes of
larger diameter in which void air space was filled with the drilling dust [47–50]. Unfortunately, all these
procedures were altering the structure of studied material, including its water characteristics. Thus,
the obtained readouts for the transformed material were not reflecting the real moisture conditions of
the studied sample. There are two possible concepts of solving the problem of moisture measurements
in firm building materials:

• construction of TDR probes of significant size, consisting of steel rods of the required diameter
and durable head [4];

• construction of the TDR surface sensor.

The first surface TDR sensor concepts were reported in the 1990s [14,15]. The probe proposed
by Selker et al. [14] utilized the long brass wire, shaped in the spiral manner, covered by acrylic
plate. The individual ε-θ calibration was required for this probe and its measurements uncertainty
wearied in the range ±0.02 cm3/cm3. On the other hand, the idea of sensors proposed by Perrson
and Berndtsson [15] was based on application of the typical three-rod probes covered by the properly
carved dielectric of known thickness and dielectric characteristics, allowing determination of dielectric
parameters, thus water content, of medium located below the cover. This solution was rather primitive
but it enabled, to some extent, the non-invasive determination of moisture in porous medium.

The interesting and different solution of surface probe was proposed by Wraith et al. [51] as the
probe for determination of moisture in top soil. The probe similar to sledges could be pulled over the
soil surface like the georadar, allowing measurements of top soil water content.

Ito et al. [52] proposed the multi-TDR probe, allowing measurements of evaporation from soil
surface, consisting of the layered composite of glass and resign, covering 17 copper electrodes in shape
of stripes, 100 mm length, 0.02 mm width and 0.01 mm thick. The unit was consisting of 8 combined
probes, for which the individual calibration was required.

The new concept of non-invasive TDR sensors was proposed by Choi et al. [53]. The three-rod
surface probe was additionally equipped in the piezoelectric sensor and accelerometer, allowing the
measurements of dry bulk density, soil moisture and modulus of elasticity. All the measurements may
be performed without altering the soil surface.

The concept of the TDR surface sensor for firm materials was presented in the patent
reservation [54]. The prototype and possible applications were already reported [4]. Modifications of
this TDR sensor allowing moisture measurements in firm porous materials of irregular surface were
also presented in patent’s documentation [55–57].

The performed literature studies showed that time domain reflectometry is a very applicable
technique in the field of soils science. However, it was also indicated that there is a need for
development of the method allowing TDR application in determination of wall barriers moisture
conditions. Thus, construction of the probes and development of the required measurement
methodology are required.

The aim of studies presented in this paper was to apply the indirect moisture detection technique,
TDR with the modified sensor construction, to determinate the unsaturated water flow in a rigid,
porous building material. The conducted research was additionally supplemented with the FD
(capacitive, non-invasive probe and direct gravimetric evaluation). The aerated autoclaved concrete
(AAC) was selected as a tested material, due to popularity of the material in modern building sector
but also the proper hygric parameters that would reveal the measuring potential of the tested sensors:
low density, high porosity, high capillarity, saturation, etc.
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3. Materials and Methods

3.1. Details of the Developed Sensor

The subject of study was a TDR surface sensor developed to examine moisture content of rigid
porous media as building materials, building barriers or rocks. The prototype specimen applied for
the presented research was constructed of black polyoxymethylene (POM)—plastic characterized by
good mechanical parameters including strength, stiffness, ductility and value of apparent permeability
at the level of 3.8 [7]. The length of the probe and waveguide was equal 200 mm, while width 50 mm.
Measuring elements were manufactured from brass flat bar 2 mm × 10 mm. The device was equipped
with a cylinder shaped handle. Communication between the probe and the TDR multimeter was
provided by the BNC connector with simple printed circuit consisting of the two lines soldered to the
pins of the BNC connector and both bars on the other side. There was a resistor soldered between two
lines. A schematic view of the proposed surface TDR sensor construction is presented in Figure 3.

Figure 3. Schematic view of the proposed sensor construction.

Figure 4 presents the TDR traces obtained with the discussed sensor.

Figure 4. Electric response of the developed sensor for different environments: upper trace—air-dry
sample, bottom trace—saturated sample.

143



Sensors 2018, 18, 3935

The first negative peak (marked with an arrow) is constant in position and is a consequence of
mounting of the resistor in the printed circuit of the sensor. The second, positive peak (marked with
arrow) means the measuring element termination and its position results from material moisture.

Before the sensor was used for laboratory experiments it was tested to define the range of
electromagnetic signal influence in the measured material. From the literature it is known that this
mainly depends on the spacing between the two measuring waveguides [58]. This parameter of the
developed sensor was evaluated in laboratory conditions, methodology of its estimation was described
in the following article [59]. In case of the described sensor the range of signal influence was defined
as 40 mm deep.

3.2. Measuring Setup

The following materials were applied to the experiment:

• Aerated concrete, dry apparent density 600 kg/m3;
• Laboratory oven VO-500 (Memmert, Schwabach, Germany);
• Bitumen isolation;
• Laboratory scale WPT 6C/1 (RADWAG, Radom, Poland);
• Multifunctional scale WPW 30/H3/K (RADWAG, Radom, Poland),
• Water reservoir equipped with necessary equipment to sustain the constant water level;
• TDR equipment including laboratory multimeter LOM (ETest, Lublin, Poland);
• TDR sensor presented in this article, concentric cable;
• Personal Computer for meter control and data management;
• Capacitive moisture meter LB-796, (LABEL, Reguły, Poland);
• Atomizer (for calibration procedure).

3.3. Preliminary Research

Preliminary research was conducted to establish the basic physical and hygric parameters of the
materials, important from the point of view of the conducted experiment: apparent density of the
material and its saturated water content. Three samples 50 mm × 50 mm × 45 mm were prepared and
dried in the 105 ◦C in the laboratory oven. After dry mass was determined, the samples were saturated
to allow determination of gravimetric and volumetric water contents. Gravimetric and volumetric
water content were determined using the following equation [29]:

w =
mn − ms

ms
(3)

θV =
Vw

Vtot
(4)

where: w—gravimetric water content [kg/kg], mn—mass of wet sample [kg], ms—mass of dry sample
[kg], θV—volumetric water content [cm3/cm3], VW—volume of water [cm3], Vtot—total volume of the
sample [cm3].

3.4. Calibration the Sensor

Unusual sensor construction and insufficient verification of calibration formulas, intentionally
developed for soils, caused the necessity of the individual calibration procedure for the newly
developed sensor which was going to be applied for building materials.

The dimensions of the samples was the following: 220 mm × 120 mm × 40 mm. External surfaces
of the samples were polished to provide equal adherence to the tested material. The first step was
conducted on the dry set of the samples. Then the samples were sequentially moistened using atomizer
with steady portions of water to achieve the full saturation. During the experiment the samples were
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weighed using laboratory scale and volumetric water content was evaluated using the Equation (4).
Then the surface sensor was pressed to the tested sample with constant pressure and the effective
dielectric permittivity was read. For the statistical post-processing, each step of measurement was
repeated five times.

3.5. Model of Regression

According to the authors’ experience and the literature [41,42] the assumed general form of
calibration equations (see Equation (5)) has a second order polynomial function character. The input
data for the model covered volumetric water content obtained due to the direct gravimetric
measurements and the mean value of the effective dielectric permittivity obtained by the reflectometric
measurements:

θ = β0 + β1·εe f f + β2·εe f f
2 + ε (5)

(p) (p) (p)

where: θ—volumetric water content determined by polynominal model [cm3/cm3]; εe f f —mean
effective dielectric permittivity obtained by reflectometric measurements [-], ε—random error of
normal distribution, p—critical level of significance (* p < 0.05; ** p < 0.01; *** p < 0.001).

3.6. Calculation of Uncertainty

The measurements uncertainties type A determine the quality of models’ fitting to the
experimental data. The source of type B of uncertainties are the measuring uncertainties of the
instruments used within the calibration procedure. In the Equation (5) there are two sources of
variance. The first is the regression uncertainty and ε~N(0, σ) which comes from the randomization
which results in some variability of all estimated regression parameters, that is expressed in covariance
matrix σ2(X’X)−1. The second source is a consequence of fact, that it is not possible to reveal the true
dependence between the selected predictors and the dependent variable—fitted volumetric water
content value may differ from the true value of θ because it is impossible to control all variables
affecting it [60]. Uncertainties type B are neglected from the investigation because they are of lower
level comparing to the uncertainty of A type. In the assumed model four factors affect measurement
uncertainty: estimators β0, β1, β2, and the dielectric permittivity:

θ = f (β0, β1, β2, ε) (6)

Using the error propagation law, the combined standard measurement uncertainty (including
uncertainties type A and B) may be presented as follows [60,61]:

uC(θ) =

√√√√(
∂θ

∂ε
u(ε)

)2
+

2

∑
i=0

(
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)2
+ 2
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so:
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(
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)2
u2(βi) + 2 ∑ij

(
∂θ

∂βi
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∂βj

)
cov

(
βiβ j

))
(8)

The expanded measurement uncertainty was determined using the following formula:

U(θ) = kp·uc(θ) (9)

where: kp—coverage factor, calculated from t-student distribution for α = 0.05, depending on the
number of degrees of freedom, it oscillates around 2.
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3.7. Capillary Suction Test

The aim of the laboratory research was to assess the measurement potential of the prototype TDR
sensor and to demonstrate its applicability in practical aspects as well as to compare its measuring
features with a popular moisture sensor available on the market. The research was focused on
monitoring of water transport in the model aerated concrete wall barrier utilizing newly developed
TDR sensor and the Label LB-796 capacitive FD sensor (LABEL, Reguły, Poland), providing satisfactory
readouts of moisture in building barriers, being successfully used for expertises concerning water
damage of the buildings. The applied sample was cut from the concrete block to the dimensions of
240 mm × 240 mm × 350 mm, dried to constant mass and covered with thin layer of the bitumen
isolation in order to minimize the environmental impacts on the studied process. The scheme of
capillary rise monitoring in aerated concrete is presented in Figure 5. The studied sample was inserted
approx. 1 cm below the distilled water surface in the reservoir. The water level was kept constant with
the help of the glass tube filled with water. The measurements points were assigned in 5 cm interval
(levels 5, 10, 15, 20, 25 and 30 cm) above the water surface. During the measurement the TDR sensor
was carefully contacted to the tested sample maintaining the constant pressure. The middle of its
width was positioned at the particular measuring levels as visible in Figure 5. The similar procedure
was repeated for the applied FD sensor, according to the producer’s recommendations.

 
Figure 5. Schematic view of the capillary uptake setup.

Before and after the capillary suction test the sample was weighed, which enabled verification of
the indirect readouts (by the tested surface TDR and capacitive sensors) to the direct readouts obtained
gravimetrically. The mass of sample dried in temperature of 105 ◦C was equal to 12.39 kg while the
determined apparent density reached the value of 614.6 kg/m3 and was higher than declared by the
producer. The determined mass of the moist concrete sample after capillary rise test was equal to
16.91 kg, thus the increase of 4.52 kg was observed in relation to mass before the test.

The TDR and LB-769 studies were performed for a time duration of 16 days. Moisture readouts
were performed three times a day. Each measurement was based on contact of the TDR and capacitive
sensors with the studied sample at the given height. During the measurement a constant pressure
between both sensors and the tested material was kept to minimize the influence of uneven contact
condition on measuring accuracy. Each measurement was repeated three times, in order to assure
the statistically required number of data. The environmental conditions of measurements were
as follows: temperature 20 ◦C ± 2 ◦C, relative air moisture 50% ± 5%. The curves presenting
the dynamics of capillary rise process by the sample of tested aerated concrete were obtained
as the result of the experiment. The values of effective permittivity εeff were converted into the
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volumetric moisture content, using the calibration formula obtained within the calibration test
(Sections 3.4 and 3.5). The FD sensor readouts were performed in the similar manner, simultaneously
to the TDR measurements, according to the producer’s guidelines. The FD meter was pre-calibrated
by the producer, which enabled reading ready values of moisture content. Since the FD results are
presented as the gravimetric water content, the readouts were converted to volumetric water content.

4. Results

4.1. Preliminary Test Results

The basic hygric parameters of the materials were established with the preliminary tests. Apparent
density, volumetric and gravimetric saturated water content of the studied material are presented in
the Table 1.

Table 1. Basic physical properties of the examined material.

Apparent Density [kg/m3]
Saturated Volumetric Water

Content [cm3/cm3]
Saturated Gravimetric Water

Content [kg/kg]

612.2 ± 11.2 0.363 ± 0.007 0.593 ± 0.007

4.2. Calibration of the TDR Sensor

With the calibration procedure the dependence between effective dielectric permittivity (read by
the TDR surface sensor) and the volumetric water content was achieved. The results are presented in
Figure 6a.

 
(a) (b) 

Figure 6. Calibration test results: (a) dependence between effective dielectric permittivity and material
moisture, (b) comparison of data obtained gravimetrically and by reflectometric evaluation.

As it was previously mentioned, the dependence between data presented in Figure 6a can be
described using the second order polynomial regression model proposed as Equation (10):

θ̂ = −0.1956 + 0.0691εapp − 0.0017 ε2
app (10)

(***) (***) (*)

The basic statistical parameters of the developed regression formula are stated in Table 2.
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Table 2. Statistical parameters of the developed calibration model of the surface TDR probe.

Determination Coefficient R2 Residual Standard Error
RSE [cm3/cm3]

Root Mean Square Error
RMSE [cm3/cm3]

F-Model Linearity Test
Statistic

0.986 0.014 (df = 16) 0.013 580.752 *** (df = 2; 18)

*** p < 0.001.

The comparison of results obtained by model for the surface TDR probe and the gravimetric
measurements were presented as graph in Figure 6b.

4.3. Combined Standard and Expanded Measurement Uncertainty

The results of determined (according to Equations (8) and (9)) combined standard and expanded
measurements uncertainties were presented in Figure 7.

u
U

Figure 7. Combined standard and expanded measurements uncertainties of the TDR surface sensor for
aerated concrete.

For most of the material moisture range the expanded uncertainty of TDR measurement using the
surface sensor is about 0.01 cm3/cm3. Only in nearly dry and saturated conditions its value is higher,
0.015 and 0.02 cm3/cm3, respectively.

4.4. Capilary Suction Results

The graph presented in Figure 8 shows the curves of capillary rise determined by the applied
surface TDR sensor in the reference points at given heights above the water level. It represents the
mean values of three repetitions, supported by the standard deviations expressed as error bars.

The mean values obtained by the applied FD sensor and supported by SDs values are presented
in Figure 9.

The changes of moisture in subsequent reference points determined by the indirect electric
measurements were observed. The initial water content presented in Figures 8 and 9 showed values
close to zero, and was equal 0.01 cm3/cm3 and 0.02 cm3/cm3 when determined by the TDR and FD
sensors, respectively. The reported initial readouts slightly greater than zero may be caused by the
manner of sample preparation (drying in 105 ◦C to constant mass) and measurement uncertainty of
applied sensors for the assumed model of regression.

The readouts of both applied sensors showed a very fast increase in moisture at the 5 cm reference
point. The trend of the increase is clear, which underlines the strong capillary properties of the tested
medium. At the beginning of the second day of the experiment the full saturation of medium by
water was observed in point located at the height of 5 cm. The increase in water content at higher
level was also rather rapid but was shifted in time—at the height of 10 cm the presence of water was
noted on the another day of experiment. The discussed increase was also dynamic and within the
next day the full saturation conditions were achieved. Increase in water content at the height of 15 cm
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was less dynamic, comparing to the lower heights. The first presence of capillary water was noted
after three days of the experiment, while the full saturation was observed four days later. The fourth
reference point, at the height of 20 cm above the water level, showed increase in water content after
six days of experiment. Then, the slow gain of moisture was observed, leading to conditions close to
full saturation after the next four days. At the height of 25 cm, both sensors (surface TDR and FD),
showed increase in water content after 300 h, i.e., after over 12 days, but the differences in reported
values, reaching 0.1 cm3/cm3 for the TDR sensor and 0.2 cm3/cm3 for FD one, are visible. No increase
in water content was observed by both of the probes in the reference point at the height of 30 cm.

Figure 8. Capillary rise determined by TDR surface sensor in sample of aerated concrete.

Figure 9. Capillary rise determined by FD capacitive sensor in sample of aerated concrete.

5. Discussion

5.1. Discussion on the Calibration Results and Uncertainty Calculations

According to the assumed model of regression, the second order polynomial formulas were
obtained. In order to underline the differences between values of dielectric permittivity obtained by
the measurements using the developed TDR sensor and the application of typical invasive probes,
there were presented values of water content for the respective values of the dielectric permittivity
obtained by formulas by Topp [6] and Malicki [16].
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In case of dry samples and moisture contents below 0.05 cm3/cm3 the effective apparent
permittivity determined using the surface TDR sensor reaches the values in the range between 3 and 4.
This is the consequence of the values of apparent permittivity of solid phase of material and apparent
permittivity of polyoxymethylene that equals 3.8. In the higher ranges of moisture the readouts of
apparent permittivity by the TDR surface sensor show the greater moisture than values read by the
traditional invasive probe using Topp’s or Malicki’s calibration formulas. This is mainly caused by the
influence of the polyoxymethylene covering the waveguides and significantly decreases the effective
apparent permittivity read by the surface sensor at the particular level of the sample. The estimated
calibration Equation (12) considers this influence and precisely reproduces the dependence between
the examined moisture and readouts of apparent permittivity by the surface TDR sensor. This is also
confirmed by the statistical characteristics of the applied model, mainly coefficient of determination
which equals 0.986 and Residual Standard Error (RSE) = 0.014 cm3/cm3. Also, the linear formula of
regression presented in Figure 6b has the following features: slope value equal 0.994 and y-intercept
value equal 0.002. Levels of significance of particular parameter estimators in the Equation (10) are
lower than 0.001 in case of β0 and β1. Only in the case of estimator β2 the significance level is below
0.05. Simultaneously, the analysis of F Statistic (p < 0.001) confirms the statistical significance of
the applied model. Root mean square error (RMSE), the frequently used measure of uncertainty,
equals 0.013 cm3/cm3 and is lower that could be found in the literature concerning even the invasive
probes. According to the data presented by Ju et al. [46] using the Topp’s model in relation to the
selected soils caused uncertainties expressed as RMSE in the range of 0.01–0.066 cm3/cm3. The RMSE
value for the model proposed by Roth et al. [37] was in the range of 0.008–0.037 cm3/cm3 depending on
material, while the RMSE for moisture estimation using the Malicki’s model [16] equals 0.03 cm3/cm3.
The RMSE value obtained for the described surface TDR sensor is smaller than presented in the cited
literature, anyway it must be remembered that discussed formulas are universal and because of that the
quality of data fitting may be worse. The model presented in this article is individual, dedicated to the
particular sensor and material, which may explain the better projection of the discussed dependence
εeff-θ. Analyzing the RMSE value established for the presented sensor it should be mentioned that
it is located in the range of RMSE values established by Udawatta et al. [42] for individual models
estimated for traditional invasive probes and different materials (0.008–0.034 cm3/cm3).

Concerning uncertainty determination it must be mentioned, that like RMSE, the obtained values
of uncertainties are lower comparing to the traditional invasive sensors calibrated with the standard
empirical formulas. As it was mentioned in Section 4.3, lower and higher ranges of moisture are
characterized with the greatest value of measuring uncertainty and the lowest values are noted in the
middle range of moisture values available for the tested material. This is the feature of most measuring
devices, in this particular case it is caused by the applied model of regression [62]. According to
Topp et al. [63] and Amato and Ritchie [64] the uncertainty of measurement ranges between 0.022 and
0.023 cm3/cm3, according to Černý [11]—0.0269 cm3/cm3, Malicki et al. [16] 0.004–0.018 cm3/cm3 and
finally Roth et al. [37] 0.011–0.013 cm3/cm3. The expanded uncertainty obtained for the presented
noninvasive sensor and the tested material is within the values declared by the cited authors for
the traditional invasive sensors or even lower. In the opinion of the authors of this elaboration,
the beneficial measuring parameters of the prototype non-invasive TDR sensor are the consequence of
the following reasons:

• model of regression is individual;
• most of the cited models were developed for soil media, less homogenous in comparison to the

tested building material (autoclaved aerated concrete).

5.2. Discussion on Capillary Uptake Experiment Results

Progress of capillary uptake examined using the two applied indirect techniques was presented in
Figures 8 and 9 and commented in Section 4.4. Figure 10 shows the comparison of moisture readouts
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in the individual reference points obtained by the surface TDR and FD sensors. It is visible, that the
presented curves are similar for the measurements performed close to the water table level.

 

 

 

  
Figure 10. Comparison of capillary rise measurements results obtained by surface TDR sensor and FD
capacitive sensor for aerated autoclaved concrete.

For the reference levels at 5, 10 and 15 cm the obtained slopes of linear regression equation were
equal to 0.809, 0.899 and 1.093, respectively. Thus, for the first two points the applied TDR noninvasive
sensor reports higher values of moisture. Contrary, in case of the third point (15 cm), higher values
were shown by the FD capacitive sensor. It should be also noticed that y-intercepts values are slightly
above zero in most circumstances, which means that the FD sensor shows higher moisture values
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under dry conditions. Since this level, the differences between both readouts are more visible. At the
height of 20 cm the obtained directional coefficient was equal to 1.419. So, the FD sensor reported
water content significantly higher than the TDR. This tendency was noted also for the reference points
located in higher elevations, the directional coefficient for linear regression was equal to 1.782 at the
level of 25 cm. The huge differences between the TDR and FD sensors were also observed for the
reference point at the level of 30 cm (the negative value of regression coefficient).

These differences are probably related to low values of the compared readouts (both sensors
reported values from range 0–0.04 cm3/cm3) and high measurement uncertainty for the low range of
determined water content. All observed differences between both techniques of moisture detection are
the consequence of their indirect character and the potential influence of some disturbances which
not always could be minimized or eliminated, for example ionic conductivity, contact condition and
nonhomogeneous degree of material saturation.

The laboratory studies performed with the application of two types of sensor showed the
close moisture readouts and the similar trends of water content changes, both, in its dynamics and
quantitative aspect. The following differences were observed:

• moisture readouts at points located at low height about the water table (5 and 10 cm) were higher
for the TDR noninvasive sensor;

• at the height of 15 cm moisture content determined by capacitive probe was slightly higher that
one indicated by the TDR sensor which is confirmed by the slope of regression higher than 1 and
positive value of the y-intercept;

• for low saturation conditions the FD probe showed higher moisture readouts than the TDR
surface sensor;

• both of the tested probes showed high measurement instability for low saturation (close to
dry), which is visible in Figure 10 for the reference level at 30 cm, with the negative coefficient
of regression;

• the maximal noted standard deviation for the TDR sensor was equal to 0.012 cm3/cm3 with the
maximal standard deviation for the FD probe was higher, reaching 0.037 cm3/cm3.

The comparison of sample’s mass before and after experiment was performed by the standard
procedure and showed the difference of 4.52 kg. In case of the applied electric methods the amount
of absorbed water was determined by integration of moisture profile observed at the end of the
experiment. The following formula was applied:

m = 0.001·a·b
h∫

0

θ(h)dh (11)

where: m—mass of water absorber by the tested material [kg]; a, b—dimensions of sample: width and
depth (24 cm); h—height of the sample; θ(h)—water profile for the final time duration of the experiment.

It was determined that for the final part of the experiment the increase in water mass determined
by the TDR surface sensor was equal to 4.32 kg and 5.09 kg for the capacitive probe. Thus, the increase
in water mass estimated with application of the TDR and FD probes was 4.4% lower and 12.6% greater,
respectively, than the increase obtained by the gravimetric method. Calculated underestimation
of the increase in water mass by the TDR surface sensor may be related to its range of signal
influence, equal to 4 cm, while the thickness of the sample was equal to 24 cm. Assuming the
heterogeneous structure of tested material and complex process of water transport, it may be accepted
that some part of water was unavailable for the TDR and FD sensors impulse. On the other hand,
moisture overestimation presented by the FD probe may be influenced by salt ions present in water
inside the tested porous material.

Due to the unique prototypes of probes, different physical characteristics of tested material and
its heterogeneity, it is hard to relate the obtained results to the literature reports. The TDR technique
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is being actually introduced to measurements of water content in rigid porous building materials,
so a few literature reports allowing comparison of the results are available. Moreover, the reported
results concerning moisture changes in samples of building materials were obtained by the invasive or
direct methods.

The measurements of capillary rise in the sample of aerated concrete utilizing the invasive
TDR probes were performed by Hansen [47] and during the earlier studies by Suchorab et al. [48].
The aerated concrete researched by Hansen [47] had apparent density of 500 kg/m3, lower than tested
in this paper, so installation of the invasive TDR probes could be easier. The probes were installed
at the following heights over the water table 15, 30, 45, 60, 75 and 90 mm, lower and with smaller
spacing than applied in our research. Thus, the first registered readouts of water content for the lowest
level, 5 cm above water level, were observed after approx. an hour and after 5 h the conditions near
full saturation were noted. The increase in water content for higher levels were observed respectively
later. To compare the dynamics of the studied processes, the readouts of water content at the height of
90 mm reported by Hansen [47] and 100 mm obtained during the presented studies were analyzed.
In case of the surface TDR probe the appearance of water was observed after approx. 20 h and the full
saturation after approx. 80 h, while the comparable values were reported by Hansen [47] after approx.
60 and 100 h, respectively. But, the full saturation was probably not achieved, because lower sensors
showed higher values of moisture readouts in several points.

The another quoted paper [48] presented results of the similar studies concerning monitoring
of capillary rise in aerated concrete by the invasive field ETest FP/mts TDR probes. In this study,
the density of applied concrete sample (24 cm × 16 cm × 6 cm) was equal to 500 kg/m3. The initial
conditions showed volumetric water content at the level of 0.1 m3/m3. The TDR FP/mts probes
were installed at the heights of 5, 10, 15 and 20 cm above the water table, similarly to the experiment
concerning application of the FD and surface TDR sensors. The reported experiment lasted 20 days.
The maximum value of water content at the end of the experiment was equal to 0.34 cm3/cm3 and was
comparable to readouts by the surface TDR and FD sensors (0.357 and 0.338 cm3/cm3, respectively).
The increase in moisture to full saturation determined by the TDR FP/mts probes appeared at given
tested heights after 3, 5, 10 and 20 days, respectively.

In case of the prototype TDR sensor, presented in this article, time duration required for the full
saturation for various heights of reference level reached 2, 4, 8, and 12 days. The measurements of rigid
porous materials performed by the traditional probes had more stable process and were characterized
by lower values of the determined standard deviations, approx. 0.001 cm3/cm3. Contrary, both,
the surface TDR and FD, sensors showed values of standard deviation equal to 0.005 cm3/cm3,
respectively. However, it should be underlined that all the determined values of standard deviations
were below the extended uncertainty of TDR method. The observed differences in readouts of
porous material water contents were caused by the different physical properties of tested specimens,
various characteristics of sensors and varies character of the performed research.

6. Conclusions

The research on the prospective application of the surface TDR proved that the time domain
reflectometry technique can be successfully utilized for noninvasive determination of moisture of rigid
porous materials. Construction of the presented sensor enables to avoid the limitation of the traditional
invasive probes, previously utilized only in soil science, and to extend the technology potential to other
branches, mainly civil engineering. A thorough analysis of the obtained results enabled formulation of
the following conclusions:

(1) For proper recalculation of reflectometric moisture readouts, the noninvasive, surface TDR
sensors require individual calibration.

(2) Due to influence of polyoxymethylene cover of the sensor, apparent permittivity read by the
noninvasive sensor is lower than one read by the traditional probe in relation to the same moisture
level. These differences can be abolished by application of the individual calibration.
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(3) Residual mean squared error (RMSE) for the calibration formula developed for the discussed
sensor and material equals 0.013 cm3/cm3 and is smaller than found in the literature for the
traditional invasive probes utilizing the standard empirical calibration formulas.

(4) Expanded uncertainty of the discussed sensor equals 0.01 cm3/cm3 in the most of the range
of material moisture which is lower value than found in the literature for the invasive sensors
utilizing the traditional empirical calibration formulas.

(5) Expanded uncertainty of the tested sensor is higher at nearly dry and nearly saturated states of
the measured material.

(6) In the range of high moisture values, water content readouts by the TDR surface sensor were
higher than those acquired by the capacitive sensor.

(7) In the range of average and low moisture values, water content readouts by the TDR surface
sensor were lower than those acquired by the capacitive sensor.

(8) During the comparison of the indirect, electric estimation of moisture using noninvasive TDR
and FD sensors with the gravimetric evaluation it was noticed that the TDR readouts were
underestimated for 4.4% and the FD readouts were overestimated for 12.6%.

(9) Comparing the maximal standard deviations in both tests using electric techniques of
moisture detection it was noted, that capacitive sensors are characterized by greater values
of this parameter.
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Abstract: When inert gas containing water molecules flows into a metal pipe, the water molecules
cannot exit instantaneously from the outlet of the pipe but are captured at adsorption sites on the
inner surface of the pipe until most of the sites are occupied. A theoretical model and a subsequent
experiment in this article show that the delay time depends on the amount of moisture level; the
higher the moisture-level, the shorter the delay time. Based on the result, we propose a new method
and its implementation to the validation of a standard moisture generation to be used in the field
measurement such as in factories and pipe lines.

Keywords: Trace moisture; ball SAW sensor; surface acoustic wave; permeation tube

1. Introduction

The measurement and control of trace moisture in gaseous materials are an important step for
the quality enhancement in manufacturing semiconductors and light emitting displays [1]. There are
various technologies for trace moisture measurement including aluminum oxide sensors [2], tunable
laser diodes [3], and the cavity ring down spectroscopy [4]. Recently, the present authors developed a
new technology called ball surface acoustic wave (SAW) moisture sensors [5]. It covers a wide range
of moisture level, from a few ppbV to hundreds ppmV, and the most prominent characteristic is its
quick response to a sudden variation in the moisture level [6].

For any methods of moisture measurement, calibration is inevitable, and the calibration of a
particular sensor should be traceable to an international standard [7]. It is also important to periodically
validate the sensor accuracy against the calibrated values while the sensor is running in the field of
measurement such as in factories and in pipe lines [8]. To calibrate and to validate the moisture sensors,
the accurate generation of moisture at certain predetermined values is crucial. Different methods have
been proposed and implemented including the diffusion tube method [9], NPL method [10] and a
method using permeation tubes [11].

Of these methods, the one which uses the permeation tube is suitable to be implemented in an
equipment for the on-site validation because of its small volume. The permeation tube is made of a
polymer tube with a certain diameter and a length containing liquid water in it. A tightly sealed cell
containing the permeation tube is connected to a pipe line, and the gas flows into and out of the cell at a
regulated constant flow rate. The polymeric material is permeable to water molecules, and it therefore
dispenses the water molecules at a constant rate when the temperature and pressure are maintained
constant. The amount of moisture generated by the permeation tube is controlled by changing the
temperature. As a result, the amount of moisture in the output gas from the cell is a sum of the original
moisture in the input gas and that generated by the permeation tube. Therefore, the output gas can be
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used as a standard moisture for the validation when we can guarantee that the amount of moisture
contained in the input gas is small enough. To this end, dryers containing desiccants such as silica
particles are used. However, the dryer stops absorbing the water molecules when it becomes saturated,
therefore we need to know if the dryer is functioning properly.

In this paper, we propose a new method and its implementation to guarantee that a dryer
connected to the inlet of the cell containing the permeation tube is working properly. By using the new
method, the validation of the dryer output gas using the ball SAW moisture sensor is easily achieved
in the field measurement such as in factories and pipe lines.

2. Moisture in a Gas Flowing through a Pipe

In the first place, we analyze the behavior of water molecules in a gas flowing through a metal
pipe. The water molecules are readily adsorbed to the inner surface of pipes, cylinders, and chambers
when a gas containing moisture flows through them. The water molecules are one of the contaminants
seriously affecting the quality of products processed using these pipes, cylinders, and chambers [12].
It has been shown that a smaller amount of water molecule is adsorbed on a smoother inner surface of
a metal pipe [13]. Recently, the present authors showed [14] that a quantitative analysis of correlation
was possible between the degree of surface treatment such as electrochemical buffing (ECB) and
electropolishing (EP), and the amount of water adsorption when a ball SAW moisture sensor monitored
the time-dependence of moisture in a gas passing through a metal pipe only 10 cm long. This was
made possible because the ball SAW sensor had a quick response time within a few seconds. In the
following, we propose a theoretical model to describe the time-dependence of the moisture level in an
infinitesimally small volume of an inert gas that is flowing through a pipe.

3. Theoretical Analysis

There have been theoretical and experimental studies on the behavior of molecules contained
in a carrier gas passing through a column in a gas chromatograph [15,16]. However, the strength of
the interaction of those molecules with the inner surface of the column is basically a linear function
of the number of the molecules, and the secondary nonlinear effect was taken into account for the
detail analysis of deviation from the linear model. This correctly reflected the most prominent feature
of gas chromatography that the retention time is independent of the number of molecules of interest.
In contrast, the adsorption to, and desorption from, the metal surface of water molecules seem to be
fundamentally nonlinear function of the moisture, as shown in the following. A detail of the model is
found in the Appendix A.

Let us assume that an inert gas is flowing at constant flow rate f (m3 s−1) through a pipe with a
length L (m) and an inner diameter d (m) as depicted in Figure 1. The surface density of adsorption
sites is s (mol m−2), and an adsorption ratio to the sites, or the ratio of the number of adsorption sites
occupied by the water molecules to the total number of adsorption sites, is r. The normalized moisture
in the gas is W, that is

W = (w × L̂3)/(s × L̂2 ) (1)

where w is the moisture measured in
(

mol m−3
)

. A set of two normalized dimensionless equations
is given as follows where a and b are the only adjustable parameters, as shown in the Appendix A
(Equations (A9) and (A10)).

∂r
∂τ

= −a × r + b × (1 − r)× W
∂W
∂τ

+
∂W
∂ξ

= g × a × r − g × b × (1 − r)× W (2)

where τ and ξ are normalized time and space coordinate, respectively, defined by Equations (A11) and
(A12) in the Appendix A.

τ =
4 × t × f
π× L × d2 (3)
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ξ =
x
L

(4)

where t and x are time and space coordinates measured in (s) and (m), respectively. A computer
program was developed in Fortran language to numerically solve the equations.

To simulate the experiments in [14], we set the values of parameters as follows.
f : 0.1 L/min
L: 10 cm
d: 4.35 mm
w0: 1 ppbV
w1: 1 ppmV

Figure 1. Inert gas containing moisture flows through a pipe with a length L and an inner diameter d.

Assuming a = 1 and b = 1 (for simplicity) and adjusting s, we obtain the time-dependence of
moisture measured at the outlet of the pipe for ECB and EP tubes, respectively, as shown in Figure 2.
The leading edges of time-dependence of moisture for ECB and EP tubes reasonably match the
experimental values of 15 (s) and 40 (s), respectively, in Reference [14].

Figure 2. Calculated time-dependence of moisture at the outlet of the pipe for electrochemical buffing
(ECB) tube (orange) and electropolishimg (EP) tube (blue), respectively.

Now we simulate the behavior of moisture in a setting depicted in Figure 3, where an inert gas
with unknown moisture passes through a dryer and then flows into a cell containing a permeation
tube. The gas coming out of the cell goes into an EP tube with L = 16 (cm). We chose the EP tube
because it would cause a long delay time, which was easy to detect. We assume that the temperature
of the permeation tube is controlled so that it generates 1 or 5 ppmV of moisture. Then, we solve the
equations for the moisture in the EP tube with a set of different initial conditions which simulates the
uncontrollable variation of the moisture coming out of the dryer.
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Figure 3. Inert gas with unknown moisture passes through a dryer, then flows into a cell containing a
permeation tube and then into a cell for the ball surface acoustic wave (SAW) moisture sensor.

Figure 4 shows the calculated time-dependence of moisture at the outlet of the EP tube for the
different set of initial conditions at the inlet of the EP tube. This simulates the situation where the
output of the dryer contains the moisture of 0.05, 0.20, 0.50, and 1.00 ppmV, respectively, and then the
permeation tube adds 1 ppmV of moisture. In Figure 4, we can see that the dryer’s performance can
be evaluated by measuring the delay time between the onset of gas flow and the leading edge of the
moisture change at the outlet of the EP tube.

Figure 4. Calculated time-dependence of moisture at the outlet of the EP tube for the different set of
initial moisture conditions at the inlet of the EP tube.

Figure 5 shows the similar analysis where the output of the dryer contains the moisture of
0.06 ppmV, 0.2 ppmV, and 0.5 ppmV, respectively, and then the permeation tube adds 5 ppmV
moisture. It is still valid that the dryer’s performance can be evaluated by measuring the delay time
between the onset of gas flow and the leading edge of the moisture change at the outlet of the EP tube,
though the time difference is smaller for the larger moisture.
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Figure 5. Calculated time-dependence of moisture at the outlet of the EP tube where the output of the
dryer contains the moisture of 0.06, 0.20 and 0.50 ppmV, respectively, and then the permeation tube
adds 5 ppmV of moisture.

4. Result

Figure 6 shows the experimental setup to validate the theoretical prediction. Nitrogen gas with
controlled values of moisture is fed into a cell containing a permeation tube, and then goes into a 10 (cm)
long EP tube, depicted as Delay. The gas coming out of the EP tube flows through a metal-mesh filter
for removal of particles before reaching the measurement cell of ball SAW moisture sensor, depicted
as FT. MFC1~MFC3 and MFC6 are mass flow controllers. Fine Purer is a dryer marketed by Osaka
Gas Liquid Co., Ltd. in Osaka, Japan. Its specification declares that the gas coming out of it contains
“< 1 nmol/mol for H2O”, which is less than 1 ppbV. Diffusion tube is providing the water molecules
into the piping system. The “CRDS” block represents a CRDS Trace Gas Analyzer, HALO 3 H2O by
Tiger Optics in Pennsylvania, USA, used as a reference. Its specification declares that the detection
range and the low detection limit for H2O in nitrogen are 0–20 ppmV and 0.6 ppbV, respectively.
In the numerical calculation in the previous section, the effect of the metal-mesh filter was taken into
account by assuming the 16 (cm) long EP tube. The ball SAW sensor was driven with an electric
pulse containing two different frequency components, namely 80 and 240 MHz. The two frequency
components of the output signal were subtracted to compensate for the temperature dependence of
the sensor, and then converted to the values of moisture content.

 

MFC1

MFC2

MFC3

MFC6

Fine Purer

N2

CRDS

FT

Permeation 
Tube

Peltier unit

on off
Diffusion
tube

Auto Pressure
Regulator

Rotary
valve
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Figure 6. Experimental setup. MFC’s: mass flow controllers, Fine Pure: a dryer, CRDS: a CRDS Trace
Gas Analyzer, Delay: a 10 (cm) long EP tube, FT: a ball SAW moisture sensor.
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Figure 7 shows the measured signals of the ball SAW moisture sensor for four different conditions:
(a) 0.05, (b) 0.2, (c) 0.5, and (d) 1.0 ppmV of background moisture, each time mixed with 1 ppmV from
permeation tube. The vertical axis is the normalized value of moisture measured by the ball SAW
sensor because the absolute value is not calibrated yet. The experiment was repeated for four times
with each condition.

Figure 7. Measured signals of ball SAW moisture sensor for four different conditions: (a) 0.05, (b) 0.2,
(c) 0.5, and (d) 1.0 ppmV of background moisture, each time mixed with 1 ppmV from permeation tube.
The vertical axis is for normalized values. BG stands for back ground moisture.

Figure 8 show the measured signals for three different conditions: (a) 0.06, (b) 0.2, and (c) 0.5 ppmV
of background moisture, each time mixed with 5 ppmV from permeation tube. It should be noted
that the delay time between the onset and the leading edge of the moisture change depends on the
background moisture as predicted by the theoretical simulation.

More quantitatively, the theoretical and experimental delay time is plotted in Figures 9 and 10.
The theoretical and experimental values do not exactly match, but the trend is reproduced correctly
and the smaller the background moisture, the larger the delay time.
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Figure 8. Measured signals for (a) 0.06, (b) 0.2, and (c) 0.5 ppmV of background moisture, each time
mixed with 5 ppmV from permeation tube. The vertical axis is for normalized values. BG stands for
back ground moisture.

Figure 9. Theoretical (orange) and experimental (blue) delay time plotted as a function of background
moisture when the permeation tube generates 5 ppmV moisture. Dotted lines are fitted curves.
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Figure 10. Theoretical (orange) and experimental (blue) delay time plotted as a function of background
moisture when the permeation tube generates 1 ppmV moisture. Dotted lines are fitted curves.

5. Discussion

In this article, it is established that choice of a metal pipe with proper inner surface treatment in
combination with a ball SAW moisture sensor can be used for the evaluation of a background moisture
in a gas coming out of a dryer. This is an original novel design of a standard moisture generator
with a permeation tube, particularly suitable for the validation of trace moisture sensors in the field
measurement, such as in factories and in pipelines.

The experimental data in Figure 9 shows that the background moisture of 0.5 ppmV added to
the 5 ppmV standard moisture gave rise to the time delay of −50%. In Figure 10, the background
moisture of 0.1 ppmV added to the 1 ppmV standard moisture gave rise to the time delay of −27%.
Therefore, we conclude that by measuring the delay time, we can easily distinguish the uncontrollable
background moisture at less than 10%. This is a unique way of guaranteeing the accuracy of the
standard moisture for the validation of ball SAW moisture sensors.

Author Contributions: Conceptualization and Investigation, Y.T.; Methodology, N.T.; Software, O.H.; Validation,
T.T., K.Y., H.F., N.S. and T.O.; Formal Analysis, Y.T.; Writing-Original Draft Preparation, Y.T.; Writing-Review &
Editing, Y.T.; Visualization, T.O. and H.F.; Project Administration, S.A.
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Appendix A

Let us assume that an ideal gas containing water molecules flows through a pipe with a length
L [m] and an inner diameter d [m] at a constant flow rate f

[
m3 s−1]. We assume that the flow velocity

is uniform over the entire cross-section of the pipe for simplicity. Then, the flow velocity v is

v =
4 × f
π× d2 (A1)

We propose that there are microscopic sites on the inner surface of the metal pipe with a surface
density s

[
mol m−2

]
where water molecules can be adsorbed. The water molecules attach to and
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detach from these sites at each instant, and on average there are s × r sites with water molecules
adsorbed per unit area, where r is an adsorption ratio.

In the experiment [14], the nitrogen gas with a constant moisture w0

(
mol m−3

)
flows into the

pipe from the inlet (x = 0). The moisture at the outlet (x = L) eventually becomes equal to that at
the inlet after a sufficiently long time. Then, the moisture of the gas flowing into the inlet is suddenly
changed to another constant value w1

(
mol m−3

)
at time t = 0, and the time dependence of the

moisture at the outlet (w(t, x = L)) is monitored.
The amount of water molecules that detach from the unit area of the inner surface and enter

into the carrier gas is proportional to the amount of adsorbed water molecules on the unit area, s × r.
Thus, introducing a desorption coefficient kd, it is s × r × kd. On the other hand, the amount of water
molecules adsorbed on the unit area of the inner surface is proportional to the product of the number
of vacant sites, s × (1 − r), and the number of water molecules in the carrier gas or moisture, w. Thus,
it is s × (1 − r)× ka × w where ka is an adsorption coefficient.

Now let us take a volume with a length Δx at a position x = x0 along the length of the pipe.
The amount of water molecules contained in the volume increases due to the incoming flow from the
upstream and decreases due to the outgoing flow to the downstream, and the net increase due to the
flow during a time interval Δt is their difference,

− ∂w(t, x)
∂x

× v ×
(

d
2

)2
× π× Δx × Δt (A2)

In this time interval, a part of the water molecules in the gas flow are adsorbed on the metal
surface and a part of the water molecules on the surface detach from the surface, and the net amount
of adsorbed molecules is,

[s kd r(t, x)− s ka (1 − r(t, x)) w(t, x)]× π× d × Δx × Δt (A3)

The diffusion of water molecules may occur when there is a difference of moisture along the
length of the pipe, but we ignore it assuming its effect is smaller than that of the Equations (A2) and
(A3). We can take it into account if necessary by introducing a diffusion term

D
∂2w
∂x2

(
d
2

)2
× π× Δx × Δt (A4)

The net increase of water molecules during a time interval Δt in the volume is

∂w
∂t

(
d
2

)2
× π× Δx × Δt (A5)

which is equal to a sum of Expressions (A2) and (A3),

∂w
∂t

(
d
2

)2 × π× Δx × Δt = − ∂w
∂x v·

(
d
2

)2 × π× Δx × Δt + [s kd r − s ka (1 − r) w]× π× d × Δx × Δt (A6)

Then, the net increase of the adsorbed molecules on the inner surface during a time interval Δt is

s
∂r
∂t

× π× d × Δx × Δt (A7)

which is equal to the Expression (A3),

s
∂r
∂t

× π× d × Δx × Δt = [s kd r − s ka (1 − r) w]× π× d × Δx × Δt (A8)
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In a dimensionless form, the Equations (A6) and (A8) become

∂r
∂τ

= −a × r + b × (1 − r)× W (A9)

∂W
∂τ

+
∂W
∂ξ

= g × a × r − g × b × (1 − r)× W (A10)

where
τ =

t × v
L

(A11)

ξ =
x
L

(A12)

W =
w × L3

s × L2 (A13)

a =
L × kd

v
(A14)

b =
s × ka

v
(A15)

g =
4 × L

d
(A16)

In the equilibrium
∂W
∂τ

=
∂r
∂τ

= 0 (A17)

therefore, from Equations (A9) and (A10),

W = constant = W0 (A18)

and
r = r1 =

1
1 + a

b × 1
W0

(A19)

This means that the adsorption ratio r reaches r1 regardless of the position along the length of the
pipe x when the gas with a constant moisture, W = constant = W0, flows through the pipe for a long
time. Furthermore, when a very dry gas comes in, no adsorption sites are occupied,

r1 → 0 when (W0 → 0) (A20)

whereas all site will be occupied when a very wet gas comes in.

r1 → 1 when (W0 → ∞) (A21)

which is obvious.
We can obtain the temporal evolution of the system by solving the Equations (A9) and (A10)

under the initial condition,
W(τ = 0, ξ) = W0 for (0 ≤ ξ ≤ 1) (A22)

r(τ = 0, ξ) = r1 for (0 ≤ ξ ≤ 1) (A23)

and the boundary condition,
W(τ, ξ = 0) = W1 for (0 < τ) (A24)

We numerically solve the equations with the values of parameters taken from the experiments [14],
but the coefficients kd and ka are arbitrary assumed such that a ∼ 1 and a ∼ b. This is equivalent
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to the assumption that the contribution of adsorption and desorption is in the same order in the
Equation (A9).
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Abstract: Recent developments in humidity sensors have heightened the need for reliability. Seeing as
many products such as humidity sensors experience multiple dependent competing failure processes
(MDCFPs) with self-recovery, this paper proposes a new general reliability model. Previous research
into MDCFPs has primarily focused on the processes of degradation and random shocks, which are
appropriate for most products. However, the existing reliability models for MDCFPs cannot fully
characterize the failure processes of products such as humidity sensors with significant self-recovery,
leading to an underestimation of reliability. In this paper, the effect of self-recovery on degradation
was analyzed using a conditional probability. A reliability model for soft failure with self-recovery
was obtained. Then, combined with the model of hard failure due to random shocks, a general
reliability model with self-recovery was established. Finally, reliability tests of the humidity sensors
were presented to verify the proposed reliability model. Reliability modeling for products subject to
MDCFPs with considering self-recovery can provide a better understanding of the mechanism of
failure and offer an alternative method to predict the reliability of products.

Keywords: reliability model; humidity sensor; self-recovery; dependent competing failure;
random shocks

1. Introduction

Humidity sensors have been widely used in scientific research and industry applications, such as
in the quality control of integrated circuit manufacturing, biological products and pharmaceuticals,
and the control of chemical and physical processes [1–7]. The breakdown of humidity sensors may
cause the failure of control, detection, and display functions of a system. The rigorous working
environment and the diversification of structure and function have put forward increasingly strong
reliability requirements for humidity sensors.

The reliability of humidity sensors as an important performance parameter represents the ability
of humidity sensors to work without failure under the stated conditions for a specified period.
Reliability is a long-term quality indicator for products and cannot be detected before leaving the
factory. Reliability modeling is an important tool to evaluate the reliability of products. Reliability
modeling for products that experience only soft or hard failure has been extensively explored in
the previous studies. Hard failure is when the product’s performance remains unchanged before
failure and the product suddenly fails at a certain time [8–12], whereas soft failure is the continuous
degradation process of a product’s performance. When a product’s performance exceeds a certain
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value, soft failure occurs [13–15]. However, due to the complexity of the internal structure and
working environment, humidity sensors may deteriorate due to corrosion, fatigue, wear, and other
causes. Humidity sensors may also break down suddenly through external shocks. These failure
processes compete against each other, and whichever occurs first will cause the humidity sensor to
fail. In this case, it is difficult to characterize the failure processes of humidity sensors accurately
and comprehensively using soft failure or hard failure alone, which may lead to inaccuracies in the
reliability design, analysis, and evaluation. Reliability modeling for humidity sensors and many other
products is in line with the actual failure process by combining soft failure and hard failure. Therefore,
the reliability theory of competing failure should be used to model the reliability of humidity sensors
and many other products.

Competing failure can be categorized into independent and dependent competing failure.
In practical applications, competing failure processes are generally dependent on each other.
Simply describing the relationship between different failure processes independently often produces
an over-estimation of the product’s reliability or may even result in unnecessary loss due to untimely
maintenance [16–20]. For products subject to multiple dependent competing failure processes
(MDCFPs), Peng et al. [21] assumed that some shocks were fatal, which could cause a product’s
hard failure. Most shocks had little effect on the performance of the product, which could cause
sudden damage to continuous performance degradation. In [21], sudden damages were accumulative.
Rafiee et al. [22] analyzed a maintenance policy for products subject to MDCFPs and classified random
shocks in accordance with the effect of shocks on the failure of products, in which fatal shocks
caused hard failure, and non-fatal shocks caused instantaneous damage on degradation. An and
Sun [23] discussed a maintenance policy of products subject to MDCFPs and proposed that not all
non-fatal shocks caused sudden damages. Only when the amplitudes of shocks were higher than
a certain threshold could the shock cause damages. A similar assumption was also found in [24].
Huynh et al. [25] modeled the degradation process through a stochastic process where the degradation
process was shown to be strictly increasing. Liu et al. [26] developed a maintenance policy for systems
subject to MDCFPs and assumed that the degradation process was an incremental process when
system uptime was within a cycle.

Previous literature in this area has some limitations in terms of the reliability research of MDCFPs.
Most researchers assumed that sudden damages were accumulative, and that the degradation process
strictly increased. This means that previous reliability studies into MDCFPs ignored self-recovery,
which is not appropriate for some products. For example, the drift of humidity sensors may undergo
a reversible process. External shocks such as rapid humidity increases may cause positive offsets in
the long-term continuous drift of humidity sensors. When returning to mild humidity conditions,
the offsets slowly decrease. This self-recovery phenomenon exists in many other products and
materials, such as mechanics, electronics, micro-electro mechanical system, and self-reconfigurable
robotics [27]. After a careful literature review, we found that Liu et al. [28] considered self-recovery
and proposed many ideal assumptions regarding self-recovery like the self-recovery process was linear.
However, Liu et al. did not develop a specific reliability model with self-recovery. The question of
how to characterize the effect of self-recovery reasonably is a challenge that needs to be solved in the
reliability modeling for products subject to MDCFPs, and in the reliability analysis of humidity sensors.

In this paper, we developed a new general reliability model for humidity sensors subject
to MDCFPs by considering self-recovery. We investigated both hard and soft failure processes.
Hard failure is caused by random shocks, whereas soft failure is characterized by a random coefficient
regression (RCR) model with positive increments. The RCR model is used to characterize the long-term
continuous drift process of humidity sensors, which is caused by physical aging. The positive
increments are sudden offsets caused by random shocks. In particular, we took into account that
not all non-fatal shocks could cause offsets to the long-term continuous drift. When the inter-arrival
time of two continuous shocks is sufficiently large, offsets may decrease. Only when the inter-arrival
time of two continuous shocks is under a certain temporal threshold is there a chance that offsets
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remain. After this, the generality of the developed model is discussed. By setting different parameters,
the model can be transformed into different reliability models. Finally, reliability tests of the humidity
sensors are given to illustrate the model.

The remainder of this paper is arranged as follows. Section 2 lists the assumptions used in the
reliability modeling studies in accordance with the humidity sensors failure process. In Section 3,
a reliability model is developed for humidity sensors subject to MDCFPs by considering self-recovery.
Moreover, we discuss the generality of the developed model and transform the model into four
different reliability models by setting different parameters. In Section 4, reliability tests of the humidity
sensors are presented to verify our model. Then, the effects of the parameters on the reliability model
are discussed. Section 5 summarizes this paper with concluding remarks.

2. Description of Humidity Sensors Failure Process

The failure of humidity sensors is due to two dependent competing failure processes as shown in
Figure 1. The soft failure process is shown in Figure 1a, which is determined by long-term continuous
drift, random shocks, and self-recovery. The long-term continuous drift between the humidity sensor’s
measured values and the actual humidity is caused by physical aging and is often affected by random
shocks. When the shock amplitude is less than a certain constant value H, that is, a non-fatal shock,
the shock may cause an additional positive offset that arises between the sensor measured value
and the actual humidity. The phenomenon wherein shocks can cause increases to degradation exists
in many products. In particular, we propose that not all non-fatal shocks cause additional positive
offsets. Only frequent shocks with an inter-arrival time of two continuous shocks less than a certain
threshold can cause an increase to the long-term continuous drift of humidity sensors. This means
that frequent shocks can cause positive offsets, and these offsets are accumulative. If the inter-arrival
time of two continuous shocks is larger than a threshold value, once humidity sensors are returned
to mild conditions, the offsets may decrease slowly. The self-recovery process is one of decline in
positive offsets after a temperature or humidity shock. Self-recovery may be observed once samples
are returned to mild environmental conditions. This indicates that this positive drift is a temporary
offset that is fully reversible with slow kinetics after returning the sensor to a mild environment.
The positive offset is not due to the irreversible damage to the sensing polymer, such as the hydrolysis
of the chemical bonds linking the monomers. The positive offset is caused by the rapid environmental
change which may self-recover. The hard failure process is shown in Figure 1b. The humidity sensor’s
exposure to extreme shocks that exceed the threshold level H may cause hard failure. In summary,
we assumed that humidity sensors are subject to MDCFPs which include both soft and hard failure.
The two competing failure processes are dependent due to the shared exposure to random shocks.

Any of the following conditions cause humidity sensors to fail: (1) the drift of the humidity sensors
are beyond the soft failure threshold D, or (2) the magnitude of any shock exceeds the threshold level H.

The specific assumptions used in the reliability modeling in accordance with the humidity sensors
failure process can be summarized as follows. The notation used in formulating the reliability models
is cited in the Appendix A.

Soft failure occurs when the total drift of the humidity sensors is beyond the failure threshold D.
The total drift amount includes the long-term continuous drift with time, positive offsets caused by
random shocks, and offset reduction due to self-recovery.

When any shock amplitude exceeds the threshold level H, hard failure occurs.
Shocks occur by a homogeneous Poisson process (HPP), and the rate of HPP is λ. The magnitude

of the i-th shock load is denoted as Wi for i = 1, 2, . . . , ∞. Wi is normally distributed Wi~N(μW, σW).
When the inter-arrival time of two continuous shocks is greater than a certain threshold,

positive offsets caused by the shocks may decrease, otherwise, positive offsets may remain.
The number of shocks is independent of the magnitude of the shock loads and the positive offsets

caused by shocks.
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Figure 1. MDCFPs of humidity sensors. (a) Soft failure process of humidity sensors; (b) Hard failure
process of humidity sensors.

3. Reliability Modeling for Humidity Sensors with Considering Self-Recovery

3.1. Reliability Modeling for Humidity Sensors Subject to Soft Failure

Figure 1a demonstrates that the soft failure of humidity sensors occurs when the total drift exceeds
D. The total drift XS(t) includes long-term continuous drift, positive offsets, and offset reduction due
to self-recovery. The long-term continuous drift is due to ageing, X(t), is given as

X(t) = a + βt (1)

The X(t) may follow a linear degradation path with random coefficients or a randomized logistic
degradation path. Furthermore, it may be necessary to apply a transformation to result in a linear
form [29,30]. For illustration purposes, we used a linear degradation path to characterize the long-term
continuous drift, where the parameter β is a random variable that corresponds to normal distribution
β~N(μ, σ2) and where a is a constant.

We assumed that the positive offsets caused by shocks are normally distributed, and denoted
as Yi for i = 0, 1, 2, . . . , ∞, and Yi~N(μY, σY). When considering self-recovery, the positive offsets
distribution function is

P(
�
Yi < y) = P(Yi < y, Ti ≤ τ) + P(Yi < y, Ti > τ) = (1 − e−λτ)Φ(y) (2)

where Φ(•) is the cumulative density function (CDF) of a standard normally distributed variable.
ti represents the arrival time of the i-th shock, and Ti represents the inter-arrival time between the i-th
shock and the (i + 1)-th shock.
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The cumulative positive offset S(t) is given by a compound Poisson process

S(t) =

⎧⎪⎨
⎪⎩

N(t)
∑

i=0
Ŷi N(t) > 0

0 N(t) = 0
(3)

where N(t) is the number of random shocks.
Ignoring self-recovery, the cumulative positive offset S1(t) can be calculated as

S1(t) =

⎧⎪⎨
⎪⎩

N(t)
∑

i=0
Yi N(t) > 0

0 N(t) = 0
(4)

The difference of the cumulative positive offset between considering and ignoring self-recovery
can be calculated as

S1(t)− S(t) =
N(t)

∑
i=0

Yi − (1 − e−λτ)Yi =
N(t)

∑
i=0

e−λτYi N(t) > 0

The larger the number of shocks, the higher the shock frequency and the better self-recovery
performance, the greater the difference of whether it considers self-recovery.

The probability of the i-th shock occurring by time t is

P{N(t) = i} =
(λt)i

i!
e−λt (5)

Furthermore, if we consider G(t) to be the CDF of Ŷi at time t, and Gj(t) a j convolution of G(t),
then the CDF of the S(t) can be derived as

P{S(t) ≤ x} = P{
N(t)
∑

i=0
Ŷi ≤ x} =

N(t)
∑

j=0
P{

N(t)
∑

i=0
Ŷi ≤ x|N(t) = j}P{N(t) = j} =

N(t)
∑

j=0
Gj(x) (λt)je−λt

j! (6)

The total drift XS(t) of humidity sensors can be expressed as

XS(t) = X(t) + S(t) (7)

By using Equations (1), (3) and (6), the reliability model of humidity sensors subject to soft failure
can be derived as

Fx(t) = P{X(t) + S(t) < D} = P{X(t) +
N(t)
∑

i=0
Ŷi < D} =

N(t)
∑

i=0
P{(X(t) +

N(t)
∑

i=0
Ŷi < D)|N(t) = j}×P{N(t) = j} (8)

The reliability model in Equation (8) can be derived for a specific case with a normally distributed
Yi and β

R(t) = Φ(D−μt
σt )e−λt +

N(t)
∑

i=1
Φ( D−μt−i(1−e−λτ)μY√

i(1−e−λτ)
2
σY

2+σ2t2
) · (λt)i e−λt

i! =
N(t)
∑

i=0
Φ( D−μt−i(1−e−λτ)μY√

i(1−e−λτ)
2
σY

2+σ2t2
) · (λt)i e−λt

i! (9)

3.2. Reliability Modeling for Humidity Sensors Subject to Random Shocks

When the shock load exceeds the threshold level H, hard failure occurs. According to the
stress-strength model [31], the probability of surviving the i-th shock is shown as

P(Wi < H) = FW(H) i = 1, 2, . . . , N(t). (10)
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In this paper, a stochastic extreme shock model was used to characterize the random shocks that
cause hard failure. The magnitude of the i-th shock is denoted as Wi for i = 1, 2, . . . , N(t), and Wi~N(μW,
σW). Therefore, the probability of survival in Equation (10) is

FW(H) = P(Wi < H) = Φ(
H − μW

σW
) i = 1, 2, . . . , N(t). (11)

where the Φ(•) is the CDF of a standard normally distributed variable.

3.3. Reliability Modeling for Humidity Sensors Subject to MDCFPs

Hard or soft failure can cause humidity sensors to fail. The reliability function can be derived as

R(t) = P(X(t) < D, N(t) = 0) +
N(t)
∑

i=1
P(W1 < H, . . . , WN(t) < H, X(t) +

N(t)
∑

i=1
Ŷi < D, N(t) = i)

= P(X(t) < D, N(t) = 0) +
N(t)
∑

i=1
FW(H)iP(X(t) +

N(t)
∑

i=1
Ŷi < D)|N(t) = i )× P{N(t) = i}

(12)

The reliability function can be expressed for a more specific case

R(t) = P(X(t) < D, N(t) = 0) +
N(t)
∑

i=1
P(W1 < H, . . . , WN(t) < H, X(t) +

N(t)
∑

i=1
Ŷi < D, N(t) = i)

= Φ(D−μt
σt )e−λt +

N(t)
∑

i=1
Φ( D−μt−i(1−e−λτ)μY√

σ2t2+i(1−e−λτ)
2
σ2

Y

) · (λt)i e−λt

i! · [Φ(H−μW
σW

)]
i

=
N(t)
∑

i=0
Φ( D−μt−i(1−e−λτ)μY√

σ2t2+i(1−e−λτ)
2
σ2

Y

) · (λt)i e−λt

i! · [Φ(H−μW
σW

)]
i

(13)

As shown in Equation (13), when 0 < τ < ∞, the smaller the value of τ, the stronger the product’s
self-recovery. When τ1 < τ2, offsets caused by shocks with an inter-arrival time greater than τ1 can
recover, which includes the offsets caused by shocks with the inter-arrival time between τ1 and τ2.
Therefore, the smaller the value of τ, the more the offsets recover, the less the degradation volume,
and the higher the reliability.

Based on Equation (13), the probability density function (PDF) of the failure time is

f (t) = − dR(t)
dt = −

N(t)
∑

i=1
[Φ(H−μW

σW
)]

i
φ( D−μt−i(1−e−λτ)μY√

σ2t2+i(1−e−λτ)σY
2
)

×(−μ(σ2t2+i(1−e−λτ)σY
2)−σ2t(D−μt−i(1−e−λτ)μY)

(σ2t2+i(1−e−λτ)σY
2)

3
2

)× (λt)i e−λt

i!

−
N(t)
∑

i=1
[Φ(H−μW

σW
)]

i
Φ( D−μt−i(1−e−λτ)μY√

σ2t2+i(1−e−λτ)σY
2
)× λ(λt)i−1e−λt(−λt+i)

i!

−φ(D−μt
σt )× (− D

σt2 )e−λt + λΦ(D−μt
σt )e−λt

(14)

where φ(•) is the PDF of a standard normally distributed variable.

3.4. Some Special Cases

With different parameters, the reliability model Equation (13) can be transformed into different
reliability models and coincides with models with a slight difference to the previous literature.

When τ = ∞, the reliability model Equation (13) can be transformed into a reliability model
for dependent competing failure as shown in Equation (15). The model of Equation (15) ignores
self-recovery as with the previous literature [21]. As τ = ∞ means that when the inter-arrival time of
two continuous shocks is smaller than infinite, a shock can cause positive offsets to the continuous
long-term drift, that is, all shocks can cause offsets.
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Ignoring self-recovery (τ = ∞), the reliability is shown as

R(t) = P(X(t) < D, N(t) = 0) +
N(t)
∑

i=1
P(W1 < H, . . . , WN(t) < H, X(t) +

N(t)
∑

i=1
Yi < D, N(t) = i)

= Φ(D−μt
σt )e−λt +

N(t)
∑

i=1
Φ( D−μt−iμY√

σ2t2+iσ2
Y
) · (λt)i e−λt

i! · [Φ(H−μW
σW

)]
i

=
N(t)
∑

i=0
Φ( D−μt−iμY√

σ2t2+iσ2
Y
) · (λt)i e−λt

i! · [Φ(H−μW
σW

)]
i

(15)

Based on Equation (15), the PDF of the failure time is derived as

f (t) = − dR(t)
dt = −

N(t)
∑

i=1
[Φ(H−μW

σW
)]iφ( D−μt−iμY√

σ2t2+iσY
2
)× (−μ(σ2t2+iσY

2)−σ2t(D−μt−iμY)

(σ2t2+iσY
2)

3
2

)

× (λt)i e−λt

i! −
N(t)
∑

i=1
[Φ(H−μW

σW
)]iΦ( D−μt−iμY√

σ2t2+iσY
2
)× λ(λt)i−1e−λt(−λt+i)

i! − φ(D−μt
σt )× (− D

σt2 )e−λt

+λΦ(D−μt
σt )e−λt

(16)

When τ = 0, the reliability model of Equation (13) is transformed into a reliability model for
independent competing failure as shown in Equation (17). As τ = 0 means that positive offsets can
recover when the inter-arrival time of two continuous shocks is greater than 0, that means all offsets
can recover. It also means that shocks do not cause offsets to long-term continuous drift when τ = 0,
that is, hard failure and soft failure are independent of each other. This reliability model is similar to
the model used in the previous study [32].

When soft failure and hard failure are independent (τ = 0), the reliability is shown as

R(t) = P(X(t) < D, N(t) = 0) +
N(t)
∑

i=1
P(W1 < H, . . . , WN(t) < H, X(t) < D, N(t) = i)

= Φ(D−μt
σt )e−λt +

N(t)
∑

i=1
Φ(D−μt

σt ) · (λt)i e−λt

i! · [Φ(H−μW
σW

)]
i
=

N(t)
∑

i=0
Φ(D−μt

σt ) · (λt)i e−λt

i! · [Φ(H−μW
σW

)]
i

(17)

Based on Equation (17), the PDF of the failure time is derived as

f (t) = − dR(t)
dt = −

N(t)
∑

i=0
[Φ(H−μW

σW
)]i × φ(D−μt

σt )× (− D
σt2 )

(λt)i e−λt

i!

−
N(t)
∑

i=0
[Φ(H−μW

σW
)]i × Φ(D−μt

σt )× λ(λt)i−1e−λt(−λt+i)
i!

(18)

Reliability modeling for products that experience soft failure only concerns the performance
degradation process. By setting the parameters of random shock in Equation (13) to 0 and ignoring
hard failure, the reliability model of Equation (13) can be converted to the reliability model based on
performance degradation.

R(t) = P(X(t) < D) = Φ(
D − μt

σt
) (19)

Based on Equation (19), the PDF of the failure time is derived as

f (t) = φ(
D − μt

σt
)(− D

σt2 ) (20)

Traditional reliability theory only focuses on hard failure. By setting the parameters of soft failure
in Equation (13) to 0, the reliability model of Equation (13) can be converted to the traditional reliability
model, which only considers hard failure due to random shocks.
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R(t) =
N(t)

∑
i=0

[Φ(
H − μW

σW
)]

i (λt)ie−λt

i!
(21)

Based on Equation (21), the PDF of the failure time is derived as

f (t) =
N(t)

∑
i=1

[Φ(
H − μW

σW
)]

i
× λ(λt)i−1e−λt(−λt + i)

i!
− λe−λt (22)

The reliability model Equation (13) developed in this paper can be transformed into different
reliability models seen in previous literature, as shown in Table 1. This means that models 1, 2, 3, and 4
are special cases of the reliability model developed in this paper.

Table 1. Reliability models.

Model Description of the Failure Process Expression

Model 1 This model characterizes hard failure which is caused by a
stochastic shock process. Equation (21)

Model 2 This model characterizes soft failure process. Products may not be
subject to random shocks. Equation (19)

Model 3 This model characterizes independent competing failure processes.
Soft failure and hard failure are independent. Equation (17)

Model 4 This model characterizes MDCFPs but ignores self-recovery. All
non-fatal shocks can cause sudden increases in degradation. Equation (15)

Model proposed
in this paper

This model characterizes MDCFPs by considering self-recovery and
can be transformed into four different reliability models (Models 1,
2, 3, and 4) by varying parameters.

Equation (13)

4. Numerical Examples and Results

The following two examples in this section are presented to illustrate the model discussed in the
previous section.

4.1. Example I

A humidity sensors reliability test conducted at AMS Netherlands BV Laboratories was used
here to verify the proposed model [33]. Ageing of the sensor may cause a measured value long-term
drift. This long-term drift is a continuous degradation process and is often affected by random shocks.
When subject to random shocks, such as a rapid increase in humidity, positive offsets may be caused to
the long-term continuous drift, especially when humidity sensors return to mild humidity conditions
for a long time, that is, if the inter-arrival time of two continuous shocks is long enough, positive offsets
will slowly decrease. In contrast, if the inter-arrival times are less than a certain value, positive offsets
may remain.

To illustrate the model developed in this paper, we set the parameters shown in Table 2.
The reliability model in this paper was based on the statistical analysis of a pseudo failure life and
model of hard failure due to random shocks. The pseudo failure life was obtained by extrapolating the
degradation path. In the linear degradation path X(t) = a + βt, the distribution of β can be obtained by
recording the drift data of the humidity sensor. It was assumed that β is a normally distributed random
variable, that is, the degradation volume at any time t following a normal distribution. We assumed
that the humidity sensors did not degenerate at the initial time, that is, a = 0. From the test results,
we also obtained the soft failure threshold D and the hard failure threshold H. We assumed the size of
the shock loads as Wi following a distribution, and consequently the positive offset Yi also followed a
normal distribution.
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Table 2. Parameters of the reliability model for example I.

Parameter Value Description

D 10 The soft failure threshold is 10: when the drift amount rises by 10%, soft failure occurs.
H 85 The hard failure threshold is 85: when relative humidity exceeds 85%, hard failure occurs.
β N(0.0005, 0.0052) The drift rate.
α α = 0 The drift value at the initial time (t = 0).

Wi N(65, 82) The i-th shock amplitude.
λ 0.02/h The rate of a homogeneous Poisson random shock process.
Yi N(0.2, 0.022) The positive offsets caused by the i-th shock.

The four different reliability models used in previous studies are special cases of the proposed
model as discussed in Section 3.4. All models are drawn and compared in Figure 2. We found
that when considering only hard or soft failure (Models 1 and 2), the reliabilities were higher than
when both failures had a competitive relationship (Models 3, 4, and the proposed model). For three
reliability models of competing failure, Models 3 and 4 were special cases of the proposed model.
The reliabilities of the competing failure processes had a similar trend of change. Between 1000 h and
5000 h, the reliability of the independent competing failure (Model 3) was higher than the reliability of
the dependent competing failure with self-recovery (the proposed model). When it was assumed that
the relationship between soft failure and hard failure was independent, random shock did not affect
the long-term continuous drift of the humidity sensors. The degradation amount of the independent
competing failure was less than the degradation amount of the dependent competing failure with
self-recovery. If we assumed that the failure processes were independent, then the computed reliability
might be higher than the actual reliability of the humidity sensors. At the same time, the degradation
amount of the dependent competing failure with self-recovery (the proposed model) was less than the
degradation amount of the dependent competing failure without considering self-recovery (Model 4).
If we ignored the self-recovery processes, then the computed reliability might be smaller than the
actual reliability of the humidity sensors. Therefore, for the reliability modeling of some products such
as humidity sensors, the self-recovery processes need to be considered.

Figure 2. Comparison of R(t) for different models for example I.
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The failure rate functions of Equations (14), (16), (18), (20), and (22) are shown in Figure 3.
When only hard failure was considered (Model 1), the failure rate increased significantly after 4000 h.
In contrast, when only soft failure was considered (Model 2), the rate was mainly concentrated prior
to 4000 h. For the three competing models (Models 3, 4, and the proposed model), the failure rate
functions were almost non-zero throughout the service life of the humidity sensors, that is, the humidity
sensors could fail at any time during service. When only soft failure or hard failure was considered,
the humidity sensors could fail within a specified time.

Figure 3. Comparison of f (t) for different models for example I.

To explore the influence of parameters on the reliability of humidity sensors, sensitivity analyses
of R(t) on τ, D, H, λ are presented in Figures 4–7 respectively for example I.

Figure 4. Sensitivity analysis of R(t) on τ for example I.

178



Sensors 2018, 18, 2714

Figure 5. Sensitivity analysis of R(t) on D for example I.

Figure 6. Sensitivity analysis of R(t) on H for example I.

Figure 7. Sensitivity analysis of R(t) on λ for example I.
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Figure 4 indicates that the self-recovery threshold τ had a significant effect on R(t). When τ

decreased, the reliability of the humidity sensor increased after 1000 h. As discussed in Section 3.3,
the smaller the value of τ, the higher the reliability of the products.

Figure 5 indicates that R(t) as sensitive to the soft failure threshold D. When D decreased from 10
to 6, R(t) decreased, which means that the reliability is lower when D gets smaller.

In Figure 6, the hard failure threshold H had an obvious effect on R(t). When the hard failure
threshold H decreased, R(t) decreased. An explanation for this may be that products with a higher H
have a better ability to resist shock.

In Figure 7, we observed that R(t) was susceptible to the random shock rate λ. When λ decreased,
R(t) shifted to the right. This result indicates that a larger λ decreases reliability performance.
An explanation for this might be that the higher the shock rate, the more positive offsets on the
degradation value, so failure occurs at a much earlier time.

4.2. Example II

A case study of a solid state relative humidity (RH) sensor reliability analysis by the University of
Wisconsin-Madison is provided to illustrate the model [34]. The drift of capacitance–RH characteristic
is the dominant failure mode for a solid state RH sensor at 85 ◦C/85% RH. In the temperature test
of a solid state RH sensor, the sensor breaks down when the magnitude of the temperature shock is
above a certain level. In addition, positive offsets to the drift of the capacitance–RH characteristic are
caused when the temperature shock is non-fatal. In particular, when the humidity sensors return to
mild conditions for a long time, the positive offsets slowly decrease. To illustrate the model developed
in this paper, we set the parameters shown in Table 3. The linear degradation path was X(t) = a + βt,
where a = 0 and β is normally distributed was obtained by the test data. The shock size and positive
offsets caused by the shocks were assumed to be normally distributed.

Table 3. Parameters of the reliability model for example II.

Parameter Value Description

D 10 The soft failure threshold is 10: when the drift amount rises by 10%, soft failure occurs.
H 95 The hard failure threshold is 95: when ambient temperature exceeds 95 ◦C, hard failure occurs.
β N(0.0893, (0.0090)2) The drift rate of capacitance–RH characteristic at 85 ◦C/85% RH.
α α = 0 The drift value at the initial time (t = 0).

Wi N(85, 82) The i-th shock amplitude.
λ 0.1/Day The rate of a homogeneous Poisson random shock process.
Yi N(0.2, 0.022) The positive offsets caused by the i-th shock.

The four different reliability models (Models 1, 2, 3, and 4) used in previous studies are special
cases of the proposed model as discussed in Section 3.4. All models are drawn and compared in
Figure 8. The corresponding failure rate functions are shown in Figure 9. We also found that when
considering only hard or soft failure, the reliabilities were higher than that when both failures had a
competitive relationship, the failure rate functions were not 0 within a certain time, and not all the
whole time of service. The three reliabilities of competing failure had some of the same change trends.
The reliability of the independent competing is the highest, followed by the reliability of the dependent
competing with considering self-recovery.

To explore the influence of the parameters on the reliability of humidity sensors, the sensitivity
analyses of R(t) on τ, D, H, and λ are presented in Figures 10–13, respectively for example II.
These indicate that the reliability performance was better for a smaller self-recovery threshold τ,
larger soft failure threshold D, larger hard failure threshold H, or smaller random shock rate λ.
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Figure 8. Comparison of R(t) for different models for example II.

Figure 9. Comparison of f (t) for different models for example II.

Figure 10. Sensitivity analysis of R(t) on τ for example II.
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Figure 11. Sensitivity analysis of R(t) on D for example II.

Figure 12. Sensitivity analysis of R(t) on H for example II.

Figure 13. Sensitivity analysis of R(t) on λ for example II.

5. Conclusions

In this paper, we proposed a new and more general reliability model for humidity sensors
subjected to dependent competing failure with considering self-recovery. This paper analyzed the
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condition of self-recovery, that is, it focused on the effect of the inter-arrival time of shocks on
continuous degradation. On this basis, a reliability model for soft failure that considered self-recovery
was established. Combined with the reliability analysis of hard failure due to shocks, a new reliability
model for dependent competing failure that considered self-recovery was developed. By adjusting the
different parameters, the generality of the developed model was discussed. It was found that the four
different reliability models used in previous studies were the special cases of the model developed
in this paper. This new model represents a major extension on previous studies. We presented
examples to demonstrate the reliability model and analyzed the effects of the parameters on reliability.
For further studies, additional terms of the self-recovery condition can be considered, such as the
magnitude of the shocks.
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Appendix A

The notation used in formulating the reliability models is now listed.

t time
X(t) drift of the measured value compared to reference caused by physical ageing at time t
N(t) the number of shocks
Yi a positive offset between the sensor measured value and the actual conditions caused by the i-th shock
Wi the magnitude of the i-th shock
D the threshold of soft failure
H the threshold of hard failure
λ the rate of a homogeneous Poisson random shock process

XS(t)
total drift volume at time t composed to long-term continuous drift, positive offsets caused by random
shocks, and offset reduction due to self-recovery

R(t) time-dependent reliability
Ti inter-arrival time between the i-th shock and the (i + 1)-th shock
τ the self-recovery threshold
S(t) cumulative positive offset caused by random shocks at time t
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