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Abstract: Anthropogenic emissions from coal combustion pose a serious threat to human wellbeing.
One prospective way to solve this problem is by using slurry fuels instead of coal. The problem is
especially pressing in China and Russia, so these countries need reliable experimental data on the SOx

and NOx emissions reduction range more than others do. The experiments in this research are based
on the components that are typical of Russia. Experimental research was conducted on the way typical
forest fuels (ground pine needles, leaves and their mixtures, bark, sawdust, and charcoal) affect the
gas emissions from the combustion of slurry fuels based on the wastes. It was established that using
forest fuels as additives to coal-water slurries reduces SOx and NOx emissions by 5–91% as compared
to coal or to slurries based on used turbine oil. It was revealed that even small concentrations of such
additives (7–15%) could result in a several-fold reduction in SOx and NOx. The higher the temperature,
the more prominent the role of forest biomass. The calculated complex criterion illustrates that forest
fuels increase the performance indicator of fuel suspensions by 1.2–10 times.

Keywords: coal; slurry fuel; combustion; forest fuels; biomass; anthropogenic emission concentration

1. Introduction

1.1. Environmental Issues of Coal-Fired Power Industry

Energy issues are critical in many economic, social, and environmental spheres. It is the efficiency
of the energy complex that, to a great extent, governs the economic potential of countries and welfare
of people [1,2]. Today, fossil fuels such as oil, coal, gas, oil shale, peat, uranium, etc. are the main
energy sources. The present and future of the power industry rely strongly on its resourcing. According
to studies [1–3], the share of coal in the global fuel and energy balance makes up 25–35%. Its main
consumers are metallurgy and power engineering. 40–45% of the world’s electricity is generated
using coal [1–3]. One of the main concerns associated with using coal is the harm that its production,
processing, and combustion do to the environment. The most important environmental issues (climate
change, acid rains and the overall pollution) are directly or indirectly linked to this energy resource [4,5].
Major environmental problems are caused by solid wastes of coal-fired thermal power stations, such as
ash and slag. Emissions from coal-fired thermal power stations are largely responsible for benzopyrene,
a strong carcinogenic substance causing oncological diseases [5]. These abrasive materials can destroy
lung tissue and cause a disease called silicosis. A negative impact of coal-fired power plants on
the humankind and environment leads to illnesses, human migration, extinction and migration of
animals, and reduction of eco-friendly woodlands [5,6]. This has caused power-generating enterprises
in many countries to improve the devices monitoring air pollution [4–6]. Programs to increase energy
efficiency and reduce emission with no negative effect on the rapid economic growth come into the
picture [7]. In this research field, the authors [8–10] suggest focusing on solving the main fundamental
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and practical tasks, primarily with the environment in mind, to determine effective conditions of using
high-potential coal-water slurries instead of the traditional energy sources (fuel oil, gas, and coal).

Coal-water slurry (CWS) is used to mean a mixture of a ground coal component with water.
Coal sludge, filter cakes, low-grade coal, solid residuals from processing traditional energy resources
(coal and oil) as well as resins can serve as a fuel base [8,10]. In the studies [8,10] authors were the
first to suggest adding 10–15% of a liquid fuel component to a slurry to provide the necessary level of
generating capacity and increase energy efficiency when using coal-water slurry and coal-water slurry
containing petrochemicals (CWSP). The ranges of varying relative mass fractions of CWS and CWSP
components make up 60–30% for coal dust, 30–50% for a dry filter cake, 0–15% for a combustible
liquid, 30–50% for water, and 0.5–1% for plasticizer [10].

The production of composite liquid fuels (CLFs) from wastes is of great social, economic,
and international importance [8–10]. First, it will reduce the vast volumes of accumulated wastes.
Second, it will extend the resource potential of power-generating facilities. Third, fire and explosion
safety gets higher, since water slurries are used instead of easily flammable and fire-hazardous fuels
(coal dust, gas, or fuel oil). Fourth, mixing waste with water considerably reduces the environmental
load on the surrounding nature. However, the use of liquid flammable wastes and low-reactive
components as part of CWSP fuels inevitably leads to the growth of anthropogenic emission
concentration. Involving plant additives is deemed to be the main solution to this problem [11–14].

The general trend of recent studies [11–16] on the current topic is to use large volumes of plant
additives to produce energy and minimize the negative influence on the environment. Mixing plant
waste with coal fuels leads to energy source diversification, as the range of raw materials is vast and
growing [12,15,16]. The analysis of the global energy situation reveals the following benefits of co-firing
coal fuel with plant biomass to produce energy [11–19]: a low-cost and low-risk renewable energy
source is used; otherwise unused waste gets involved in the energy generation; emission concentration
decreases; job opportunities in local neighborhoods are created, and external factors connected with
fossil fuel combustion are reduced. Generally, most scientific groups exploit a traditional solid coal fuel
mixing it with biomass (straw, sawdust, rice hulls and vegetable oil waste). Most of the well-known
studies [11–19] investigate the processes of preparation, ignition, combustion, emissions, and ash
production at the co-firing of coal and biomass with varying mass fractions of each of the mixture
component. There are much fewer studies dealing with the development of CLFs containing various
plant additives [19,20]. Until now, no data has been published on the complex analysis results of all
main performance indicators of burning slurry fuels containing wood additives.

Over 25% of the world's woodland belongs to Russia, and it is deeply engaged in wood material
processing. Two fifth of the country's territory is taken up by forests, 80% of which is coniferous.
Russia’s forest volume is mainly concentrated in Siberia and the North of the European part of the
country [21]. Wood is a renewable resource, but due to large volumes of its production the question of
effective and complex use of forest resources is getting increasingly important. The group of forest
fuels comprises, besides trees themselves, their plant waste (stumps, branches, twigs, and tops) and
woody debris (pine needles, leaves, brushwood, and bark), as well as industrial wastes (offcuts, chips,
shavings, sawdust, pallets, etc.) [11,22,23]. The low demand for wood waste emerging from logging and
wood processing is explained by insufficient development of recycling enterprises and is detrimental
to the economy and the environment.

At present, a big mass of forest fuels in the world is used as fuel in hot-water and steam boilers.
These take part in the technological production cycle and satisfy the domestic needs of wood processing
enterprises, which reduces their thermal energy expenses [24]. Lumps of wood rather than sawdust,
shavings, small pieces, or bark are used as fuel. Besides, a high content of chlorine and alkaline metals
in wood waste accounts for high-temperature corrosion of heating surfaces of boiler units. However,
the given limitations do not refute the fact that 5–15% addition of wood waste to a fuel can have a great
effect in terms of anthropogenic emission minimization [12,13,16].
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The analysis shows [21] that many countries (such as China, India, Japan, the USA, Australia,
and Russia) using large volumes of coal fuel, have internal resources to forest biomass into the fuel
sector [21]. Using plant additives together with coal slurries at thermal power stations or boiler plants
can be considered a promising solution to ecological problems connected with anthropogenic emissions
and waste recovery (both plant and coal wastes) [11–19].

1.2. Forest Fuels

Forest fuels can be regarded as a hydrocarbon fuel with known coefficients of emission, elemental
composition, chemical formula, and heat effects. The organic part of vegetation consists primarily of
hydrocarbons and a smaller amount of proteins, fats, waxes, and resins which constitute plant cells
or fill intercellular space of plant tissue. Cellulose (C6H10O5)x is the main crystalline component of
cell walls. Hemicellulose is a matrix ramified polysaccharide with an amorphous structure. Lignins
are complex phenolic polymers filling the spaces between the previous components. The content of
cellulose and hemicellulose in the organic part of metaphytes reaches 60%, while that of lignin is
20–30% (depending on the species and age of timber). Plant tissue is saturated with water containing
dissolved mineral salts that produce ash during combustion [25,26].

Timber is the most common type of forest biomass [27,28]. In terms of power generation, timber
is considered the most appropriate type of plant biomass due to its rather high density, high calorific
value, and low content of nitrogen, sulfur, and ash [28,29]. However, the amount of timber is limited
and, besides being used in the power industry, it is also the main resource for pulp and paper industry
and construction engineering [28]. Thus, waste from timber and construction industries looks most
attractive in terms of burning, since a great amount of it has been accumulated and lies idle [30].
The main and most common timber industry waste includes sawdust, shavings, board offcuts, slabs,
firewood, and bark [27]. Both needles and leaves also can be considered as fractions of logging residues
in forestry (if branches, twigs, tops). They are not usually used as forest fuels directly but can be
a portion of chipped logging residues that are used as fuels. This waste is a nuisance to many logging
companies, as its recovery entails additional expenses, eventually increasing the product prime cost.
Therefore, it is sensible to consider using this waste as an answer to many environmental, economic,
and social issues [12,16].

1.3. Aim of the Research

The aim of this research is to determine the influence of forest fuels on the emissions from slurry
fuels combustion. The main objective was to evaluate the prospects of using the given additives,
as well as to determine their rational concentrations in slurry fuels.

2. Experimental Approach

2.1. Materials

Forest fuel from pine and birch trees from forests in Siberian Federal District (Russia) was used as
additives in the present study. The origin of the used needles and sawdust are coniferous trees, mostly
pine of the Pinus sylvestris species (Scots pine). The species of birches typical for Siberia is Betula
pendula, commonly known as silver birch, which is native to Europe and parts of Asia.

The samples of pine sawdust, needles and birch leaves were taken from a timber processing
factory in Tomsk, Russia. In the study, charcoal of grade A (Chernogolovka, Moscow region) was
used. For its production, hardwood was used, in particular birch. The oak bark came from debarking
operations of Quercus robur logs in the same industrial facility.

All samples of forest biomass were air dried, then milled by Rotary Mill Pulverisette 14
(rotor speed 6000–20,000 rpm). After milling, the samples were sieved. The average particle size was
about 100 μm. The milled samples, spread in a thin layer, were exposed to air for several days to
equilibrate with atmospheric moisture. Additional drying of the samples was not carried out.

3
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In this study, authors used the flotation waste (filter cake) of coking coal as a main fuel component
of CWSP. This waste is typical for coal processing plants in many regions; it has a fairly low ash content
and better ignition and combustion characteristics in comparison with the flotation waste of some
other coal ranks [10]. Waste turbine oil was used as liquid combustible component of CWSP.

Tables 1–3 present the properties of forest biomass used as additives (birch leaves, pine needles,
pine sawdust, oak bark, and charcoal). Tables 4 and 5 present the properties of the main CWSP
components (filter cake and used turbine oil).

Table 1. Properties of forest fuels (on the base of data [31–35]).

Additive
Ultimate Analysis Proximate Analysis

Cdaf, % Hdaf, % Ndaf, % Odaf, % St
d, % Ad, % Vdaf, %

Qa
s,V,

MJ/kg

Pine needles of
Himalayas in India [31] 45.81 5.38 0.98 46.11 0.01 1.5–1.74 – 16.7–18.5

Pine needles
(Pinus pinaster) [32] 47.97–48.42 6.84–6.96 0.68–0.75 41.92–42.28 0.83–0.87 1.97 79.4 21.12–22.1

Pine needles
(Pinus sylvestris) [33] 48.21 6.57 – 43.72 – 1.5 72.38 19.24

Birch leaves
(Betula pendula) [34] 50.1–51.1 5.8–6.4 1.1–1.3 41.6–42.4 0.09–0.11 5.2–5.8 16.05–19.12

Leaves of various trees
[35] 41.1–59.6 5.3–9.7 1.03–3.04 27.8–50.6 0.19–0.77 3.8–16 66.8–89.9 14.4–20.7

Table 2. Typical ultimate composition of birch leaves and pine needles (on the base of data [34,36–39]).

Additive
Elements, mg/kg

Na Mg K Ca Mn Fe Zn P

Pine needles
(Pinus sylvestris) [36–38]

15,388 859 6101 2995 125.3 0.6 24.5 1399
38,200 540–760 3840–5060 2780–3540 920–1240 – – 1010–1290

– 890–1540 3430–4550 2590–6160 151–370 40–100 33.6–73.3 1360–3040

Birch leaves
(Betula pendula) [34,39]

51–75 2748–4103 6622–15,232 7521–24,897 159–1323 172–243 124–185 2072–2915
– 5890 32,200 29,000 1470 790 280 3420

Table 3. Properties of wood components (based on data from [37,40–56]).

Samples

Pine Sawdust Charcoal Oak Bark

Pinus sylvestris
from Siberia,

Russia

Pinus
sylvestris

[37,40–44]

Pinus
tabulaeformis

[45,46]

Charcoal from
Chernogolovka,

Russia

Charcoal from
Birch, Norway

[47]

Quercus
robur

[48–52]

Bark of
Various Oak

[53–56]

Chemical analysis, %

C 52.32 50.9–52.8 47.21–49.65 83.11 72.7–91.4 46.08–51.2 40.77–48.9
H 6.39 5.95–6.2 6.25–8.09 3.46 1.93–4.35 5.5 5.43–6.11
O 40.70 40.5–42.9 41.58–44.40 12.8 7.09–21.61 46.8 39.3–53.54
N 0.24 0.1–0.5 0.05–0.1 0.6 0.37–1.13 0.2–1.32 0.2–0.56
S 0.02 0.01–0.09 0.04–0.21 0.03 <0.02 0.01–0.33 0.1–0.26

Proximate analysis

Moisture content, % 7.0 6.4–7.6 7.3–7.84 0.28 – 6.88–12.9
Volatiles, % 83.4 66.9–70.4 73.52–78.95 22.56 6.6–22.3 – 76.3–81.8

Ash content, % 1.6 0.47–5.5 0.76–1.88 1.49 1.4–5.0 0.3 1.64–3.6
Heat of combustion, MJ/kg 18.6 19.3 19.03–19.73 29.60 18.7 17.8–19.3

Ultimate analysis, mg/kg

Na – 5–25 379 – 13–43 154 0.06–5.47%
K – 120–780 435 – 1508–2538 1339–3520 4.32–16.7%
Ca – 487–1000 1236 – 3332–4865 9750–20,100 16.2–37.3%
Mg – 80–370 153 – 682–1099 230–340 1.77–4.14%
Fe – 1.9–24 154 – 70–254 28.6–131 0.01–0.63%
Mn – 25–200 28 – 230–477 280 0.16–3.71%

Cost, $/kg 0.006 0.3 0.006

4
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Table 4. Properties of Coal and Filter Cake.

Coal Rank
Proximate Analysis Ultimate Analysis

Wa, % Ad, % Vdaf, %
Qa

s,V,
MJ/kg

Cdaf, % Hdaf, % Ndaf, % St
d, % Odaf, %

Filter cake of coking
coal (C) (dry) – 26.46 23.08 24.83 87.20 5.09 2.05 1.022 4.46

Coking coal (C) 2.05 14.65 27.03 29.76 79.79 4.47 1.84 0.87 12.70

Table 5. Properties of liquid component.

Sample Density, kg/m3 Ad, % Tf,
◦C Tign, ◦C Qa

s,V, MJ/kg

Used turbine oil 868 0.03 175 193 44.99

2.2. Experimental Setups

The main elements of the experimental setup included a rotary muffle furnace and a gas
analyzer [57]. A muffle furnace can create an air environment with temperatures 700–1000 ◦C.
This temperature range is especially typical of CWS and CWSP combustion in the industrial conditions.
Currently, there are several concepts of CWS and CWSP combustion in boilers of different capacity.
These include the conventional fluidized bed combustion, vortex combustion of atomized flow, as well
as co-firing with other types of fuels, for instance, with coal. Vortex combustion of coal-water fuel is
the most widespread one. Combustion of soaring fine aerosol flow makes it possible to prolong the
lifetime of particles in a combustion chamber. It also provides rapid mixing of the fuel and oxidizer,
which, in turn, ensures more complete burnout of slurry fuel droplets. When it comes to laboratory
research, the concept of soaring particles provides a way to gain a deeper insight into the typical
mechanisms and stages of CWSP combustion: inert heating of a droplet, evaporation of moisture from
its near-surface layer, evaporation of the liquid fuel component in heated air and thermolysis of the
organic matter of coal, oxidation of volatiles and vapors of liquid fuel component in heated air, as well
as heating and heterogeneous ignition of coke residue. However, using this technology to estimate the
anthropogenic impact and measure the concentration of emissions from the combustion of a slurry fuel
droplet is very cost-intensive. Vortex and fluidized bed combustion may have different conditions of
fuel ignition and combustion, but the portions of fuel being burned are identical, so specific emissions
can be considered comparable. To measure the emissions from fluidized bed combustion, it is enough
to burn even a small portion of fuel, unlike with vortex combustion.

For fluidized bed combustion, boiler furnaces must also provide quite a long fuel lifetime in
the combustion chamber and maintain the required high temperature throughout the said chamber.
A thermally insulated rotary muffle furnace in the experimental setup can provide such conditions
and make them near-real. The ceramic tube of the muffle furnace protects it without sharply reducing
the temperatures in the near-wall area and in the active combustion zone. This is necessary for the
stable CWS and CWSP combustion.

For the experiments, the fuel batch was weighed on an analytical balance with 0.01 g increments.
The mass of the batch ranged within 0.5–1.5 g in each experiment. The gaseous products released
during combustion of fuel in the muffle furnace were recorded and analyzed by the gas analyzer.
Its main properties can be seen in Table 6. When averaging, only those results of the experiments were
taken into account that did not differ by more than 2.5%.

5



Energies 2018, 11, 2491

Table 6. Gas analyzer sensors.

Process Measurement Range Accuracy

O2 0–25 vol% ±0.2 vol%

CO 0–10,000 ppm
±10 ppm or ±10% of value (0–200 ppm)
±20 ppm or ±5% of value (201–2000 ppm)

±10% of value (2001–10,000 ppm)

NOx 0–4000 ppm
±5 ppm (0–99 ppm)

±5% of value (100–1999 ppm)
±10% of value (2000–4000 ppm)

SO2 0–5000 ppm ±10 ppm (0–99 ppm)
±10% of value (beyond this range)

CO2 (derived from O2 measurement) 0–CO2 ±0.2 vol%

2.3. Research Procedures

The following main components were used: filter cakes, used turbine oil and wood components
(needles, leaves, sawdust, charcoal, and bark). Grinding the solid fuel component and plant additives
to dust. Rotor Mill Pulverisette 14 was used for grinding. Then, a sample with an average particle
size of 80–100 μm was collected using plansifter RL-1. Filter cakes from coal washing plants contain
coal particles with a size of 60–80 μm. Therefore, their grinding is not necessary. Batches of slurry
components were prepared using the ViBRA HT 84RCE (increment 10−5 g). The mass of the batches
was calculated from the mass of the resulting composition and corresponding mass fractions of the
components: filter cakes 75–100%, used turbine oil 10%, needles 7–15%, leaves 7–15%, mixture of
needles and leaves 15%, bark 10%, sawdust 10% and charcoal 10%. The components were mixed in
two stages by a homogenizer MPW-324 with a disperser in a metal container, which took 10 minutes.

The procedure of determining the amount of emissions from the fuel combustion comprised the
following stages. The fuel sample was placed into a substrate made of stainless steel mesh which was
fixed with fasteners at the end of the modular probe of the gas analyzer. The minirobotic arm moved
the fuel sample and the gas analyzer probe to the combustion chamber. One experiment lasted 30–60 s,
depending on the temperature in the combustion chamber. The flue gases from the combustion of
the fuel moved towards the sensor. The sample went to the measuring sensors of the gas analyzer
through a gas sampling hose. The EasyEmisson software (version 2.7, Lenzkirch, Germany) performed
a continuous monitoring of flue gases. The values of CO, CO2, NOx, SOx were recorded.

3. Results and Discussion

Figures 1 and 2 present the SOx, NOx from the combustion of CWS and CWSP containing forest
fuels such as birch leaves, pine needles and their mixtures (with an equal proportion of leaves and
needles). Adding forest fuels to CWSP significantly reduces the gaseous emissions of sulfur oxides
(Figure 1). The values of SOx emissions for such slurries (based on filter cake C) range from 9 to
117 ppm versus 62–360 ppm for coal of the same grade, depending on the combustion chamber
temperature (Figure 1).

The decrease in the share of emissions (from 33 to 86%) was due to the chemical composition of
the components introduced in the slurry. Alkaline and alkaline-earth metals (Ca, Na, K) present in
forest fuel (Table 1) can form substances that remain in the coal ash (2CaO + 2SO2 + O2 = 2CaSO4),
preventing the formation of SOx. The addition of a 15% forest fuel mixture had the most noticeable
impact on sulfur oxide release. The SOx concentrations in the temperature range under consideration
were 17–90 ppm.

According to the data presented in Figure 2, the lowest concentrations of oxides and nitrogen are
typical of filter cake C with a 15% addition of forest fuel mixture (88–218 ppm). The latter suggests
that a synergistic effect emerges when a mixture of leaves and pine needles is used, especially at
high temperatures (900–1000 ◦C). During forest fuel thermolysis, a part of metals (for instance, iron)
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remains in solid pyrolysis products. At high temperatures typical of the late pyrolysis, iron reacts with
sulfur and nitrogen oxides (3CO + Fe2O3 = 3CO2 + 2Fe; 2Fe + 3NO = 3/2N2 + Fe2O3). The synergism
between pine needles and leaves reduces the concentration of sulfur oxide (Figure 1) and nitrogen
oxide (Figure 2). In addition, there is no need to sort the incoming forest fuel for slurry preparation.

 
Figure 1. SOx concentrations at the coal-water slurry (CWS) and coal-water slurry containing
petrochemicals (CWSP) (with leaves, needles, or their mixtures) combustion.

 

Figure 2. NOx concentrations at the CWS and CWSP (with leaves, needles, or their mixtures) combustion.

The experimental results (Figure 2) have shown that using forest fuels as additives to coal-water
slurries also reduces NOx emissions by 35–53% and 5–43%, as compared to coal or CWSP based on used
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turbine oil without any additives, respectively. First, due to a quick release of volatile particles of forest
fuels and their subsequent burning, the amount of O2 in the combustion chamber decreases. Therefore,
the reactions involving fuel nitrogen and oxygen produce a lower amount of NO and NO2. Second,
a low nitrogen content in plant additives also contributed to lower amounts of NOx emissions [58].
Thirdly, metal ions such as Mn, Cu, Fe had a catalytic effect on NOx oxides followed by the formation
of free nitrogen. The highest concentration of NOx comes from filter cake C with 7% of leaves, which is
close to the emission values for filter cake C without forest fuels and ranges from 95 to 350 ppm.

The complex analysis was needed to consider the environmental, economic and energy
performance aspects. A composite integral index is therefore introduced, which takes into account
the above indicators. This coefficient describes the amount of energy per cost of fuel slurry and
concentration of the main anthropogenic emissions [33]:

Dcwsp
NOx = Qa

s,V_cwsp/(Ccwsp · NOx_cwsp); (1)

Dcwsp
SOx = Qa

s,V_cwsp/(Ccwsp · SOx_cwsp); (2)

Dcwsp
NOx&SOx = Dcwsp

NOx · Dcwsp
SOx; (3)

Drelative = Dcwsp
NOx&SOx/Dcoal

NOx&SOx. (4)

where Qa
s,V is the heat of combustion of the suspension (coal), MJ/kg; C is the cost of the suspension

(coal), $/kg (in the case of a suspension Qa
s,V and C are determined proportional to the concentration of

the components); NOx concentration of nitrogen oxides, ppm; SOx concentration of sulfur oxides, ppm.
The results of calculating the relative performance indicators (Drelative) considering the main

performance aspects of burning CWSP containing forest fuels are shown in Figure 3. Heats of
combustion of components are presented in Tables 1, 3 and 4. The cost of forest fuels (needles,
leaves and their mixtures) is taken as equal to zero; as with coal processing wastes (filter cakes),
transportation expenses making up 0.0058 $/kg were the only expenses accounted. The costs of
slurries were determined in proportion to the components’ concentrations assuming zero water cost,
since process and waste water may be used for the preparation of CLFs.

 

Figure 3. Relative performance indicators (Drelative) of burning high-potential CWSP fuels containing
leaves, needles, or their mixture vs. coal at varying temperatures in the combustion chamber.
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The resulting dependences have shown that adding pine needles, leaves and their mixtures
appears attractive in terms of environmental friendliness, energy, and cost efficiency. Plant-based
slurries, having the same cost as a filter cake of coking coal, are marked by lower concentrations of the
main anthropogenic emissions (SOx, NOx), and in terms of heat of combustion, are highly competitive
with coal-water fuels.

In the preparation of slurry fuels before the experiments with burning their batches, it was
established that all the wood additives under study can significantly affect the rheology. Being added
to CWSP fuels, these components adsorb some of the fuel moisture, thus preventing its lamination.
The maximum allowable relative mass fraction for the additives and dopants under study should
equal 15%.

The reduction of sulfur dioxide emission in CWSP fuels with wood components (Figures 4 and 5)
can be attributed to a low sulfur fraction in the latter, which has direct impact on the overall sulfur
content in the slurry. It was established that a fuel based on filter cakes, used turbine oil and 10%
of tree bark or 10% charcoal has the lower environmental indicators for sulfur oxides (10–108 ppm).
Charcoal can rapidly adsorb many substances, including sulfur, from a fluid or gaseous medium.
These substances, sulfur in particular, are present as oxides. Therefore, it is safe to conclude that
charcoal adsorbs sulfur and nitrogen from the pyrolysis of coal or liquid fuel component of CWSP.

Although the combustion heat of tree bark is comparable with that of a filter cake, its presence in
the slurry can increase the energy performance and improve the ignition and combustion characteristics
due to a high content of highly volatile substances in the bark particles. Ignition delay and combustion
times decrease. In terms of NOx emission (Figure 5), a 10% addition of tree bark did slight compensate
for the presence of a liquid fuel component in the slurry, which is largely responsible for the formation
of fuel oxides [59].

The 10% of sawdust in the CWSP reduces of NOx emission in by more than 1.5 times (209–231 ppm
vs. 320–466 ppm for coal) at 900–1000 ◦C. Sawdust intensifies ignition and increases the yield of carbon
monoxide (NOx + XCO = 1/2N2 + XCO2).

Figure 4. SOx concentrations at the CWS and CWSP (with bark, sawdust, charcoal) combustion.
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Figure 5. NOx concentrations at the CWS and CWSP (with bark, sawdust, charcoal) combustion.

Adding even 10% of sawdust to CWSP based on flotation waste lowers the ignition temperature
(70–80 ◦C) and increases the combustion rate. The sawdust enhances the effects of fuel droplet
micro-explosions [60]. This shortens the ignition delay time and overall reduces the energy
consumption at the firing stage. The optimal concentrations of nitrogen oxides are also reached
with a 10% concentration of charcoal and do not exceed 190 ppm.

The pyrolysis of wood biomass leaves solid residue, which is similar to charcoal in its properties.
As a confirmation, the thermal decomposition of forest fuel as part of CWSP occurs under oxygen
deficiency (oxygen cannot reach the surface of wood particles, since the gaseous combustion products
of coal and liquid fuel components oust air from the combustion zone). Therefore, it is safe to assume
that the thermal decomposition of wood as part of slurry fuels produces charcoal, which can adsorb
sulfur and nitrogen compositions.

Figure 6 presents the main performance aspects of burning CWSP fuels with wood additives.
The heat of combustion and the cost of components are shown in Tables 3–5. The cost of wood waste
(bark and sawdust) is taken as equal to zero; as with coal processing wastes (filter cakes), transportation
expenses making up 0.006 $/kg were the only expenses accounted. The average market cost of charcoal
was 0.3 $/kg.

Charcoal, sawdust, and bark can significantly improve the main performance of burning CWSP.
Despite high environmental performance indicators of charcoal as a CWSP additive, its global
production is not enough. The use of sawdust and bark as additives to composite coal fuel appears
very promising.

The results of numerous studies and the industrial experience of co-firing coal fuels with biomass
indicate that this technology is associated with several issues [61–64]. Among them, ash-related
problems are the key issues. The chemical composition of lignocellulosic fuels differs significantly
from traditional coal. Biomass commonly contains large amounts of water-soluble inorganic salts,
which can easily volatilize during combustion and become part of the gas phase [61,62]. This leads
to high level of activity for alkali materials in the ash and, consequently, high dirtiness propensity
during the co-firing process. The quantity volatilized depends on the property of the fuel, the ambient
air, and the combustion technology. SiO2 and CaO dominate in the biomass ashes, oxides of Mg, Al,
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K, Na and P is much lower in the ash. The ash from hard biomass (wood) includes large amount of
oxides with low melting points, primarily K and P. In addition, they keep substantially lower levels of
heavy metals, then soft biomass (straw) [61]. At high temperatures, metals and their oxides partially
evaporate and amounted an active part of the reactions in the gaseous phase. During the gases motion
in the boiler's channel, they precipitate on its elements at low temperatures and form small particles
on the surface, for example CaO. Then these particles become part of the gases in so-termed “fly ash”
(<1 μm). Because of a reoxidation and coagulation, particles agglomerate, forming ash size more
than 10 μm (coarse fly ash). Non-volatile ash compounds melt and coalesce on or in the surface of
the particle, contingent on the temperature and chemical compound of the particle and the ambient
gases [61,62]. Depending on the particle’s density and type, the technology used and the gas speed,
these ash fractions could be entrained by the gases, but the majority is deposited. For combustion
chamber, heavy ash deposition leads to contamination, corrosion, and defluidization. This can reduce
the efficiency of the combustion chamber and damage its equipment, as well as increase maintenance
costs [61–64].

Figure 6. Relative performance indicators (Drelative) of burning high-potential CWSP fuels containing
bark, sawdust, or charcoal vs. coal at varying temperatures in the combustion chamber.

During combustion of slurry fuel with forest biomass, the chemical composition of which
contributes to the corrosive effect on boilers, it is important to realize that ash level is one significant
factor in the design stage of the equipment. The combustion process of slurry fuels should be adapted
to the requirements for fuels, especially when it comes to industrial waste or forest biomass that are
chemically different from traditional fuels to achieve sustainable and stable development of such
technologies. There are an amount of decisions that can be taken to avert and decrease corrosion,
such as controlling the steam temperature in the boiler design to a level at which the corrosion ratio
is agreeable, the choice of more noncorrosive alloy of heat exchangers and other boiler elements
and use of additive component that modify the combustion gases chemistry and prevent the ash
deposition [61,65].

Dmitrienko et al. [57] used two approaches (one considering solely the environmental performance
and the other, the combustion heat, fuel cost and anthropogenic emissions) to show that CWSP and
CWS fuels are high-potential solutions to many environmental, economic and energy problems of
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the modern coal-fired power industry by choosing the necessary components and their concentration.
The main conclusion of Dmitrienko et al. [57] is that it is worthwhile to involve numerous coal and oil
processing wastes (filter cakes, oils, sludges, etc.) in the fuel cycle. The experimental data presented in
this research highlight great prospects of solving tasks set on a brand-new environmental level [57].
In particular, the use of forest fuels makes it possible to reduce anthropogenic emissions to such low
levels that it makes sense to simplify flue gas purification cycles at power plants. Thus, the economic
benefit from CWS and CWSP technology implementation can be even greater than described by
Dmitrienko et al. [57]. Moreover, forest biomass reduces not only the anthropogenic gaseous emissions
but also ash residue. This is a very important point for coal enterprises. Using CWS and CWSP fuels
results in the lower volume of ash formation as compared to that from coal combustion, as well as
longer service life of heat and power equipment with high energy performance indicators [66]. This is
explained by less ash sticking to heat exchange surfaces, so the heat absorption remains rather high
over a long period of time.

4. Conclusions

Based on the anthropogenic emission experimental investigations and results of calculating
the integral coefficient of burning CWSP carried out during this paper, the following conclusions
were reached:

(i) The vast majority of the results indicate a significant reduction in the amount of emissions due to
the involvement of biomass additives in the power generation process. Thus, the use of forest fuels
(leaves, needles, sawdust, and bark) reduces sulfur oxide concentration by 2–5 times, nitrogen
oxides by 1.5–2 times (depending on the chosen concentration and temperature conditions of fuel
combustion) versus coal or CWSP without additives. Moreover, this type of forest biomass is
a cheap and renewable energy source formed in large amounts in forests and in timber processing.

(ii) The use of wood waste gives an opportunity to recover the accumulated timber industry waste,
reduce the environmental load, improve rheological as well as thermal and physical characteristics
of the fuel. However, there are other problems worth considering. They include modification
or at least reconfiguration of fuel control equipment of boiler units, fuel production and supply
systems, slagging, and transportation of the components to the station.

(iii) The calculated complex indicators Drelative takes into account the energy, economic and
environmental aspects of using composite fuel liquids. It illustrates the obvious advantages of
CWS and CWSP containing leaves and needles. Drelative for these compositions is 1.2–10 times as
high as the same indicator for CWS based on filter cakes and CWSP based on filter cakes and 10%
of turbine oil. Drelative for fuel samples with sawdust or bark also demonstrates the benefits of
biomass additives and exceeds the values of normal CWSP without dopants by 1.2–2.5 times.

(iv) The main way to further develop this research is to analyze and specify effective CWS and CWSP
fuel compositions from numerous components, additives, and dopants. A compiled database
of experimental information with the main energy, economic and environmental performance
indicators of burning coal, CWS and CWSP with different dopants (an experimental setup and
method from study [67] can be used) will make it possible to develop a predictive model. It can
be-based, for example, on statements and numerical solution methods of partial differential
equations described in studies [68–70] when studying slurry fuel heating, evaporation, thermal
decomposition, combustion processes. This model will enable choosing a relevant component
composition to reach high-performance indicators of power equipment.
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Abstract: An experimental study has been conducted into the ignition and combustion processes
of composite fuel droplets fed into a heated muffle furnace on a holder. Consistent patterns
and characteristics of physical and chemical processes have been established for a group of fuel
compositions: wet coal processing waste (a mixture of fine coals and water) 85% + municipal solid
waste (wood, or plastic, or rubber) 10% + used oil 5%. Burning a coal-water slurry instead of
dry coal dust is characterized by a positive environmental effect. Adding used oil to a coal-water
slurry results in better energy performance characteristics of the composite fuel during combustion.
Adding fine municipal solid waste (MSW) to the fuel composition makes it possible to effectively
recover it by burning in boiler furnaces with energy performance characteristics of combustion and
environmental characteristics of flue gases that are as good as those of composite fuel compositions
without MSW. Sustainability of the composite fuel ignition process and complete burnout of liquid
and solid combustible components have been determined. The values of the guaranteed ignition
delay times for droplets with a size (diameter) of about 2 mm have been established for the composite
fuel compositions under study in the ambient temperature range 600–1000 ◦C. The minimum values
of ignition delay times are about 3 s, the maximum values are about 15 s under the near-threshold
ignition conditions. The obtained findings enabled to elaborate the main elements of the strategy for
combined recovery of industrial and municipal waste by burning it as part of composite fuels.

Keywords: municipal solid waste; coal processing waste; oil refining waste; waste management;
composite fuel; energy production

1. Introduction

Nowadays the problem of municipal solid waste (MSW) and industrial waste utilization [1] is
very acute in the modern world and the Russian Federation is not an exception. One area of great
interest is the design of management systems for waste handling by processing it into energy and
valuable products [2]. According to the Russian Federal State Statistics Service [3], about 5441 Mt of
industrial waste were produced in country in 2016, which was 7.5% more than in 2015. More than
40,000 Mt of waste have been accumulated in the Russian Federation so far, of which 86% comes from
solid and liquid fossil fuel extraction. In terms of the geographic distribution, the Siberian Federal
District accounts for the majority of the waste. It makes up about 60% of the total amount of industrial
waste in the country.

In 2016, the level of industrial waste recovery was 2685 Mt, or 49.3% of the total volume
of its production (Figure 1). The rest of the waste was buried (504 Mt, or 9.3%) or stockpiled

Energies 2018, 11, 2534; doi:10.3390/en11102534 www.mdpi.com/journal/energies17



Energies 2018, 11, 2534

at open-air disposal sites for temporary storage (2253 Mt, or 41.4%). Industrial waste disposal
sites occupy large amounts of agricultural land, damaging the land cover, soil, and landscape.
Moreover, coal industry waste is not only a fire hazard but also contains acid-forming substances,
heavy metals, and other elements dangerous for the environment. When exposed to the intensive
physical and chemical effects of natural factors (air, water, and solar energy), it becomes a source of
integrated pollution of the environment. Coal dust from coal mining and processing pollutes the air
and water. Waste containing used oils and petroleum products is toxic. Storing oil waste has the
following detrimental effects on the environment: it enhances the greenhouse effect, causes acid rain,
decreases the quality of water, and contaminates the groundwater. One liter of used oil can contaminate
about 7 Ml of ground waters. The pollution of water with petroleum products reduces the amount
of dissolved oxygen and causes many marine species to die [4]. The contamination of soil with
hydrocarbons makes its further use for agricultural purposes impossible.

 

Figure 1. Industrial waste recovery structure in the Russian Federation [3].

The volume of MSW (paper, cardboard, plastic, wood, and textiles) production in the Russian
Federation in 2016 made up 52.4 Mt. About 3.9 Mt of MSW, or 7.4%, were destined for re-use (Figure 2).
About 1.0 Mt of MSW, or 1.9%, were transferred for decontamination and destruction, including by
burning it at trash incineration plants. The overwhelming majority of waste (47.5 Mt, or 90.7%) went
to waste disposal and landfill sites for burial and temporary storage [3].

 

Figure 2. Municipal solid waste (MSW) recovery structure in Russian Federation [3].
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The extremely low MSW recovery indicators are explained by the low level of waste
management development. There are only 243 MSW recovery complexes, 53 sorting complexes, and 10
trash incineration plants in the whole Russian Federation. The number of specially equipped facilities
for waste disposal (MSW disposal sites) in the country is about 1399, which is several times lower than
the number of authorized landfill sites (there are 7153 of them). Unauthorized landfill sites number
more than 17,500. They pose the biggest environmental threat. In the waste management structure,
they are regarded as environmental damage that has already been built up over the last years.
Dedicated waste disposal sites, authorized and unauthorized MSW landfill sites take up huge amounts
of land with a total area of more than 50,000 ha. Landfill storage of non-recovered waste entails
the following negative factors: a wide spread of substances and bacterial flora that are dangerous
for people’s health, including when they find their way into the air and ground waters; formation
of dioxides if ignition occurs; low economic performance indicators taken the environmental risks,
the costs of land and waste disposal site maintenance.

Low level of waste management development in the Russian Federation does not conform to the
“Basic Principles of National Policy for Environmental Development of the Russian Federation for the
period until 2030” [5]. It is a current objective to develop routines that will effect the transition from
waste stockpiling towards recovery and re-use. Additionally, minimizing the adverse effects on the
environment of the waste already accumulated is a priority.

According to the global experience, discontinuing waste stockpiling and burial in favor of re-use
requires the implementation of an intermediate stage in the medium term, namely waste disposal
by burning to produce heat and electricity [6]. Such routines will reduce the annual growth rates of
industrial and municipal waste, and, in some cases, will allow for partial or complete recovery of the
accumulated waste that is unsuitable for re-use. It is an important task to develop routines for using
industrial waste and MSW to reduce the load of landfill sites and improve the environmental situation
around them. Normally, such problems are solved by simply burning waste [7] or by burning waste
with energy generation [8]. However, the low calorific value of MSW (about 10 MJ/kg [9]) versus that
of conventional coal fuels (20–30 MJ/kg [10]), as well as a relatively high concentration of harmful
gases make complete replacement of coal with combustible waste not economically, environmentally
or technically viable.

An alternative approach to solving this problem is to use fine MSW as a composite liquid fuel
component consisting of coal processing waste (or a mixture of low-quality brown or bituminous
coals with water) and a used combustible liquid (transformer, turbine, engine oils, etc.). Based on
the assessments in [11], it is possible to predict that the introduction of 10–20% of typical municipal
solid waste into composite fuels will decrease the territories of new landfill sites built for MSW burial
by 25%. Besides it will provide for more economical use of non-renewable hydrocarbon fuels that
nowadays are directly burned to produce heat and electricity.

Based on the above, the purpose of this research is to experimentally study the patterns and
characteristics of composite fuel ignition and combustion, as well as to analyze the prospects of joint
implementation of industrial and municipal waste recovery strategy with power generation at local
thermal power plants by several neighboring regions of the Russian Federation.

The relevance of the present study is explained by the following: expanding the scope of raw
materials in thermal power engineering by using relatively cheap composite fuels from waste rather
than high-grade coals saves solid fossil fuels and financial means for their acquisition. As a rule,
a limited amount of accumulated or annually produced combustible waste in a separate region
does not allow to implement a strategy of efficient waste recovery with energy production on an
industrial scale. The authors of the manuscript provide an example of several neighboring regions of
the Russian Federation with different levels of social development and different industrial structures
to validate the prospects of combined implementation of the strategy for efficient recovery of industrial
and municipal waste with energy production at local thermal power plants.
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The novelty of the experimental investigation and theoretical analysis consists in the prospect of
practical application of the proposed waste management strategy. The latter would be a temporary
strategy while transition is being made from waste burial to re-use or recycling. During the 15–25 years
of transition, the waste management strategy will reduce the amount of waste to be buried, on the
one hand, and eliminate interim steps involving the construction of costly incineration plants which
will be in demand for a relatively short period of time, on the other hand.

2. Experimental Investigation

2.1. Materials Preparation

The research was performed on five fuel compositions based on filter cakes of coking coal
(filter cake). Filter cake was produced in the Severnaya coal washing plant that is situated in Kemerovo
region of the Russian Federation. Combustible waste is a by-product of coal processing—preparation
for long hauls to the consumer. The initial coal is washed with water to remove fine fractions (5–15%
of the initial amount of coal). This reduces the level of environmental contamination with coal dust
during transportation by trains and sea ship; it also improves fire safety of the coal dust. After the coal
has been washed, the liquid containing fine particles is left in tanks. These particles (up to 80 μm in size)
settle on the bottom. The upper layer of water is pumped for re-use. The liquid residue is passed
through press filters. The moist residue is the filter cake with water content about 40%. At the locations
of the coal washing plants, filter cakes are stockpiled on open sites. Large areas are contaminated not
only by stockpiled filter cake, but also by a fine coal dust that pollutes the surrounding lands due to
the wind.

Previous research findings of composite fuel ignition and combustion [12] processes (filter cakes
+ used oil) testify to the fact that filter cakes can be used as the main combustible component when
preparing composite fuels based on industrial waste and MSW. Taking into account the high level
of coal mining (about 7.5 Mt) and consumption in the thermal power engineering (about 40% of the
total power generation), and consequently, rather large production volumes of filter cakes from
coal processing, it can be concluded that filter cakes are a promising component for composite
fuels [13].

Wet filter cakes (with a coal mass fraction of about 60%) were used in this study as the main
component of our composite fuels. Five different compositions are used in experiments: No. 1—filter
cake 100%; No. 2—filter cake 95% + used engine oil 5%; No. 3—filter cake 85% + wood 10% + used
engine oil 5%; No. 4—filter cake 85% + rubber 10% + used engine oil 5%; No. 5—filter cake 85%
+ plastic 10% + used engine oil 5%. The mass fractions are listed here. The particle size of typical
municipal solid waste is comparable to that of coal particles (about 100 μm). The main characteristics
of the fuel components are listed in Tables 1–3. The characteristics of the filter cake are presented for
dry samples. The filter cake has been dried at about 105 ◦C until the moisture has fully evaporated.

Fuel droplets were generated by an electronic dispenser (limit dosage volumes were 1 μL
and 10 μL, pitch variation was 0.1 μL). The fuel droplet size (diameter) was about 2 mm (the volume
was about 4.2 μL, the mass about 3.9 mg).

Table 1. Properties of fuel components. Proximate analysis.

Component Wa, % Ad, % Vdaf, % Qa
s,V, MJ/kg References

Filter cake - 26.5 23.1 24.83 [14]
Wood 20.0 2.0 83.1 16.45 [15]

Rubber 2.0 1.8 67.4 33.50 [9]
Plastic 2.0 0.2 99.5 22.00 [9]

Motor oil 0.3 0.8 100.0 44.02 [15]
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Table 2. Properties of fuel components [9,14,15]. Ultimate analysis.

Component Cdaf, % Hdaf, % Ndaf, % Sdaf, % Odaf, % References

Filter cake 87.2 5.1 2.1 1.1 4.5 [14]
Wood 50.3 6.0 0.2 0.1 43.4 [15]

Rubber 97.9 1.2 0.3 0.6 - [9]
Plastic 66.7 7.9 - - 25.4 [9]

Table 3. Flash temperature and ignition temperature of fuel components.

Component Flash Temperature, ◦C Ignition Temperature, ◦C

Filter cake - 450
Wood 230 340

Rubber - 350
Plastic 306 415

Motor oil 132 218

2.2. Experimental Setup and Procedure

Ignition and combustion processes of composite liquid fuel droplets of different compositions
have been researched using the experimental setup shown in Figure 3. The setup enables one
to simulate the conditions of fuel droplet heating that are identical to heating conditions in a
boiler furnace. The setup is based on a rotary muffle furnace R 50/250/13 (Nabertherm GmbH,
Lilienthal, Germany). The inner diameter of the ceramic tube is 0.04 m and the tube length is 0.45 m;
the temperature variation range is 20–1200 ◦C; the temperature is controlled by the signal of an
integrated type S thermocouple. The experiments were conducted after the furnace was heated up
to the given temperature. Fuel droplets generated by the dispenser were placed on the holder and
introduced to the furnace by the robotic arm through one of the side apertures of the ceramic tube
along the tube symmetry axis. The linear velocity of the robotic arm movements did not exceed
0.5 m/s to prevent the droplet deformation and sliding off the holder. A high-speed video camera was
fixed on the robotic arm and moved with the holder with a fuel droplet on it. Such scheme made it
possible to record all the physical and chemical processes occurring from the moment a fuel droplet
was introduced into the furnace up to its burnout. The droplet remained in the video camera focus
throughout the whole period of process recording.

 

Figure 3. Scheme of experimental setup.

The following parameters were controlled when a series of five experiments under identical initial
conditions were conducted: the temperature (Tg) of the heated air in the furnace, the initial diameter
(Dd) of the droplet, and ignition delay times (td) of the fuel. The air temperature in the furnace was
controlled by the readings of a built-in thermocouple. The processes taking place during the fuel
droplet heating were recorded by a Phantom v411 high-speed color camera (Vision Research Inc,
Wayne, NJ, USA). Its main specifications are as follows: 12 Gb memory; filming rate 4200 frames/s
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at maximum resolution 1280 × 800 pixels; pixel size 20 μm; 12 bit depth; minimal exposure 1 μs.
The Tema Automotive Video software (Image Systems AB, Linköping, Sweden) was used to analyze
the video recordings of the experiments. The software and high-speed video recording hardware
system made it possible to record fuel droplet characteristics and conduct an analysis of consistent
patterns in their combustion. The diameter of the droplet was recorded before it was placed into the
muffle furnace. Using the Tema Automotive algorithms, four droplet diameters were automatically
measured in four sections. The obtained values were arithmetically averaged and the droplet diameter
Dd was then calculated. The systematic error of Dd determination did not exceed 4%. The ignition delay
time (td) was also calculated automatically as a time interval between two events [16]: the introduction
of the fuel droplet into the furnace (heating initiation) and the emergence of luminance around the
droplet that corresponds to the moment of gas-phase ignition [17]. The values of td were determined
by the Threshold algorithm of the Tema Automotive software. The systematic error of td did not
exceed 3%. Random errors did not exceed 10% for sets of five experiments under identical conditions.

2.3. Experimental Results and Discussion

The results of the experimental research (Figure 4) allow us to conclude that the fuel compositions
under study, based on coal processing waste and typical MSW, are ignited consistently when heated
in an oxidizing environment (air). The fuel droplet combustion processes continues until the liquid
and solid combustible components burn out. It can be concluded that composite fuels based on
coal processing waste and typical MSW can be used in thermal power engineering instead of
conventional coals.

It has been established that the ignition and combustion patterns of all the composite fuel
compositions (Figure 4) with 5–15% of a combustible liquid and MSW are similar to those of the
initial filter cakes (composition No. 1). The experimental result can be explained by the dominant
influence of this component on the physical and chemical processes during the fuel droplet heating.
A possibility of varying the component composition and concentration of separate components of
composite fuels in wide ranges creates favorable conditions of using such fuels with predictable
characteristics in real life. Wet filter cakes in their initial state and used oils (transformer, turbine,
engine, etc.), or filter cakes with a relatively low moisture content (moisture evaporates in the process
of storing them at disposal sites) with industrial or municipal sewage water containing combustible
liquids can be used to prepare composite fuels. According to the results (Figure 4), adding about
10% of typical MSW to composite fuels does not change the consistent patterns and characteristics
of ignition and combustion of the latter. This result may serve as a foundation for a strategy of MSW
industrial recovery with energy generation.

At relatively high air temperatures (above 700 ◦C) in the muffle furnace, the conditions of heating,
ignition and combustion of the fuel droplet introduced into it correspond to those of the same processes
occurring in the boiler furnace. The following main stages of interdependent physical and chemical
processes have been highlighted: inert heating; moisture evaporation from the subsurface layer;
thermal decomposition of solid combustible components (coal and MSW); combustible gases mixing
with the oxidizer; gaseous mixture ignition and burnout; heating of the solid combustible residue;
the heterogeneous ignition and combustion of the solid residue. The video frames of the processes
under study show (Figure 4) that at the moment of the gas-phase ignition td, the combustible
gas mixture forming around the droplet is spherical. The size of this mixture equals 2–3 sizes of
the fuel droplet. The more components with a high content of volatiles in the fuel composition
and the lower the ambient temperature, the larger the size of the forming gas zone (up until the
ignition) around the fuel droplet. This result is explained by the following. At the ignition moment
(less than 5 s after heating), the fuel droplet is heated unevenly in conditions of relatively high
ambient temperatures (800 ◦C and above). The evaporation and thermal decomposition processes are
not complete. They only take place in the near-surface layer of the fuel droplet. The gas-phase ignition
of vapors occurs in the immediate vicinity of the droplet. At relatively low ambient temperatures
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(600 ◦C), the ignition delay time td is substantially higher (more than 12 s) than it is at 800 ◦C and above.
During such a long time period, the droplet is warmed up evenly. In such conditions, the intensity
of fuel evaporation and thermal decomposition is higher than it is at the temperatures above 800 ◦C.
As a result, the concentration of vapors and the size of the gas zone in the vicinity of the droplet are
bigger at the moment of ignition.

Fuel composition No. 1 (filter cake 100%) 

td − 0.15 td td + 0.15 td + 0.30 td + 0.45 td + 0.60 
Fuel composition No. 2 (filter cake 95% + oil 5%) 

td − 0.15 td td + 0.15 td + 0.30 td + 0.45 td + 2 
Fuel composition No. 3 (filter cake 85% + wood waste 10% + oil 5%) 

td − 0.15 td td + 0.15 td + 0.30 td + 0.45 td + 2 
Fuel composition No. 4 (filter cake 85% + plastic 10% + oil 5%) 

td − 0.15 td td + 0.15 td + 0.30 td + 0.45 td + 2 
Fuel composition No. 5 (filter cake 85% + rubber 10% + oil 5%) 

td − 0.15 td td + 0.15 td + 0.30 td + 0.45 td + 2 

Figure 4. Ignition and combustion of composite liquid fuel droplet at Tg = 800 ◦C (td, s).

After the ignition, the gas-phase combustion process of the volatiles takes place predominantly
above the droplet (Figure 4) where a stoichiometric ratio occurs between the components (oxidizer
and fuel) of the gaseous mixtures. The intensity of the flame in the frame with t = (td + 0.30) s
(Figure 4) is lower in the lower regions of the droplet. The intensity increases when going vertically
(upwards from the droplet bottom). It means that a rich premixed flame zone is present in this
region, where the oxidizer concentrations are relatively higher than the fuel concentrations [18]. The
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intensity of evaporation and thermal decomposition of the composite fuel components is quite low.
This causes the flame to appear nearer to the droplet surface. As a result, the solid combustible residue
is heated by the energy released from the process of the gaseous mixture burnout, and then it ignites.
The combustion front is spread inside the droplet from its surface to the center. For the municipal
waste investigated in this research, the share of a non-combustible solid residue is much smaller than
that for the filter cake (Table 1). Adding MSW into the fuel composition causes not only a pronounced
gas-phase combustion of volatiles around the droplet to take place, but also reduces the ash residue
after the burnout of combustible components.

Figure 5 contains a crosshatched region that illustrates the range of changing the main process
characteristics (td) under guaranteed ignition conditions of different composite fuel compositions
when the air temperature Tg was varied from 600 to 1000 ◦C. The upper limit of the region (Figure 5)
is a curve characterizing ignition delay times of the initial filter cake (without adding MSW and
combustible liquid) vs. temperature. The lower limit of the region (Figure 5) is a curve td = f (Tg)
obtained for the fuel composition based on filter cakes, plastic, and used oil. The ignition delay times
of other compositions lie within the boundaries of the crosshatched region (Figure 5). The results from
Figure 5 make it possible to conclude that the air temperature 600 ◦C is the minimum necessary for the
ignition process of composite fuels based on coal processing waste, MSW, and a combustible liquid
to initiate. The maximum difference in td for compositions with different components makes up less
than 20% at the air temperatures 600–1000 ◦C. It was also established that at the air temperature above
1000 ◦C, the intensity of processes occurring during the induction period is so high that the heat and
mass transfer in the droplet and around it has a less significant impact on the ignition characteristics
than at Tg = 600–1000 ◦C. When Tg > 1000 ◦C, the ignition delay times for the identical fuel droplet with
the same composition are only marginally different. For example, at Tg = 1100 ◦C and Tg = 1200 ◦C the
difference in td is less than 5%. For a rapid evaluation of mean ignition delay time values of composite
fuels (filter cakes 85% + MSW 10% + oil 5%), an approximate equation can be used:

td ≈ 203.1 exp
(−0.0044Tg

)
at 600 ≤ Tg ≤ 1000 ◦C.

 

Figure 5. Crosshatched area shows ignition delay times of droplets sized 2 mm of different compositions
of composite fuels based on industrial and municipal waste at various air temperatures.

The analysis of the high-speed video recordings of composite fuel ignition and combustion
processes under the conditions of low (Tg ≈ 600–700 ◦C), moderate (Tg ≈ 700–800 ◦C) and high
(Tg > 800 ◦C) intensity of the droplet heating made to possible to determine consistent patterns
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of the occurring physical and chemical processes, which can be used in the development of a
relevant mathematical model. At relatively low temperatures, the duration of the induction period
is rather long (14–16 s) (Figure 5). Under such conditions, the intensity of the occurring thermal
decomposition of combustible components is not high. Due to the heat and mass transfer processes
in the vicinity of the fuel droplet, the concentration of combustible gases is not high enough for
the combustion process to initiate. The heterogeneous ignition and subsequent combustion with a
relatively low intensity is typical of the temperatures Tg ≈ 600–700 ◦C. In the range of high temperatures
(above 700 ◦C), the intensities of heating the subsurface droplet layer, thermal decomposition of
combustible components and formation of the gas mixture are high (Figure 5). Figure 4 illustrates the
above regularity of physical and chemical processes under such conditions.

The research findings (Figures 4 and 5) lead to an important practical conclusion that it is possible
to efficiently recover typical MSW at thermal power engineering facilities. Besides, adding MSW
into the main fuel will allow to reduce fuel consumption without worsening the energy performance
characteristics of the process (see combustion heat values in Table 1).

3. Prospects for Utilization of Industrial and Municipal Waste from Several Regions by Burning
with Energy Generation

In most countries with a developed primary economic sector (primarily due to fossil fuel mining),
regions where fossil fuels are extracted tend to be surrounded by other regions with a high level of
industrial and social development (Figure 6). This neighborhood creates favorable conditions for
increasing the volumes of fossil fuel extraction, on the one hand, and for the development of industrial
enterprises and population growth, on the other hand. In such conditions, regions with a developed
primary sector of the economy, e.g., due to coal mining and exporting, have to deal with a major
problem of reducing the negative environmental impact from coal washing plants storing filter cakes
at open-air disposal sites. The main problem of regions with a high level of industrial and social
development is recycling and recovery of MSW whose annual production volume is comparable to
that of industrial waste of large coal mining and coal processing enterprises, which reaches millions of
tons a year.

Figure 6. Location of industrial waste and MSW sources [5].
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It appears promising for the neighboring regions to solve these problems in a comprehensive
way by implementing a strategy of combined recovery of industrial and municipal waste by burning
it as part of composite fuels at local thermal power plants. It will reduce the negative impact of
waste on the environment, on the one hand, and diminish the consumption volume of high-grade
coals for heat and electricity generation, on the other hand. In this research, the main elements of the
proposed strategy have been elaborated using three neighboring regions of the Russian Federation
located in Western Siberia as an example: Kemerovo region (No. 1), Novosibirsk region (No. 2),
and Tomsk region (No. 3). The obtained results will serve as a foundation for developing similar waste
management strategies in other regions of the world, considering their peculiar features.

It is believed that in practice, the new waste management strategy will be implemented
in a rather short period of time (15–25 years). This strategy is likely to be in great demand
among countries with no MSW recycling but burial at disposal sites, so the proposed waste
management strategy will be a temporary solution in the transition from waste burial to re-use
or recycling. During this period, it is essential to minimize the volumes of non-recycled waste disposal.
Additionally, organizing complicated technologies of MSW re-use or recycling requires time to
streamline the processes at each stage—from separate collection of waste by citizens to re-use as
raw materials by industrial enterprises. Therefore, within this time, the proposed waste management
strategy will reduce the amount of waste to be buried, on the one hand, and eliminate interim steps
involving the construction of costly incineration plants which will be in demand for a relatively short
period of time, on the other hand.

3.1. General Information

In the Kemerovo region (No. 1), 2801 Mt of waste are annually produced, MSW making up
0.9 Mt of it. Overall in the region, there are 173,159 MSW sources, 139 fossil fuel extraction sources,
538 manufacturing waste sources, 1517 sources of production and non-production waste (materials and
goods that lost their consumer properties), 497 sources of waste related to power, gas, and vapor supply,
294 sources of water supply and sewage water disposal waste, 176 sources of construction and
repair waste, 72 sources of agricultural, forestry, fish-farming, and fishing waste, as well as 1073
sources of other waste. The MSW breakdown is presented in Figure 7.

 

Figure 7. MSW structure of the Kemerovo region (No. 1).

About 98% of all the MSW are stockpiled and buried at disposal sites, and just about 2%
are recovered. The Kemerovo region is characterized by an uneven distribution of its MSW
production areas: the population density is about 28 people per 1 km2, of which 85% are concentrated
in urban areas. The total population of the region is about 2.7 million people. In each of the five large
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cities (Kemerovo, Novokuznetsk, Prokop’yevsk, Belovo, and Mezhdurechensk), there are more than
100,000 citizens. Over 80% of the MSW are produced in large cities.

In Kemerovo region, there are deposits of coal, iron ore, gold, silver, manganese, zinc, lead,
copper, etc. On an industrial scale, primarily coal (brown and bituminous) is mined. This coal is
not only used for thermal power engineering purposes, but is also exported abroad. Coal mining
and coal processing enterprises are the main sources of combustible industrial waste. The greatest
amount of waste (filter cakes) is produced where major surface mines are located around the
city of Kemerovo (39.0%), as well as in “Mezhdurechenskiy” (12.4%), “Kiselyovskiy” (8.9%),
“Berezovskiy” (8.6%), and “Prokopievskiy” (7.5%) surface mines.

In the Novosibirsk region (No. 2), 3.9 Mt of waste, of which 1.3 Mt are MSW,
are annually produced. The bulk of MSW (1.2 Mt—92.3%) is produced in the regional center (the city
of Novosibirsk) and around it (the city of Berdsk). This is conditioned by the fact that 2.2 million
people out of the total 2.8 million population live there. About 78% of the MSW is destined
for burial. Only a third of MSW disposal sites comply with the current safety requirement regulations.
The volumes of MSW stockpiled at disposal sites is growing every year. Near the regional center
(the city of Novosibirsk), the volume of waste stockpiled at disposal sites has grown 2.5 times over the
last 15 years, and makes up about 70 Mt. The breakdown of the MSW is presented in Figure 8.

 

Figure 8. MSW structure of Novosibirsk region (No. 2).

The Novosibirsk region is one of the largest industrial districts of Siberia. The industrial
complex is composed of large and medium-sized enterprises producing more than 80% of all the
output: agricultural products, foodstuffs, electrical appliances, electronic and optical equipment,
metallurgical equipment, metalware and non-metallic products, and construction materials
(reinforced concrete). Novosibirsk region annually produces about 2.6 Mt of industrial waste, 43.8% of
which is fossil fuel extraction waste, in particular, coal mining waste.

In the Tomsk region (No. 3), 1.3 Mt of waste are annually produced, of which 0.4 Mt are MSW,
and 0.9 Mt are industrial waste. The bulk of MSW comes from major cities: Tomsk (0.3 Mt—74.7%) and
Seversk (0.03 Mt—7.5%) This is explained by the fact that 0.8 million people out of the total 1.1 million
live there. About 98% of MSW are destined to be buried at dedicated waste disposal sites. The MSW
breakdown is presented in Figure 9.

The bulk of industrial waste is produced where large industrial facilities are located: in Tomsk
(0.3 Mt—26.8%), Seversk (0.3 Mt—24.3%), and near them (0.1 Mt—12.3%). There are about 3500
industrial enterprises in Tomsk region. The structure of industrial production is multisectoral.
The main industry branches are: fossil fuel extraction, electric power, non-ferrous mining, chemical,
petrochemical, wood, wood working, and food industries, as well as mechanical engineering and
metal working. The oil and petrochemical industries, mechanical engineering and metal working take
the dominant position (over 60% of the total industrial output). About 0.2 out of 0.9 Mt of the total
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waste volumes annually produced are recovered at enterprises, 0.2 Mt are delivered to third parties as
recyclable materials, and 0.5 Mt are stockpiled at temporary storage sites in the facilities of enterprises
or buried at dedicated disposal sites.

 

Figure 9. MSW structure of Tomsk region (No. 3).

3.2. Energy Potential of Industrial Waste and Municipal Solid Waste (MSW)

Tables 4–6 present the main data used to calculate the energy potential of industrial and municipal
solid waste in three neighboring regions (Figure 6) of the Russian Federation.

Table 4. Characteristics of waste by regions [5].

Characteristics Kemerovo Region (No. 1) Novosibirsk Region (No. 2) Tomsk Region (No. 3)

Total volume of waste, Mt/y 2801 3.9 1.3
Industrial waste, Mt/y 2800 2.6 0.9

Structure of industrial waste:

• fossil fuel extraction waste 99.5% 43.8% 17.2%

• manufacturing industry waste 0.2% 8.1% 32.8%

• waste related to generation and
distribution of power, gas,
and water

0.1% 24.5% 7.2%

• construction and repair waste <0.01% 0.1% 1.0%

• agricultural, forestry, fish-farming,
and fishing waste 0.04% 16.0% 32.9%

• other waste 0.15% 7.5% 8.9%

Re-use/recovery, Mt/y 1876.0 (67.0%) 0.9 (34.1%) 0.3 (28.0%)
Burial/stockpiling at disposal sites, Mt/y 924.0 (33.0%) 1.7 (65.9%) 0.6 (72.0%)
Municipal solid waste (MSW), Mt/y 0.9 1.3 0.4

The structure of MSW:

• food waste
• paper
• plastic
• metal
• leather, rubber, textiles
• glass
• wood
• other

45%
29%
13%
2%
2%
1%
5%
3%

35%
32%
6%
4%
6%
6%

2.5%
8.5%

47%
19%
6%
9%
5%
8%
1%
5%

Re-use/recovery, Mt/y 0.02 (1.9%) 0.3 (22%) 0.008 (2.0%)
Burial/stockpiling at disposal sites, Mt/y 0.88 (98.1%) 1.0 (78%) 0.392 (98.0%)
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Table 5. Volume of sewage water produced in oil processing (per 1 t of oil) [3].

Type of Plant
Volume of Sewage Water Produced, m3/t of Oil

of the First System of the Second System

Fuel refinery plant 0.23–0.25 0.10–0.20
Lube and fuel refinery plant 0.40–1.50 0.10–0.25
Petrochemical plant 2.00–3.00 1.20–2.00

Table 6. Heat of combustion of typical MSW [9].

Type of Waste Heat of Combustion, MJ/kg

Food waste 5–10
Paper 15–20
Plastic 20–25
Leather, rubber,
textiles 20–35

Wood 15–20
Other <10

The source data to calculate the energy potential of MSW is as follows:
MSW that has been already accumulated and not recovered as of 2017 (stockpiled at disposal

sites) (G0
MSW):

• in Kemerovo region—54.0 Mt;
• in Novosibirsk region—70.0 Mt;
• in Tomsk region—21.0 Mt.

The annual production volume of MSW (GMSW):

• in Kemerovo region—0.9 Mt;
• in Novosibirsk region—1.3 Mt;
• in Tomsk region—0.4 Mt.

The share of non-recovered combustible MSW stored at disposal sites (kMSW coefficient) for
every region:

• in Kemerovo region—0.5;
• in Novosibirsk region—0.7;
• in Tomsk region—0.6.

The averaged heat of combustion (qMSW) for typical MSW composition is (Table 6):

• in Kemerovo region—14.1 MJ/kg;
• in Novosibirsk region—12.0 MJ/kg;
• in Tomsk region—10.0 MJ/kg.

The energy potential from burning the MSW accumulated by 2017 in every region:

Q0
MSW = G0

MSW × qMSW (1)

• in Kemerovo region Q0
MSW = 54.0 × 106 × 103 × 14.1 × 106 = 761 PJ;

• in Novosibirsk region Q0
MSW = 70.0 × 106 × 103 × 12.0 × 106 = 830 PJ;

• in Tomsk region Q0
MSW = 21.0 ×106 × 103 × 10.0 × 106 = 209 PJ.
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The energy potential from burning MSW accumulated within a year:

QMSW = kMSW × GMSW × qMSW (2)

• in Kemerovo region QMSW = 0.5 × 0.9 × 106 × 103 × 14.1 × 106 = 13 PJ;
• in Novosibirsk region QMSW = 0.7 × 1.3 × 106 × 103 × 12.0 × 106 = 15 PJ;
• in Tomsk region QMSW = 0.6 × 0.4 × 106 × 103 × 10.0 × 106 = 2 PJ.

3.3. Energy Potential of Coal Processing and Oil Refining

The source data to calculate the energy potential of filter cakes and low rank coals is as follows:
Filter cakes (G0

fc) that have been accumulated and not recovered (are stored at disposal sites) by
2017 in every region:

• in Kemerovo region—368.6 Mt;
• in Novosibirsk region—5.8 Mt;
• in Tomsk region, coal is not extracted or processed.

The annual production volume of filter cakes (Gfc) makes up 10–15% of the volume of
processed coal:

• in Kemerovo region—8.1 Mt;
• in Novosibirsk region—0.4 Mt;
• in Tomsk region, coal is not extracted or processed.

The heat of combustion (qfc) of typical filter cakes (Table 1) is about 24.8 MJ/kg.
The energy potential from burning the filter cakes accumulated by 2017:

Q0
fc = G0

fc × qfc (3)

• in Kemerovo region Q0
fc = 368.6 × 106 × 103 × 24.8 × 106 × 0.6 = 5485 PJ;

• in Novosibirsk region Q0
fc = 5.8 × 106 × 103 × 24.8 × 106 × 0.6 = 86 PJ;

• in Tomsk region Q0
fc = 0 J.

The energy potential from burning filter cakes accumulated within a year:

Qfc = Gfc × qfc (4)

• in Kemerovo region Qfc = 8.1 × 106 × 103 × 24.8 × 106 × 0.6 = 201 PJ;
• in Novosibirsk region Qfc = 0.4 × 106 × 103 × 24.8 × 106 × 0.6 = 10 PJ;
• in Tomsk region Qfc = 0 J.

The source data to calculate the energy potential of liquid combustible waste (used oils). Used oils,
combustible oil production and refining waste (G0

oil) that have been accumulated and not recovered
(are stored at disposal sites) by 2017 in every region:

• in Kemerovo region, there is no liquid combustible waste;
• in Novosibirsk region—97.3 kt;
• in Tomsk region—2219 kt.

The annual production volume of used oils, combustible oil production and refining waste (Goil):

• in Kemerovo region—0.5 kt;
• in Novosibirsk region—0.7 kt;
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• in Tomsk region—11.5 kt.

About 40% of used oils are not recovered (loil coefficient). They can be used to produce
composite fuels. The heat of combustion (qoil) of typical combustible liquids is 44.0 MJ/kg. The energy
potential from burning the used oils accumulated by 2017:

Q0
oil = G0

oil × qoil (5)

• in Kemerovo region Q0
oil = 0 J;

• in Novosibirsk region Q0
oil = 97.3 × 103 × 103 × 44.0 × 106 = 4 PJ;

• in Tomsk region Q0
oil = 2219.4 × 103 × 103 × 44.0 × 106 = 98 PJ.

The energy potential from burning used oils accumulated within a year:

Qoil = loil × Goil × qoil (6)

• in Kemerovo region Qoil = 0.4 × 0.5 × 103 × 103 × 44.0 × 106 = 0.009 PJ;
• in Novosibirsk region Qoil = 0.4 × 0.7 × 103 × 103 × 44.0 × 106 = 0.012 PJ;
• in Tomsk region Qoil = 0.4 × 11.5 × 103 × 103 × 44.0 × 106 = 2 PJ.

The results of the conducted study are presented in Table 7. It can be concluded that
industrial waste and MSW already accumulated and annually produced have a rather high level
of energy potential. In the medium term, such waste can be used to satisfy the needs for energy
resources when local coal-fired thermal power plants generate energy.

Table 7. Energy potential of each region due to accumulated and annually produced waste.

Energy Resources
Accumulated in Total Annual Growth

G0, Mt Q0, PJ G, Mt Q, PJ

Kemerovo region (No. 1)

Filter cakes 368.8 5485 8.1 121
MSW 54.0 761 0.9 13
Petroleum
products - - 0.0005 0.009

Novosibirsk region (No. 2)

Filter cakes 5.8 86 0.4 6
MSW 70.0 830 1.3 15
Petroleum
products 0.0973 4 0.0007 0.012

Tomsk region (No. 3)

Filter cakes - - - -
MSW 21 209 0.4 2
Petroleum
products 2.2 98 0.0115 2

Overall data for three regions

Filter cakes 374.6 5571 8.5 127
MSW 145.0 1800 2.6 30
Petroleum
products 2.3 102 0.0127 2

3.4. Need for Energy Resources of Coal-Fired Thermal Power Engineering

The regions under study (Figure 6) receive their auxiliary heat and electricity supply primarily
from local thermal power plants. In the Kemerovo and Novosibirsk regions, bituminous coals extracted
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at local deposits are the main fuel, whereas natural gas is a backup fuel. In the Tomsk region, the natural
gas extracted locally is the main energy resource. Despite this, all the boilers were initially designed
and constructed to burn coals. Their modernization and conversion to natural gas was performed after
the commercial extraction of the latter was started. The main specifications of thermal power plants
are presented in Table 8.

Combined thermal and electric power generation in Kemerovo region is realized at three plants.
Smaller boiler plants (about 100 of them), whose total installed heat power is 904 Gcal/h, provide heat
mainly to housing and utilities sector, as well as smaller industrial enterprises. There are four main
sources of heat and electricity supply in Novosibirsk region. The total installed capacity of boiler
plants (over 200 of them) is 3733 Gcal/h. About 93% of this power is generated by boiler plants using
natural gas, the rest is generated by coal-fired boiler plants and those using fuel oil. The main sources
of heat and electricity supply in Tomsk are three thermal power plants. The total installed capacity
of boiler plants (52 of them) is 762 Gcal/h. About 81% of this power is generated by boiler plants
using natural gas, the rest is generated by coal-fired boiler plants and those using fuel oil. The main
characteristics of coals used as fuel at thermal power plants are presented in Table 9. These are
primarily bituminous coals of Kuznetsk and Kansk-Achinsk Basins.

The simultaneous analysis of data from Tables 8 and 9 makes it possible to calculate the amount of
coal used by thermal power plants and boiler plants of the three regions to produce heat and electricity.
The annual consumption of high-grade coal is about 10,216 kt (Kemerovo region—2664 kt, Novosibirsk
region—7149 kt, and Tomsk region—403 kt). The combustion of this amount of coal releases about
217 PJ of heat. This energy is converted into electricity and heat with due consideration of the 70%
efficiency of thermal power plants. In the conversion process, the low efficiency of thermal power
plants causes irrecoverable losses of a rather large amount of energy released during high-grade
coal combustion. A high-grade fuel is used inefficiently. Replacing coal with a composite fuel from
coal processing waste (or from low-quality coal), MSW, used oils (or combustible oil production and
oil refining waste) will reduce the consumption of high-grade non-renewable fossil fuels.
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Table 9. Characteristics of coals used for power generation [5].

Coal-Fired
TPP

Coal Qa
s,V, MJ/kg Wa, % Ad, % Vdaf, %

Kemerovo region (No. 1)

TPP 1 Low-caking coal 21.8 13.7 17.2 27
TPP 2 Long-flame coal 21.8 14.7 15.4 42.3
TPP 3 Flame coal 21.4 14.1 13.1 41.2

Boiler plants Flame coal 21.4 14.1 13.1 41.2

Novosibirsk region (No. 2)

TPP 1 Low-caking and nonbaking coals 24.7 8.3 16.9 23.9

TPP 2
Low-caking and nonbaking coals 22.1 17.5 15.5 19.1
Brown coal 14.8 35.7 7.6 46.4

TPP 3 Low-caking and nonbaking coals 25 9 15.7 19
TPP 4 Gas coal and flame coal 21.6 14.7 13.1 41.4

Boiler plants
Low-caking and nonbaking coals 24.9 8.3 16.9 23.9
Brown coal 14.8 35.7 7.6 46.4
Low-caking and nonbaking coals 21.8 14.7 13.1 41.4

Tomsk region (No. 3)

TPP 3 Flame coal 21.4 14.1 13.1 41.2

Boiler plants Flame coal 21.2 13.9 14.5 44.7
Long-flame coal 21.8 12 15.9 48

3.5. Strategy of Combined Recovery of Industrial Waste and MSW with Power Generation

Tables 7 and 8 present data on the energy potential of industrial waste and MSW, as well as on
the amount of thermal energy produced from burning coal in boiler furnaces of thermal power plants.
The comparison of respective characteristics enables to draw a conclusion about the prospects of
using composite fuels from coal processing waste, low rank coals, MSW, used oils, combustible oil
production and oil refining waste, whose annual production and stocks will, in the medium term
(20–30 years), satisfy the needs of coal-fired thermal power engineering of the three regions (Figure 6)
for energy resources for 100%.

The strategy of combined recovery of industrial and municipal waste by burning it as part of
composite fuels implies the following. All the energy (about 217 PJ) (Table 8) generated by coal-fired
thermal power plants will be produced by burning a composite fuel. A typical composition of such
fuel is 85% of filter cakes (or a mixture of a low rank coal with water) + 10% of MSW + 5% of
used oil. The replacement of coal by an amount of a composite fuel with the equivalent energy output
will require in the first year (Table 10): 11.13 Mt of filter cakes; 1.31 Mt of MSW; and 0.65 Mt of
used oil. The global forecast for the growth of energy consumption presumes that the amount of
energy produced from fuel combustion and necessary for heat and electricity generation will rise by
1% every year (Table 10). The consumption of components used to prepare composite fuels will rise
accordingly. According to data in Table 10, a combustible liquid is, in the medium term, a limiting
component for the preparation of such composite fuel. After the first four years of implementing the
proposed energy program, all the accumulated used oil or liquid combustible waste of oil production
and oil refining would be completely recovered, whereas its annual production would not cover
the necessary requirements for fuel preparation. Starting with the fifth year, composite fuels should
include 85% of filter cakes and 15% of MSW. The annual need for components of such fuel will be at
least 11.5 Mt of filter cakes and at least 2.0 Mt of MSW. Table 10 presents by year the composition of
the fuel and consumption of each of its components in the implementation of the proposed strategy of
waste recovery in the conditions of annual energy consumption growth by 1% vs. the previous year.
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Table 10. Component consumption for composite fuel preparation.

Year
Energy from Fuel
Combustion, PJ

Coal
Consumption, Mt

Composite Fuel Consumption (by Component)

Filter Cakes, Mt MSW, Mt Oil, Mt Total, Mt

1 217.0 10.22 11.13 1.31 0.65 13.10
2 219.2 10.32 11.24 1.32 0.66 13.23
3 221.4 10.42 11.36 1.34 0.67 13.36
4 223.6 10.53 11.47 1.35 0.67 13.49
5 225.8 10.63 11.58 2.04 - 13.63
6 228.1 10.74 11.70 2.06 - 13.77
7 230.3 10.84 11.81 2.08 - 13.90
8 232.7 10.96 11.94 2.11 - 14.04
9 235.0 11.06 12.05 2.13 - 14.18
10 237.3 11.17 12.17 2.15 - 14.32
11 239.7 11.29 12.30 2.17 - 14.47
12 242.1 11.40 12.42 2.19 - 14.61
13 244.5 11.51 12.54 2.21 - 14.76
14 247.0 11.63 12.67 2.24 - 14.91
15 249.4 11.74 12.79 2.26 - 15.05
16 251.9 11.86 12.92 2.28 - 15.20
17 254.4 11.98 13.05 2.30 - 15.35
18 257.0 12.10 13.18 2.33 - 15.51
19 259.6 12.22 13.32 2.35 - 15.67
20 262.2 12.34 13.45 2.37 - 15.82
21 264.9 12.47 13.59 2.40 - 15.99
22 267.4 12.59 13.72 2.42 - 16.14
23 270.1 12.72 13.86 2.45 - 16.30
24 272.8 12.84 13.99 2.47 - 16.46
25 275.5 12.97 14.13 2.49 - 16.63

Total: 6129 288.55 314.39 52.82 2.66 369.87

The 25-year implementation of the energy program will ensure the recovery (Table 10) of 314.39
Mt of filter cakes, 52.82 Mt of MSW, and 2.66 Mt of used oil. According to data in Table 7, the proposed
measures will completely resolve the issue of recovering the used oils, liquid combustible oil production
and oil refining waste, accumulated by 2017, and annually produced coal processing waste, as well as
reduce the amount of filter cakes accumulated by 2017 by 84%. Moreover, adding MSW to composite
fuels will eliminate the problem of its disposal until the transition has been effected to a new system of
waste management with a high share of MSW recovery and re-use, and reduce the volumes of MSW
that have been accumulated by 2017 at landfill sites by 36%.

The proposed strategy of combined recovery of industrial and municipal waste by burning it as
part of composite fuels has several main positive effects:

(1) Saving on high-grade solid fossil fuels (more than 280 Mt over 25 years) due to reducing their
consumption by thermal power engineering through the replacement by composite fuels in the
amount equivalent by energy performance indicators (about 315 Mt).

(2) Reducing environmental pollution due to solid waste disposal as part of an environmentally
friendly electricity and heat production technology.

(3) Reducing the intensity of landfill site area growth due to scheduled disposal of municipal
solid waste.

(4) Efficient investment of financial means saved by reducing energy resource acquisition costs into
the development of cutting-edge technologies in commercial thermal power engineering and
modernization of thermal power plants.

Experimental research findings [19] enable one to conclude that the main environmental
characteristics (CO, CO2, NOx, SOx, and micron-sized ash fraction) of flue gases when burning
composite fuels prepared from low rank coals and coal processing waste, water and a combustible

35



Energies 2018, 11, 2534

liquid are not inferior to those of flue gases from coal dust combustion using the conventional
technology of coal-fired thermal power plants. A possibility to vary raw materials for composite
fuels in a wide range enables to develop fuel compositions with predictable energy, economy and
environmental performance characteristics.

4. Conclusions

(1) The theoretical analysis showed that implementing the strategy of combined recovery of
industrial and municipal waste by burning it as part of composite fuels at local thermal
power plants is a promising approach for neighboring regions to deal with the waste
management issue. One of the regions is characterized by a high level of solid and liquid fossil
fuel extraction. In the neighboring regions, fossil fuel mining is underdeveloped, whereas the
level of social advancement and industrial output is high. The energy potential of industrial
waste and MSW determines the prospects of its recovery by means of burning it as part of
composite fuels. Burning technologies of composite fuels is characterized by positive economic
and environmental effects. That is why consistent patterns and necessary conditions have been
experimentally discovered for the ignition of typical composite fuel consists of filter cakes with
10% of typical MSW (rubber, or wood, or plastic) and 5% of used motor oil under heating
conditions similar to those of fuel combustion in boiler furnaces.

(2) The fuel compositions under study (85% of filter cakes + 10% of MSW + 5% of used oil) were used
as examples to experimentally validate sustainable ignition and combustion of composite fuel
droplets up to their complete burnout in the conditions typical of conventional boiler furnaces.
A software system for high-speed video recording outlined the main interdependent stages
of process: heating; moisture evaporation; thermal decomposition of solid combustible
components (MSW and coal); formation of combustible mixture; gas-phase ignition and burnout;
heating of the solid combustible residue; heterogeneous ignition and combustion of the latter.

(3) The values of the guaranteed ignition delay times for droplets with a size (diameter) of about
2 mm have been established for the composite fuel compositions under study in a wide range
of the ambient temperature variation 600–1000 ◦C. The minimum values of ignition delay times
are about 3 s, the maximum values are about 15 s. The maximum difference in ignition delay
times of fuel compositions with different components is less than 20% at the ambient temperature
600–1000 ◦C. An approximation equation td = f (Tg) has been derived for a rapid evaluation of
mean ignition delay time values of composite fuel droplets (filter cakes 85% + MSW 10% + oil 5%).

The obtained results serve as a foundation for the development of joint routines by neighboring
regions (those with a high level of solid and liquid fossil fuel extraction, and those with a high level of
social advancement) to implement high-potential technologies of burning composite fuels prepared
from industrial and municipal waste at thermal power plant. One of the benefits of such technology is a
possibility to optimize the modes of the main process equipment operation by varying the compositions
of composite fuels and the concentration of combustible components. The new technology is the
basis for countries not recycling MSW other than by burial at disposal sites to implement a waste
management strategy. During the 15–25 years of transition from waste burial to re-use and recycling,
it is essential to minimize the volumes of non-recycled waste disposal. Within this time, the proposed
waste management strategy will, on the one hand, reduce the amount of waste to be buried and
decrease the consumption of high-grade coal for heat and electricity generation, and on the other hand,
will eliminate interim steps involving the construction of costly incineration plants which will be in
demand for a relatively short period of time. The analysis of three regions of the Russian Federation,
taken as an example, established that complete replacement of coal by a composite fuel with an
equivalent energy output will save 10 Mt of solid fossil fuels a year in the course of 25 years (during
the period of transition to a new system of waste management with a high share of recovery and re-use
of MSW). During the same time interval, about 315 Mt of filter cakes, 53 Mt of MSW, and about 2.6 Mt
of used oil will have been disposed of. The proposed measures will completely resolve the issue of
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recovering the used oils, liquid combustible oil production and oil refining waste, accumulated by 2017,
and annually produced coal processing waste, as well as reduce the amount of filter cakes accumulated
by 2017 by 84%. Moreover, adding MSW to the fuel composition will eliminate the problem of its
disposal until the transition has been effected to a new system of waste management with a high share
of MSW recovery and re-use, and reduce the volumes of MSW that have been accumulated by 2017 at
landfill sites by 36%.
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Abstract: In this paper we have proposed the simple and effective approach to activation of the
low reactivity industrial fuel which can be used immediately inside the furnace. The high-power
laser pulses initiates partial gasification of the fuel together with its ultra-fine atomization.
The gas-aerosol cloud surrounding the initial coal-water slurry droplet can consist of approximately
10% (after absorption of hundred pulses) of the initial droplet weight. The ratio of the syngas
and aerosol weights is like 1:2 when pulse intensity is higher than 8 J/cm2. The size and velocity
distributions of the ultra-fine aerosol particles were analysed using the original realization of the
particle tracking velocimetry technique.

Keywords: fuel activation; waste-derived fuel; coal-water slurry; laser pulse; syngas; aerosol

1. Introduction

An ignition delay time is one of the most important parameters of industrial fuels which
makes direct influence onto the design of the furnaces. Numerous investigations are targeted on
the optimization of the ignition of industrial fuels [1,2]. Decreasing the ignition delay time of the
popular fuels, one can make a step to the smaller heaters or to an essential simplification of the ignition
process [3]. This, in turn, will decrease the price of heaters and, therefore, the final price of the heat.

There are some different approaches for ignition optimization: switching to more appropriate
temperatures by the usage of the furnace pre-heating and/or fuel activation by different ways
(using the finer fuel atomization or introduction of special additions which simplifies an ignition,
etc). All mentioned techniques have own benefits and weak points and can be used together for the
best effect.

However, most of the ignition-related problems become much sharper when used the cheap
waste-derived fuels [4]. Such fuels typically have the very low level of the reactivity at the low
temperatures [5]. This automatically requires higher furnace temperatures for a stable ignition.
However, even in this case, the too long ignition delay time can make them non-appropriate for
most of the existing boilers. There are two real ways for fuel adaptation: decreasing of the fuel particle
size during atomization and addition of any ignition stimulating chemicals. Both of these ways have
limitations (rheological or commercial) for traditional approaches [6,7]. Therefore, the simple method
allowing the fuel activation with minimal changes of the furnace design will be always of interest.
It is clear too, that the most effective way should include complex influence on the fuel. Methods
combining the finer atomization together with pre-heating, intensification of the volatiles release or
fuel gasification are always of interest.
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In this paper we suggest the new approach to the pre-ignition processing of the fuel droplets by
the high-power laser pulses [8–10]. This leads to two main effects combined altogether: from the one
hand, laser pulse initiates an additional fine atomization of the fuel droplet. From the other hand,
it leads to partial gasification [11–13] of the fuel, producing the cloud of combustible gas around
the initially injected fuel droplet. Both these effects transform certain part of the fuel matter into
the highly reactive state (micrometer scale particles and volatiles have much lower ignition delays
times). The numerous investigations about ignition of different fuels [14–16] make a proof that
increasing the volatiles release rate together with increase of the atomization quality always stimulate
an ignition. In principle, the proposed method can work with different types of non-transparent liquid
or solid fuels. An activation occurs due to mechanical and thermal effect of light pulses and, therefore,
it is independent enough of its wavelength.

The proposed approach can be applied immediately inside the furnace and it means that the
fuel activation will occur before ignition. That is the fuel can be stored for a long term in natural
low reactivity state satisfying the fire safety requirements. The light-induced fuel activation does not
require any modification of the chemical content of the fuel as well as expensive modifications of the
fuel injection systems. All what is needed is a small side hole for laser beam input.

2. Materials and Methods

We have prepared the fuel composition with low reactivity whose ignition parameters are more
or less clear at this moment from the previous investigations [1,17]. The waste-derived coal-water
slurry (CWS) was made of the fiter cake of fiery coal (particle size ∼140 μ) [17]. The water content
of the slurry was ∼40 wt %. The coal powder shows strong hydrophilic behaviour. The static contact
angle of water droplet on the surface of the pressed dry filter cake is ∼130◦ (measured by the sessile
droplet method [18,19]). The powder mixed with water form a slurry which looks like a black viscous
substance (density 1.5–1.54 kg/m3, viscosity 10–15 mPa· s) which can absorb most part of an incident
light of visible range.

The surface structure of the coal particles (in the dry state pores contain up to 30 wt % of bound
volatiles) as well as a lot of flocculants on the particle surface (introduced during the coal enrichment
by floatation) determine the very good adhesion between the solid and liquid components of the
slurry. Thus, there is not essential natural separation of the liquid and solid components before the
fuel atomization. We have analysed the effect of laser pulses using the single fuel droplet fixed by the
special holder under the laser irradiation.

Each laser pulse (λ = 533 nm, pulse duration ∼10 ns, light intensity inside the spot Espot = 12 J/cm2,
pulse repetition rate 2.5 Hz) causes the micro-explosions on the surface of slurry droplet (d∼2 mm).
Thus, the solid slurry matter partially ablates [8,9] as well as some of water evaporates after the pulse
came. Additionally, some of the matter fly out of the sample surface in the form of ejected micro
droplets. The experimental setup is shown in Figure 1.

The CW-laser (power is 300 mW at 533 nm) was used for illumination of the flow of micro
explosion products by the astigmatic beam having ∼ 10◦ angle with the propagation direction
of the pulsed beam. The illuminated particles, flying in the plane of the CW-beam, are observed
by the high-speed video camera Phantom V411 (800 × 600 px. and 10,000 fps) with macro optics.
This realization of the particle tracking velocimetry technique [20,21] allows easy gathering of the
particle size and velocity distributions as well as visualization of the trajectory of gas/aerosol cloud.
The overall spatial resolution of the PTV system was at the level of 7 μm.

The corresponding changes in the sample weight are measured by the analytic balances Vibra
AF 225DRCE. The sample droplet of the slurry was placed on the plate of the balances specially for
monitoring of the gasification efficiency. The chemical composition of the atmosphere inside the
reaction volume was analysed by the gas analyser Boner Test-1 adapted for measurements of the low
concentrations of gases.
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Usually we recorded fifty videos showing interaction of light pulses with a fuel to accumulate the
statistics for size and velocity distributions of the aerosol particles. All measurements (including the
control of weights of atomized matter and syngas chemical content) were repeated three times to avoid
the influence of any random factors on the results. The statistical distributions, typical travel distances
for aerosol cloud, syngas weights and concentrations show the variation of key values for less than 5%.

Figure 1. Scheme of the experimental setup including the nanosecond pulsed laser (PL), CW-laser
(CW), analytic balances platform (AB), high-speed camera (Cam), sample of the fuel (S).

3. Interaction of The Laser Pulse with Slurry Fuel

An interaction of the focused light with matter can occur by two principally different ways.
The continuous wave light absorbed by the sample surface trivially heats the sample gradually
increasing its temperature with time. The high-power laser pulses interact with a matter by another way.
In this work, we sent the 10 ns pulses with 100 mJ energy toward the sample surface (an illuminated
area with radius like 0.5 mm). Each pulse causes the micro explosion on the fuel surface producing the
ejection of micro particles (both water droplets and wet coal). The cloud of these particles propagates
along the pulse path in backward direction with a certain transverse dispersion. The video of this
process is shown in Supplementary Materials.

As one can see there are two types of objects: the sharp fast spots are mentioned ejected
particles and the slow diffuse spots are the clouds of gasified volatiles. The high-power nanosecond
pulse increases the temperature on the surface of coal particle up to 2000–2500 K [22,23]. Of course,
such extreme state has a duration comparable with a pulse duration with further fast cooling. The depth
of an extremal heating is like some micrometers. Therefore, the small part of the matter is ablated
producing the mixture of the water steam and gaseous oxides of solid part of the fuel. The chemical
content of the used filter cake (as well as for most of coals) allows effective production of CO, SO2,
different nitrogen oxides and a little of methane. The CO2 usually is absent when coal particles
are wet as it is shown in our previous investigations [11,12]. The massive release of water steam
from the fuel sample simultaneously with carbon ablation leads to decrease of the partial pressure
of oxygen near the place of carbon evaporation. This, in turn, suppresses the production of the CO2.
However, the contribution of water is much wider. When the temperature on the surface of coal
particle overcomes the certain value (typically it have to be approx. 1000 K or higher) water starts the
partial oxidation of carbon according to reaction: H2O + C → H2 + CO.

It worth to note, that typical CWS contains less than 50 wt % of water (due to the rheological
requirements [4,15]) and, thus, this reaction goes in our case with an evident deficit of water. It explains
the fact that production of hydrogen is one order magnitude less than production of CO (which has
an additional channel of production due to the carbon oxidation by the oxygen from air).

The Figure 2b–d shows some video frames with propagating gas-aerosol cloud which correspond
to some moments after pulse-fuel interaction. As one can see, the quasi-straightforward propagation
of the cloud occurs during approx. 4–4.5 ms. After this time the center of mass of an ejected matter
cloud almost stops at approximately 1 cm distance from the initial fuel portion. Further evolution
of gas-aerosol cloud is a trivial diffusion in all around direction with slow decrease of volume
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concentration. Of course, this experiment is done in a steady state atmosphere whereas the realistic
case is a fuel droplet flying in hot furnace. However, this simple case demonstrates the processes going
around the fuel droplet under the effect of the laser pulses.

Figure 2. An interaction of the light pulse with an initial fuel droplet (a). The sequence of video frames
showing the propagation of the gas-aerosol cloud (b–d). The green diffuse spot is a gas cloud, small
green spots are ejected particles. The trajectory of the center of mass of cloud is shown by yellow line
with red points (its position at moment Δt is marked by the white ring).

The repetition rate of laser pulses was low enough to observe the effect of the single pulse.
Typically the cloud was observable during less than 20 ms which is much less than inter-pulse time
gap. However, the long series of pulses lead to an increase of the residual concentration of the finely
atomized fuel around the initial droplet. As result, the cloud decay time increases up to 50 ms after
absorption of 20–25 pulses in a row.

An estimation of the weight of the fuel which is typically atomized by the pulsed laser processing
was done through monitoring of the weight of initial fuel droplet under the laser irradiation.
The difference between initial and current weight of the droplet is an equal to the weight of finely
atomized matter. This includes both the syngas and fuel aerosol. The production of an atomized matter
with absorption of the laser pulses shown in Figure 3a. As one can see, the amount of ejected matter
grows almost linearly with number of absorbed pulses. It achieves approximately 5% of initial fuel
weight after hundred of the pulses when pulse intensity exceeds 8 J/cm2. An evident gap between the
curves corresponding to 7.9 J/cm2 and higher intensity corresponds to contribution of the gasification.
The Figure 3b shows the changes of the CO production with increase of the laser pulse intensity.
The 8 J/cm2 looks as an evident threshold value when an effective gasification starts. The CO is a main
component of the syngas which appears under the effect of the high-power light flow [11,12].

Therefore, we can estimate that the ratio between the syngas and fuel aerosol is not so far from
1:2. This means that approximately 2 wt % of an initial fuel droplet transforms to the syngas after
absorption of hundred of laser pulses as well as 4 wt % becomes the aerosol particles.
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Figure 3. The dynamics of production of the finely atomized fuel under the effect of the laser pulses
for different intensities (a). The dependence of the CO (main combustible component of the syngas)
production efficiency (b) on the pulse intensity. The background in (b) shows the light intensity ranges
below the threshold of an effective CO production (yellow) and above it (red).

Thus, we can conclude that an accumulation of the finely dispersed fuel (together with produced
syngas) occurs around the initial fuel droplet. Changing the pulse repetition rate, we can variate the
density of the finely atomized fuel. Taking in account the maximal distance of the cloud propagation,
we can say that laser pulse processing effectively transforms each initial fuel droplet to a sphere
(in steady state atmosphere) with 1 cm radius filled by a mixture of syngas, microscopic particles of
coal and air. It is evident, that such objects are much better for a low-temperature ignition than an
initial CWS droplets.

Parameters of the Obtained Aerosol

The dependence of ignition delay time on the droplet size for different types of the waste-derived
coal-water slurry was analysed by Valiullin in [24,25]. It was shown that an ignition delay almost
linearly decreases with fuel droplet size. The typical injection systems for industrial heaters allow fuel
atomization to the average size like 1–5 mm. It corresponds to ignition delay times in range 3–15 s
(at Tf urnace ∼950 K) that is much longer than for dry coal powder. Such delays make the CWS almost
useless for heaters whose design is developed for coal dust which has much shorter ignition delays.

The laser pulse makes ultra-fine atomization of the fuel in comparison with effect of usual nozzles
for highly viscose fuels. The particle tracking velocimetry approach [26,27] allows easy analysis of
the dynamic properties of an ejected matter. The size and velocity distributions of the produced
aerosol particles are shown in Figure 4. One can see, that most-probable size of the finely atomized
fuel particles is less than 35 μ. The most part of the produced aerosol particles have a sizes in range
below 100 μ. The maximal sizes observed during the experiments are up to 280 μ. Such particle sizes
are approximately one order of magnitude smaller than typically tested for ignition in numerous
investigation. They potentially allow the ignition delay times in sub-second range for earlier mentioned
furnace temperatures (∼950 K).
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The Figure 4b shows the velocity distribution detected in aerosol flow going from the place of
pulse impact. The most probable velocity is in narrow range above 0.1 m/s. The average velocity is
approx. 1.1 m/s and the maximal one is up to 3 m/s. Thus, the aerosol cloud gets totally stopped the
linear propagation in average after 10 ms.

Therefore, the pulse repetition rate can be increased for up to 100 Hz to speed up the fuel
processing within the general approach developed in this paper. Such a way allows creation a very
dense layer of the volatiles around the initial fuel particles. These volatiles together with ultra-fine
aerosol potentially paves the way to ignition delays fully comparable with those that present for dry
coal dust.
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Figure 4. The size (a) and velocity (b) distribution of the finely atomized particles of the fuel aerosol.

Typically, the heterogeneous ignition of coal starts from the ignition of volatiles which are released
during the coal heating. Our approach allows the fast conversion of 5–7 wt % of the CWS into the
finely atomized form. Most of this are finely dispersed coal particles whose ignition delay time will
be comparable with such parameter of volatiles. Increasing the repetition rate of the laser pulses
we can increase the aerosol concentration for up to the order of magnitude using the commercially
available laser modules. Additionally, the laser processing of the fuel inside the industrial systems can
be realized as a propagation of the fuel particles through the sequence of parallel beams like in Figure 5.
Such sequence can be cheap enough realized using the fiber-optics beam-splitters with one high-power
laser module. Such a way gives a multiplication of the fuel atomization effect proportionally to the
number of laser beams. Of course, different design of the laser processing stage can be successfully
realized for different purposes. An application of the light pulses for an in-furnace fuel processing
looks a convenient way for optimization of ignition and combustion of the low-reactivity fuels.
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Figure 5. The sequential application of the laser processing for a flow of fuel aerosol from a usual
injection nozzle.

4. Conclusions

We have proposed the simple technique that allows an effective increase of the amount of highly
flammable fraction in the injected fuel flow inside a furnace. The high-power laser pulses interacting
with injected CWS droplets with sizes that typically present in furnaces after injection nozzles allows
formation of the ultra-fine fuel aerosol around initial droplets. Partial gasification of the coal by the
light pulse makes an additional syngas shell which is fully similar to an addition of combustible
volatiles. Typically, up to 5% of the droplet weight can be transformed to finely atomized state by
nanosecond pulses with intensity like 8 J/cm2 or higher.

Introduction of the aerosol and syngas clouds inside the furnace volume potentially allows
essential acceleration of the fuel ignition. Physically it can work with different types of the solid or
liquid fuels which optical density allows an effective absorption of the laser light.

The proposed approach can serve for in-furnace activation of the fuels which in general have the
very low reactivity. Therefore, it can be the very practical way for adaptation of waste-derived fuels
for the existing industrial furnaces.

In future we plan the detailed investigation of the physical basics of the observed processes.
An influence of different factors like the fuel humidity onto the atomization properties as well as on
syngas/aerosol ratio will be investigated.
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Abstract: The heating of two-component droplets and the following explosive breakup of those
droplets have been extensively studied over the most recent years. These processes are of high
interest, since they can significantly improve the performance of many technologies in fuel ignition,
thermal and flame liquid treatment, heat carriers based on flue gases, vapors and water droplets,
etc. Research throughout the world involves various schemes of droplet heating and supply (or,
less frequently, injection) to heating chambers. The most popular scheme features the introduction of
a two-component or multi-component droplet onto a holder into the heating chamber. In this research,
we study how holder materials affect the conditions and integral characteristics of droplet heating
and explosive breakup: heating time until boiling temperature; minimum temperature sufficient for
droplet breakup; number and size of fragments in the resulting droplet aerosol, etc. Experiments
involve droplets that are produced from flammable (oil) and non-flammable (water) components
with significantly different thermophysical and optical properties, as well as boiling temperature and
heat of vaporization. The most popular elements with the scientific community, such as ceramic, steel,
aluminum, copper, and phosphorus rods, as well as a nichrome wire, serve as holders. We establish
the roles of energy inflow from a holder to a droplet, and energy outflow in the opposite direction.
We compare the holder results with a supporting thermocouple, recording the drop temperature
under a heat transfer provided at 350◦C. Finally, we forecast the conditions that are required for
a significant improvement in the performance of thermal and flame water treatment through the
explosive breakup of two-component droplets.

Keywords: two-component droplet; heating; evaporation; explosive breakup; disintegration; droplet
holder material

1. Introduction

1.1. Motivation

To improve the thermal treatment of sewage and service water (in particular, in the form of an
atomized flow) and to develop new, more effective technologies for it, we need to explore the physics
of droplets of water solutions, slurries, and emulsions traveling through high-temperature gases. Their
temperature exceeds 500 ◦C, and the most frequently used gases are hot air, fuel combustion products,
and their mixtures. Unfortunately, there is still no theory of interconnected heat and mass transfer and
phase transformations for such conditions. However, over the recent years, researchers have obtained
experimental results (e.g., [1–3]) that can become the premises for such a theory. No research findings
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on these processes have been published so far, because mathematical modeling becomes difficult for a
large number of interfaces with highly nonlinear boundary conditions of rapid vaporization. Sazhin [4]
outlined these difficulties in his review paper analyzing the reasons behind the slow development
of models simulating the rapid heating and evaporation of droplets of fuels and emulsions based
on them.

Experimental results [2] established that the leading droplets in a flow through hot gases
significantly affect the heat exchange of the following droplets with the surrounding medium.
Volkov et al. hypothesize [3] that, due to rapid vaporization, the first droplets considerably reduce the
gas temperature in the front of all the following droplets. So, a thermal insulation of sorts is created for
the following droplets in the form of a vapor curtain with a lower temperature, as compared to that of
the gas medium in front of the first droplets. Until now, there have been no experimental or theoretical
research findings on the thermal insulation of rapidly evaporating liquid droplets. It is important
to obtain reliable experimental data and use them to develop adequate physical and mathematical
models of heat and mass transfer. When analyzing the overview by Sazhin [4], we concluded that most
likely, it is only possible to solve the formulated problem using optic techniques. Reliable information
is necessary on temperature distributions in droplets of water and water-based solutions, slurries,
and emulsions when rapidly heated. At the same time, we can infer from the findings by Sazhin [4]
that the unsteady heating of a droplet has a significant impact on its lifetime. Under such conditions,
the assumption of a constant temperature field of an evaporating and shrinking droplet cannot really
be considered valid.

Snegirev [5] made attempts at analyzing the temperature gradient of an evaporating droplet to
develop simplified mathematical models of phase transformations. He formulated dimensionless
criteria to estimate the temperature gradient within a droplet, and its impact on liquid evaporation
rate. However, no experimental data to support the reliability of such estimates have been published
so far. The task also becomes more complex, because the research needs to be done at relatively
high temperatures of the gas medium (over 500 ◦C). Vysokomornaya et al. [6] show that traditional
evaporation models also known as kinetic and diffusion models based on the assumed dominating
process [7–9] provide a good agreement between the theoretical research and experimental data only
at moderate gas medium temperatures (under 500 ◦C).

The evaporation of liquids also remains understudied because its intensity depends on the surface
temperature of the phase transition and the concentration of liquid vapors in the small-size area next
to the interface region. Diffusion and heat transfer in this area are the main drivers of evaporation.
Experimental data on the main characteristics of heat and mass transfer near the surface of evaporating
droplets are not yet published.

In the considered research area, an unsolved problem is the need to provide the controlled
conditions for the crushing droplets due to overheating and micro-explosions. The use of the controlled
effects of explosive breakup will solve a number of problems in the areas of unmixed and mixed
fuels: combustion stabilization throughout the combustion chamber, reducing heating and ignition
costs, increasing calorific value, reducing anthropogenic emissions, improving rheological properties,
etc. [10]. These impact on the research in this area.

Explosive breakup of water emulsion and slurry droplets in a high-temperature gas environment
was studied experimentally [11–13]. For the explosive disintegration of heterogeneous droplets to
happen, the temperature at the interface must reach that of water boiling. A non-contact method, planar
laser-induced fluorescence (PLIF), made it possible to establish that the temperature near this interface
reached 100–120 ◦C before disintegration. The authors determined the threshold temperatures at the
onset of this effect for a group of solid and liquid organic additives (slurry and emulsion components).
As a result of the explosive fragmentation of multi-component droplets, the evaporation surface area
increases up to 15 times. It is important to expand the experimental database with the evaporation
characteristics of typical sewage and service water compositions to improve their treatment.
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The most popular approach to the experimental research into the breakup of boiling liquid,
solution, emulsion, and slurry droplets is placing them on a holder into a heated gas flow (e.g., [11–16]).
Some setups do not include different holders [14–16] or use substrates [17]. Each of these recording
schemes has its own strengths and weaknesses [10]. In terms of the costs and difficulty of the
experiment, as well as the reliability of the recording procedure, a holder seems to be the most rational
option. However, the choice of the holder material for the fragmentation of boiling droplets of liquids,
solutions, emulsions, and slurries is yet to be studied. It is of interest to study how this factor affects
the heating and disintegration of typical two-component droplets using a large group of popular
materials. A solution to this problem is of principal importance for the development of high-potential
gas-vapor-droplet technologies considered in [18–27]. Vershinina et al. [10] established the impact of
the holder material on the ignition of fuel slurry droplets. They show that there are two temperature
ranges. Above 600 ◦C, the impact of the holder material is negligible, while below 600 ◦C, the properties
of the said material have a significant influence on heat transfer. It is important to make such estimates
for a group of promising two-component droplets.

Another approach [28,29] consists of suspending the emulsion drop onto a thermocouple junction,
enabling to measure its temperature during its evaporation under heating. Its results are compared to
the present study, since the experimental conditions are similar concerning both emulsion properties
and heat source temperature.

The purpose of this work is to study experimentally how the holder material affects the heating,
evaporation, and explosive breakup of two-component droplets.

1.2. Review of Time Ranges of Droplet Breakup through Microexplosion

This subsection presents a review of the time ranges of droplet breakup through microexplosion.
We considered the experimental results of microexplosion times published in studies [30–33]. Table 1
contains the main suitable data from these papers.

Table 1. Review of time ranges of droplet microexplosion established in the experiments accomplished
by using different experimental techniques.

Article Components Material of Holder

Range of
Two-Component
Droplet Breakup

Times

Experimental Setup

[30]

Water + n-dodecane
Water + n-tetradecane

Droplet size Vd =
5–15 μm

Quartz fiber D =
0.25 mm

On the holder
(0.22–0.85 s)
During fall

(0.25–0.95 s)

A droplet is placed on the holder inside the combustion
chamber with a temperature of 30 ◦C. After that, the droplet
ignites by an electrically heated wire. The temperature of
the droplet is measured by the Pt–PtRh thermocouple. A

video camera records the microexplosion process. The fall
process lies in the simultaneous motion of the chamber and

the droplet during ~ 1 s.

[31]

Pure bio-oils D0 =
1.12 mm

Pure bio-oils D0 =
1.08 mm

A droplet is fixed
on a thermocouple
junction (K-type)

t~7s (Ta = 300 ◦C)
t~4s (Ta = 500 ◦C)

A droplet is fixed on a thermocouple. By using a linear
module, it is introduced into the space between two plates

heated by electricity.

[32]
Ethanol +

Jet A-1;
D0 = 2 mcl

Quartz holder
D = 0.2 mm

(1.5–2.3 s)
By using a dispenser, a droplet is placed on a holder. The

droplet ignites by using a nichrome wire. The process under
study is recorded by a high-speed video camera.

[33]
Heptane C7H16 +

Hexadecane C16H34 Without holder (170–205 ms)

A device is applied to collide two droplets of the required
size, and to form a two-component droplet. The droplet

moves through the combustion chamber heated up to 1050
◦C. High-speed video recording allows the determination of
droplet lifetimes and their breakup times. In addition, as a

comparison, the experiments are performed with the
preliminary formed two-component droplets.

[28,29]
Sunflower oil, distilled

water, non-ionic
surfactant SPAN 83

K-type
thermocouple

(Nickel–Chromium,
Nickel–Alumel)

(0.9–1.3 s)

A bare K-type thermocouple (wire diameter 76.2 μm) is
heated from below by the means of a highly resistive coil
with its asymptotic temperature of 350 ◦C. The emulsion

drop is maintained on the thermocouple junction by
interfacial tension. The thermocouple signal is acquired by
an oscilloscope, and the shadowgraph frames are visualized

using a high speed camera (10,000 fps).

An analysis of data presented in Table 1 enables the conclusion that when using the different
holders examined in the study, the explosive breakup times of the droplets are the upper estimates of
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the actual values in the practical applications. Therefore, the values presented in the research can be
used to predict the maximum possible times of heating until droplet breakup.

In addition, the challenging task is to determine the times of the heating until breakup,
the complete volatilization of impurities, and the ignition of different heterogeneous droplets at
free fall, i.e., without the holder [33]. Nowadays, such experiments are labor-intensive and expensive.
Thus, the various holders, including those used in the study, will be employed for a rather long
time. In such a situation, a utilization of the research results can help to predict differences between
droplet-heating characteristics for a large group of experimental studies performed or planned to be
carried out by using various holders.

2. Experimental Setup and Procedure

2.1. Components of Two-Component Droplets and their Production Procedure

The experimental research featured two components: water (with a specialized dye–fluorophore
Rhodamine B) and transformer oil. The main properties of components are presented in Table 2.
The component concentrations were varied over a wide range as per recommendations. The fusion of
these liquids resulted in a two-component droplet. The Rhodamine B dye was used to control water
temperature in a two-component droplet, similar to the methods used in [16,17]. It was important
to provide the same conditions as those used in experiments [16,17] in order to extrapolate the
experimental results to various schemes of energy supply to a two-component droplet. Unsteady
and inhomogeneous temperature fields of droplets obtained experimentally were in good agreement
with the results from [16,17]. Therefore, further analysis will focus on the impact of holder materials
on heating.

Table 2. Main properties of the liquids under study.

Component Thermal Physical Properties Kinematic Viscosity, m2/s
Surface

Tension, N/m
Boiling

Temperature, ◦C
Heat of Vaporization,

MJ/kg

Transformer Oil
ρ = 877 kg/m3, λ = 0.12

W/(m·◦C), C = 1670 J/(kg·◦C),
a = 8·10−8 m2/s

22·10−6 m2/s at 20 ◦C,
0.295·10−6 m2/s at 100 ◦C 26.15·10−3 320 0.209

Water
ρ = 1000 kg/m3, λ = 0.6

W/(m·◦C), C = 4200 J/(kg·◦C),
a = 14·10−8 m2/s

1.006·10−6 m2/s at 20 ◦C,
2.56·10−6 m2/s at 100 ◦C 72.86·10−3 100 2.258

Sunflower Oil
ρ = 865 kg/m3, λ = 0.165

W/(m·◦C), C = 2500 J/(kg·◦C) 6.03·10−5 m2/s at 25 ◦C 33.7·10−3 225 0.21

2.2. Holder Materials

Copper, aluminum, ceramics, steel, nichrome, and phosphorus were the main materials used to
produce the holders for two-component droplets under study, since these materials have a wide range
of values of thermal and physical characteristics (Table 3).

Table 3. Thermal and physical characteristics of holder materials (average values for the temperature
range of 200–500 ◦C in line with the experiments).

Material λ, W/(m·◦C) C, J/(kg·◦C) ρ, kg/m3 a·106, m2/s

Copper 376.86 416.12 8770.31 103.4

Aluminum 229.56 1044.76 2642.526 83.62

Ceramic 1.4 770 2355 0.772

Steel 42.8 561.8 7723 9.912

Nichrome 22.5 460 8660 5.648

Phosphorus 0.236 23.82 1820 5.444

Figure 1 shows the images of the holders used in the experiments: 1—ceramic; 2—steel tube;
3—aluminum; 4—copper; 5—nichrome; 6—phosphorus; 7—steel. When using each of the holders,

50



Energies 2018, 11, 3307

we measured its contact area with the droplet. The largest holder/droplet contact area was found
in the experiments with ceramic and aluminum rods, and the smallest one, with a nichrome wire.
The contact surface area of the droplet and holder surface (Sh) mainly depended on the droplet
radius (Rd) and the holder size (dh), considering that the radius of an evaporating droplet decreases
nonlinearly. The contact area was calculated using the formula from Figure 1.

Figure 1. Appearance of holders used in the experiments (their size and contact area with a droplet are
specified) 1—ceramic; 2—steel tube; 3—aluminum; 4—copper; 5—nichrome; 6—phosphorus; 7—steel.

The holders were chosen to provide similar schemes of droplet fixation and contact surface.
This made it possible to record in the experiments quite a similar geometry for the contact line
(interface) between the liquid component and the holder. Under such conditions, the heating or
cooling rates of a droplet mostly depended on the thermal and physical properties of the holder
material (Table 3). The results of this analysis are presented further.

2.3. Methods for Studying the Disintegration of Boiling Droplets

Figure 2a shows the two-component droplet heating scheme at convective heating, as well as
Figure 2b illustrates the actual photo of the two-component droplet during experiments. The Leister
CH 6060 hot air blower (air velocity 0.5–5 m/s) (LEISTER Technologies AG, Switzerland) and a Leister
LE 5000 HT air heater (temperature range 20–1000 ◦C) were used as a heating system, generating
the necessary parameters of the flow of high-temperature gases (flow rate Ua and temperature Ta).
The flow of high-temperature gases was formed in a hollow transparent cylindrical channel (internal
diameter 0.1 m, wall thickness 2 mm). A two-component droplet was placed on the holders under
study (Figure 1), which were introduced into the flow of high-temperature gases using a motorized
coordinate device (motorized manipulator).

We recorded the heating, boiling, and disintegration of two-component droplets by a high-speed
video camera. The recordings were processed using the Tema Automotive and ActualFlow software
packages for the continuous tracking of moving objects. In the course of processing, we determined
the initial droplet radius Rd and the total liquid evaporation surface area, S. The video recordings

51



Energies 2018, 11, 3307

were processed in two stages. At first, we tracked how the frontal cross-sectional area Sm of an
evaporating and deforming droplet changed until it finally broke up (Figure 2c). Using the Airbag
and Advanced Airbag tracking algorithms, we observed the changes in the shape of an evaporating
droplet. After that, the frontal cross-sectional area of a droplet was calculated, and the curves Sm(t)
were plotted. The droplet was assumed to be spherical and its frontal cross-sectional area to be a circle.
Using the formula Rd = (Sm/π)0.5, we calculated the average droplet radius Rd. The errors of the
Rd calculation did not exceed 2.5%. After that, the total area of the droplet evaporation surface was
calculated using the formula S = 4πRd

2.
Video recordings following the explosive breakup of the heterogeneous droplet into separate

smaller fragments were analyzed at the second stage. A polydispersed aerosol was usually formed.
The shadow image was analyzed using the Actual Flow software to determine the location, boundaries,
and dimensions of separate droplets. Median, Low Pass, and Average software filters were used to
screen off the noises, and Laplace Edge Detection was used to determine the boundaries of droplet
surface. When determining the droplet dimensions, we applied the Bubble Identification algorithm.
The error of the Rd calculation using this approach was under 3%.

 

Figure 2. Methods for studying the disintegration of boiling droplets: (a): The scheme of registration
of the heating process of two-component droplet; (b): Photo of the formed two-component droplet; (c):
Scheme of recording heated droplet breakup and aerosol generation.
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To obtain the droplet size distributions, all of the droplets were classified into m groups. We then
determined the number of droplets n and the average droplet size Rdn in each group. The liquid
evaporation surface for the droplets in each group was calculated using the formula Sn = n·4πRdn

2.
As the final step, we calculated the overall evaporation surface area: S = Sn(1) + Sn(2)+ . . . + Sn(m).

2.4. Main Registered Parameters and Tolerances

Table 4 presents the parameters recorded in the experiments, and the systematic errors of the
measurement tools. The next section outlines the random errors calculated as part of statistical analysis
of the results in a series of experiments.

Table 4. Main registered parameters and tolerances.

Physical
Magnitude

Droplet
Volume (Vd)

Droplet Radius (Rd)
Temperature

Inside the
Droplet (Td)

Two-Component
Droplet Breakup

Times (τ) and
Lifetimes (τh)

Air Temperature
(Ta)

Air flow Velocity
(Ua)

Measurement
Tool/Technique

Finnpipette
Novus

dispensers

High-speed cameras
Phantom Miro M310
and Photron Fastcam

SA1, Tema
Automotive software

Planar Laser
Induced

Fluorescence
(PLIF)

High-speed cameras
Phantom Miro M310,
Photron Fastcam SA1,
and Phantom V 411,
Tema Automotive

software

Temperature
meter (IT-8)

Particle Image
Velocimetry (PIV)

Systematic Errors ±0.05 μL ≤ 4% ±1.5–2 ◦C ≤ 4% ±(0.2+0.001T) ◦C ± 2%

3. Results and Discussion

3.1. Droplet Disintegration Regimes

In this section, we present typical video frames showing the heating and disintegration of
two-component droplets on holders made of different materials (Figure 3). The smallest droplets were
formed in the cases when holders were made of materials with low thermal diffusivity (ceramics and
phosphorus).

On a copper holder, the droplets did not reach the temperature sufficient for an explosive breakup,
but gradually evaporated in a wide range of the main parameters: air temperature and component
concentration. Explosive breakup was only observed at 450 ◦C, and with a 50/50 concentration
of the flammable and non-flammable components. The heating time before disintegration was
25–30 s, most likely because copper is good at removing heat from the droplet. Copper holders
have the highest thermal diffusivity (around 117·10−6 m2/s). Droplets do not reach the conditions
of micro-explosion (even boiling is not observed). The video frames of the experiments only showed
monotonous evaporation.

Aluminum, however, with its thermal diffusivity of 90·10−6 m2/s (close to that of copper),
provided quite a stable explosive breakup. The heating time until explosive breakup was longer than
with the other holders, except for copper. The experiments established two factors prolonging the time
of two-component droplet disintegration: heat removal from a droplet due to relatively high thermal
diffusivity, formation of thermal stresses, nucleation, and growth of bubbles with high pressure in a
droplet, which disintegrates to form smog or mist.
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Figure 3. Snapshots of breakup or fragmentation on various holders: (a): ceramics; (b): steel;
(c): aluminum; (d): steel tube; (e): nichrome; (f): phosphorus.
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3.2. Impact of Key Factors

Figure 4 shows the times of two-component droplet disintegration vs gas medium temperature.
The longest disintegration times were observed when using an aluminum rod as a holder for a
two-component droplet. This results from the above-described possible rapid heat removal from
a droplet due to high thermal diffusivity of aluminum. This plot also shows that the times of the
two-component droplet disintegration decreased rapidly with an increase in the temperature. Such a
pattern is typical of each holder material under study.

τ 
(

Τ  ( )

Figure 4. Two-component droplet heating times until explosive breakup vs gas medium temperature
with various holders: 1—ceramic; 2—steel; 3—aluminum; 4—steel tube; 5—nichrome; 6—phosphorus.
The value Ta ≈ 250 ◦C is the threshold for explosive breakup.

The temperatures at which the main experimental studies were performed to observe explosive
breakup, ranged from 250 ◦C to 450 ◦C. The optimal temperature that steadily provided an explosive
droplet breakup within a short time was 350 ◦C. Below that, the disintegration times increased
non-linearly, and above that, they remained practically the same. Further increase in the Ta is redundant
and unpractical for water treatment and other energy-consuming applications.

Apart from temperature functions, the plots of two-component droplet disintegration times vs
flammable component concentration were among the key ones. The resulting functions are highly
non-linear, which suggests a significant impact of the flammable liquid concentration on a group of
interconnected processes promoting the breakup of the initial two-component droplets (Figure 5).

These results can be compared to the recorded lifetime of the water-sunflower oil emulsion drop,
supported by a K-type wire thermocouple [28,29] under the asymptotic temperature of 350 ◦C. It ranges
from 0.9 to 1.3 s, close to the same order of magnitude. This result confirms that reproducibility of
lifetimes can be obtained under the same conditions of heat transfer that are mainly determined by
the temperature of the heat source. The emulsion temperature acquired by the thermocouple steadily
increased until the boiling point of oil, which is less than 250◦C (see Table 1).

Figure 5 shows the maximum droplet heating times until breakup with equal relative fractions of
the flammable and non-flammable components. This stems from a set of factors and processes that are
opposite in terms of their impact. Due to the higher heat capacity and the vaporization heat, water
heats up rather slowly as compared to oil, but the thermal conductivity and thermal diffusivity of
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the latter are several times lower than those of water. Therefore, under identical heating and equal
component concentrations, these factors counterbalance each other. As a result, a two-component
droplet is heated more slowly until it reaches the conditions of explosive breakup. Moreover, with a
low proportion of water in a droplet, the film of the flammable component is thick, and it is heated
faster than water. Thus, the heating times of the initial (parent) droplet until breakup are minimum.
With the highest possible fraction of water and lowest fraction of the flammable component, the trend
changes. A thin film of the flammable component is heated fast and locally overheats the near-surface
water layer. This is enough for bubble nucleation at the interface and the explosive breakup of the
initial droplet.

Moreover, the results shown Figure 5 can be compared to the emulsion drop lifetime of 0.9 to
1.3 s obtained using 70 vol % sunflower oil. The lifetime is close to the same order of magnitude.
It confirms that reproducibility is not only a function of the heat source temperature, but also that of
the emulsion properties.

 

τ 
(

η ( %)

Figure 5. Droplet breakup times vs. relative mass fraction of the flammable component with various
holders: 1—ceramic; 2—steel; 3—aluminum; 4—steel tube; 5—nichrome; 6—phosphorus.

3.3. Droplet Disintegration Outcomes

By analyzing the outcomes of the explosive breakup (Figure 6) of a two-component droplet,
we have established that hollow steel and phosphorus tubes as well as a nichrome wire used as a
holder yield droplet aerosols with a maximum quantity of small fragments. The liquid evaporation
surface area increased more than 40 times under such conditions.

In the experiments with an aluminum holder, the evaporation surface area increased massively
with the growing concentration of the flammable component. This results from the longer droplet
heating time (Figure 5). The longer the period of droplet heating until breakup, the greater the volume
of the two liquids that is heated to high temperatures. The droplet broke up into a greater number
of fragments, which boiled and disintegrated in the process, into even smaller droplets. Presumably,
the chain-like breakup of droplet aerosols may potentially intensify.

For a phosphorus holder, on the contrary, a low concentration of flammable liquid provides
the largest evaporation surface area of droplets, most likely due to water boiling that is in contact
with the holder surface. Since a phosphorus rod removes very little energy from the droplet, almost
all the energy that is supplied is spent on heating the liquid components. The explosive breakup
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occurred when the liquid–liquid interface was heated to water boiling temperature. A thin flammable
component film quickly reached high temperatures, and so did a thin water layer at the interface,
which was recorded in the experiments.
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Figure 6. Ratios of surface areas of small droplets formed after the breakup of two-component droplets
to their initial areas depending on the concentration of flammable liquid (oil) on various holders:
(a): ceramics; (b):steel; (c): aluminum; (d): steel tube; (e): nichrome; (f): phosphorus.

For the other holder materials, the emerging droplets had the largest evaporation surface areas
with 50/50 component concentrations. With this concentration of the flammable liquid, the breakup
times were the longest. Therefore, a droplet has more time to form the temperature stresses and
nucleation sites of vapor bubbles, i.e., to reach the temperatures sufficient for rapid vaporization near
the inner water–flammable liquid interface.
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A literature analysis shows that it is possible to significantly reduce the size of the droplets of
various liquids (respectively, to increase S/S0), due to several mechanisms. The most common are the
following: the impact of the droplets between themselves; the interaction of droplets with an obstacle;
the acceleration of droplets to the conditions under which they lose their stability and are significantly
transformed; micro-explosive crushing due to overheating.

In Figure 7, we added the results of additional test experiments (carried out in accordance with
the methods [34,35]) with droplets of oil–water emulsions (50% transformer oil, 50% water; 50% castor
oil, 50% water). The choice of oils is due to the fact that we worked with transformers when studying
micro-explosive effects (Figure 6), and the viscosity, density, and surface tension of castor oil are
significantly different from transformer oil. Figure 7 shows that with an increase of the speed and size
of the colliding drops, it is possible to ensure a multiple increase of the ratio S/S0. The values of this
parameter grow especially on a large-scale with temperature increasing, since the surface tension and
viscosity of liquids decrease. At the same time, the scale of growth of this ratio correlates well with
Figure 6 at micro-explosive decay. These results are the basis for the formulation of the hypothesis that
the combination of the effects of droplet collisions and their overheating will increase the S/S0 ratio
by a 100 times or even more. Thus, it is possible to provide a significant increase in the efficiency of
modern technologies of secondary grinding of droplets.

Figure 7. The results of additional test experiments (carried out in accordance with the methods [34,35])
with droplets of oil–water emulsions.

3.4. Generalization of Research Findings

The experimental results made it possible to determine how the holder material affects the heating
of multi-component droplets, and to discover that in some cases, additional heating of such droplets
due to their contact with the holder intensifies their explosive breakup. A major role belongs to the
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direct contact of the non-flammable component (water) with the heated holder surface. Moreover,
the experiments have established that the heating of the two-component droplets is more rapid if the
core of the droplet is made of water, and the envelope, of oil. This happens because oil has a high
absorption ability, and less energy is spent on its evaporation. Therefore, oil is heated faster than water,
although water has a higher thermal conductivity and diffusivity than oil.

To demonstrate the heating conditions of multi-component droplets on a holder, we have developed
a simplified one-dimensional mathematical model of heat transfer in the holder–two-component droplet
system (Figure 8) similar to the one in [36]. This model determined the temperature variation trends
for the holder, core and envelope of a droplet (Figure 9). Signature domains are divided by different
colors in Figure 8. Similarly to the model in [36], we took into account the droplet heating through
both thermal conductivity and radiation absorption, according to the Beer–Lambert–Bouguer law. At a
first approximation, we used a one-dimensional statement to evaluate the variation of the vertical
temperature profile, as shown in Figure 8. From the analysis of the temperature fields established in
experiments [16,17], we can conclude that highly unsteady and inhomogeneous temperature profiles,
which further determine the intensity of droplet breakup, are formed in such sections.

  

Figure 8. Schematic representation of the solution domain for the problem of two-component droplet
heating on a holder: 1—holder, 2—droplet core (water as the first component), 3—droplet envelope
(oil as the second component).

 
(a) (b) 

Figure 9. Temperature distributions (along x in a holder–two-component droplet system, see Figure 8)
at Ta = 300 ◦C for 10 s (a) and Ta = 400 ◦C for 5 s (b) using various holders: 1—phosphorus,
2—aluminum, 3—steel, 4—copper, 5—ceramics, 6—nichrome; the holder and droplet dimensions were
chosen in line with the conditions of the experiments; the boundaries of areas showing the holder, core,
and envelope of a droplet are not marked, since they were slightly different for each of the holders
used (see Figure 1).
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Theoretical plots (Figure 9) show the following: with aluminum, steel, copper, ceramic, and
nichrome holders (2-6), the heat inflow to the droplet comes mostly from the flammable liquid (oil),
and in the case of the phosphorus holder, from the holder (1). From this, we can conclude that the
longest period of droplet heating will be provided by using a phosphorus holder, since the heat inflow
comes from both the holder and the flammable liquid. Moreover, these curves (Figure 9) show that
smallest heat inflow from the holder will be provided by using steel (3) and copper (4) holder materials.

In Figure 9, a significant increase in the temperature of a two-component droplet outpaces
the increase in the temperature of most holders used. Before the breakup, the water–flammable
liquid interface exceeded the water boiling temperature (100–120 ◦C). It was difficult to show such
trends in one measurement system in Figure 9, since for various holders, droplets are heated and
they disintegrate at various typical rates (the simulation results for water droplets are considered in
research [29]). Therefore, to demonstrate the highly inhomogeneous temperature profile, Figure 9
presents the calculations for temperatures, at which a droplet remains in one piece, i.e., before
explosive breakup.

In terms of practical importance, the experimental research proved that it is possible to provide
adequate high-temperature liquid treatments by the explosive breakup of droplets containing various
components in various proportions. In chambers used for high-temperature evaporation and the
burnout of impurities, multi-component droplets swirl through high-temperature turbulent and
pulsating gas media. Therefore, droplets are heated almost uniformly throughout their surface until
they reach the conditions sufficient for heat removal (droplet cooling), e.g., when a droplet is fixed on
a holder [15,16] or its substrates [17]. The fixation scheme of a two-component droplet on a holder,
chosen in this research, is fully in line with such conditions. This scheme provides adequate evaluation
of the main parameters of high-temperature liquid treatment from any impurities promoting a rapid
(explosive) breakup of multi-component droplets (e.g., slurries, emulsions, and solutions).

Experiments with droplets fixed on the holders used in this study (especially the phosphorus one)
make it possible to reproduce the conditions of liquid heating in high-temperature chambers. Droplets
move in such chambers at almost the same velocities as the carrier medium-heated gas. The carrier
medium velocities are as low as several meters per second. Therefore, liquid droplets are mostly
heated by the radiative heat flux. Droplet fixation on a holder with a very low thermal diffusivity leads
to a slight increase in the convective component of the flux as compared to the real-life evaporation
and burnout of impurities. However, our estimates show that these deviations do not exceed 10%,
and they decrease with the growing temperature of the carrier medium (Figure 9). Also, the research
results can be used for development of effective approaches to the secondary atomization of droplets
in fuel technologies [37–39].

4. Conclusions

(i) The breakup of a two-component droplet is connected with the overheating of the
water–flammable liquid interface above the water boiling temperature (100–120 ◦C). Liquid surface
tension forces suppress the free release of the vapor bubbles formed near the interface. When the
vapor pressure in a droplet exceeded the threshold value, the droplet broke up to form a mist, aerosol,
or several droplets.

(ii) When analyzing the heating times of the two-component droplets until breakup, we discovered
that the disintegration times of two-component droplets are minimum when holders with a low thermal
diffusivity are used (a < 10 m2/s), and maximum when thermal diffusivity is high (a > 80 m2/s).

(iii) In comparison with the results obtained onto a suspending thermocouple junction, under
similar conditions of heat source and emulsion properties, the lifetime of the drop is close to the same
order of magnitude (2–6 s).
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Nomenclature and Units

a thermal diffusivity, m2/s
C specific heat capacity, J/(kg·◦C)
dh holder diameter, mm
m number of groups
n number of droplets in each group
Rd droplet radius, mm
Rd0 initial two-component droplet radius, mm
Rd1 droplet radius before breakup, mm
Rdn mean radius of droplets in a group, mm
S total area of droplet evaporation surface after breakup, mm2

S0 initial droplet surface area, mm2

S1 droplet surface area before breakup, mm2

Sh contact surface area of a droplet and holder surface, m2

Sm frontal cross-sectional area of droplet, mm2

Sn evaporation surface area in each droplet group, mm2

T temperature, ◦C
Ta gas flow temperature, ◦C
Td temperature in a droplet, ◦C
t time, s
Ua high-temperature gas flow velocity, m/s
Vd drop volume, μL
We Weber number
x coordinate in a one-dimension model, mm
η flammable liquid concentration, vol%
λ thermal conductivity, W/(m·◦C)
ρ density, kg/m3

τ two-component droplet breakup times, s
τh two-component droplet lifetimes, s
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Abstract: A tremendous amount of water-based fracturing fluid with ancillary chemicals is injected
into the shale reservoirs for hydraulic fracturing, nearly half of which is retained within the shale
matrix. The fate of the retained fracturing fluid is raising some environmental and technical concerns.
Mitigating these issues requires a knowledge of all the factors possibly contributing to the retention
process. Many previous studies have discussed the role of shale properties such as mineralogy
and capillarity on fracturing fluid retention. However, the role of some surface active agents like
surfactants that are added in the hydraulic fracturing mixture in this issue needs to be understood.
In this study, the influence of Internal Olefin Sulfate (IOS), which is an anionic surfactant often
added in the fracturing fluid cocktail on this problem was investigated. The effect on water retention
of treating two shales “BG-2 and KH-2” with IOS was experimentally examined. These shales
were characterized for their mineralogy, total organic carbon (TOC) and surface functional groups.
The volume of retained water due to IOS treatment increases by 131% in KH-2 and 87% in BG-2 shale.
The difference in the volume of retained uptakes in both shales correlates with the difference in their
TOC and mineralogy. It was also inferred that the IOS treatment of these shales reduces methane
(CH4) adsorption by 50% in KH-2 and 30% in BG-2. These findings show that the presence of IOS in
the composition of fracturing fluid could intensify water retention in shale.

Keywords: hydraulic fracturing; water retention in shale; anionic surfactant; shale gas

1. Introduction

Shale gas reservoirs are known to have ultra-porosity and permeability, thus exploiting them
through conventional production methods is not economically feasible [1,2]. Hydraulic fracturing
combined with horizontal drilling has been implemented to enhance gas production from shale,
and they were proven to be commercial and effective approaches [3–5]. The aim of hydraulic fracturing
in shale is to promote its permeability by opening the existing natural fractures and generating new
fractures. It is accomplished by injecting a large volume of water-based fluid down a well at a
suitable rate and pressure. The resulting fracture networks within shale are typically kept open with
proppants to encourage the gas flow from shale to the producing well thus improving gas recovery [6,7].
The fracking fluid is generally composed of water (~99.5%), proppants and a mixture of chemical
additives that vary depending on the characteristics of shale reservoir [8,9].
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One of the significant issues associated with fracking in shale is that massive amount of fracturing
fluid (~5–50%) is retained in the formation after the fracking process [10,11]. For example, Ge [9] and
Penny et al. [12] reported that only around 5% of the water is recovered the fracturing processes in shale
while Nicot et al. [13] found less than 20%. Yang et al. [4], Makhnov et al. [14] and Reagan et al. [15]
disclosed lower than 30% of fracking fluid in some other shale plays to flow-back whereas the other
70% of the injected fluid is believed to be retained by the shale reservoir. In some areas of the Barnet
and Marcellus shales, the recovered water after fracking was nearly 50% [9,16].

The fracking water retention issue in shale has raised environmental [17–20] and technical
concerns [21,22]. The role of retained water in contaminating the drinking water aquifers is a topic of
debate [17]. Vidic et al. [20] stated that the induced fractures outside the target formation could provide
pathways for fracking fluid to migrate through. In the town of Pavillion, WY, the U.S. Environmental
Protection Agency (EPA) observed water contamination in two shallow monitoring wells [18].
Elevated levels of pH, specific conductance and traces of gas were confirmed in shallow groundwater
possibly due to retained fracking water [23]. In Garfield County, the salinity of groundwater was
reported to increase with fracking activities in the nearby wells [24]. The rise in salinity with increasing
the number of oil and gas wells could trigger the claim that migration from oil/gas wells nearby
took place thus contaminating the shallow groundwater [17]. Similarly, an official report by EPA [19]
proposed that local water well in West Virginia was found contaminated with gel; conceivably due
to leakage of fracturing fluid from an adjacent vertically fractured well. Birdsell et al. [25] concluded
based on a two-dimensional conceptual model that the risk of aquifer contamination is reduced ten
times by the combined influence of production well and capillary imbibition. Myers [26] estimated the
risk of groundwater contamination by fracking water by applying groundwater transport model to a
Marcellus shale utilizing the pressure data from a gas well. He found that fracking fluid might reach
groundwater aquifers in less than ten years. In Europe, investigating the possible in-situ contamination
risk of hydraulic fracturing operation has gained considerable attention. The European Union (EU)
has recently sponsored a project called “FracRisk” to explore the likely risks of the fracking operation.
Under the “FracRisk” project, some generic and modeling studies were carried out to assess the
potential impact of hydraulic fracturing on groundwater aquifers [27,28]. The amount of water used
for hydraulic fracturing in shale is massive, the considerable proportion of retained fracturing fluid
will necessitate using even more water which will adversely affect the water resources in some shale
gas areas, which endure water scarcity [29]. Besides its possible environmental issues, the retained
fracking water can significantly impair the production of shale gas. Ge et al. [19], Gallegos et al. [29]
and Sharma et al. [30] explained that retention of fracturing fluid was found to develop the water
saturation near surfaces of the created fractures, which can prominently impact the gas relative
permeability and productivity. Gas production will be significantly reduced as the water saturation
reaches 40–50% [31,32].

Mitigating the issue of fracturing fluid retention in shale requires knowledge about the factors
controlling this phenomenon. In the literature, more focus was given to the role of shale mineralogy [33]
as a significant factor governing water retention during hydraulic fracturing. Many of the published
studies [21,34,35] reports that clays, which are one of the primary minerals in shale have the affinity
to imbibe water molecules due to their hydrophilic nature. However, the effect of some surface
acting agents’ that are added into the fracking fluid mixture on water retention in shale was not
given enough focus. Common chemical additives in fracturing fluid are often surfactants [7,34,36–38].
Generally, they are intended to increase the viscosity of fracturing fluid to allow it to propagate within
the target formation. An anionic surfactant that is added in fracturing fluid mixture is Internal Olefin
Sulfate (IOS) [34].

Shales have a mixed-charged surface due to the coexistence of negative surface-charged and
positive surface-charged minerals. Anionic surfactants have a negatively charged headgroup and
positively charged weak tail. Figure 1 presents a depiction of the interaction between an anionic
surfactant and a shale surface. Once anionic surfactant solution comes into contact with shale surface,
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either its strong headgroup will be attracted to the positively charged site (Figure 1a), or its weak tail
will be attracted to the negatively charged sites in shale (Figure 1b). These interactions between the
anionic surfactant and shale can alter its wettability and thus causing its water imbibition behavior to
increase or decrease [34,39].

  
(a) (b) 

Figure 1. Schematic diagram of the electrostatic interaction between (a) surfactant headgroup and
positive-charged sites in shale, and (b) surfactant weak tail and negative-charged sites in shale.
Modified after Zhou et al. [39].

In this study, the effect of IOS (anionic surfactant) on water retention in two Malaysian shales was
investigated. The shales were characterized for their total organic carbon (TOC), mineralogy, topology,
and pore system. Water retention was then examined in two ways; measurements of water uptakes [40]
and by utilizing the U.S Bureau of Mine Method (USBM) [34] adsorption/desorption method.

2. Materials and Methods

2.1. Shales

Table 1 lists the properties of the shales used in this study. The two shales differ in their mineralogy
and the amount of organic carbon. The two shale shales were collected from two different Paleozoic
black shale formations in Peninsular Malaysia. One shale “BG-2” was taken from Batu Gajah formation
in Perak district. Batu Gajah formation was described by Baioumy et al. [41] to be a Carboniferous
black shale outcrop formation composed of grey and black flaggy shales. The other shale “KH-2” was
obtained from Kroh formation in Kedah district, which comes under the Ordovician-Devonian age.
The Kroh formation is composed of a sequence of black carbonaceous shale and mudstone.

Table 1. Properties of the BG-2 and KH-2 shales.

Sample ID Color Geological Age Thermal Maturity Formation Country

BG-2 Grey Carboniferous * Over-matured * Batu Gajah Malaysia

KH-2 Black Ordovician-Devonian * Over-matured * Kroh Malaysia

* Baioumy et al. [41].

2.2. Surfactant

IOS was used to treat the two shales in this study. Table 2 shows the available information about
this surfactant. Surfactants are added into the hydraulic fracturing fluid to control its viscosity.
In Bakken shale, a surfactant formulation including IOS was used to understand its imbibition
behavior [42]. IOS is also suitable to be used in hydraulic fracturing processes [43].

Table 2. Properties of IOS obtained from supplier and literature.

Commercial Name Type Key Properties Supplier

ENORDET O332 Anionic surfactant

Appearance: Colorless. Liquid at room temperature; pH: 9–12
Density: 0.7 g/cm3 density at 23 ◦C

Active matter (%): 28.03
Carbon atoms numbers: 15–18

Critical micelle concentration: 0.05% *

SHELL

* Abdulelah et al. [34].
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The chemical structure of IOS is shown in Figure 2. It has two alkyl groups (R) with 15 to 18 carbon
atoms on the tail [44]. To achieve the highest change in wettability, IOS was used at a concentration of
1 wt.%, which is well above its critical micelle concentration (CMC).

 
Figure 2. Chemical structure of Internal Olefin Sulfate (IOS).

2.3. Mineralogy and Topology

The mineralogy of the two shales was studied using x-ray diffractometer (Model: XPert3,
PANalytical, Seri Iskandar, Malaysia). Powder forms of BG-2 and KH-2 shales were scanned from 5◦

to 65◦ with a step size of 0.026◦. The basic principle of this technique is that electrons are produced
from an X-ray tube and then accelerated towards the sample (shale in this study). Typical x-ray spectra
are generated once electrons collide with the sample. The sample is continuously rotated by a motor,
and the intensity of diffracted X-rays at an angle (2theta) is plotted. The interatomic spacing (d) is
computed using Bragg’s law. Each D spacing value is a signature of some minerals that are then
identified by comparing these values with the database.

The elements that constitute the mineralogy of both shales were investigated utilizing energy
dispersive spectrometry (EDS) by a microscope (ZEISS, Seri Iskandar, Malaysia) at an accelerating
voltage of 20 kV. Visualization of the mineralogy and pores in BG-2 and KH-2 shales was acquired
exploiting Field Emission Scanning Electron Microscopy (FE-SEM, Model: Zeiss Supra 55VP).
The fundamental of EDS and Images is that electrons beam is focused onto the sample surface hence
producing secondary electrons, backscattered electrons, and characteristics X-ray. Both secondary and
backscattered electrons are used for imaging. Characteristics X-ray is used for EDS. FE-SEM follow the
same working principle but produces higher resolution images than SEM [45].

2.4. TOC

Total carbon (TC) analyzer (Model: Multi N/C 3100, Analytik Jena, Seri Iskandar, Malaysia) was
utilized to measure the percentage of the TOC in BG-2 and KH-2 shales. Before the measurements,
the two shales were treated with Hydrochloric acid (HCL) of 37% concentration to remove the inorganic
carbon. The TC analyzer utilizes the combustion approach to determine the TOC. After the sample
is loaded into a ceramic boat, the amount of carbon is then determined by combustion in an oxygen
environment at 1200 ◦C. The resulted carbon dioxide is then measured by a detector, and then carbon
% can be calculated.

2.5. Fourier-Transform Infrared Spectroscopy (FTIR)

The FTIR spectra of the two shales “BG-2 and KH-2” were obtained using a Perkin Elmer
(Seri Iskandar, Malaysia) spectrometer. The measurements were carried out to obtain the abundant
structures in both shales. The procedures for FTIR spectroscopy involve emitting a photon to a
molecule hence exciting it to higher energy level. The molecular bonds at the higher energy state
vibrate at varying wavenumber. Each wavenumber corresponds to a particular functional group
(e.g., C=O) [46]. FTIR spectroscopy has been utilized by many researchers to decipher the existing
functional groups in many materials including but not limited to rocks [46,47] and chemicals [48].
In this study, FTIR was carried out to unravel the surface functional groups in the two shales to support
the mineralogy and TOC results. Before the measurements, the two shales were dried for 12 h.

67



Energies 2018, 11, 3342

2.6. Wettability Measurement

To assess the affinity of the two shales towards water and surfactant solution, contact angles
between the polished shale surfaces and water/surfactant solution were measured. The measurements
were obtained using Vinci’s interfacial tension meter (IFT, model IFT 700, Vinci Technology,
Seri Iskandar, Malaysia) by the Sessile Drop Method. The baseline wettability of the two shales
was assessed using a droplet of pure water on their polished surfaces. Their wettability for anionic
surfactants was then determined using a droplet of 1 wt.% IOS solution.

2.7. Direct Measurement of Water Retention

The water retention phenomenon in the two shales was evaluated utilizing the conventional
natural stone method [49] at ambient condition under two cases; baseline and with IOS solution.
The procedure includes immersing 100 g of each shale in pure water/surfactant solution in a desiccator
under continuous vacuuming to remove the trapped air noted. When equilibrium was achieved,
the retained water for the two shales was then calculated using mass balance.

2.8. Indirect Measurement of Water Retention

Figure 3 displays the schematic of the adsorption column used in this study. It is well known
from the literature that water retention in shale impairs gas flow [19,30,31,50]. The measurements were
carried out to investigate the change in gas adsorption in “BG-2 and KH-2” shales due to treatment
by IOS solution. To achieve that, the pressure across the adsorption column was monitored during
CH4 adsorption.

Figure 3. Schematic of Adsorption/Desorption Experimental Set-up.

The readings were then plotted versus time to unravel the adsorption behavior under the effect
of water retention. The investigation was carried out in “BG-2 and KH-2” shales before and after
treatment with 1wt.% of IOS solution. The U.S Bureau of Mines (USBM) adsorption procedures were
followed [34].

3. Results and Discussion

3.1. Mineralogy of Shales

The mineralogy results from X-ray Powder Diffraction (XRD) of the two shales “BG-2 and KH-2”
used in this study are presented in Table 3. It can be seen that BG-2 shale contains a higher amount of
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clay and a lower amount of non-clay minerals as compared to KH-2. The difference in mineralogy in
both shales will help better explain the water retention results.

Table 3. Quantitative mineralogy of BG-2 and KH-2 shales from XRD measurement.
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The FE-SEM images of the two shales are shown in Figure 4. The platy/flaky structure of grains
indicates the presence of clay. It can be seen that BG-2 (a) shale has more clay as compared to the KH-2
shale (b), which supports the XRD results.

  
(a) (b) 

Figure 4. FE-SEM images for (a) BG-2 and (b) KH-2 shales.

The Energy-Dispersive X-Ray (EDX) spectra for BG-2 (a) and KH-2 (b) shales is shown in Figure 5
with a corresponding miniature image of Figure 4 embedded in the graph for ease of comparison.

  
(a) (b) 

Figure 5. The Energy-Dispersive X-Ray (EDX) spectra of (a) BG-2 and (b) KH-2 shales with a
corresponding miniature FE-SEM images.
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The BG-2 shale spectrum shows high values of counts per second per electron-volt (cps/eV)
at around 1.5 and 1.7 KeV identify Al and Si minerals respectively, thus indicating the presence of
iron-rich platy crystals of clays such as kaolinite (Si, Al) and/or illite (Al, Si, K, Fe). While comparing
the elements of KH-2 with BG-2, it is found that KH-2 shale is richer in carbon (C) and silicon (Si).
However, it is lower in aluminum (Al), potassium (K), and iron (Fe). Furthermore, it contains a trace
of calcium as opposed to magnesium (Mg) that was found in BG-2. Thus, the KH-2 shale is richer in
silica and organic matters and has a lower clay content.

3.2. TOC

Figure 6 shows that KH-2 has a TOC of 12.1%, while BG-2 has only 2.1%. TOC is associated with
the presence of organic matter in the shale. From the perspective of wettability, the organic matter
contributes towards the hydrophobicity of shale [34]. As such, KH-2 is presumably more hydrophobic
than BG-2.
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TOC (%)
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Figure 6. The total organic carbon (TOC) percentage in BG-2 and KH-2 shales.

3.3. Fourier-Transform Infrared Spectroscopy (FTIR)

Figure 7 presents the FTIR spectra of BG-2 and KH-2 shales. The broadband existing between 3404
and 3627 cm−1 probably corresponds to O-H stretching of hydroxyl groups which could be attributed
to the existence of clay minerals.
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Figure 7. Fourier-Transform Infrared Spectroscopy (FTIR) Spectrum of BG-2 and KH-2 shales.
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The presence of clay minerals and quartz is also inferred from the stretching of Si–O–Si band at
about 1021 cm−1 [51]. The intensity of these bands in BG-2 is greater than KH-2 inferring that BG-2
is richer in clay than KH-2, which confirms XRD results in Table 3. The presence of organic matter
is evidenced by the peaks at 1635 cm−1 and 676 cm−1. These peaks are attributed to C=O vibration
of carboxylates and deformation of CH group; respectively. These two functional groups come from
organic matter [51–53].

3.4. Wettability

Figure 8 display the wettability results by contact angle method of BG-2 (a) and KH-2 (b) shales
with pure water and IOS solution. The presented contact angles are the average of the contact angles
taken throughout three minutes to ensure the stability of the recorded contact angles. The lower
contact angle of a solution on a surface indicates that it is more wetting than pure water. In BG-2 shale,
the contact angle recorded with IOS solution was nearly 3.5◦, which is lower than the contact angle
with pure water that was about 22◦. Therefore, it can be deduced that IOS solution was more wetting
than pure water for BG-2 shale. Similar but less obvious behavior was seen in KH-2 shale, where a
contact angle of approximately 19.5◦ was measured with IOS solution compared to 37◦ contact angle
obtained with pure water.
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Figure 8. Measured contact angles at (a) BG-2 shale surface with pure water and 1 wt.% IOS solution
(b) KH-2 shale surface with pure water and 1wt.% IOS solution.

3.5. Water Uptake

Figure 9 displays the water uptake volume in BG-2 and KH-2 shales before and after treatment
with 1 wt.% of IOS solution. The amount of retained water in both shales increased significantly after
treating the shales with the IOS solution. When BG-2 shale was immersed in pure distilled water,
the volume of water uptake was noted to be 11.2 mL. It increased to 21 mL (an 87% increase) when
immersed in a 1 wt.% IOS solution. Similar but less significant behavior was seen in KH-2 shale in
which the amount of water uptake increased drastically from 8 mL in pure distilled water to 18.5 mL
(a 131% increase) in 1 wt.% IOS solution. It is noteworthy to mention that the upsurge in water uptakes
is possibly due to wettability alteration of shales by IOS towards more water wet. In a previous
study [34] in two shales from the same formations, it was noticed that IOS changed the wettability
of shales into more water- wet. These findings correlate well with the wettability results in Figure 8.
IOS was more wetting than pure water in both shales hence imbibing more than pure water.
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Figure 9. Water uptakes volume in BG-2 and KH-2 shales.

3.6. End Cycle Pressure vs. Time

The USBM’s gas adsorption method was adopted in this study to study the adsorption behavior
of shales. According to previous studies, water retention in shale was found to impair gas flow in
shale. The decline in the quantity of adsorbed CH4 was used to explain the water retention behaviors
in both shales. More pressure drop during CH4 adsorption process presumably indicates higher gas
adsorption and vice versa. CH4 adsorption in the two shales “BG-2 and KH-2” was performed before
and after treatment with IOS surfactant and the pressure drop versus time was utilized to explain the
water uptakes in both shales.

A crushed shale specimen (100 g) was placed in the adsorption column which was then
closed/sealed and tested for gas leakage. The column was pressurized to 20 bar with CH4, and then
the connection to the gas source was closed to isolate the chamber. The pressure was noted at the end
of the 2 h adsorption cycle, and the valve connecting to the CH4 source was re-opened momentarily,
and the column was re-pressurized to 20 bar again. Ten of such cycles were repeated for each shale.

Figure 10 displays the pressure reading at the end of each cycle vs. time for BG-2 and KH-2 shales.
The black curve is for pure distilled water treated while the red curve is for the IOS treated shale.
In the case of pure distilled water treated shale, the pressure continued decreasing till the end of the
5th adsorption cycles (10 h) indicating the continued CH4 adsorption. The pressure at the end of the
6th cycle was similar to the 5th cycle suggesting that the rate of adsorption is leveling off. The lowest
pressure observed during the test was 14 bar (a 30% change in pressure), and it occurred after about
12 h. The pressure change at the end of each subsequent cycle became gradually smaller until the last
two cycles in which there was no change in pressure indicating that CH4 adsorption is completed.
When BG-2 shale was treated with IOS, the end of cycle pressure profile drastically changed. The lowest
pressure observed during the test was 18 bar (only 10% change in pressure), and it occurred after just
the 1st cycle (2 h). The next two cycles saw a slow reduction of the end of cycle pressure, but there was
no change in pressure reduction after the 5th cycle. When comparing the behavior of the two curves,
it becomes evident that IOS treatment has reduced the adsorption capacity of the shale. For the pure
distilled water treated KH-2 shale, the cycle end pressure continued decreasing till the end of the 4th
adsorption cycles indicating the continued CH4 adsorption. The pressures at the end of the 5th–7th
cycles were similar to the 4th cycle suggesting that the rate of adsorption was leveling off.
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Figure 10. Column pressure at the end of adsorption cycle vs. time for (a) BG-2 and (b) KH-2 shales.

The lowest pressure observed during the test was 10 bar (a 50% change in pressure), and it
occurred after about 6 h (3rd cycle). The pressure changes at the end of each subsequent cycle became
gradually smaller until the last three cycles in which there was no change in pressure indicating that
complete CH4 adsorption was achieved. In the case of KH-2 that was treated with IOS, the end of cycle
pressure profile significantly changed. The lowest pressure observed during the test was 14 bar (a 30%
change in pressure), and it occurred after only the third cycle. The pressures at the end of 4th cycles
were similar to the 3rd cycle suggesting no change in the rate of adsorption. The next four cycles saw a
gradual reduction of the end of cycle pressure, but there was no change in pressure reduction after the
7th cycle. While comparing the behavior of the two curves, it becomes evident that IOS treatment has
reduced the adsorption capacity of KH-2 shale.

Figure 11 shows a comparison of the two shales “BG-2 and KH-2” after treatment with pure
distilled water only. The pressure at the end of each adsorption cycle was plotted vs. time. The solid
curve is for KH-2 water-treated shale, while the dotted curve is for BG-2 water-treated shale. In the
first adsorption cycle, a similar cycle-end pressure was noted in both shales. Later, KH-2 shale showed
a more drastic change in cycle-end pressure till the end of the 3rd cycle (a 50% reduction in pressure).
A less pronounced decrease in pressure was seen in BG-2 shale, where only a 30% reduction in pressure
was noted at the end of the 5th cycle. When comparing the cycle-end pressure of the two shales,
it becomes clear that the amount adsorbed CH4 was more in KH-2 shale. It is most likely attributed to
the fact that KH-2 is richer than BG-2 in organic matter.
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Figure 11. The end cycle adsorption pressure for BG-2 and KH-2 shales treated with pure water.

The adsorption behavior of the two shales “BG-2 and KH-2” after treatment with IOS is shown
in Figure 12, where the end-cycle pressure is plotted vs. time. A reduction in pressure was noted in
KH-2 shale (solid curve) up to the end of the 3rd cycle (a 30% reduction in pressure). However, it was
not as significant as with the purely distilled water case cycle (was a 50% reduction in pressure).
Less significant reduction in end-cycle pressure was seen in BG-2 shale, where only a 10% reduction in
pressure was noted at the end of the 2nd cycle. When comparing the end cycle pressure reading in
both shales, it is found that KH-2 showed higher CH4 adsorption than BG-2, as was the case with pure
water treatment.
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Figure 12. The end cycle adsorption pressure for BG-2 and KH-2 shales treated with IOS

It is evident from Figures 11 and 12 that IOS treatment has reduced the CH4 adsorption in both
shales as compared to pure water treatment. It should be noted that the IOS had increased the water
retention in both shales as compared to pure water treatment. Presumably, the higher water retention
in both shales occupied some of the available adsorption sites, thus resulting in lower gas adsorption.

74



Energies 2018, 11, 3342

4. Conclusions

In this study, the influence of anionic surfactant on water retention in shales was investigated.
Two well-characterized Malaysian shales “BG-2 and KH-2” were treated with 1 wt.% IOS solution,
and the changes in water uptake were noted. The water retention phenomenon was inferred from the
results of the water imbibition and gas adsorption tests. When BG-2 and KH-2 shales were treated
with 1 wt.% IOS solution, their water retention and CH4 adsorption characteristics changed compared
to the case when they were immersed in pure water. The water uptakes dramatically increased by
131% in KH-2 and 87% in BG-2, while CH4 adsorption was reduced by 50% in KH-2 and 30% in BG-2.
It is presumed that the higher water retention in both shales occupied some of the available adsorption
sites, thus resulting in lower gas adsorption. The mineralogical analysis of the two shales showed
that higher water retention and consequent lower gas adsorption was observed in BG-2 shale which
had a higher clay content of 57% and low TOC of 2.1% as compared to the KH-2. The difference in
the amount of retained water in both shales was found to correlate with their TOC and mineralogy.
The higher affinity of BG-2 to retain a significant amount of water is possibly attributed to its high
clay content and poor organic material. The relatively lower water uptake in KH-2 is presumably
attributed to its high TOC of 12.1% and low clay content of 26%. As opposed to clay, organic matter
is hydrophobic and thus hindering water imbibition. These results also suggest that the addition of
anionic surfactant into the fracking fluid cocktail for hydraulic fracturing of shales could increase the
water retention issue.
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Abstract: A new closed-form analytical solution to the radial transport of tracers in porous
media under the influence of linear drift is presented. Specifically, the transport of tracers under
convection–diffusion-dominated flow is considered. First, the radial transport equation was cast in
the form of the Whittaker equation by defining a set of transformation relations. Then, linear drift
was incorporated by considering a coordinate-independent scalar velocity field within the porous
medium. A special case of low-intensity tracer injection where molecular diffusion controls tracer
propagation but convection with linear velocity drift plays a significant role was presented and
solved in Laplace space. Furthermore, a weak-form numerical solution of the nonlinear problem was
obtained and used to analyse tracer concentration behaviour in a porous medium, where drift effects
predominate and influence the flow pattern. Application in enhanced oil recovery (EOR) processes
where linear drift may interfere with the flow path was also evaluated within the solution to obtain
concentration profiles for different injection models. The results of the analyses indicated that the
effect of linear drift on the tracer concentration profile is dependent on system heterogeneity and
progressively becomes more pronounced at later times. This new solution demonstrates the necessity
to consider the impact of drift on the transport of tracers, as arrival times may be significantly
influenced by drift intensity.

Keywords: transport of tracers; linear drift effect; convection–diffusion equation; enhanced oil
recovery; closed-form analytical solution

1. Introduction

The study of the transport of tracers has become an essential technique for porous media
characterisation, particularly in enhanced oil recovery (EOR) in hydrocarbon reservoirs (e.g., Baldwin [1]),
hydrology (e.g., Rubin and James [2]), nuclear (e.g., Moreno et al. [3] and Herbert et al. [4]), drug
transport in blood vessels (e.g., Mabuza et al. [5]) and geothermal engineering (e.g., Vetter and Zinnow [6]).
Multiple processes and mechanisms are usually involved in the chemical interaction of the constituent
components when the tracer is being transported through a porous medium. Two major processes
involved in the transport phenomenon include convection and hydrodynamic dispersion. The convection
process involves bulk movement of fluids, while hydrodynamic dispersion describes the dual actions of
molecular dispersion and shear or mechanical mixing process. These complementary transport processes
are adequately captured by the well-known convection–dispersion–diffusion equations with or without
chemical reactions (e.g., Tomich et al. [7], Bear [8], Zhou and Zhan [9]).

Surfactant or biosurfactant partitioning and transport in the oil phase during enhanced oil recovery
processes is usually neglected, because, it requires the solution of a system of nonlinear coupled partial
differential equations whose solution is numerically challenging [10]. These diffusion equations are
based on linear or one-dimensional geometry due to the relative ease with which such equations
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can be solved analytically. Recently, several authors have studied hydrodynamic transport in porous
media using the random walk method (see a review paper by Noetinger et al. [11] and references
cited therein). Approximate solutions have also been presented in modelling of radial geometry under
conditions of shear mixing, albeit approximate in nature [12]. Exact analytical solutions have been
obtained in cases where convective velocity and hydrodynamic dispersion functions were assumed
constant (e.g., Carslaw and Jaeger [13]) and in porous media where tracer adsorption, non-uniform
convection and variable dispersion manifest (e.g., Falade and Brigham [14]).

Attinger and Abdulle [15] studied the effective drift of transport problems in heterogeneous
compressible flows. They discussed the impact of a mean drift and showed that static compressible
flow with mean drift can produce a heterogeneity-driven large-scale drift or ballistic transport.
A similar study was carried out by Vergassola and Avellaneda [16], where it was demonstrated that for
static compressible flow without mean drift, there is no impact on the large-scale drift. The calculation
of the effective ballistic velocity Vb was reduced to the solution of one auxiliary equation. They derived
an analytic expression for Vb for some special instances where flow depends on a single coordinate,
random with short correlation times and slightly compressible cellular flow. Transport will be depleted
due of the trapping for arbitrary time-independent potential flow and for time-dependent potential
flow or generic compressible flow, transport will be enhanced or depleted depending on the velocity
field. Vergassola and Avellaneda [16] also discovered that trapping due to flow compressibility may
enhance particle spreading, leading to ballistic transport that is very efficient.

In field applications, particularly during EOR involving chemical injections such as surfactants,
alkali or polymer, fluid migration in an active or partially active aquifer formation may lead to
displacement of the injected chemical during the shut-in period. Linear drift may also occur as a result
of interference by the production/injection well, which is hydraulically connected to the formation
of interest. Investigation conducted by Tomich et al. [7] indicated that in a single-well test involving
the injection of ethyl acetate, fluid migration in the formation due to a reservoir water drive might
lead to displacement of the tracer bank during the shut-in period. The injection of the ethyl acetate
was followed by the injection of a water bank, allowing the system to hydrolyse during the chemical
reaction to form ethanol, a secondary tracer. The difference in magnitude of the velocity of arrival of
the two tracers was used in estimating the residual oil saturation.

The occurrence of linear drift may lead to the flow path being rerouted, leading to inaccurate and
inconclusive tests with ultimate financial implications. Moench and Ogata [17] applied Laplace transform
as described by Stehfest [18] to solve the dispersion in a radial flow in a porous medium. The resulting
Airy function was computed using the series representation for |z| > 1 [19]. Mashayekhizadeh et al. [20]
applied Fourier series methods to numerically solve the Laplace transform of a pressure distribution
equation for radial flow in porous media. Other authors (e.g., De-Hoog et al. [21], Dubner and Abate [22],
Zakian [23] and Schapery [24] and Brzeziński and Ostalczyk [25]) have proposed improved techniques for
numerical inversion of Laplace transforms, typically by accelerating the convergence of the Fourier series.

The occurrence of advection–dispersion with the influence of drift is vast and may occur in
petroleum reservoirs with underlying aquifer, CO2–EOR processes and in contaminant hydrology.
Understanding flow and transport behaviour in porous media where drift may occur is important
in radioactive waste management due to the possible longevity of radionuclide materials and the
possibility of being rerouted to the surface environment during transport processes. Despite the
extensive research in this field, particularly in solving the advection–dispersion equation (ADE) both
analytically and numerically, there is yet to be a consideration for the closed-form solution of the ADE
in systems where the effect of linear drift may predominate.

A Fickian solution (Fick [26]) to the the convection–diffusion equation can be easily obtained
for the simple cases where velocity and hydrodynamic dispersion are constant and the reaction
term is either zero or first order in concentration (e.g., Falade and Brigham [14] and Skellam [27]).
However, in cases where hydrodynamic dispersion is radially distributed and linear drift predominates,
an exact analytical solution to the transport equation has not been reported in the literature. In this
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work, a closed-form solution of the transport of tracers in porous media under the influence of
linear drift is presented. First, the radial transport equation is cast in the form of the Whittaker
equation [28] by defining a set of transformation relations and a change of variables. Linear drift is
incorporated by considering a coordinate-independent scalar velocity field within the porous medium.
A special case of low intensity tracer injection where molecular diffusion controls tracer propagation
but convection with linear velocity drift plays a significant role is presented and solved in Laplace
space. Second, the concentration distribution around the source of tracer injection is solved analytically
in radial coordinate and the obtained result transformed to the equivalent Cartesian coordinates
system. A weak-form numerical solution is then obtained and used to analyse tracer concentration
behaviour in enhanced oil recovery (EOR) processes where linear drift effect may interfere with the
fluid flow path.

2. Radial Diffusion Models with Drift

Figure 1 shows a schematic representation of a chemical tracer injection in a single-well test,
indicating (a) the injection of a chemical, (b) the reaction between the injected chemical and the injected
water bank and (c) the production stage without the influence of drift. Figure 1d–f shows the same
process as highlighted in Figure 1a–c, but, with underlying aquifer causing a noticeable drift effect
during the production stage (f) (e.g., Tomich et al. [7]).

Figure 1. Schematic representation of chemical tracer method in a single well test involving injection of
tracer (a–c) without drift and (d–f) with drift.

The transport of tracers in a constant flow of carrier fluid flowing in a porous medium governed
by the convection–diffusion equation expressed in terms of resident concentration in radial coordinates
can be written as (see, for instance, Falade and Brigham [14]) :

1
r

∂

∂r

(
rφD

∂C
∂r

)
− 1

r
∂

∂r
(rφvC)− γ (κr + s)C =

∂φC
∂t

, (1)

v =

(
vx cos θ +

qi
2πrφh

)
(2)

=
(

vd +
α

r

)
, (3)

where the composite velocity v (m/s) consists of the linear flow velocity vd (m/s) superimposed on a
radial flow of the injected tracer of strength qi (m3/s). When the flow of the tracer is influenced by
linear drift, the linear flow velocity will consist of both radial and tangential velocity components:
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vd = vr + vt (4)

=
dr
dt

êr + r
dθ

dt
êθ . (5)

For low intensity tracer injection, the tangential velocity is negligibly small compared to the radial
velocity. Other variables α, γ and D are defined as follows:

α =
qi

2πrφh
, (6)

γ = θ

(
Smp + κl

(
1 − Smp

)
Smp

)
, (7)

and D is the flow hydrodynamic dispersion (m2/s), s is Laplace parameter, Sm is the mobile fluid
phase saturation, qi is the tracer injection rate (m3/s), r is radial distance (m), φ is porosity and h is
porous media thickness (m). Hydrodynamic dispersion D is generally believed to be made up of two
components—molecular diffusion and shear mixing—which can be expressed as:

D = Dm + Do|vmrD |. (8)

In Equation (8), Dm is the molecular diffusion constant (m2/s) and Do is the shear mixing
constant (m).

The dimensionless form of the general convection–diffusion equation can be written in Laplace
space as (see Appendix A for the derivation of the transport equation under the influence of linear drift):

d2Ψ
dr2

D
−
{

α2 (ωrD + 1)2 − κ2

4(κrD + β)2 +
αω

2(κrD + βw)
+

φ(κr + s)rD
(κrD + β)

}
Ψ = 0, (9)

where the variables are redefined as:

D(rDk) = Dm + vmDo

(
ω +

1
rD

)
, (10)

= κ +
β

rD
, (11)

and

κ = Dm + βω (12)

vw =
α

rw
, (13)

β =
βw(αDo)

rw
, (14)

= vwDo, (15)

γ = θ

(
Sm + κl (1 − Sm)

Sm

)
r2

w. (16)

82



Energies 2019, 12, 29

3. Mathematical Formulation of the Radial Transport Equation with Linear Drift

In order to establish the radial transport equation where linear drift effect can be incorporated,
the following transformation relations are defined:

η = (κrD + β), (17)

rD = (η − β)
1
κ

, (18)

dη

drD
= κ, (19)

d2Ψ
dr2

D
= κ2 d2Ψ

dη2 , (20)

and applying the transformation to Equation (9):

κ2 d2Ψ
dη2 −

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

i
↓

α2 [ω
κ (η − β) + 1

]2 − κ2

4η2 +
αω

2η
+

ii
↓

φ(κr + s) 1
κ (η − β)

η

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

Ψ = 0. (21)

Note:

[ω

κ
(η − β) + 1

]2
=

ω2

κ2 (η − β)2 +
2ω

κ
(η − β) + 1

=
ω2

κ2 η2 − 2ω

κ

(
ωβ

κ
− 1

)
η +

(
ωβ

κ
− 1

)2
. (22)

Therefore, the term highlighted as (i) in Equation (21) can be written out by considering the
relational expression (Equation (22)), thus:

α2 [ω
κ (η − β) + 1

]2 − κ2

4η2 =

[
α2ω2

κ2 η2 − 2α2ω

κ

(
ωβ

κ
− 1

)
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(
ωβ

κ
− 1
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− κ2

]
1
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=
α2ω2

4κ2 − α2ω

2κ

(
ωβ

κ
− 1

)
1
η
+

1
4η2

[
α2
(

ωβ

κ
− 1

)2
− κ2

]
. (23)

Similarly, the term highlighted as (ii) in Equation (21) can be rewritten thus:

φ(κr + s)(η − β) 1
κ

η
=

φ(κr + s)
κ

− βφ(κr + s)
κη

. (24)

Hence, Equation (21) can now be written as:
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dη2 = 0 −

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
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+
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κ

}
Ψ = 0. (25)
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Expanding the terms highlighted as i and ii in Equation (25) and rearranging:

d2Ψ
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⎢⎣

α2
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(
ωβ
κ − 1
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4η2 − ω
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Simplifying, Equation (26):
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Equation (27) can be cast in the form of the Whittaker equation if a change of variable is
defined thus:

ξ = 2η
√

a. (28)

where:
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1
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and
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Using Equations (32) and (33) in Equation (27) gives:
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d2Ψ
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which can be expressed in the form of the Whittaker equation [28] as:
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κ − 1

)
− 1

]
f (s)

− β

2
f (s)

⎤
⎦ , (40)

f (s) =
1
κ

√(
α2ω2

4κ2 +
γ(κr + s)

κ

)
(41)

ξ = 2(κrD + β) f (s), (42)

= 2η f (s) (43)

3.1. Introducing the Linear Drift

Linear drift can be introduced to the convection–diffusion equation by applying it as a scalar
velocity field vd, since it is coordinate-independent, having a magnitude that acts on every point within
the porous body. For the purpose of this analysis, linear drift is applied on the x-direction only. Using
the general hydrodynamic description of the diffusivity coefficient:

D(r) = Dm + Do|vd|, (44)

= Dm + αDo

(
ω +

1
r

)
, (45)

= Dm + vmDo

(
ω +

1
rD

)
, (46)

and defining the following relational variables:

αω = vmω, (47)
α

vm
=

ω

ω
= rw, (48)

and dimensionless variables:

α

r
=

vm

rD
(49)

rD =
r

rw
(50)

vd = v − α

r
. (51)
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Equation (46) can be written out after expanding and rearranging thus:

D(r) = Dm + βw

(
ω +

1
r

)
(52)

= κ +
βw

r
, (53)

where:

κ = Dm + βwω, (54)

ω =

(
vd cos θ

α

)
, (55)

βw = αDo, (56)

α =

(
Q

2πhθ

)
. (57)

3.2. Analytical Solution

The general solution of the Whittaker equation [28] is given as:

Ψ(η, s) = A(s)Mκ,μ(ξ) + B(s)Wκ,μ(ξ). (58)

In Equation (58), A(s) and B(s) are arbitrary functions of ′s′ to be determined by the requirements
of the boundary conditions, while Mκ,μ(ξ) and Wκ,μ(ξ) are the Whittaker function, which can also be
defined in terms of Kummer’s confluent hypergeometric functions as:

Mκ,μ(ξ) = e−
ξ
2 ξ

1
2+μ M

(
1
2
+ μ − κ, 1 + 2μ, ξ

)
(59)

Wκ,μ(ξ) = e−
ξ
2 ξ

1
2+μU

(
1
2
+ μ − κ, 1 + 2μ, ξ

)
. (60)

Therefore, Equation (58) can be presented in terms of the Kummer’s function as:

ψ(ξ, s) = (A(s)M(a, b, ξ) + B(s)U(a, b, ξ)) e−
ξ
2 ξ

1
2+μ (61)

In general, the Kummer’s function of the first kind:

M(a, b, ξ → ∞) → Γ(b)
Γ(a)

ξa−beξ , (62)

implies that the M(a, b, ξ) function becomes unbounded when ξ becomes large. Therefore, the arbitrary
function coefficient A(s) of Equation (61) must become zero for Equation (62) to satisfy the external
boundary condition specified for the system. Equation (61) therefore reduces to:

ψ(ξ, s) = e−
ξ
2 ξ

1
2+μB(s)U

(
1
2
+ μ − κ, 1 + 2μ, ξ

)
. (63)

The coefficient B(s) is obtained from the application of the inner boundary condition. The function
U(a, b, ξ), variously referred to as the Kummer’s function of the second kind or the Tricomi function,
decreases exponentially as ξ increases and vanishes as ξ becomes infinitely large as required by the
inner boundary condition of this problem.
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The tracer concentration C(η, s) can be now be written as:

C(η(r), s) = Ψe−
{

1
2
∫ (

κ−α
κr+β +

αωr
κr+β

)
dr
}

. (64)

Detailed mathematical transformation in dimensionless form and inverse Laplace transfom of
the general solution are available in Appendix B. The solution to Equations (34)–(37) can therefore be
expressed as:

ψ(ξ) = e−
ξ
2 ξ

1
2+μU(

1
2
+ μ − κ, 1 + 2μ, ξ). (65)

However, the concentration C is defined in terms of ψ as:

C = ψe
{
− 1

2
∫ ( D′−υ

D + 1
rD

)
drD

}
, (66)

or:

C = ψe
{
− 1

2
∫ (

κ−α
κrD+β +

αωrD
κrD+β

)
drD

}
(67)

C = ψ (κrD + β)

(
κ2−ακ−αωβ

κ2

)
e
{
− 1

2
αω(κrD+β)

κ2

}
(68)

C = (κrD + β)

(
κ2−ακ−αωβ

κ2

)
e
{
− 1

2
αω(κrD+β)

κ2

}
e−

ξ
2 ξ

1
2+μU

(
1
2
+ μ − κ, 1 + 2μ, ξ

)
, (69)

so that:

C = (η)

(
κ2−ακ−αωβ

κ2

)
+( 1

2+μ)
(2
√

a)
1
2+μe

{
−
(

1
2

αω
κ2 +

√
a
)

η
}

U(
1
2
+ μ − κ, 1 + 2μ, (2

√
a)η), (70)

or:

C = (ξ)

(
k2−αk−αωβ

k2

)
+( 1

2 +μ)
(2
√

a)
−
(

k2−αk−αωβ

k2

)
Exp

{
−
(

1
2

αω

(2
√

a)k2 + 1
)

ξ

}
U(

1
2
+ μ − κ, 1 + 2μ, ξ), (71)

where ‘a’ is given as:

a =
1
k2

(
α2ω2

4k2 +
φ(kr + s)

k

)

=
1

4k4 (α
2ω2 + 4kφ(kr + s)), (72)

and:

ξ = (2
√

a)η

= (2
√

a)(krD + β)

=
1
k2

√
(α2ω2 + 4kφ(kr + s)(krD + β) (73)

ξrD =
1
k2

√
(α2ω2 + 4kφ(kr + s)(k + β). (74)

3.3. Weak-Form Numerical Solution of the Tracer Transport Equation

The weak-form solution of Equation (71) is now presented by considering (i) a ‘pot’ diffusion
case where tracer flow is controlled by molecular diffusion with no hydrodynamic dispersion but
with velocity drift and (ii) cases where convection dominated the molecular diffusion effect. In order
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to achieve this, the separation of variables is adopted with X-parameter (Xp) and Y-parameter (Yp),
defined thus:

C(x, y, s) = Xp(x)Yp(y, s). (75)

The X-parameter (Xp) can be expressed as:

Xp(x) = τU(
1
2
+ μ − κ, 1 + 2μ, σξXp)e

− 1
2 (

1
σ −1)ξXp , (76)

where the components and arguments of the Tricomi Kummer function U(a, b, x) are defined thus:

μ = −1
2

, (77)

ξXp =

[
βv0

D0d
+

v0

D0
x
]

, (78)

σ =

√
1 − 4ω2D0

v2
0d

, (79)

τ =
Γ( j

k )

Γ(j)
, (80)

h =
ω2β

v0d2 , (81)

k =
√

1 − j, (82)

and Y-parameter (Yp):

Yp(y, s) =
(

1
3

ξ
1
2+μ

Yp

)
e−

v0y
2Do

[
I− 1

3

(
2
3

Lξ
3
2+μ

Yp

)
+ I+ 1

3

(
2
3

Lξ
3
2+μ

Yp

)]
, (83)

μ = 0, (84)

ξYp =

[
1
4

(
v0

D0

)2
+

Rs + Rκ + ω2

D0λ
y

]
, (85)

L =
D0λ

Rs + Rκ + ω2 . (86)

I is modified Bessel functions of the first kind and decays to zero rapidly with the concentration
distribution of the Y(y, s) component in the negative half, mirroring the positive half.

3.3.1. Separation Constant (ω2)

The constant of separation (ω2) is obtained by rewriting the general advection–dispersion
equation (ADE) for the flow of reactive tracers under the influence of linear drift thus:

D0

(
β

x
+ d

)
Cxx − v0

(
β

x
+ d

)
Cx + D0

λ

y
Cyy − v0

λ

y
Cy − RκC = RCt, (87)

where the linear drift ratio is written as d = vd
v0

. The linear drift ratio, d, is coordinate-independent;
therefore, its magnitude can be applied equally to the y-axis or, in the case of a 3D system, the z-axis.
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Substituting Equation (75) into Equation (87), dividing through by X(x)Y(y, t) and rearranging
(see Appendix C ) gives:

D0

(
β

x
+ d

)
X′′ − v0

(
β

x
+ d

)
X′ + ω2X(x) = 0, (88)

D0
λ

y
Y′′ − v0

λ

y
Y′ − (Rs + Rκ + ω2)Y(y, s) = 0, (89)

where the component Equation (88) is time-independent, while Equation (89) is time-dependent
and expressed in Laplace space with Laplace parameter s. Considering the following
transformation parameters:

β = rw cos2 θ, (90)

λ = vyrw sin2 θ, (91)

xw = rw cos θ, (92)

yw = rw sin θ, (93)

Equations (88) and (89) can be rewritten as:

D0 (cos θ + d) X′′ − v0 (cos θ + d) X′ + ω2X(xw) = 0, (94)

L−1
[

D0(vy sin θ)Y′′ − v0(vy sin θ)Y′ − (Rs + Rκ + ω2)Y(yw, s)
]
= 0. (95)

Equation (94) is time-independent, while Equation (95) is time-dependent and expressed in
Laplace space with Laplace parameter s.

3.3.2. Boundary and Initial Conditions

Equation (87) is governed by the following boundary conditions:

C(x, y, t = 0) = Ci(x, y) for x = y = R (96)

C(x = ±∞, y, t) = 0 for y = R, t > 0 (97)

C(x, y = ±∞, t) = 0 for x = R, t > 0 (98)

C(xw, yw, t) = C0 for t > 0 (99)

where, the transformation from the polar (radial) coordinate to Cartesian coordinate is given as
xw = rw cos θ and yw = rw sin θ. The concentration C(xw, yw, t) of the tracer is known within the
wellbore during a tracer test; thus, the solution for t > 0 can be obtained by solving Equation (87)
within the porous formation outside the wellbore.

The Y-parameter Yp is in Laplace space and requires a numerical inversion scheme, such as the
Gaver–Stehfest algorithm [18,29], Talbot inversion algorithm [30] or Euler inversion [31,32] algorithm.
The scripts for these algorithms are open source and are readily available for download from the
Mathworks website [33]. Out of the two algorithms attempted for the numerical inverse Laplace
operation, Gaver–Stehfest and Euler inversion, only the Euler inversion algorithm produced a stable
result (see also Avdis and Whitt [34]). Hence, Euler’s Inversion Algorithm was used for the numerical
inverse Laplace operation in the numerical code developed for this work.

Flow convection depends on the velocity of the system and is modelled by considering a
heterogeneous system. Anisotropic porosity distribution was generated using the random probability
density function (PDF) allowing for non-uniform velocity distribution to be computed. Typical porosity
distribution is shown in Figure 2 with a mean value of 0.25 and standard deviation of 0.64.
The corresponding computed velocity distribution is shown in Figure 3.
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Figure 2. Porosity distribution profile generated using random probability density function. [−]

denotes that the variable has no unit.

Figure 3. Typical spatial heterogeneous porous system velocity distribution (m/s) used in the
numerical computation.

4. Analysis of Results

In this work, the effect of linear drift on the tracer propagation profile in a typical formation of
thickness h = 9 m and injection well of radius rw = 0.127 m was investigated. Injected particles
are considered to be components of surfactants or polymers used in EOR processes, but in this case,
the chemical reaction was neglected. The injection rate was fixed at 1.4 × 10−3 m3/s and dispersion
coefficient D0 = 1.4 × 10−3 m2/s was applied. The tracer concentration distribution ratio Ci was
monitored under three continuous injection periods of ten (10) days, fifty (50) days and seventy (70)
days respectively.

The developed solution was first tested by evaluating the error limit associated with the separation
of variable parameter (ω2) for different angle θ. Simulation runs involved one hundred (100) values of
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ω2 as defined by Equation (81)—ranging from 0.01 × ω2
1 corresponding to a value of ω2 = 2.33 × 10−8

to ω2
100 corresponding to a value of ω2 = 2.59 × 10−6—with an incremental value of 0.01 × ω2

100 .
The minimum error corresponds to the value of separation variable ω2 = 2.33 × 10−8, as indicated by
Xp, Yp,t, X − Yp,t plots (Figures 4–6). The combined solution X − Yp,t indicated that there exist points
of singularity at 0◦, 180◦ and 360◦ when taking the inverse of the coordinate point y.

A typical result of the concentration distribution as a function of angle θ obtained from the solution
of Equation (75) is shown in Figure 6 for five 5 selected ranges of values of ω2. The concentration
profile basically grows with increasing values of ω2 between ω2 = 2.33 × 10−8 and ω2 = 1.06 × 10−6

and between θ = 150◦ and θ = 300◦, after which the impact of drift sets in. With the onset of drift,
the concentration profile shortens but with a much wider coverage for ω2 = 1.58 × 10−6. The region
covered by ω2 = 2.10 × 10−6 can be seen to have drifted to θ = 240◦ to −300◦.

In order to further examine the impact of the drift parameter on separation constant ω2, Xp and
angle θ◦, a full simulation run at different time intervals of t = 10 d, t = 30 d, 50 d and 70 d was
carried out and results presented in Figures 7–10. The magnitude of error due to ω2 generally reduces
with increasing computational time. In Figure 10, the influence of drift is more pronounced. A typical
concentration distribution within the porous media with linear drift after 10 days is shown in Figure 11.
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Figure 4. X-parameter (Xp) as a function of angle (θ◦) at a fixed time t = 10 d and varying separation
constant (ω2).

Linear Drift Effect and Concentration Distribution Profile

In a single-well tracer or surfactant injection systems, a primary tracer bank is first injected into a
formation containing oil at residual saturation. The bank is then followed by a bank of tracer-free water.
The well is then shut in for a period of time, after which the well is produced and the concentration
profiles monitored. Where there is fluid migration in the formation due to the movement of an
underlying basal water displacing the injected tracer banks during shut-in, the production profile
may be distorted and fluid pathway rerouted. In this situation, the effect of linear drift on fluid flow
behaviour will have to be investigated.

Generally, in isotropic and homogeneous systems, where there is no linear drift or natural
convection, the tracer propagation profile is expected to follow a cyclic pattern. The concentration
distribution will be equal at an equidistant radial position from the injection well. In this work, a system
with variable porosity distribution was modelled and the corresponding non-uniform velocity profile
used in the computation of the drift ratio. In this case, the tracer propagation profile is expected to
follow a natural pattern determined by the interplay of the forces associated with the system variables,
such as the tracer injection rate.
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Figure 5. Y-parameter (Yp) as a function of angle (θ◦) at a fixed time t = 10 d and varying separation
constant (ω2).
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Figure 6. Concentration profile versus angle (θ◦) and varying separation constant (ω2).

In order to investigate the effect of the drift intensity on the tracer concentration profile, three
(3) values of drift ratio d = 0.03, 0.09 and 0.2 were evaluated for time duration t = 10 d, 50 d and
70 d. In the presence of linear drift in a heterogeneous system, however, there exists an unequal
distribution of tracers along the principal x-axis and varies in a non-uniform manner along the positive
and negative radial distance. Where the angle θ increases in the +ve and −ve y-axis, the system
convection will lead to an increase or decrease in the tracer concentration distribution depending on
the degree of system heterogeneity. It is important to note that an increase in the tracer concentration
distribution will be observed in a homogeneous system.

The results of the tracer tests for different drift ratios at different time intervals are shown in
Figure 12. At a fixed drift ratio (e.g., d = 0.2), the effect of the linear drift on the tracer concentration
profile is progressively more pronounced at later times; with the lowest tracer concentration ratio at
later time indicating a high drift effect. Similarly, at any particular point in time (e.g., at time t = 70 d),
linear drift has a greater effect at a higher drift ratio (e.g., d = 0.2).
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Figure 7. 3D plot of X-parameter (Xp) as a function of the separation constant (ω2) and angle (θ◦) at
time t = 10 d.
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Figure 8. 3D plot of X-parameter (Xp) as a function of the separation constant (ω2) and angle (θ◦) at
time t = 30 d.
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Figure 9. 3D plot of X-parameter (Xp) as a function of the separation constant (ω2) and angle (θ◦) at
time t = 50 d.
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Figure 10. 3D plot of X-parameter (Xp) as a function of the separation constant (ω2) and angle (θ◦) at
time t = 70 d.
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Figure 11. Typical concentration distribution within the porous media with low linear drift ratio
d = 0.006 after 10 days.

Figure 12. Concentration distribution within the porous media with linear drift ratio d = 0.03, 0.09 and
0.2 and time interval t = 10 d, 50 d and 70 d.

5. Conclusions

The study of the transport of tracers with linear drift is an important aspect of porous media
characterisation. Despite the extensive research in this field, particularly in solving the ADE both
analytically and numerically, there is yet to be a consideration for the closed-form solution of the ADE
in systems where the effect of linear drift may predominate and an exact analytical solution has not
been reported in the literature. The following conclusions can be drawn from this work:

• A new closed-form analytical solution to the radial transport of tracers in porous media under the
influence of linear drift and radial convection was developed. The radial transport equation was
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cast in the form of the Whittaker equation after adopting variable transformation and an exact
solution for the tracer concentration derived therefrom.

• The weak-form solution was developed by splitting the transformed equation, adopting a common
separation constant and invoking inverse Laplace transformation using the Euler inversion
algorithm.

• Variable transformation from a radial to a Cartesian coordinate system was used to analyse the
concentration distribution profiles in three-dimensional graphical plots.

• The obtained solutions are generally stable and dependent on the precision with which the
separation constant (ω2) can be determined. This is important because the exponential term in
the inversion formula may amplify the numerical error. The maximum error quantified by the
separation constant is ω2 = 2.10 × 10−6.

• The influence of linear drift on the concentration profiles was evaluated in the x-direction for a
system with nonhomogeneous porosity distribution and variable velocity profiles.

• The results of the analyses indicated that the effect of linear drift on the tracer concentration profile
is dependent on system heterogeneity and progressively becomes more pronounced at later times.

• Practical application was demonstrated in a typical EOR process involving the injection of
chemicals (e.g., surfactants or polymers), but without a chemical reaction. Another possible
application is a single-well chemical tracer injection method for measuring residual oil saturation
and fluid flow behaviour and characterisation in porous media.

• This work can be extended to the analysis of systems involving variation of tracer injection
intensity, where spreading may occur in the r-θ or x-y plane. The developed solution can also
be extended to systems where moderate-to-high intensity tracer flow with linear drift manifests.
In this case, the tangential velocity component of the drift velocity becomes significant and will
have to be included in the solution approach.

The new solution to the convective-diffusion equation developed and tested in this work
demonstrates the need to study the impact of linear drift on transport of tracers in porous media.
This is particularly important, since the arrival times of tracers may be significantly influenced by the
drift intensity.
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Abbreviations

Γ(x) Gamma function
κ, μ Whittaker and Kummer function parameters defined in the text
κr Chemical reaction constant, (d−1)
L Laplace operator
ω2 Absolute value of the separation constant
φ Porosity, dimensionless
θ Angle, (◦)
A Constant of integration
Ai(x) Airy function of the 1st kind
Bi(x) Airy function of the 2nd kind
C Tracer concentration
D Flow hydrodynamic dispersion (m2/s)
d Drift ratio
Dm Molecular diffusion constant
Do Shear mixing constant
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h Formation thickness, (m)
i Unit vector along the x-axis
j Unit vector along the y-axis
k Unit vector along the z-axis
L Length of dispersion, (m)
Q Injection rate, (m3/s)
r Radial distance from the well, (m)
rD Dimensionless well-bore radius
rw Well-bore radius, (m)
s Laplace parameter
Sm Saturation of the mobile fluid phase
Smp Mobile fluid phase saturation, dimensionless
t Time, (s or d)
u Velocity along the x-axis without linear drift, (m/s)
U(a, b, z) Tricomi Kummer U-function with parameters (a,b,z)
ud Linear drift velocity, (m/s)
uo Velocity at the well-bore (m/s)
vy Velocity along the y-axis, (m/s)
Wκ,μ(ξ) Whittaker function with parameters (κ, μ)
x x-coordinate variable
y y-coordinate variable
D dimensionless
d drift
m molecular
p phase
r reaction
w well-bore

Appendix A. Derivation of the Transport Flow Equation with Linear Drift

The flow Equation (1) can be expanded by considering a steady-state condition thus:

1
r

{
D

dC
dr

+ rD′ dC
dr

+ rD
d2C
dr2

}
− 1

r

{
vC + rv′C + rv

dC
dr

}
− φ(κr + s)C = 0, (A1)

d2C
dr2 +

(
D′ − v

D
+

1
r

)
dC
dr

−
{

rv′ + v
Dr

+
φ(κr + s)

D

}
C = 0, (A2)

where all variables are as defined in the main text. Let:

C = Ψ exp
{
−1

2

∫ (
D′ − v

D
+

1
r

)
dr
}

. (A3)

Then:

dC
dr

=
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, (A4)
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and:
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1
r

)]
dΨ
dr

e
[
− 1

2

(
D′−v

D + 1
r

)]

−
[

1
2

(
D′ − v

D
+

1
r

)]
Ψe

[
− 1

2

(
D′−v

D + 1
r

)]
−
[

1
2

(
D′ − v

D
+

1
r

)]
dΨ
dr

e
[
− 1

2

(
D′−v

D + 1
r

)]

+

[
1
4

(
D′ − v

D
+

1
r

)2
]

Ψe
[
− 1

2

(
D′−v

D + 1
r

)]
(A5)

d2C
dr2 =

{
d2Ψ
dr2 −

(
D′ − v

D
+

1
r

)
dΨ
dr

−
[

1
2

(
D′ − v

D
+

1
r

)
− 1

4

(
D′ − v

D
+

1
r

)2
]

Ψ

}

e
[
− 1

2

(
D′−v

D + 1
r

)]
. (A6)

Let:

d2C
dr2 +

(
D′ − v

D
+

1
r

)
dC
dr

= I, (A7)

with the first order differential component
(

dC
dr

)
defined by Equation (A4), then:

I =
d2Ψ
dr2 e

[
− 1

2

(
D′−v

D + 1
r

)]

−
(

D′ − v
D

+
1
r

)
dΨ
dr

e
[
− 1

2

(
D′−v

D + 1
r

)]

−
[

1
2

(
D′ − v

D
+

1
r

)
− 1

4

(
D′ − v

D
+

1
r

)2
]

Ψe
[
− 1

2

(
D′−v

D + 1
r

)]

+

(
D′ − v

D
+

1
r

) [
e
[
− 1

2

(
D′−v

D + 1
r

)]
dΨ
dr

− 1
2

(
D′ − v

D
+

1
r

)
Ψ
]

e
[
− 1

2

(
D′−v

D + 1
r

)]
. (A8)

Applying Equations (A3) and (A8) in (A1) and rearranging yields:

d2Ψ
dr2 −

{
1
2

(
D′ − v

D
+

1
r

)
+

1
4

(
D′ − v

D
+

1
r

)2

+

(
rv′ + v

Dr
+

φ(κr + s)
D

)}
Ψ = 0. (A9)

Expressing the effective fluid velocity v in dimensionless form:

v = vd +
α

r
, (A10)

D′(r) = − βw

r2 , (A11)

−v′ = − α

r2 . (A12)

Thus:

D′(r)− v = − βw

r2 − α

(
ω +

1
r

)
(A13)

= − βw

r2 − α(ωr + 1)
r

(A14)
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D′(r)− v
D(r)

= − βw

r2
r

κr + βw
− α(ωr + 1)

κr + βw
(A15)

= − βw

r(κr + βw)
− α(ωr + 1)

κr + βw
. (A16)

Let:

I ≡ −βw

r(κr + βw)
(A17)

≡ A
r
+

C
κr + βw

, (A18)

then:

(Aκ + C)r + Aβw = −βw. (A19)

Thus, A = −1 and C = κ, so that:

−βw

r(κr + βw)
=

κ

(κr + βw)
− 1

r
. (A20)

Therefore:

D′(r)− v
D(r)

=
κ

(κr + βw)
− 1

r
− α(ωr + 1)

(κr + βw)
, (A21)

(
D′(r)− v

D(r)
+

1
r

)
=

κ

(κr + βw)
− α(ωr + 1)

(κr + βw)
. (A22)

Similarly:

(
D′(r)− v

D(r)
+

1
r

)′
=

−κ2

(κr + βw)2 − αω

(κr + βw)
+

ακ(ωr + 1)
(κr + βw)2

=
ακ(ωr − κ2)

(κr + βw)2 − αω

(κr + βw)
. (A23)

Additionally:

rv′ = −r · α

r2

= −α

r
, (A24)

and:

rv′ + v = −α

r
+ α

(
ω +

1
r

)

= −α

r
+ α

(
ωr + 1

r

)
= αω. (A25)

Thus:

rv′ + v
D(r)r

=
αω

(κr + βw)
. (A26)
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Therefore, Equation (A9) becomes:

d2Ψ
dr2 −

{
1
2

[
ακ(ωr + 1)− κ2

(κr + βw)2 − αω

(κr + βw)

]
+

1
4

[
κ − α(ωr + 1)
(κr + βw)

]2
+

[
αω + φ(κr + s)r

κr + βw

]}
Ψ = 0, (A27)

or:

d2Ψ
dr2 −

{[
1
2

ακ(ωr + 1)− κ2

(κr + βw)2 − αω

2(κr + βw)

]}
Ψ

+

{
1
4

[
κ2

(κr + βw)2 +
α2(ωr + 1)2

(κr + βw)2 − 2ακ(ωr + 1)
(κr + βw)2

]}
Ψ

+

{[
αω + φ(κr + s)r

κr + βw

]}
Ψ = 0,

d2Ψ
dr2 −

{
ακ(ωr + 1)
2(κr + βw)2 − κ2

2(κr + βw)2 − αω

2(κr + βw)
+

k2

4(κr + βw)2

}
Ψ

+

{
α2(ωr + 1)2

4(κr + βw)2 − ακ(ωr + 1)
2(κr + βw)2 +

αω

κr + βw
+

φ(κr + s)r
κr + βw

}
Ψ = 0.

An expression of the form:

d2Ψ
dr2 −

{
α2 (ωr + 1)2 − κ2

4(κr + βw)2 +
αω

2(κr + βw)
+

φ(κr + s)r
(κr + βw)

}
Ψ = 0, (A28)

is therefore obtained for the general convection–diffusion equation in Laplace space. This can be
written in dimensionless form as:

d2Ψ
dr2

D
−
{

α2 (ωrD + 1)2 − κ2

4(κrD + β)2 +
αω

2(κrD + βw)
+

φ(κr + s)rD
(κrD + β)

}
Ψ = 0, (A29)

where the variables are redefined as:

D(rDk) = Dm + vmDo

(
ω +

1
rD

)
, (A30)

= κ +
β

rD
, (A31)

and:

κ = Dm + βω. (A32)

Using Equations (23) and (24) in Equation (A29) yields:

κ2 d2Ψ
dη2 −

{
α2ω2

4κ2 − α2ω

2κ

(
ωβ

κ
− 1

)
1
η
+

1
4η2

[
α2
(

ωβ

κ
− 1

)2
− κ2

]}
Ψ

+

{
αω

2η
+

φ(κr + s)
κ

− βφ(κr + s)
κη

}
Ψ = 0. (A33)
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Appendix B. Analytical Solution—Dimensionless Representation and Inverse Laplace Transform

In dimensionless radial length rD, C(η(r), s) can be written as:

C(η(r), s) = Ψe
{
− 1

2
∫ (

κ−α
κrD+β +

αωrD
κrD+β

)
drD

}
(A34)

= Ψe

{
− 1

2κ

∫ (
κ−α

η +
αω
κ (η−β)

η

)
dη

}
(A35)

C(η(r), s) = Ψe

{
− 1

2
∫ ( κ−α− αω

κ
η + αω

κ

)
dη

}
(A36)

ψ(ξ, s) = e−
ξ
2 ξ

1
2+μU(

1
2
+ μ − κ, 1 + 2μ, ξ) (A37)

A(s) = (2)

(
k2−αk−αωβ

2k2

)
ξ

k2−αk−αωβ

2k2 −μ− 1
2 ( f (s))

(
k2−αk−αωβ

2k2

)
, (A38)

but:

B(s) =
C (ξ, s)

(2)

(
k2−αk−αωβ

2k2

)
ξ
−
(

k2−αk−αωβ

2k2 −μ− 1
2

)
( f (s))

(
k2−αk−αωβ

2k2

)
Exp

{
− ξ

2

(
1 + αω

2k2 f (s)

)}
U( 1

2 + μ − κ, 1 + 2μ, ξ)

(A39)

.
Therefore:

dC(ξ, s)
dξ

=

(
(μ + 1

2 )ξ
−1U − 1

2 (1 +
α(

ωβ
k )

2k f (s) )U − ( 1
2 + μ − κ)

dU( 1
2 +μ−κ,1+2μ,ξ)

dξ

)
C(ξ, s)A(s)e

− ξ
2 (1+

α(
ωβ
k −1)−k
2 f (s)

(2)

(
k2−αk−αωβ

2k2

)
ξ
−
(

k2−αk−αωβ

2k2 −μ− 1
2

)
( f (s))

(
k2−αk−αωβ

2k2

)
Exp

{
− ξ

2

(
1 + αω

2k2 f (s)

)}
U( 1

2 + μ − κ, 1 + 2μ, ξ)

(A40)

dC(ξ, s)
dξ

=

{
(μ + 1

2 )ξ
−1U − 1

2 (1 +
α(

ωβ
k )

2k f (s) )U − ( 1
2 + μ − κ)

dU( 1
2+μ−κ,1+2μ,ξ)

dξ

}
C(ξ, s)

U( 1
2 + μ − κ, 1 + 2μ, ξ)

(A41)

dC(ξ, s)
dξ

=

{
1
ξ
(μ +

1
2
)− 1

2
(1 +

α(ωβ
k )

2k f (s)
)− (

1
2
+ μ − K)

[
dU

′
( 1

2 + μ − κ, 1 + 2μ, ξ)

dU( 1
2 + μ − κ, 1 + 2μ, ξ)

]}
C(ξ, s). (A42)

Therefore:

dC(ξ, s)
drD

= 2k f (s)

{
1
ξ
(μ +

1
2
)− 1

2
(1 +

α(
ωβ
k )

2k f (s)
)− (

1
2
+ μ − κ)

[
dU

′
( 1

2 + μ − κ, 1 + 2μ, ξ)

dU( 1
2 + μ − κ, 1 + 2μ, ξ)

]}
C(ξ, s) (A43)

but: [
U

′
( 1

2 + μ − κ, 1 + 2μ, ξ)

U( 1
2 + μ − κ, 1 + 2μ, ξ)

]
=

1
ξ

=
1

2η f (s)
(A44)

dC(ξ, s)
dη

= 2k f (s)

{
1
ξ
(μ +

1
2
)− 1

2
(1 +

α(ωβ
k )

2k f (s)
)− (

1
2
+ μ − κ)

1
ξ

}
C(ξ, s) (A45)
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1
f (s)

dC(ξ, s)
drD

= 2κ

{
K
ξ
− 1

2
(1 +

α(ωβ
κ )

2κ f (s)
)

}
C(ξ, s)

= κ

{
K

η f (s)
− 1 − α(ωβ

κ )

2κ f (s)

}
C(ξ, s). (A46)

However:

K =

⎡
⎣ ωα

4κ2

(
α
κ

(
ωβ
2κ − 1

)
− 1

)
f (s)

− β

2
f (s)

⎤
⎦ (A47)

1
f (s)

dC(ξ, s)
dη

=

⎧⎪⎪⎨
⎪⎪⎩

ωα
2κ

(
α
κ

(
ωβ
2κ −1

)
−1

)
f (s) − kβ

2 f (s)

η f (s)
− k − α(ωβ

κ )

2 f (s)

⎫⎪⎪⎬
⎪⎪⎭C(ξ, s) (A48)

1
f (s)

dC(ξ, s)
dη

=

⎧⎨
⎩

ωα
2k

(
α
k

(
ωβ
2k − 1

)
− 1

)
η f (s)2 − kβ

2η
− k − α(ωβ

k )

2 f (s)

⎫⎬
⎭C(ξ, s) (A49)

−1
f (s)

dC(ξ, s)
dη

=

⎧⎨
⎩k(1 +

β

2η
) +

α(ωβ
k )

2 f (s)
−

ωα
2k

(
α
k

(
ωβ
2k − 1

)
− 1

)
η f (s)2

⎫⎬
⎭C(ξ, s) (A50)

−1
f (s)

dC(ξ, s)
dη

=

⎧⎨
⎩k(1 +

β

2η
) +

1
2

(
αωβ

k

)
f (s)

−
ωα
2ηk

(
α
k

(
ωβ
2k − 1

)
− 1

)
f (s)2

⎫⎬
⎭C(ξ, s). (A51)

Rearranging:

(1 +
β

2η
)C(ξ, s) =

−1
k f (s)

dC(ξ, s)
dη

−
⎧⎨
⎩

1
2

(
αωβ

k

)
k f (s)

−
ωα
2η

(
α
k

(
ωβ
2k − 1

)
− 1

)
k2 f (s)2

⎫⎬
⎭C(ξ, s) (A52)

k f (s) =

√(
α2ω2

4k2 +
ϕ(kr + s)

k

)

=

√√√√ ϕ

k

√[(
α2ω2

4ϕk
+ kr

)
+ s

]
. (A53)

The Inverse Laplace Transform of f (s)−1 is:

L−1

⎡
⎢⎢⎣ 1(√

ϕ
k

√((
α2ω2

4ϕk + kr

)
+ s

))
⎤
⎥⎥⎦ =

e
(
−
(

α2ω2
4ϕk +kr

)
t
)

√
ϕ
κ πt

. (A54)

Similarly, the inverse Laplace transform of f (s)−2 is:

L−1

⎡
⎢⎢⎢⎣ 1(√

ϕ
k

√((
α2ω2

4ϕk + kr

)
+ s

))2

⎤
⎥⎥⎥⎦ =

e
(
−
(

α2ω2
4ϕk +kr

)
t
)

ϕ
κ

. (A55)
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Evaluating the inverse Laplace transform of the general solution:

(1 +
β

2η
)C(ξ, t) = −

√
κ

ϕ

∫ t

0

(
dC(ξ, τ)

dη

)
e
(
−
(

α2ω2
4ϕκ +κr

)
(t−τ)

)
√

π(t − τ)
dτ

−
√

κ

ϕ

(
αωβ

κ

) ∫ t

0
C(ξ, t)

e
(
−
(

α2ω2
4ϕκ +κr

)
(t−τ)

)
√

π(t − τ)
dτ

+
αωκ

2ηϕ

(
α

κ

(
ωβ

2κ
− 1

)
− 1

) ∫ t

0
C(ξ, τ)e

(
−
(

α2ω2
4ϕκ +κr

)
(t−τ)

)
dτ (A56)

κ = Dm + βω

= Dm

(
1 +

βω

Dm

)
, (A57)

f (s) =
1
κ

√(
α2ω2

4κ2 +
ϕ(κr + s)

κ

)

=
1

Dm + βω

√(
α2ω2

4(Dm + βω)2 +
ϕ(κr + s)
Dm + βω

)
. (A58)

Equations (39) and (40) respectively become:

μ = −
α

Dm

2(1 + D0υd
Dm

)2
, (A59)

and:

K =
(1 + D0υd

Dm
)2 −

(
α

D0υd

) [
D0υd
Dm

+ 2φ
(

1 + D0υd
Dm

)
(kr + s)

]
4
(

1 + D0υd
Dm

)2
√

1 + 4φ
(

Dm
D0υd

)2 (
1 + D0υd

Dm

)
(kr + s)

, (A60)

here:

φ′ = φ
D2

0
Dm

. (A61)

Appendix C. Weak-Form Solution—Separation Constant and Extended Confluent
Hypergeometric Functions

Rewriting Equation (88) as:

(β + xd) X′′ − v0

D0
(β + xd) X′ − μ

D0
xX = 0, (A62)

and expressing in terms of the variable x defined in relation to the drift ratio d as x = x1−β
d and also

defining the 1st-order and 2nd-order differentials in terms of x1:

(β + xd) X′′ − v0

D0
(β + xd) X′ − μ

D0
xX = 0, (A63)

x1X′′ − v0

D0d
x1X′ −

(
μ

d3D0
x1 − μβ

d3D0

)
X = 0. (A64)
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Similarly, defining x1 = D0d
v0

x2 in Equation (A64) and the 1st-order and 2nd-order differential in
relation to x2:

v0

D0d
x2X′′ − v0

D0d
x2X′ −

(
μ

v0d2 x2 − μβ

v0d2

)
X = 0, (A65)

multiplying Equation (A65) by D0d
v0

and expressing in terms of x2 :

x2X′′ − x2X′ −
(

μD0

v0d2 x2 − μD0

v2
0d

)
X = 0. (A66)

Equation (A66) is comparable to the extended confluent hypergeometric equation of degree
N [35]:

xX′′ + (γ − x)X′ −
(

α +
N

∑
n=1

αnxn

)
X = 0, (A67)

with one of its solutions being the extended confluent hypergeometric function:

X1(x) =1 FN
1 (α; γ; Aa, . . . , AN ; x), (A68)

where the lower-case subscripts are the same as for the original confluent hypergeometric function:

1FN
1 (α; γ; x) = 1F0

1 (α; γ; x) (A69)

= 1FN
1 (α; γ; 0, . . . , 0; x), (A70)

and the upper case subscript, N = 0 in this case, and an arbitrary positive integer in general [35].
Equation (A66) is comparable to the extended confluent hypergeometric equation of degree 1

(Equation (A67)) thus:

xX′′ + (γ − x)X′ − (α + α1x)X = 0, (A71)

where:

n = 1 (A72)

γ = 0 (A73)

α = − μβ

v0d2 (A74)

α1 =
μD0

v2
0d

. (A75)

The extended confluent hypergeometric function of degree one can be obtained by introducing:

σ± = 1/2 ±
√

1/4 + α1 (A76)

=

√
1 − 4ω2D0

v2
0d

, (A77)

and the first kind leads to the integral representation:

Re(γ) > Re(α) > 0 : F(α; γ; x) = D+
∫ 1

0
zα−1(z − 1)γ−α−1exzdz, (A78)
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and the second kind leads to the integral representation:

Re(γ) > 0, Re(α) > 0 : G(α; γ; x) = D−eiπγ
∫ ∞

0
zα−1(z + 1)γ−α−1e−zxdz, (A79)

where the constants D± chosen are:

D− =
e−irγi

Γ(α)
, (A80)

and D+ takes the value unity at the origin. The solution of Equation (A71) is in the form of extended
confluent hypergeometric function of degree one and 2nd kind:

Re(x2) > 0, Re(α) > 0 :

X(x2) = 1G1
1(α; γ; α1; x2)

=

(
e−

1
2 (

1
σ −1)x2

Γ(α)

)∫ ∞

0
z

α
σ −1(z + 1)−(

α
σ +1)e−σzx2 dz

x1 = β + xd (A81)

x2 =
v0

D0d
x1 (A82)

μ = −ω2 (A83)

ω2 = |μ| (A84)

Defining the Tricomi–Kummer function [36,37]:

U(a, b, x) =
1

Γ(α)

∫ ∞

0
zα−1(z + 1)−(α+1−b)e−zxdz, (A85)

and rearranging:

Γ(α)U(a, b, x) =
∫ ∞

0
zα−1(z + 1)−(α+1−be−zxdz. (A86)

For the Y- component, substituting Equation (A83) in Equation (89) and multiplying by y
λD0

gives:

Y′′ − v0

D0
Y′ − Rs + Rκ + ω2

D0λ
yY(y, s) = 0. (A87)

The following variables are hereby defined:

Y = ψe
v0y
2D0 (A88)

Y′ = ψ′e
v0y
2D0 +

v0

2D0
ψe

v0y
2D0 (A89)

Y′′ = ψ′′e
v0y
2D0 +

v0

D0
ψ′e

v0y
2D0 +

1
4

(
v0

D0

)2
ψe

v0y
2D0 , (A90)
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and transform Equation (A87) thus:

ψ′′ −
(

D0λ

Rs + Rκ + ω2

)2
y1ψ = 0, (A91)

which is a general form of the Airy equation.
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Abstract: Based on directed relation graph with error propagation methods, 39 species and
231 reactions skeletal mechanism were obtained from Mech_56.54 (113 species and 710 reactions)
mechanism of methane. The ignition delay times, laminar flame propagation speed, and important
species were calculated using the simplified mechanism at different pressures and equivalence
ratios. The simulation results were in good agreement with that of detailed mechanisms and
experimental data. The numerical simulation of the Bunsen burner jet flame was carried out using
the simplified methane mechanism, and the simulation results well reproduced the temperature,
flow fields and distribution of important species at flame zone. The compact methane reduced
mechanism can not only correctly respond to its dynamic characteristics, but also can be well used
for numerical simulation, which is of great significance in engineering applications.

Keywords: methane; combustion mechanism; mechanism reduction; skeletal mechanism; Bunsen burner

1. Introduction

The depletion of coal and crude oil has forced people to start looking for alternative energy
sources, but in a short period of time, hydrocarbon combustion is still the most important way to
generate energy. The burning of fossil fuels inevitably produces pollutants and causes a greenhouse
effect, while biofuels can be produced from renewable energy sources and can reduce emissions from
conventional fossil fuels. As the main component of natural gas, methane (CH4) is a relatively clean
fossil energy source. Since biomethane can be produced by biomass anaerobic reaction, it is considered
as a renewable energy source and widely used in industry and life [1].

In order to reduce pollutant emissions and improve combustion efficiency, researchers have
conducted a lot of research on the chemical reaction mechanism of fuels. As the simplest hydrocarbon
fuel, the study of the kinetic characteristics of methane can improve the understanding of the
combustion mechanism of larger hydrocarbon fuels. As early as 1958, Enikolopyan constructed
the CH4/Air oxidation model by increasing the oxidation reaction of CO and H2 [2]. By the 1980s,
precise oxidation model of CH4/Air was close to 30 components, and then gradually contained more
macromolecular components [3,4]. Since then, researchers have used the experimental equipment
such as shock tubes and rapid compression machines to obtain more accurate reaction rate constants,
and obtained accurate thermodynamic parameters by means of quantum chemical calculation, which
makes the simulation results of the reaction mechanism more accurate. After the 1990s, methane
combustion mechanism kept emerging, but due to the differences in experimental and computational
conditions, the applicable scope of each mechanism was quite different [5–8]. For obtaining a
wide range of CH4/O2 combustion mechanism model, the researchers developed and verified the
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experimental data in the existing public literature, and finally formed the GRI-Mech mechanism. After
20 years of development, a relatively perfect GRI-Mech 3.0 mechanism has been formed [9]. In recent
years, Curran et al. developed the Mech_56.54 reaction mechanism based on experimental data and
quantum chemical calculation, and the simulated results have higher accuracy than the GRI-Mech 3.0
mechanism [10,11].

Although the detailed chemical reaction mechanism of methane has been obtained, the complex
chemical reaction kinetics has put forward extremely high requirements on the numerical calculation
capabilities for CFD. For meeting the engineering design requirements and obtaining acceptable
calculation results within a small error range, it is an effective method to use the reduced mechanism
of fuel for calculation [12,13]. Qiao et al. simplified the GRI-Mech 3.0 mechanism and achieved
good results by using the optimal simplification and sensitivity analysis method [14]. Based on the
eigenvalue analysis method, Wen et al. simplified the GRI-Mech 2.1 mechanism and obtained the
21 species and 83 reactions skeletal mechanism. They also simplified the GRI-Mech 3.0 mechanism
and obtained a 26 species and 120 reactions mechanism and a 30 species 140 reactions mechanism.
The reduced mechanisms of GRI-Mech 3.0 can well predict the flame propagation speed and
concentrations of main components [15,16]. Liu et al. simplified the GRI-Mech 3.0 mechanism
by using a perfect stirred reactor model and a laminar flame propagation speed model. The 14 species
and 18 reactions can predict methane/air premixed combustion over a wide range [17]. Gou et al.
used the three-generation path flux analysis method to simplify the combustion mechanism of
GRI-Mech 3.0, obtained 36 species and 208 reactions mechanism, and improved the accuracy of
path flux analysis [18,19]. Wu et al. used the CSP (computational singular perturbation) algorithm
to simplify the methane mechanism and obtained the 23 species and 18 reactions mechanism, which
was verified by data such as ignition delay times and laminar flame propagation speed. The reduced
mechanism is applied to the simulation of 6114 engine, and the heat release rate is higher than the
experimental data [20]. Hu et al. constructed the skeleton mechanism which contains 24 species and
126 reactions from GRI-Mech 3.0 mechanism for CH4/O2/CO2 mixtures based on the direct relation
graph method. Meanwhile, on the basis of the skeletal mechanism, a quasi-steady state assumption
method was used to obtain the 17 species and 14 reactions package mechanism. The simulation results
of the skeletal mechanism are close to the results of the package mechanism, while the results of the
package mechanism are largely different from the experimental data of the plug flow reactor, and this
package mechanism is not suitable for quantitative calculation [21].

At present, although many scientists have simplified the detailed mechanism of methane,
they have basically modeled on the GRI-Mech 3.0 mechanism instead of the latest methane combustion
mechanism. In this paper, Mech_56.54 methane reaction mechanism was adopted, and the DRGEP
(directed relation graph with error propagation) method was used to construct the 39 species and
231 steps reaction reduced mechanism, and compared and verified with the existing literature on
ignition delay times, laminar flame propagation speed and important components. The simulation
results were all in good agreement with the experiment. On this basis, the Bunsen burner premixed
jet flame was simulated by the reduced mechanism, and the experimental data of flow parameters,
temperature and important components were compared. The simulation results accurately reproduced
the combustion characteristics of methane.

2. Mechanism Reduction

The directed relation graph with error propagation is a mechanism reduction method developed
on the directed relation graph method. This method was proposed by Law C.K., in 2005, to remove
the secondary components and reactions and obtain the skeletal mechanism [22–24].

The identification and removal of unimportant components in a detailed mechanism are quite
complicated due to the mutual coupling between the components. DRG method gives an effective
way to this problem. General idea of DRG is shown in Figure 1, and the first thing is to map a graph
structure for the reaction system. Every species in Figure 1 denotes a vertex. If the removal of species
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B directly results in a significant error in the rate of formation of species A, species A is associated with
species B, so A and B will be connected by an edge. And, the primary issue with the DRG method is
how to define parameters to evaluate the direct impact of one species on the other. For the convenience
of simplification, the DRG method does not use parameters related to the reaction system, and directly
removes unimportant species by reaction mechanism analysis. The direct species A, introduced by
the removal of another species B, form the mechanism. Such immediate error, noted as rAB, can be
expressed as:

rAB =

∑
i=1,I

|vA,iωiδBi|

∑
i=1,I

|vA,iωi| . (1)

δBi =

{
1, if the ith reaction involves species B
0, otherwise

. (2)

ωi = ω f ,i − ωb,i. (3)

where A and B indicate the species, i indicates the ith reaction of the mechanism, and νA,i indicates the
stoichiometric coefficient of species A in the ith reaction. ωi, ω f ,i, ωb,i represent the net reaction rate,
positive reaction rate and reverse reaction rate of the ith reaction, respectively. The denominator
represents the absolute contribution of all reaction mechanisms containing species A, and the
numerator represents the contributions of both species A and B.

Figure 1. Scheme of general idea of the directed relation graph (DRG) methods. In the figure, species
A is the target species, and species A generates species B, and species B regenerates into species C.
Species E can be generated form species A or form species D.

After defining the immediate error, a search begins with the target species (e.g., fuel, oxidant)
selected by the user to find the relevant path of all species relative to the target species. The program
iterates until it no longer has significant species to choose from, and the reduced mechanism
contains only significant species and elementary reactions. When the detailed mechanism is reduced,
the existence of the vertex is decided by a threshold value (ε), which controls the size of the
reduced mechanism.

However, the standard DRG method assumes that all species retained by the mechanism are
of equal importance and ignores the connection between the coupled components. If A is an initial
species, and species A generates species B, and species B regenerates into species C, it is assumed that
species C is as important as species B in its simplification. In DRG, if rAB is larger than the user-defined
error value, species B needs to be retained. In addition, if rBC is larger than the defined error value,
the species C also needs to be retained due to the coupling of species B to the A and C [25–27]. As can
be seen, the DRG method totally neglects the longer connection way to reach species A.

To overcome this shortcoming, Pepiot–Desjardins and Pitsch proposed the concept of propagation
error. In DRGEP, if species A is retained, other species can be judged by R value, which is defined
as [25]:

RAB = maxs
{

rij
}

. (4)
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where S is the set of all possible paths leading from species A to species B, and rij is the cumulative
error of the given path. For example, if A is connected to B through a reaction and B is connected to
C through a reaction, there is a path connecting from A to C via B and the R-value of this particular
path is rAC = rAB · rBC. And in Figure 1, rAE is calculated by rAE = max(rdir

AE, rAD · rDE). Based on this
definition, a species B must be kept in the mechanism if there is at least one path connecting from A to
B whose R-value is larger than the user-specified threshold, and a species C will be removed if rAC is
smaller than the user-specified threshold. The test cases of the Reaction Design have shown that, under
many conditions, DRGEP method can generate a skeletal mechanism that contains approximately 10%
fewer species than one generated using the DRG method [28].

Not only can the ignition delay time reflect the low-temperature combustion properties, but it can
also include the high temperature combustion chemistry, so the ignition delay time is selected as the
parameter in mechanism reduction, and the error of the reduced mechanism are calculated as:

errorrel =

∣∣∣τign,red − τign,det

∣∣∣
τign,det

× 100%. (5)

where the ignition delay times of reduced and detailed mechanisms are presented as τign,red and τign,det,
respectively. In this paper, the ignition delay time is defined as the time form the start to the maximum
rate of temperature rise as shown in Figure 2.

Figure 2. Typical temperature trace used to determine ignition delay time for a φ = 1.0 of CH4/Air
mixture at p = 1 atm, T = 1150 K, τign.

In this paper, the detailed mechanism of Mech_56.54 (including 113 species and 710 reactions)
developed by Curran et al. was simplified with DRGEP method using ANSYS Chemkin Reaction
Workbench software (Vision 17.0, ANSYS Reaction Design, San Diego, CA, USA) [10,28]. Ignition
delay times were selected as the target parameter, and the homogeneous constant volume reactor
is used to solve the solution, and the solution error errorrel is controlled within 5%. The simplified
temperature range is 1100–1650 K, the pressure range is 1–40 atm, and the equivalent ratio is 0.3–2.0.

From Figure 3, it can be found that with the increase of the threshold value, the size of the
reduced mechanism decreases, and the maximum relative error increases. In order to get a smaller
skeletal mechanism with smaller relative error, the threshold value ε is set to 0.185, and the maximum
relative error εrel is 5.88%, and 39 species reduced mechanism was obtained. And retained species
in the corresponding reduced mechanisms with different threshold value are shown in Appendix A,
Table A1.
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Figure 3. The change of the size of the reduced mechanism and the change of the maximum relative
error with the increase of the threshold value. When the threshold value is 0.185, the reduced
mechanism contains 39 species, and the maximum relative error is 0.588.

3. Verification of Reduced Mechanism

With the reduced procedure, the detailed mechanism of methane of Mech_56.54 was simplified
by DRGEP method, and the reduced mechanism of 39 species and 231 reactions was obtained.
The experimental data of the existing publications were simulated and compared using detailed
mechanism and reduced mechanism to verify the accuracy of the mechanism.

3.1. Verification of Ignition Delay Times

Ignition delay times are important attributes of fuel combustion, and they have great influence on
fuel ignition, flame propagation, and development. Therefore, accurate simulation of methane ignition
delay times is crucial to capture methane combustion characteristics.

In order to verify the accuracy of the reduced mechanism, the experimental data of Bowman and
Curran et al. were used [10,29]. Due to the lack of heat dissipation data for the rapid compression
machine, it is considered as an adiabatic process. Therefore, the simulating results will be slightly
smaller than Curran’s experimental results at lower temperature. In Figure 4a,b are the ignition
delay times of the CH4/O2/Ar mixture at different equivalent ratios at pressures of 1.9 atm and
3.9 atm, respectively. In these two figures, as the temperature increases, ignition delay times decrease
continuously; as the equivalence ratio increase, ignition delay times increase. At high temperature
conditions, the ignition delay times of CH4 change almost linearly with the reciprocal of temperature.
The simulation results well capture the variation trend of ignition delay times with temperature and
equivalent ratio, but there is still small error with the experimental data. In Figure 4, when equivalent
ratios are smaller than 2.0, the relative errors between reduced model and full model are smaller
than 4.36%. When equivalent ratio is 5.0, the relative errors become large, and the biggest relative
errors are 20%. Figure 5 shows experimental data and simulation results of ignition delay times
of CH4/Air mixture at different equivalent ratios at high pressures (10 atm and 25 atm). At low
temperature, ignition delay times become shorter as the temperature increases. While in the middle
temperature, ignition delay times are less affected by the temperature. When the temperature exceeds
1100 K, the ignition delay times are exponentially negatively correlated with the temperature reciprocal.
In the low temperature range, as the equivalence ratios increase, ignition delay times decrease, which
is opposite to the change in the high temperature range. Both detailed mechanism and reduced
mechanism well capture the variation trend of the ignition delay times with temperature in different
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temperature intervals, and the errors between the reduced mechanism and the detailed mechanism
are extremely small.

  
(a) (b) 

Figure 4. Influence of equivalent ratios on ignition delay times of CH4/O2/Ar mixture. Solid line
shows results of the full model, dash line shows results of the reduced model and discrete point shows
experimental data from [29]. (a) p = 1.9 atm and φ = 0.5, 1.0, and 2.0 in black, red, and blue, respectively;
(b) p = 3.9 atm and φ = 0.2, 0.5, and 5.0 in black, red, and blue, respectively. Not all data are visible due
to overlapping profiles.

  
(a) (b) 

Figure 5. Influence of equivalent ratios on ignition delay times of CH4/Air mixture. Solid line shows
results of the full model, dash line shows results of the reduced model and discrete point shows
experimental data from [10]. (a) p = 10 atm and φ = 0.3, 0.5, 1.0, and 2.0 in black, red, blue, and magenta,
respectively; (b) p = 25 atm and φ = 0.3, 0.5, 1.0, and 2.0 in black, red, blue, and magenta, respectively.
Not all data are visible due to overlapping profiles.

Figure 6 shows the effect of different pressures on the ignition delay times of the CH4/Air mixture.
In Figure 6a–d, ignition delay times decrease with the increase of pressure at the equivalent ratio of
0.3/0.5/1.0/2.0, respectively. In the low temperature range, the calculation result of ignition delay
times is slightly lower because the heat dissipation in the experiments of Curran et al. is not considered.
In the high temperature range, all simulation results fitted the experimental results well, and the
reduced mechanism is almost coincident with the detailed mechanism. This result again demonstrates
that the reduced mechanism reflects well the ignition delay characteristics of CH4 over a wide range.
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(a) (b) 

  
(c) (d) 

Figure 6. Influence of pressure on ignition delay times of CH4/Air mixture. Solid line shows results of
the full model, dash line shows results of the reduced model and discrete point shows experimental
data from [10]. (a) φ = 0.3 and p = 10 atm, 25 atm, and 44 atm in black, red, and blue respectively;
(b) φ = 0.5 and p = 10 atm, 25 atm, and 44 atm in black, red, and blue respectively; (c) φ = 1.0 and
p = 10 atm and 25 atm, in black and red, respectively; (d) φ = 2.0 and p = 10 atm and 25 atm, in black
and red, respectively. Not all data are visible due to overlapping profiles.

3.2. Verification of Laminar Flame Propagation Speed

As an important characteristic parameter of fuel, laminar flame propagation speed can be used to
characterize the chemical reaction kinetics of fuel [30,31].

In this paper, the Laminar Flame Speed Calculation Solver of the Chemkin software (Vision 17.0,
ANSYS Reaction Design, San Diego, CA, USA) was used to calculate the propagation speed of the
CH4/Air mixture. The laminar flame propagation speed of CH4 at different pressures is shown
in Figure 7, wherein the temperature of the unburned mixture is 298 K. At the same pressure
condition, the flame propagation speed of CH4 increases first and then decreases with the increase
of the equivalence ratios, and reaches a peak value between the equivalent ratio of 1–1.1. When the
pressure is low, the flame propagation speed between different equivalent ratios varies greatly, while
when the pressure is high, the difference is small. The solid line and the dashed line in Figure 7
represent the calculated results of the detailed mechanism and the reduced mechanism, respectively.
The simulated curve accurately captures the change in the laminar flame propagation speed of CH4

as a function of pressures and equivalence ratios. At all equivalent ratios and pressures conditions,
the results calculated by the reduced mechanism and the detailed mechanism have little error and are
very close to the experimental results [32–35]. Average relative error between reduced model and full
model of all conditions is 0.88%, and the biggest relative error between two models is 2.99%.
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Figure 7. Influence of pressure on laminar flame speed of CH4/Air mixture. Solid line shows results of
the full model, dash line shows results of the reduced model and discrete point shows experimental
data from [32–35]. Kochar et al.’s data are shown as square points; Lowry et al.’s data are shown
as circle points; Rozenchan et al.’s data are shown as star points; and Gu et al.’s data are shown as
diamond points.

3.3. Verification of Important Species

In order to further verify the accuracy of the mechanism, the experimental data of the jet-stirred
reactors of Dagaut et al. and Lecong et al. were simulated and compared using a reduced mechanism
and a detailed mechanism [36,37]. In the Dagaut’s experiment, the proportion of CH4/O2/N2 at
1 atm was 0.3%/6%/93.7%, and the residence time was 0.1 s. The species concentration distribution
of the CH4/air mixture at different temperatures is shown in Figure 8. As can be seen from the
figure, the concentration of CH4 gradually decreases with the increase of temperature, while the
concentrations of CO and CO2 keep increasing. Figure 9 shows the intermediate product of CH4/air
mixture. At approximately 1140 K, the concentrations of C2H4 and C2H6 reach a maximum, and then
the concentrations decrease as the temperature increased. Detailed mechanism and reduced mechanism
can simulate well the trend of formation and consumption of important components in combustion.
For relatively stable components, such as CH4/CO/CO2, the error between simulation results and
experimental values is small. And for the intermediate component C2H4, the simulation results of the
reduced mechanism are slightly larger. C2H4 is consumed by reaction C2H4 + H + M = C2H5 + M in
both reduced mechanism and detailed mechanism. However, the producing rate of C2H4 is bigger
than the consumption rate of C2H4 in detailed mechanism, so the mole fraction of C2H4 is small. While,
the producing rate of C2H4 is even smaller than the consumption rate of C2H4 in reduced mechanism,
so the mole fraction of C2H4 is relatively large.

The discrete points in Figures 10–12 are experimental data obtained by Lecong et al. using a jet stir
reactor. The solid and dashed lines are the results of a detailed mechanism and a reduced mechanism,
respectively [37]. In the experiment, pressure of 10 atm, equivalent ratio of 0.3, and residence time
of 0.25 s were selected. In this experiment, the variations of components are similar to those in
Figures 8 and 9. The reactants are continuously consumed as the temperature increases, and the
products accumulate continuously, and the concentrations of the intermediate products first increase
and then decrease. Compared with the experiment when the pressure was 1 atm and the equivalent
ratio was 0.1, the components change relatively slowly at each temperature. It can be seen from the
figure that both the simulation results and the experimental results can well capture the variation
characteristics of each component at different temperatures. For the intermediate components, such as
CH2O and C2H4, the errors are relatively large, and all the other components are in good agreement.
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Figure 8. Mole fraction of CH4/CO/CO2. p = 1 atm, φ = 0.1, and τ = 0.1 s. Solid line shows results of
the full model, dash line shows results of the reduced model and discrete point shows experimental
data from [36]. CH4 mole fraction is shown in black; CO mole fraction is shown in red; and CO2 mole
fraction is shown in blue.

 
Figure 9. Mole fraction of C2H4/C2H6. p = 1 atm, φ = 0.1, and τ = 0.1 s. Solid line shows results of the
full model, dash line shows results of the reduced model, and discrete point shows experimental data
from [36]. C2H4 mole fraction is shown in black and C2H6 mole fraction is shown in red.

In order to make the reduced mechanism analysis more effective, the reduced mechanism is also
compared with other mechanisms, as shown in Appendix B.

 
Figure 10. Mole fraction of CH4/H2O. p = 10 atm, φ = 0.3, and τ = 0.25 s. Solid line shows results of
the full model, dash line shows results of the reduced model, and discrete point shows experimental
data from [37]. CH4 mole fraction is shown in black and H2O mole fraction is shown in red.
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Figure 11. Mole fraction of CO/CO2. p = 10 atm, φ = 0.3, and τ = 0.25 s. Solid line shows results of the
full model, dash line shows results of the reduced model, and discrete point shows experimental data
from [37]. CO mole fraction is shown in black and CO2 mole fraction is shown in red.

 
Figure 12. Mole fraction of C2H4/CH2O. p = 10 atm, φ = 0.3, and τ = 0.25 s. Solid line shows results of
the full model, dash line shows results of the reduced model, and discrete point shows experimental
data from [37]. C2H4 mole fraction is shown in black and CH2O mole fraction is shown in red.

4. Sensitivity Analysis

Sensitivity analysis is of great significance to understand the key reactions and mechanism
simplification of chemical reaction kinetics of fuel combustion [38]. In order to find the important
reaction to control the ignition in methane combustion, it is necessary to analyze sensitivity of the ignition
delay times. In general, the sensitivity coefficient (S) can be expressed by the following equation:

S =
ln( τ+

τ− )

ln( k+
k− )

=
ln( τ+

τ− )

ln( 2.0
0.5 )

. (6)

When the sensitivity coefficient (S) is negative, the reaction is the promoting reaction (the ignition
delay time will be reduced with the increase of pre-exponential factor). When the sensitivity coefficient
(S) is positive, the reaction is an inhibitory reaction (the ignition delay will increase with the increase
of pre-exponential factor increases) [10].

As shown in Figure 13, it is the sensitivity analysis of the ignition delay times of the detailed
mechanism and the reduced mechanism of the CH4/Air stoichiometric mixture at 1470 K and pressure
10 atm. As can be seen from the figure, CH3 + O2 = CH2O + OH promotes the combustion of CH4,
which rapidly converts CH3 produced by the pyrolysis of CH4 into CH2O and OH radical. For the
2CH3(+M) = C2H6(+M) reaction, CH3 radicals are combined to form ethane, which reduces the
reaction rate and therefore inhibits the reaction. It can be seen from Figure 13 that the formation
of small molecule active radicals (HO2/O/OH) usually promotes the ignition, while the reaction
of consumption of active radicals and the formation of relatively stable components is usually not
conducive to ignition. From the figure, we can find that the analysis results of the reduced mechanism
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are basically identical with the detailed mechanism, with only minor differences in the sensitivity
coefficients of partial reactions.

 

Figure 13. Sensitivity analyses of CH4/Air Mixture. T = 1470 K, p = 10 atm, and φ = 1.0. Red bars
show results of the full model and black bars show results of the reduced model. When the sensitivity
coefficient is negative, the reaction is the promoting reaction; when the sensitivity coefficient is positive,
the reaction is an inhibitory reaction.

5. Flame Simulation and Verification of Bunsen Burner

In order to further verify the reduced mechanism, the Bunsen burner premixed flame was
simulated using a two-dimensional model and compared with the experiments of Chen Y.C. et al [39].
The calculating geometry is shown in Figure 14. The diameter of inlet 1 is D = 12 mm, the average inlet
velocity is u0 = 50m/s, the average turbulent energy is k0 = 10.8m2/s2, and the Reynolds number is
40,000. In the experiment, gases of the inlet 1 are CH4/Air stoichiometric mixture and the temperature
was 298 K. The gases of the inlet 2 are burned gases, the temperature is 1900 K, and the gases of inlet 3
and the inlet 4 are air. During the simulation, the boundary conditions of the inlet are given according
to the experimental measurement data given the velocity and the turbulent energy, and the outlet is
the pressure boundary condition. The calculation domain is 900 mm × 450 mm, and the independence
of the grid is verified during simulation. The software ANSYS FLUENT ( Version 17.0, ANSYS Inc,
Pittsburgh, PA, USA.) was used for simulation, and the eddy-dissipation-concept model (referred to as
EDC model) was selected [40]. The EDC model can simulate the turbulent-chemical kinetic interaction
using a detailed chemical reaction mechanism with high simulation accuracy [41].

Figure 14. The Bunsen burner geometry. Radius of the inlet 1 is 6 mm, outer radius of the inlet 2 is
34 mm. The calculation domain is 900 mm × 450 mm. Gases of the inlet 1 are CH4/Air stoichiometric
mixture and the temperature was 298 K. The gas of the inlet 2 is burned gas, the temperature is 1900 K,
and the gases of inlet 3 and the inlet 4 are air.
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5.1. Comparison of Axis Velocity and Temperature

In order to better show the simulation results, the contour image of the simulation results is
symmetrically processed. Figure 15 shows the axial velocity distribution of the Bunsen burner flame.
The airflow expands slightly outward after flowing through the outlet, and the axis velocity gradually
decreases with the increase of jet depth. Figure 16 shows the contour of flame temperature distribution
of Bunsen burner. Outside the outlet of the premixed gas, the surrounding temperature is around
1900 K, and the temperature in the downstream gradually increases due to the heat release caused by
chemical reaction. The flame temperature is lower in the downstream of the air outlet due to the larger
velocity, but the flame temperature increases rapidly when it reaches the reaction zone.

 
Figure 15. Axial velocity contour of Bunsen burner. The image is mirrored at the axis of symmetry.
The airflow expands slightly outward after flowing through the outlet, and the axis velocity gradually
decreases with the increase of jet depth.

 
Figure 16. Temperature contour of Bunsen burner. The image is mirrored at the axis of symmetry.
The flame temperature is lower in the downstream of the outlet due to the larger velocity, but the flame
temperature increases rapidly when it reaches the reaction zone.

In order to quantitatively compare the calculated values with the experimental results, three
axial positions (X/D = 2.5, X/D = 4.5, and X/D = 6.5) are selected for analysis. The axial velocity
is dimensionless using the average velocity U0, and the dimensionless temperature is defined as

C = (
∼
T − Tu)/(Tb − Tu), where K and Tu = 298K.

Figure 17 shows the comparison of the dimensionless axial velocity and the dimensionless
temperature with the experimental results of different axial positions. The solid points are experimental
results of Chen Y.C. et al., and the lines are the calculation results. As can be seen from Figure 17a,
when r/D < 0.5, the calculated values of axial velocity almost coincide with the experimental
values, while when r/D is between 0.5 and 1.1, the calculated results are slightly larger than the
experimental values. In Figure 17b,c, when r/D > is 0.75, the simulation results are slightly larger
than the experimental values, while at r/D < 0.75, the simulation results are slightly smaller than the
experimental results. In the three graphs, the dimensionless temperature values are basically the same
as the distribution trend of the experimental results. With the increase of r/D, the values increase first
and then decrease. At X/D = 2.5, the dimensionless temperature error was the largest, followed by
X/D = 4.5 and X/D = 6.5 is the smallest. This is mainly because the adiabatic model is adopted in the
simulation calculation without considering the influence of heat dissipation at the inlet, which makes
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the calculation temperature high. As the axial position increases, the influence of the non-adiabatic
effect of the inlet becomes smaller, making the calculation result more accurate.

 
(a) 

 
(b) 

 
(c) 

Figure 17. Non-dimensional axial velocity and temperature at different axial positions. Solid line
shows CFD results and discrete point shows experimental data from [39]. Dimensionless temperature
C is shown in black; dimensionless velocity U/U0 is shown in red; (a) X/D = 2.5; (b) X/D = 4.5; and (c)
X/D = 6.5.

5.2. Comparison of Important Species

Figure 18 shows the distribution of significant species of Bunsen burner flame, and Figure 18a
shows the mass fraction distribution of CH4. As the depth of the jet increases, the concentration of
CH4 decreases continuously. This distribution is similar to the axial velocity in Figure 15, but the
distribution is narrower than the axial velocity and presents a tendency to converge continuously.
In Figure 18b, since the CH4/Air mixture is a stoichiometric premixed gas, the oxygen concentration in
the jet is high. In the reaction zone, as the chemical reaction occurs, the oxygen concentration gradually
decreases, and the concentration of oxygen in the active reaction zone is almost zero. It can be seen
from Figure 18c,d that a large amount of H2O and CO2 are generated in the active reaction zone.

Figure 19 shows the distribution of important species in different axial positions of Bunsen burner
flame, and the simulation results in all locations perfectly capture the CH4 consumption. At the
same time, when r/D < 0.75, the change of oxygen concentration with radius is also consistent with
the experiment; Since the heat dissipation at the outlet wall is not considered, the oxygen concentration
is closer to the experiment as the axial position increases at r/D > 0.75; at X/D = 2.5, CO2 and H2O are
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in good agreement with the experimental results, while at X/D = 4.5 and 6.5, the overall change trend
is basically consistent with the experimental results, but there is a certain error in the numerical value.

(a) CH4 (b) O2 

(c) CO2 (d) H2O 

Figure 18. Important species contours of Bunsen burner flame. (a) Distribution of CH4 mass fraction;
(b) Distribution of O2 mass fraction; (c) Distribution of CO2 mass fraction; and (d) Distribution of H2O
mass fraction.

 
(a) 

 
(b) 

 
(c) 

Figure 19. Important species at different axial positions. Solid line shows CFD results and discrete point
shows experimental data from [39]. CH4 mass fraction is shown in black; O2 mass fraction is shown
in red; CO2 mass fraction is shown in blue; H2O mass fraction is shown in magenta; (a) X/D = 2.5;
(b) X/D = 4.5; and (c) X/D = 6.5.

121



Energies 2019, 12, 97

By using the reduced mechanism to simulate the premixed flame of Bunsen burner, the reduced
mechanism can well capture the combustion characteristics of CH4/Air premixed flame and truly
reproduce the distribution of combustion flow field, temperature field and important species in
the experiment.

Authors should discuss the results and how they can be interpreted in perspective of previous
studies and of the working hypotheses. The findings and their implications should be discussed in the
broadest context possible. Future research directions may also be highlighted.

6. Conclusions

Based on the DRGEP method, the detailed mechanism of Mech_56.54 methane developed
by Curran et al. was systematically simplified, and finally a reduced mechanism with 39 species
and 231 reactions was obtained. Using the current published experimental data, the methane
ignition delay times, laminar flame propagation speed, and important components obtained by
the reduced mechanism were compared and verified. The simulation results of this mechanism
are in good agreement with the experimental results. The Bunsen burner flame was simulated by
the reduced mechanism. The calculation results show that errors of the dimensionless temperature
and dimensionless velocity are extremely small between simulation and experimental data, and the
distribution of important species are basically consistent with the experiment, indicating that the
mechanism can be applied to CFD simulation accurately.
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Appendix A.

Table A1. Retained species in the corresponding reduced mechanisms with different threshold value.

Threshold value (ε) Species Different Species

0 113 Ar, HOCH2O2H, O2CH2CHO, CH3CO3H, CH3CO3, CH3CO2, C2H5OH,
SC2H4OH, O2C2H4OH, CH3COCH3, CH3COCH2O2, C3KET21, C2H5CHO,

C2H5CO, CH3OCH2, CH3OCH2O2, CH2OCH2O2H, CH3OCH2O2H,
CH3OCH2O, CH3OCHO, CH3OCO, CH2OCHO, He, C3H6OOH1-2,

C3H6OOH1-3, CC3H4, CJ*CC*CC*O, C*CC*CCJ*O, CJ*CC*O, C*CC*CCJ,
C*CC*CC, C*CC*CCOH, HOC*CC*O, HOC*CCJ*O, HOCO

0.001 78 C2H2OH, HO2CH2CO, PC2H4OH, C2H4O2H, CH3COCH2, C2H3CHO,
O2CH2OCH2O2H, HO2CH2OCHO, OCH2OCHO, HOCH2OCO, C3H8,

IC3H7, NC3H7, C3H6, C3H5-A, C3H5-S, C3H5-T, C3H5O
0.025 60 HOCH2O2, C, CH3CO, C2H5O2H, C2H5O2, C2H4O1-2, C2H3O1-2, C2H3CO,

C3H4-P, C3H4-A, C3H3, H2CC, H2CCC(S), C#CC*CCJ
0.125 46 OCH2O2H, CH*, C2H, CH3CHO, C2H3OH, CH2CHO, C2H5O
0.185 39 H, H2, O, O2, OH, OH*, H2O, N2, HO2, H2O2, CO, CO2, CH2O, HCO,

HO2CHO, HCOH, O2CHO, HOCHO, OCHO, HOCH2O, CH3OH, CH2OH,
CH3O, CH3O2H, CH3O2, CH4, CH3, CH2, CH2(S), CH, C2H6, C2H5, C2H4,

C2H3, C2H2, CH2CO, HCCO, HCCOH, CH3OCH3

Appendix B. Comparison of the Reduced Mechanism with Other Simplified Mechanisms

In order to make the reduced mechanism analysis effective, the reduced mechanism is compared
with other mechanisms. Since many simplified mechanisms cannot be obtained directly from the
literature, authors chose two mechanisms which are contained in literature. Dong et al. adopted
genetic algorithm to simplify the GRI-MECH 3.0 mechanism with the component concentration as
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the goal, and finally obtained the 17 species and 24 steps reaction mechanism [42]. Kee et al. proposed
a 17 species and 58 steps reaction mechanism. Ignition delay times, laminar flame speed and important
species are compared with these mechanisms [43].

Comparison of Ignition Delay Times

As can be seen in Figure A1, results of Dong’s model is smaller than experimental data and
results of Kee’s model is larger than experimental data. And results of the reduced model are in good
agreement with results of the full model and experimental data. In Dong’s model, with the increase of
the equivalent ratios, ignition delay times decrease, this phenomenon is different from experimental
data and other models.

  
(a) p = 1.9 atm (b) p = 3.9 atm 

Figure A1. Influence of equivalent ratios on ignition delay times of CH4/O2/Ar mixture. Solid line
shows results of the full model, dash line shows results of the reduced model, dot line shows results of
Dong’s model, short dash dot line shows results of Kee’s model, and discrete point shows experimental
data from [29]. (a) p = 1.9 atm and φ = 0.5, 1.0, and 2.0 in black, red, and blue, respectively; (b) p =
3.9 atm and φ = 0.2, 0.5, and 5.0 in black, red, and blue, respectively. Not all data are visible due to
overlapping profiles.

Comparison of the Laminar Flame Propagation Speed

As can be seen in Figure A2, when p = 1 atm, equivalent ratios are smaller than 1.1, all models can
capture changes of laminar flame speed with the increase of equivalent ratios. There are great errors in
Dong’s model when equivalent ratios are larger than 1.1. When p = 5 atm or p = 10 atm, both Kee’s
model and Dong’s model have great errors with experimental data. Overall, the reduced model by
authors are in good agreement with experimental data and full model.
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Figure A2. Influence of pressure on laminar flame speed of CH4/Air mixture. Solid line shows
results of the full model, dash line shows results of the reduced model, dot line shows results of
Dong’s model, short dash dot line shows results of Kee’s model and discrete point shows experimental
data from [32–35]. Kochar et al.’s data are shown as square points; Lowry et al.’s data are shown
as circle points; Rozenchan et al.’s data are shown as star points; and Gu et al.’s data are shown as
diamond points.

Comparison of Important Species

Since big differences between Dong’s model and experimental data, results of Dong’s model
are not shown in Figures A3–A6, when comparing the important species. For relatively stable
components, such as CH4/CO/CO2, results of reduced model and full model can well match with
experimental data, however results of Kee’s model doesn’t even show the trend. For the intermediate
component of CH2O, results of Kee’s model are totally different from experimental data.

 
Figure A3. Mole fraction of CH4/CO/CO2. p = 1 atm, φ = 0.1, and τ = 0.1 s. Solid line shows results of
the full model, dash line shows results of the reduced model, short dash dot line shows results of Kee’s
model, and discrete point shows experimental data from [36]. CH4 mole fraction is shown in black and;
CO mole fraction is shown in red; and CO2 mole fraction is shown in blue.
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Figure A4. Mole fraction of CH4/H2O. p = 10 atm, φ = 0.3, and τ = 0.25 s. Solid line shows results of
the full model, dash line shows results of the reduced model, short dash dot line shows results of Kee’s
model, and discrete point shows experimental data from [37]. CH4 mole fraction is shown in black and
H2O mole fraction is shown in red.

Figure A5. Mole fraction of CO/CO2. p = 10 atm, φ = 0.3, and τ = 0.25 s. Solid line shows results of the
full model, dash line shows results of the reduced model, short dash dot line shows results of Kee’s
model, and discrete point shows experimental data from [37]. CO mole fraction is shown in black and
CO2 mole fraction is shown in red.

 
Figure A6. Mole fraction of C2H4/CH2O. p = 10 atm, φ = 0.3, and τ = 0.25 s. Solid line shows results of
the full model, dash line shows results of the reduced model, short dash dot line shows results of Kee’s
model, and discrete point shows experimental data from [37]. C2H4 mole fraction is shown in black
and CH2O mole fraction is shown in red.
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Abstract: Covert fault zone is an important type of geological phenomenon that is closely related to
hydrocarbon formation and distribution but has often been overlooked because it lacks obvious fault
displacement and fault plane. To meet this challenge, a novel cognitive framework is proposed in
this study, in which criteria for identifying the existence of covert fault zone are developed based on
the regional tectonic backgrounds and geophysical data. The Riedel shear model is then utilized to
analyze the genetic mechanism of the covert fault zone. The Mohr-Coulomb theory is also introduced
to conduct a structural physical simulation to interpret the evolution process of the covert fault zone.
Information about the genetic mechanism and evolution of the covert fault zone is finally combined
to determine the oil-controlling mode. The study site is Qikou Sag in Eastern China. It is found
that the covert fault zone in Qikou Sag meets four recognition criteria and is generated by the stress
transferred from the strike-slip activity of the basement fault. Moreover, it can be concluded that the
covert fault zone in Qikou Sag contains five evolution stages and controls the reservoir mainly via
three aspects, that is, sedimentary sand, subtle traps and oil accumulation mode.

Keywords: covert fault zone; genetic mechanism; Qikou Sag; structure evolution; oil-controlling
mode; Riedel shear; Mohr–Coulomb theory

1. Introduction

Fault in sedimentary strata is an important reservoir-controlling factor [1]. Especially for
the petroliferous basins in China, the control effects of faults on oil and gas reservoirs is more
obvious [2]. Thereby the deeply research of the fault is essential for oil and gas exploration [3–5].
Nowadays, the increase in exploration difficulty makes oil and gas exploration in deep, covert and
unconventional fields desirable [6–8]. In particular, the effects of covert tectonic activity on the
overlying layers requires further interpretation [9,10]. Moreover, researchers have found some small
weak deformation structures in the overlying layers that without obvious fault displacement and fault
plane [11,12]. The geological phenomenon formed by these structures are referred to as covert fault
zone in this study.

In the past two decades, although few researches taken covert fault zone as an independent
geological phenomenon, the small weak deformation structures have shown highly correlations with
the distribution of oil and gas [1,10,12–18]. For example, the Ordos Basin in the central parts of China
was previously believed to be no fault in the caprocks and its reservoir was controlled by the anticline,
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lithology and stratigraphic overlap [11]. However, many small weak deformation structures were
recently discovered in the overlying layers and these structures control the distribution and migration
of hydrocarbon to a great degree [1,9]. Similarly, the string distribution of the reservoirs, sags and
domes in the Jinhu and Gaoyou Sag of the Subei Basin, Eastern China is found controlled by the small
faults in caprocks [12]. These small faults were caused by the underlying basement faults in North
East (NE), North West (NW) and South North (SN) directions [12,19].

Nevertheless, few of the previous studies performed a systematical analysis of the covert fault
zone. Its genetic mechanism, evolution and oil-controlling mode are undefined. Fortunately, some
referable researches have been presented in the structural geology field. For example, Morley derives
a penetrating structure on the basis of the Mohr-Coulomb criterion and Byerlee's legislation [13].
This structure does not have a uniform rupture surface, which is very similar to the covert fault zone.
In addition, according to the detailed analysis of the simulation of the strike-slip structure in the plate,
Dooly et al. found that there are many small faults (hidden faults) scattered in the en-echelon fault
zone under various regional stress in the early stages of fracture development [14]. The deformation
difference of these small faults are mainly shown as variance in the maximum principle stress direction,
the Riedel (R) shear angle and the construction and evolution modes. Moreover, Hardy studied the
overlay deformation (defined as the discrete fault zone) features on the steep basement normal fault in
the continuous increasing fault distance by using 2D discrete element modeling and concluded that
the activity in the discrete fault zone affects trap formation and fluid migration [17,18].

The aforementioned studies all indicate that although the covert fault zone usually occurs as small
faults in linear and discontinuous arrays, its genetic mechanism, evolution and oil-controlling mode
can be studied based on the adjacent structures, such as the basement fault, en-echelon distributed
small faults, regional stress and so forth. [13,14,17,18]. This was also confirmed by the simulation
experiments of Bellahsen [16].

Qikou Sag is the largest hydrocarbon bearing sag of the Bohai Bay Basin in Eastern China [20].
To make clear geological structure of Qikou Sag is crucial for exploring the distribution of oil and gas
in the Bohai Bay Basin. In the previous researches, the regional tectonic backgrounds of the Qikou
Sag, such as stratigraphic distribution, sedimentary characteristics and basic tectonic characteristics,
have been analyzed [21–24]. Many geological structure data are thus summarized. Additionally,
some studies on the generation and accumulation of hydrocarbon in the Qikou Sag also have been
performed [20,25–30]. These works have accumulated many geophysical data such as seismic profiles
and horizontal slices of Qikou Sag. The interpretation of the seismic profiles and horizontal slices can
provide the profile and planar characteristics of geological structure patterns, respectively [31–37].
However, scarcely any study has paid attention to the covert fault zone in this sag.

In this paper, to perform a deep analysis of the genetic mechanism, evolution and oil-controlling
mode of covert fault zone in Qikou Sag, a novel cognitive framework for the covert fault zone
is proposed. In the cognitive framework, the first aim is to establish a set of recognition criteria
for identifying the existence of covert fault zone. Then for a covert fault zone, to build a genetic
mechanism analysis method on the basis of the R shear model. Additionally, to design a structural
physical simulation method based on the Mohr-Coulomb theory for interpreting the evolution process
of the covert fault zone. Finally based upon the genetic mechanism and evolution process, to construct
the oil-controlling mode of the covert fault zone.

2. Study Area

The Qikou Sag is the largest hydrocarbon bearing sag of the Bohai Bay Basin in Eastern China,
located in the center of the Huanghua Depression with an area of about 5280 km2 [26]. It is divided
into land areas on the west side and sea areas on the east side by the Boxi coastline, which is about
250 km long [26]. The sag is controlled by the faults in North NE (NNE), NE and East West (EW)
directions and has the characteristics of extensional fault depression. Its strike-slip activity is very active
because its basement from the south to the north is passed by the Lanliao strike-slip fault, as shown in
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Figure 1 [1,26]. The structural units of Qikou Sag include four negative structural units, namely the
Qikou main sag, the Banqiao sub-sag, the Qibei sub-sag and the Qinan sub-sag and four positive
structural units named the Beidagang buried hill, the Nandagang buried hill, the along-coastline
basement involved fault belt and the Chengbei step-fault belt. The sedimentary caprocks of Qikou Sag
have experienced two evolutionary stages: the Paleogene rifting stage and the Neogene depression
stage. Seismic and drilling data show that the strata of Qikou Sag are composed of a preceding
Paleogene basement and Cenozoic caprocks, which include Shahejie and Dongying formations in
Paleogene and Guantao and Minghuazhen formations in Neogene [21].

 

Figure 1. Regional geological map and structural framework of the Qikou Sag, Eastern China (modified
from Chen et al., [21]).
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3. Methods

In this paper, the genetic mechanism and evolution of the Qikou Sag were analyzed by
comprehensive utilization of the regional tectonic backgrounds and geophysical data using the
R shear model and the Mohr-Coulomb theory. The oil-controlling mode was thereby constructed
for the further analysis of reservoir formation. The whole work is named as a novel cognitive
framework of covert fault zone. The specific methods of the cognitive framework are introduced in the
following subsections.

3.1. Establishment of Recognition Criteria

Following the previous studies, a covert fault zone can be identified by referring to the adjacent
structures. The analysis of the adjacent structures in this paper was mainly based on four recognition
criteria, that is, single geological element, geophysical data including seismic profiles and horizontal
slices of coherent bodies and basement faults.

The single geological element adjacent to the covert fault zone can be determined based on the
regional tectonic backgrounds. This is mainly because the features of the adjacent single geological
element are always influenced by the covert fault zone. In this paper, the single geological element were
classified into nine type, that is, small dominant structures distributed in the en-echelon discontinuous
direction, fault structures discretely distributed along a fixed direction, laterally distributed buried
hills and depressions, discretely zonal distributed sedimentary facies and sand bodies, discretely
directional arranged traps and reservoirs, small faults and small cracks distributed in the dense zone,
bead distributed volcanic rock, tectonic abrupt zones and structural separation zones. If one or more
types of elements are found in a fault, it can be preliminary regarded as a covert fault zone.

The seismic profiles and horizontal slices of coherent bodies can provide the combined
characteristics of the structures [32–37]. Thereby they were also used as recognition criteria in this
paper. Based on the preliminary identification, if weak flower-like or semi-flower-like structures were
found in the seismic profiles and if small faults or dense fracture zones were found in horizontal slices
of coherent bodies, the existence of covert fault zone could be basically determined.

Additionally, basement faults are the fundamental control factors for the development of the
covert fault zone in basin cap faults. Consequently, basement faults were used as one of the recognition
criteria here. In practice, geophysical data such as the aforementioned seismic profiles and horizontal
slices can be used to study whether there are corresponding basement faults under the basin cap.
That is to say, mutual validation of these recognition criteria is possible.

On the basis of the four established recognition criteria, identification of the covert fault zone can
be achieved, as illustrated in Figure 2.

Figure 2. Recognition criteria-based identification method of covert fault zone.
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3.2. R Shear Model Based Genetic Mechanism Analysis

The R shear model, which is produced by the stress from different tectonic activities, can be
used to analyze the genetic mechanism of covert fault zone. This mainly because shear stress is
usually expressed as small faults, such as the small dominant structures distributed in the en-echelon
discontinuous direction, as discussed in Section 3.1. These small faults are important recognition
criteria for identifying of the covert fault zone.

Specifically, influenced by the stress produced by the tectonic activities, such as strike-slip,
the shear faults can be classified into five types as shown in Figure 3. As illustrated in Figure 3, R shear
fault and antithetic R shear (R′ shear) fault are firstly arisen in sequence. As the displacement increases,
the amount of the R shear fault increases along the basement fault and low-angle synthetic shear
(P shear) fault occurs. Then, discontinuous Y shear fault parallels to the basement fault begins to
appear along with the local tensional (X shear) fault that intersects Y shear fault at a large angle.

Figure 3. Illustration of the five types of shear fault (R, R’, P, X, Y): (a) Mechanic principle of R shear;
(b) Distribution of shear faults (modified from Dooley et al., [14]).

Accordingly, the genetic mechanism of covert zone are closely related to tectonic activities.
Specifically, as shown in Figure 4, actives of different tectonic can generate various stress and thus
produce five types of shear faults following the R shear model. Then the combination of shear faults
forms the geological structures of the covert fault zone [1,32]. The genetic mechanism of a cover fault
zone can thereby be analyzed by the interpretation of its geological structures. The flowchart of R shear
based genetic mechanism analysis is given in Figure 4. The genetic mechanism provides the cognitive
basis for the following analysis of evolution.

Figure 4. Flowchart of Riedel shear based genetic mechanism analysis.
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3.3. Mohr-Coulomb Theory Based Evolution Interpretation

Generally, the migration and accumulation of hydrocarbon are accompanied by the evolution of
covert fault zone. The shear faults appear in the evolution of covert fault zone can provide reservoir for
oil storage, be channels for oil migration or damage those pre-existing oil reservoirs. Therefore, in this
paper, a physical simulation method designed based on the Mohr-Coulomb theory is utilized to
interpret the evolution of covert fault zone in Qikou Sag.

The Mohr-Coulomb theory is a mathematical model that describes the responses of brittle
materials, such as concrete or rubble piles, to shear stress as well as normal stress. In the Mohr-Coulomb
theory, Coulomb's friction hypothesis [38] is used to determine the combination of shear and normal
stress that will cause fracture of the material. Mohr's circle [39] is used to discover the principal
stress that produced the aforementioned combination and find the angle of the plane in which the
combination will occurs. Figure 5 displays the diagram of Mohr circle and envelope under triaxial
stress. In Figure 5, envelope a represents fracture with uniform rupture surface belonging to the
dominant stage. Envelope b represents the fracture line of the weak zone. Envelope c is the initial
activity line of basement covert fault, from which the caprocks start to break and the cracks begin
to form. The rectangular region between envelopes a and c represents the weak zone formed by the
increasing activity strength of the basement faults. After this period, the fracture and small faults inside
the fault zone begin to expand and they begin to be connected with each other to form large-scale
fractures, which tend to be dominant [10].

Figure 5. The diagram of the Mohr circle and envelope under triaxial stress (modified from Labuz et al., [40]).

As is shown in Figure 5, the reactivity condition of basement covert fault is the shear stress
τn along with the strike fault must exceed the shear strength C. That is to say, the formation and
evolution of the covert fault zone under the stress field generated by the basement fault is essentially
a mechanical process. Therefore, the evolution process of the covert fault zone can be interpreted by
simulating the mechanical process.

In this study, as shown in Figure 6, the principal stress, shear stress, sheared angle and shear
strength were incorporated to design the physical simulation experiment. As displayed in Figure 6a,
the size of the experimental device is 46 cm long and 33 cm wide, in which a basement fault with
a 45◦dip angle is set. Moreover, two active plates are embedded to simulate the motion of faults.
As the value of the angle (α) between strip-slip and displacement, which corresponds to the θ shown
in Figure 5, has a direct influence on the failure process of rocks, six different angles were designed to
interpret the evolution process of the covert fault zone, as shown in Figure 6b.
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Figure 6. Schematic diagrams of the designed simulation experiment: (a) Sketch of the experimental
device (modified by Dooley et al., [14]); (b) Details of the designed experimental groups.

In the designed physical simulation experiment, over-materials with a thickness of 2 cm were
uniformly laid on the top of the model and were manually compacted. In addition, to facilitate the
observation of deformation, 2.7 × 2.7 cm grids were printed on the surface of the cover layer in
parallel and equispaced as markers during the experiment and the moving wall was pushed and
pulled at a constant speed in a certain direction to simulate the right-hand tensioning movement.
Moreover, to further study the effect of the covert fault zone on the evolution of oil and gas
accumulation, liquid was injected into the cracks during simulation process of the experiment to
simply simulate the migration and accumulation of oil. Thereby, the oil-controlling mode of a covert
fault zone can be analyzed based upon the genetic mechanism, evolution process and the reservoir
forming conditions. During the simulation experiment, the camera was used to take pictures at the
same slip of different groups of experiments as shown in Section 4.3.

4. Results and Discussion

4.1. Recognition Criteria of Covert Fault Zone in Qikou Sag

From the comprehensive analysis of the regional tectonic backgrounds and geophysical data in
Qikou Sag, four recognition criteria are found inside the sag, namely, the small dominant structures
distributed in the en-echelon discontinuous direction (as shown in Figure 7), the linear zone reflected
by the slice data, the flower structure reflected by the seismic profiles and the basement faults under
the basin cap. Details of these four recognition criteria are given below and they confirm the existence
of the covert fault zone in Qikou Sag.

Small dominant structures are found distributed in the en-echelon discontinuous direction.
As introduced in Section 3.1, these structures is a type of the single geological element that can
be used to preliminary identify the existence of the covert fault zone in the Qikou Sag. As shown in
Figure 7, the small dominant structures (faults) on both sides of the covert fault zone have the following
characteristics: the fault dip is in the opposite direction and the strike of faults causes mutation. That is,
the small dominant structures in the covert fault zone are distributed in the en-echelon discontinuous
direction. A series of medium and low amplitude bulges (4–8 km) along the trend of the covert fault
zone are also spread out in an echelon pattern.

The linear zone reflected by the slice data is the second criterion found in Qikou Sag. As shown in
Figure 8, the coherent slices in Figure 8a show that the deep part, which has a dark band with a low
correlation coefficient, has an s-shaped strike-slip fault, while the shallow slices in Figure 8b reflect
a linear and intermittent distribution of dark bands. These correspondences between the deep and
shallow slices indicate the high possibility of the existence of a covert fault zone.
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Figure 7. Distribution of small dominant Fault and tectonic location in Qikou Sag (modified from
Qi et al., [28]).

Figure 8. Coherent slices of the covert fault zone in Qikou Sag: (a) 3320 ms slices of the coherence cube;
(b) 1320 ms slices of the coherence cube (modified from Zhou et al., [1]).

The flower structure reflected by the seismic profiles is the third criterion of covert fault zone in
Qikou Sag. Figure 9a–d show the five profiles, that is, the profile A1–B1, the profile A2–B2, the profile
A3–B3, the profile A4–B4 and the profile A5–B5 whose positions are provided in Figure 7. In the
Southern section, as is shown in Figure 9a–c, the typical negative flower-like structure develops in
the basement in the Paleogene era. Moreover, the flower-like structure gradually converges into a
steep downward fault in the deep part. In the middle section, as shown in Figure 9d, the deep trunk
strike-slip fault with an overall steep locally curved and irregular section is inserted into the base.
Moreover, the deep trunk strike-slip fault is generally spread upward in a flower shape which is
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a normal fault on the upside and a reverse fault downwards. The covert fault zone formed in the
Paleogene era and is characterized by a relatively wide and gentle flower structure. For the Northern
section, the deformation of the Paleogene formation is generally confined to the regional bottom slip
interface as illustrated in Figure 9e. The upper plate of the main slip zone shows folded deformation,
while the tectonic features of the late Mesozoic are maintained below, with almost no deformation.

 

Figure 9. Profile characteristics of covert fault zone in Qikou Sag: (a) Profile A1–B1 of the Southern
section; (b) Profile A2–B2 of the Southern section; (c) Profile A3–B3 of the Southern section; (d) Profile
A4–B4 of the middle section; (e) Profile A5–B5 of the Northern section (modified from Qi et al., [28]).

Basement faults under the basin cap is the fourth criterion of the covert fault zone in Qikou
Sag. The crystalline basement structure of Qikou Sag is presented in Figure 10. The covert fault zone
of Qikou Sag shows completely different characteristics in terms of the aeromagnetic anomalies on
both sides: the Luxi basement on the left presents a highly abnormal area with complex changes
and the geological block has an overall NE strike. It can be concluded that the Taihang mountain
basement on the right is characterized by an open positive and negative alternation of NNE and
NE. Further, the area below the Qikou Sag is shown as the “triple point” part of the three crystalline
basements of Luxi, Taihang and Yanshan. This special structural position is just like the weak zone
described by Morley [10], which is prone to wiggle under the regional stress field and the covert fault
zone can be easily formed by long-term weak activity or local lithologic unevenness. The buried hills
and depressions on both sides of the covert fault zone are distributed in hidden places.
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Figure 10. Crystalline basement plot of the Huanghua depression which contains the Qikou Sag.

4.2. Genetic Mechanism of the Covert Fault Zone in Qikou Sag

Through a comprehensive analysis of the tectonic activities of Qikou Sag and the four recognition
criteria described in Section 4.1, it can be concluded that in the Cenozoic era, the Pacific plate subducted
from NW to East West (EW), causing the Eastern part of the Chinese mainland to be under the stress
field of right-handed tension. Therefore, the NNE deep basement fault near the coastline of Qikou
depression has strong dextral strike-slip under this background, which is the basis for the formation
of the Cenozoic structural diversity of the coastal zone. Based on the R shear model, R shear and its
conjugate, R' shear, formed first and P shear formed later, according to the sequence of brittle strike-slip
fracture formation. In addition, the Luxi basement and Taihang mountain basement are in contact
with Qikou Sag and the splicing zone is shown as a weak zone, which is most prone to form shear
fracture, as shown in Figure 11.

Overall, in the south section of the covert fault zone, the basement uplift is large and the buried
depth of the basement strike-slip fault has a significant influence on the overburden deformation.
The middle section is the rhombic region between the Qidong fault and the Gangdong fault. The root
of the deep main strike-slip fault in this rhombic region is inserted into the basement, forming a
flower-like structure and the strike of faults on both sides of the fault zone changes significantly. In the
Northern section, the dense fault zone enters the slip zone, resulting in the upper displacement of the
fault being adjusted so that it disappears. In general, the covert fault zone in Qikou Sag formed under
the control of the strike-slip activity of the basement.
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Figure 11. Genetic mechanism mode of the covert fault zone in Qikou Sag.

4.3. Evolutionary Characteristic of the Covert Fault Zone in Qikou Sag

The simulated evolution processes of the covert fault zone are presented in Figure 12. As shown
in Figure 12, when the torsional angle α is 10◦ or 20◦, the caprock tectonic deformation style is
characterized by a series of relatively flat cracks arranged in an echelon. Meanwhile, the angle between
the direction of crack and fault zone is about 35◦, which is similar to the early and middle construction
styles of simple shear. When the angle α is 30–50◦, R shear faults still are arranged in an echelon but
the plane morphology of most fractures will no longer be straight. Additionally, the angle between
R shear faults and the direction of the fault changes from 30–40◦ to 5–10◦, showing an arc or “S” shape.
When angle α increases to 60 ◦, the angle between R shear faults and the direction of the fault reduces
significantly to about 13◦ and the echelon feature of the fracture zone is no longer obvious.

To further investigate the evolution process of the covert fault zone, physical simulation
experiments were performed under two stress conditions: transtensional stress and transpressional
stress. The evolution processes are presented in Figure 13. As shown in Figure 13, the basement,
stress and strain are the three conditions that control the formation and evolution of covert faults.
Under the condition of increasing activity strength of basement faults, the caprock fault experiences a
multi-stage change from “covert” to “dominant.”

The first stage of the covert fault zone evolution is the induced breakage stage as shown in
Figure 13. In this stage, the EW rupture is small-scale, scattered and isolated, with no break distance
and poor regularity. In the covert fault zone, the induced fracture zone is roughly parallel to the
strike direction and presents a dendritic shape. There is no main slip surface in the induced fractures.
The second stage of the covert fault zone evolution is the localized fault stage. Under the continuous
action of external stress, the activity of the basement fracture intensifies. Most R shears change into
small faults with fault displacement. Due to the increases in the sizes of the above R shears, small
localized rupture surfaces develop in the covert fault zone. However, they still fail to cut through
covers. In this stage, P shears start to appear. This stage occurs under the condition of transtensional
stress, while it does not occur under transpressional stress, as shown in Figure 13. The third stage of the
covert fault zone evolution is the major fault stage. As the strike-slip effect of basement fault is further
intensified, the writhing and tearing effect of cap layer is strengthened. As the en-echelon R shear
increases, short P shear faults gradually appear, which are limited to the area between en-echelon
faults. The P shear faults may occur at intervals or continuously develop to form local dominant faults.
The fourth stage of the covert fault zone evolution is the major slip stage. As shown in Figure 13,
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the discontinuous partial main faults of the last stage interconnect with each other and develop into
larger Y faults. Early-formed en-echelon R faults are cut into branch faults on both sides of the main
faults. The last stage of the covert fault zone evolution is the slide and breakage stage. All Y shear
faults merge with basement strike-slip faults and are shown as typical negative flower structures in
the profile. In addition, many small branch faults develop along both sides of the main faults, and,
combined with main faults, form a plumose structure. In this stage, the en-echelon fault are fully
connected and destroyed to form the main fault plane.

 

Figure 12. The evolution processes of the covert fault zone: (a) Experimental photos of different α
angles; (b) Sketches of the photos in (a).

Based on the aforementioned analysis and oil filling simulation, the oil accumulation degree in
different evolution stages is shown in Table 1. As shown, in the induced breakage stage, the structural
deformation of the covert fault zone is in the form of a weak echelon, in which 20% of the trap area is
filled and only small amounts of oil and gas accumulate in the fault traps close to the oil source. In the
localized fault stage, small fractures expand to form larger fractures with an en-echelon distribution
and small fractures began to appear at the edge of the R shear. In the covert fault zone, as a whole,
oil and gas show an en-echelon fault block aggregation pattern and 50% of the trap area is filled. In the
major fault stage, secondary P shear cracks begin to appear and the trap filling degree reaches 75%.
In the major slip stage and slide and breakage stage, the covert fault zone is penetrated by Y shear and
the fault properties of the covert fault zone are very obvious. The whole fault zone is rich in oil and
gas and the trap is as full as 90%.
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Figure 13. The evolution processes of the covert fault zone in Qikou Sag: (a) Under transtensional
stress; (b) Under transpressional stress.

Table 1. Oil accumulation degree in different evolution stages.

Stage
Time

Sequence
Deformation
Strength (cm)

Oil Filling
Level (mL)

Cumulative
Time (min)

Trap Filled
Area (%)

A Early 1.56 12 3 20
B Early-to-mid 3.76 20 7 55
C Middle 7.32 24 9 75

D/E End 11.6 24 10 90

4.4. Oil-Controlling Mode of the Covert Fault Zone in Qikou Sag

The genetic mechanism (as described in Section 4.2) and evolution process (as described in
Section 4.3) of the covert fault zone control the thermal evolution and distribution of the source rock,
reservoir physical properties, trap development and transport conditions and thus affect the law
of hydrocarbon accumulation distribution [41]. Considering the geological conditions of the Qikou
Sag, the distribution of the sedimentary sand, the formation and distribution of subtle traps and the
oil accumulation mode are utilized to analyze the oil-controlling mode of the covert fault zone in
Qikou Sag.

The controlling effect of sedimentary sand is mainly expressed as the cutting and joining action on
sedimentary sand. The covert fault zone controls the formation and distribution of a large number of
echelon and discontinuous small fault zones, which form the combined relationship between cutting
and connection. As shown in Figure 14, the small structures shown in profile, such as fault terraces and
graben, form fracture zones and the river channel can easily use its strike to wash down and cut and
form sediment unloading zones along the covert fault zone. The covert fault zone of Qikou Sag has
an obvious controlling effect on sedimentary facies, among which the basement fault in the Southern
section is strong. The dominant fault in Zhangbei is formed in the caprock and the covert fault zone is
spread in the left echelon pattern to the north. The fan delta of the Shasan Segment extends into the
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lake basin [42,43] and the source water system carries a large number of sand bodies deposited along
the covert fault zone in the echelon pattern.

Figure 14. Controlling effect of sedimentary reservoirs.

There are primarily four kinds of subtle trap in the covert fault zone in Qikou Sag. One kind is
NNE minor faults which are a kind of intersecting occlusion formed by basement fault activity in the
cover. The second type is the combination of NE and NNE covert faults, which produce the arc-shaped
covert fault block traps. Note that although these two traps have a tectonic background controlled by
the covert fault zone, the genesis of traps is controlled by both lithology and structure. The third kind
is the microstructure traps formed under the condition of different compactions of sandstone or low
strength tectonic activity. The trap range of it is low, while its oil–bearing height is generally small.
The fourth subtle trap includes lithologic updip pinchout traps controlled by low-amplitude slope
break zones and the faults in both directions have not been developed. It is, in fact, a kind of subtle
trap formed by the reconstruction of paleogeomorphology of covert fault zone.

The oil accumulation mode is the third aspect controlled by the covert fault zone in Qikou
Sag. There are primarily four kinds of oil accumulation mode in the covert fault zone of Qikou Sag.
As shown in Figure 15a, in the early stages of evolution under the condition of weak deformation,
there are only a small number of faults, which form a few small fault block traps and they appear to
be intermittent echelon or isolated and dispersed. The strike is inconsecutive and the connectivity of
vertical channels is poor. In the early-to-mid stage of the evolution, as shown in Figure 15b, it can be
concluded that under the conditions of medium and strong deformation, the number of faults in the
covert fault zone is relatively small and the faults show an echelon arrangement. A series of small snout
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and fault block traps constitute the trap belt, with no connection in the strike and good connectivity in
the vertical channel. In the middle stage of the evolution, as shown in Figure 15c, under the condition
of medium and strong deformation, the dense development of small faults or small cracks shows an
intermittent zonal distribution, forming a large number of larger fault blocks to form the trap belt.
The migration channels are connected intermittently in the strike and the vertical channel connectivity
is good. At the end stage of the evolution, as is shown in Figure 15d, the deformation intensity of faults
is large, the small faults are densely distributed in zones and the main fault surface is almost complete.
The fault block group is formed on the covert fault zone and the three-dimensional migration channel
is formed in the covert fault zone. In this mode, the blank sections near the beaded oil reservoirs and
the grid intersection of the covert fault zone are the potential regions and target areas.

 

Figure 15. Oil accumulation model of the covert fault zone: (a) Early stage; (b) Early-to-mid stage; (c)
Middle stage; (d) End stage.

According to the aforementioned controlling effects of the distribution of the sedimentary sand,
the formation and distribution of subtle traps and the oil accumulation mode in the south, middle and
north segments of the covert fault zone in Qikou Sag, three types of oil-controlling mode are established,
as shown in Figure 16.

For the three-layer type shown in Figure 16a, the roots and branches of the floral structure can
be used as an oil source fault with good trap, transmission and dynamic conditions. In deep series
of strata, the bedrock buried hill reservoirs, fractured reservoirs and unconformity reservoirs form.
The faulted noses and fault block reservoirs that formed in the Paleogene era and Neogene era have
an en-echelon fault block oil trap accumulation mode. The complex oil and gas accumulation zone
can be called a sandwich type vertical distribution mode. While for the mezzanine gathered type
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shown in Figure 16b, weak strike-slip activity of basement faults connects the oil source faults formed
in the Neogene era. The Neogene caprock has relatively good sealing conditions and the oil and gas
accumulate in the formations from the Paleogene era. The pattern can also be called a pie vertical
distribution mode. By contrast, for the cover layer type shown in Figure 16c, basement faulting leads
to the good source rock conditions and reservoir conditions. With good transmissibility in the vertical
direction, oil and gas are mainly concentrated in formations from the Neogene era, which can also be
called a pizza type vertical distribution mode.

 

Figure 16. Oil-controlling mode of the covert fault zone in Qikou Sag: (a) Three-layer type;
(b) Mezzanine gathered type; (c) Caprock type.

5. Conclusions

A novel cognitive framework of the covert fault zone is proposed in this paper. In the framework,
a method for the establishment of recognition criteria is firstly presented for the identification of the
covert fault zone. In this method, both the regional tectonic backgrounds and geophysical data of the
adjacent structures are considered for the identification of the covert fault zone. Accordingly, the genetic
mechanism of the covert fault zone is analyzed based on combination patterns of shear faults generated
by the stress transferred from the activities of the basement fault following the R shear model.
For the evolution interpretation of the covert fault zone, a structural physical simulation method
is designed based on the Mohr-Coulomb theory. On the basis of the information about the genetic
mechanism and evolution of the covert fault zone and the reservoir forming condition in the study
site, the oil-controlling mode of the covert fault zone is investigated.

Studies on the Qikou Sag located in Eastern China have shown that it has four main recognition
criteria, that is, en-echelon distributed small dominant structures, horizontal slices of coherent
bodies, seismic profile and basement faults. Moreover, it is found that the covert fault zone in
Qikou Sag is generated by the stress transferred from the strike-slip activity of the basement fault.
Besides, the evolutionary characteristics show that the evolution process of the covert fault zone in
Qikou Sag contains five stages: the induced breakage stage, the localized fault stage, the major fault
stage, the major slip stage and the slide and breakage stage. In addition, it is concluded that the
oil-controlling mode of the covert fault zone in Qikou Sag includes three types, namely the three-layer
type, the mezzanine gathered type and the caprock type. Overall, the proposed cognitive framework
can also be expanded to other study areas based on the corresponding regional tectonic background
and geophysical data. For further improvement of the cognitive framework, variation in stress will be
considered in future studies.
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Abstract: High rates of environmental pollution by boilers and thermal power plants burning coal
of different grades are the main reason for active research in the world aimed at the development
of alternative fuels. The solution to the formulated problem acceptable in terms of environmental,
technical and economic criteria is the creation of composite slurry fuels with the use of fine coal or
coal processing and enrichment waste, water of different quality, and oil sludge additive. This study
considers modern technologies of burning slurry fuels as well as perspective research methods of
the corresponding processes. A model combustion chamber is developed for the adequate study of
ignition processes. The calculation of the basic geometric dimensions is presented. The necessity of
manufacturing the combustion chamber in the form of an object of complex geometry is substantiated.
With its use, several typical modes of slurry fuel ignition are determined. Principal differences of
ignition conditions of a single droplet and group of fuel droplets are shown. Typical vortex structures
at the fuel spray injection are shown. A comparison with the trajectories of fuel aerosol droplets in
real combustion chambers used for the combustion of slurry fuels is undertaken.

Keywords: slurry fuel; ignition; combustion; combustion chamber; soaring of fuel droplets;
trajectories of fuel droplets

1. Introduction

1.1. Reasons for the Increased Interest in Water-Containing Slurry Fuels

Water-containing slurry fuels based on fine coal or coal processing waste are called coal-water
slurry (CWS), or composite liquid fuel (CLF). Their prospects were justified more than 40 years ago.
In recent years, in the world scientific community, there have been more and more arguments in
favor of the active use of water-containing slurry fuel, since it could serve to solve a number of
global problems.

In particular, the main attractiveness of CLF in comparison with traditional energy resources (gas,
coal, and oil) derives from the following essential advantages (based on the analysis of the research
results [1–11]):

(i) cost-effectiveness of CLF; compared to fuel oil and coal, the cost of 1 ton of CLF is 1.5–2.5 times
lower; operating costs for storage, transportation and combustion are 20–30% lower;

(ii) due to almost complete burnout of coal particles in CLF, gaseous anthropogenic emissions into
the atmosphere are minimal and comparable to emissions from gas combustion;

(iii) in terms of technological effectiveness, CLF is fire- and explosion-proof; it can be stored at a wide
temperature range; slagging is reduced; there is no dependence on the properties and origin of
the CLF components;
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(iv) CLF can be used as primary and additional fuel in all operating conditions regardless of the
region; virtually any coal can be used to prepare CLF;

(v) among the main combustible components of CLF, in addition to fine coal, there may be numerous
wastes of coal enrichment and oil refinement; in this case, it is possible to dispose of large amounts
of these wastes, to release the occupied territory, and to reduce the consumption of fossil fuels for
producing thermal and electric energy.

At the same time, it is worth noting the main limitations that constrain the active use of CLF
technologies [1–11]:

(i) moisture, which can make up to 40% of CLF, is a ballast, and part of the energy from fuel
combustion is spent on the phase transition of water from liquid to gaseous state;

(ii) typical CLF obtained on most units (at various technologies) retains stability (does not stratify)
only for 30–70 h. Modern equipment allows increasing this parameter up to 10–15 days,
and even up to a year without the use of additives-stabilizers. Limited stability forces the use
of additives-plasticizer or special processing methods when it is necessary to increase the CLF
shelf life, which obviously increases the fuel cost. The way out of this situation is to prepare
CLF immediately before combustion. This approach provides a CLF daily supply reserve in the
immediate vicinity of the consumer. The main fuel supply in this case is provided by the initial
coal reserves;

(iii) high abrasive wear of the injectors took place at the first stages of CLF application. For example, in
Russia, China, India, Japan and Poland the first nozzles served no more than 30–40 h. In modern
conditions, these issues have been resolved up to the manufacturing of serial burners for CLF.

Each of these restrictions is leveled in the process of CLF preparation by adding various additives,
modifying combustion chambers compared to coal and fuel oil, and adapting technologies. It is
believed traditionally that, unfortunately, the technologies of CLF burning have low efficiency, despite
a large number of studies (in particular, [12,13]) on the CLF ignition mechanism, possible modes
and effects.

1.2. Modern Technology of Composite Liquid Fuel (CLF) Combustion

The main ways of CLF combustion are [1–3] burning in flame (chamber) and in a fluidized bed.
Flame burning is the main method, especially in boilers of medium and high power. The geometry of
the boilers, as a rule, allows the torch to be organized inside the combustion chamber so that the coal
particles that make up the CLF could completely burn out. From the practice of CLF burning it may
be inferred that fuel ignition begins in a small vicinity of the nozzle section, which feeds it into the
combustion chamber. The disadvantages of the method include rather high requirements to the burner
device of the boiler (nozzle).

At CLF burning in the fluidized bed, the fuel jet is fed to the heated layer of inert material. Droplets
of CLF are almost instantly ignited when they fall in the fluidized bed. The undoubted advantages
of this method of combustion are relative ease of implementation in boilers of small capacity, a fairly
large range of boiler capacity control (without loss of efficiency), and low requirements to the quality
of the fuel supplied. The disadvantages include the capital intensity of fluidized bed organization in
boilers of medium and high power, especially in the case of reconstruction of the latter.

When burning CLF in a fluidized bed, there are technological solutions for implementing the
mode of slurry fuel gasification (pyrolysis), for which CLF is an ideal raw material. In this case,
the combustion is carried out in two stages: gasification and direct combustion of the obtained gases.
Depending on the technological features it is possible to combine the combustion methods. Synthesis
gas obtained at the gasification stage increases the CLF combustion stability. The disadvantage of
the method today is the lack of commercially available boilers. This is one of the reasons for the
development of a large group of different methods for studying the processes of CLF ignition, as well
as different reproducible conditions for the study of the relevant processes.
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1.3. Limitations of Modern Methods of Investigation of CLF Ignition and Combustion

It is possible to distinguish the following main methods of experimental studies of ignition and
combustion of droplets of slurry fuels [12]: on a heated substrate or any surface (to reproduce the layer
combustion, for example, on stoker grates and walls of combustion chambers); in the flow of heated air
using different holders (rods, wires, thermocouple junctions, etc.); and when placing CLF droplets into
the heated airflow. Each of these research methods is somewhat far from the technologies described in
Section 1.2. Therefore, the task of developing the experimental technique taking into account the real
features of advanced combustion technologies for promising CLF is relevant.

The aim of this work is to design a model combustion chamber for recording the limiting
conditions, the main characteristics of the ignition and combustion processes, as well as the trajectories
of the slurry fuel droplets in conditions close to real combustion technologies.

2. Experimental Setup and Methods

2.1. Typical Industrial Layouts of Units for CLF Combustion

To date, a fairly large number of experimental setups and experimental-industrial units used for
burning fuel slurries have been developed; for example, in China, there are more than 90 steam and
power plants using CLF. Among the most common Russian plants burning slurry fuels are prismatic
(straight-through) elongated furnace chambers of hot water and steam boilers without significant
modifications, used for direct combustion of pulverized coal or fuel oil. As a rule, they are based on the
principle of flame burning by fine-dispersed fuel spray through burners or nozzles [1–10]. For example,
the boiler (TPE-214) of Novosibirsk thermal power plant (Russia) was operated at burning of large
volumes of CWS (over 350 × 103 m3), implemented in conjunction with the technical project of the
coal pipeline (262 km) “Belovo-Novosibirsk” (Russia, from 1989 to 1997) [8]. This project was carried
out on the basis of industrial research into the preparation and combustion of CWS at Belovskaya
thermal power plant (Russia, from 1986 to 1987) on the basis of boilers PC-40-1 with steam capacity
of 640 t/h, as well as TP-35 (Figure 1) of Min-Kush thermal power plant based on Kavak brown coal
(Kyrgyzstan) [1,8].

The team of the Institute of Thermophysics (Siberian Branch of the Russian Academy of Sciences)
conducted thermal calculations and changed the design of the low power boiler (KE-10-14C) for CWS
combustion. For this boiler, the vortex combustion mode was used (Figure 2).

It is known that the combustion of fuel slurries based on solid (coal, coal processing waste) and
liquid (water, waste oils, etc.) components is accompanied by an increase in the size of the ignition
zone and a decrease in the temperature level due to the presence of liquid inert ballast. In this regard,
there was a gradual transition to the vortex method of CLF burning (due to the angular circular swirl)
as the most efficient combustion with the longest period of cyclicity of the soaring of fuel droplets in
the reaction zone and high combustion efficiency.

For furnaces of direct-flow boiler (P-56GM) and drum boiler (BKZ-75-39FB), the tangential
arrangement of burners and various forms of air blowing were applied, providing a vortex flow of
combustion products and stable combustion of CWS [3].

In turn, the gas and fuel oil boiler (DKVr 6.5/13GFO) was additionally equipped with muffle
(cyclone) vortex furnace extensions. They were used for pre-ignition and flame combustion of
fine-sprayed fuel slurry with its subsequent burnout in the main furnace of the boiler [4]. For the
reconstructed boiler DKVr-20-13 (at a transition from the layer burning of coal to the slurry one) the
vortex combustion of CLF was numerically studied using the ANSYS Fluent 12 software [5].
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Figure 1. Variation of dimensionless parameters when firing Kavak brown coal in the TP-35 boiler in
the forms of pulverized coal and coal-water slurry (CWS). (1) Furnace, (2) zone of active combustion
for pulverized coal and CWS, (3) burners for firing pulverized coal and CWS, (4) and (5) design active
combustion zone and burners for finely dispersed CWS (0–350 μm) [1].

 

Figure 2. The scheme of the reconstructed furnace KE-10-14C: 1—cooling chamber; 2—furnace
tubes; 3—muffle (combustion chamber); 4—end walls of the muffle; 5—gas-transfer windows; 6—the
central base; 7—nozzle of secondary blast; 8—ash collector; 9—the front wall of the boiler; 10—CWS
atomizer [2].

The study [6] considered in detail the issues of modernization of steam and hot water boilers with
installing cyclone furnace extensions operating on traditional fuels: coal, gas and fuel oil (Figure 3).

The study [7,8] presents the results of designing an experimental setup (Figure 4) for CLF burning.
The stable CLF ignition for this furnace was carried out in the temperature range of 600–700 ◦C, and
the temperature of the gases at the outlet of the cyclone furnace extension was 1090–1160 ◦C.
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(a) (b) 

Figure 3. (a) Reconstructed boiler DKVR-20-13S with muffle furnace extension for composite liquid
fuel (CLF) combustion [5]; (b) scheme of furnace extension: 1—CLF nozzle; 2—axial air supply channel;
3—channels of tangential air supply; 4—channel of tertiary air; 5—front wall of the furnace.

 
(a) (b) 

Figure 4. (a) Cyclone furnace extension for the boiler with a capacity of 6.5 MW; (b) overall view and
section of cyclone furnace extension [7,8].

Studies [9,10] present the results of numerical calculations of coal-water fuel combustion in the
adiabatic vortex combustion chamber obtained with ANSYS FLUENT software. These mathematical
calculations to determine the optimal modes of combustion of CWS can improve the design accuracy
of various boilers.

2.2. Typical Diagrams of Experimental Setups for Studying CLF Combustion

Efficient CLF combustion at thermal power plants or small boilers, as well as achieving the
maximum efficiency of the power plant, is associated with the optimal organization of fuel ignition in
the combustion chamber, stabilization of the flame combustion and achievement of the set temperature
level. As a rule, it depends on the correctly chosen physical parameters (Tg

min is minimal ignition
temperature, τd is the ignition delay time, τc is the time of complete combustion, Td

max is the maximum
temperature at the drop center during heating) for the relevant design calculations of furnace chambers.
This requires a series of experimental studies on the combustion initiation of various CLF and the
necessary conditions for their development.

From the analysis of world practice on the study of combustion initiation of slurry fuel droplets,
it should be noted that the most well-known methods are [11,12]. It is believed that the most widespread
is the experimental approach, implemented by suspending a single fuel droplet on the thermocouple
junction, its further placing in a heated medium (heated air, combustion products, their mixture) and
recording the temperature change of the droplet (Figure 5a,b). In turn, holders made of other materials
(thin metal wire, quartz thread, ceramic rod) are also often used to register fuel ignition characteristics’
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parameters [13,14]. There are methods for studying ignition and combustion of CLF on a hot surface
(conductive heating) [15] or in a muffle furnace (radiant heating [16]) (Figure 5c,d). In rare cases,
local energy sources heated to a certain temperature (metal disks, etc.), laser pulse (for gasification),
as well as spark discharge energy are used.

    
(a) (b) (c) (d) 

Figure 5. Approaches to experimental investigation of slurry droplets combustion: (a,b) using different
holders; (c) on a heated surface; (d) in a muffle furnace.

All the known aforementioned experimental approaches are far from the real combustion
processes of thermal power plants because all of them use contact with the heated surface. Often
holders lead to changes in the heat transfer conditions in the suspended fuel droplet [13,14]. One may
observe processes of the heat sink from the droplet to the holder and an additional energy flow through
the holder to it. These heat transfer processes are different from real conditions. As for experiments
with fuel droplets freely falling through a cylindrical channel of heated air, there are restrictions
associated with a small residence time of the fuel droplet in the combustion chamber (a cylindrical
channel of limited length is used, see Figure 6a [17,18]). As noted above, the CLF burnout requires a
long residence time of fuel droplets in the furnace space, i.e., directly in the active combustion zone.

   
(a) (b) (c) 

Figure 6. (a) Ignition and combustion of a single free-falling CLF droplet; (b) burner device with flame
burning of CLF flow in the boiler furnace; (c) CLF combustion fragment observed through the boiler
observation window.

The study of CLF ignition and combustion in these thermal power plants (large and small boilers)
is difficult and limited. This is due to rather high rates of physical and chemical processes, occurring in
the boiler furnace, and the impossibility of visual recording of combustion and ignition of fuel droplets
in the entire volume of the core zone (Figure 6b). Individual viewing windows allow monitoring of
CLF combustion processes in a narrow region (Figure 6c).

In this regard, it is advisable to develop a model combustion chamber, which would allow, on the
one hand, bringing the conditions of fuel ignition and combustion to the furnaces of real boilers, and,
on the other hand, visualizing these processes for soaring CLF droplets in a swirling flow of heated
air with their direct video recording in real time. It is expedient to develop and manufacture a model
combustion chamber from optically transparent quartz glass based on the results of calculations of
geometric dimensions.
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2.3. Designing the Model Combustion Chamber

In the study of the characteristics of ignition and combustion of soaring CLF droplets, in contrast
to the stationary suspended droplets [11–14], the necessary parameters for the soaring of a droplet
of the fuel composition were estimated. The aim of the evaluation was to determine the geometric
dimensions of the expanding part of the quartz tube (with conical inlet and outlet channels), where the
droplet would be ignited by the heated air flow. A model cone-shaped combustion chamber has been
developed as a promising design (in terms of manufacturing complexity, placement in the laboratory
and compliance with the conditions of fuel combustion at TPP). This design allows keeping the drop
in the given range of heights by changing air flow pressure (due to the pressure difference over the
chamber height) in the vertical direction, and, thus, changing the residence time of the fuel droplet in
the combustion core. The initial data for the calculation are presented in Table 1.

Table 1. Initial data for calculating the parameters of cone-shaped model combustion chamber.

No. Parameter Value Comment

1 Initial diameter of the cone (dtr), mm 80 The pipe diameter (dtr) corresponds
to the initial diameter of the cone

2 High pressure fan flow rate at 293 K (Va), L/min 1200 Swirl fan Leister Robust (50 Hz)
3 Droplet diameter (d), mm 1.5 Without the sphericity coefficient
4 Initial air temperature (for igniting a fuel droplet), K 753 -
5 Nominal (maximum) air temperature, K 923 -
6 Humidity of an initial fuel droplet (Wa), %wt. 43.5 -
7 Ash content of an initial fuel droplet (Ad), %wt. 25 -

The geometric dimensions of the chamber are calculated by the method of determining the soaring
of a single droplet, which assumes the equality of forces of aerodynamic drag of the droplets and the
gravitational forces in the ascending air flow.

When calculating the conditions of CLF droplet soaring, the following were assumed:

1 The coefficient of droplet sphericity (spherical shape factor) ϕ = 0.73 [19].
2 Droplet motion in the vertical direction in the range h = 0–120 mm (height of the calculated

cone-shaped chamber).
3 Properties of the component composition of CLF (density, ash, etc.) are subject to the additivity

rule, and they can be determined using the relevant properties of the components.

The calculation method for droplet soaring is identical [20]. The air flow rate along the channel
section, at which a single drop passes into a soaring state, is the rate of soaring [21]. It corresponds to
the beginning of the destruction of the monodisperse soaring layer. At that,

ε = 1,

where ε is the porosity (relative fraction of volume not filled with solid phase).

ε = 1 − ρn/ρd, (1)

ρn is the bulk density, and ρd is the body density (drop).
The soaring rate may be determined by Equations [20]:

Revit =
Ar

18 + 0.61
√

Ar
, (2)

ωvit =
Revitμa

ddρa
, (3)

where Revit is the Reynolds criterion, �vit is the rate of soaring, m/s; dd is the drop diameter, m; ρa, μa are
the density (kg/m3) and dynamic viscosity coefficient (Pa·s) of air; and Ar is the Archimedes criterion.
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Density and dynamic coefficient of air viscosity (Table 2) are taken at a temperature of 823 K [22].

Table 2. Air parameters.

Density, kg/m3 0.43

Dynamic coefficient of viscosity, Pa·s 376 × 10−7

Archimedes’ criterion is calculated by the expression [20]:

Ar =
d3

dg
ν2

a

ρd − ρa
ρa

=
d3

dgρa(ρd − ρa)

μ2
a

, (4)

where νa is the kinematic coefficient of the medium viscosity, m2/s; and μa is the dynamic coefficient
of the medium viscosity, Pa·s.

Droplet size (equivalent diameter):
dd = dϕ, (5)

Considering the deviation from the spherical shape the drop size will be [19]:

dd = dϕ = 1.5 × 0.73 = 1.095 mm. (6)

To calculate the Archimedes’ criterion, it is necessary to determine the density of the CLF droplet.
According to the reference data [23,24], the density of coal dust in the composition of CLF is 1700 kg/m3

(water content of the initial drop is ≈43.5%).
The density of CLF droplet in the initial state:

ρd = 0.435 × 998 + 0.565 × 1700 = 1394 kg/m3. (7)

In the future, with the known elemental composition of the used solid fuel, the droplet density is
specified according to [25]:

ρd =
100ρorg

100 − Ac
(

1 − ρorg
2900

) , (8)

ρorg =
105

0.344Cp + 4.25Hp + 23
, (9)

where ρorg is the density of the organic mass of the fuel; Cp, Hp is the percentage of carbon and
hydrogen in the fuel; and Ac is the ash content per dry mass of fuel.

The criterion of Archimedes for air temperature of 823 K:

Ar =
d3

dgρa · (ρd − ρa)

μ2
a

=

(
1.095 × 10−3)3 × 9.8 × 0.43 × (1394 − 0.43)

(376 × 10−7)
2 = 5453.68. (10)

Reynolds criterion:

Revit =
Ar

18 + 0.61
√

Ar
=

5453.68
18 + 0.6 ×√

5453.68
= 87.52. (11)

Soaring rate:

ωvit =
Revitμa

ddρa
=

87.52 × 376 × 10−7

1.095 × 10−3 × 0.43
= 6.98 m/s. (12)

High pressure vortex fan Leister Robust provides the maximum air flow rate Vv = 1200 L/min at
293 K, which corresponds to the air velocity of 4–5 m/s in the channel with a diameter of 80 mm.
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Mass air flow rate:
Ga = ρ20

a Va, (13)

Air velocity in the channel:

w =
Va

F
=

Va

0.785 · d2
tr

, (14)

When air temperature in the channel is 823 K, considering its density of 0.43 g/L, the mass air
flow rate:

Ga = ρ20
a Va = 1.2 × 1200 = 1440 g/min. (15)

Va =
Ga

ρ550
a

=
1440
0.43

= 3348 L/min or Va =
3348 × 10−3

60
= 0.0558 m3/s. (16)

The air velocity in the channel with a diameter of 80 mm is:

w =
Va

F
=

Va

0.785 · d2
tr
=

0.0558

0.785 × (80 × 10−3)
2 = 11.1 m/s. (17)

Thus, the required slurry velocity is provided, and the CLF drop can move vertically in the chamber
along the expanding part of the cone (Figure 7). In the calculation it was assumed that the smaller
diameter of the cone corresponds to the diameter of the quartz tube. The maximum height of the cone
will take 120 mm (due to the limitations of the size of the experimental stand). It was believed that the
droplet soaring rate of 6.98 m/s corresponds to the region with a smaller cone diameter (80 mm).

Let us consider the final state of the droplet (to determine the angle of the cone opening)—complete
burnout of organic mass with forming the ash envelope. For this intermediate state of the droplet,
its diameter (dd) corresponds to 1.095 mm (model of the retained ash envelope [19]). Ash content (Ad)
of the initial drop of CLF is 25%.

Ash envelope density:
ρzk = ρzAd, (18)

The ash envelope density in a droplet with a diameter of 1.095 mm will be:

ρzk = ρzAd = 2400 × 0.25 = 600 kg/m3, (19)

where ρz is the true ash density (in the range of 2100–2400 for Kuznetsk coals) [26].
The Archimedes’ criterion:

Ar =
d3

dgρa(ρzk − ρa)

μ2
a

=

(
1.095 × 10−3)3 × 9.8 × 0.43 × (600 − 0.43)

(376 × 10−7)
2 = 2346.4 (20)

Reynolds criterion:

Revit =
Ar

18 + 0.6
√

Ar
=

2346.4
18 + 0.6 ×√

2346.4
= 49.85. (21)

Soaring rate:

ωvit =
Revitμa

ddρa
=

49.85 × 376 × 10−7

1.095 × 10−3 × 0.43
= 3.98 m/s. (22)

Cone diameter:

dc =

√
Va

0.785ωvit
. (23)
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At this rate and air flow rate of 0.0588 m3/s the diameter of the cone is:

dc =

√
Va

0.785ωvit
=

√
0.0588

0.785 × 3.98
= 0.137 m. (24)

Consequently, the larger diameter of the cone is 137 mm. The height of the cone was taken earlier
as 120 mm. Thus, the opening angle of the cone is about 24 degrees (Figure 7).

  
(a) (b) 

Figure 7. (a) Coned channel for creating soaring conditions of CLF droplets; (b) model of a conical
combustion chamber, casted by the manufacturer.

Due to technological limitations for casting the cone-shaped chamber from transparent optical
quartz glass, the dimensions of the real combustion chamber have been changed (Figure 7b). As a
result, the large diameter of the cone has almost doubled (258 mm). The dimensions of the input and
output channels and the cone opening angle remain unchanged. To control the temperature in the
combustion chamber by chromel-aluminum thermocouple, as well as the input and discharge of CLF
drops, there are two technological holes with a diameter of 11 mm in its side part. The chamber is
made with a total height of 325 mm. The volume of the combustion chamber is 6 L. This allowed
expanding the limits of permissible rates of soaring of CLF droplets (for a combination of a single,
small group and a flow of droplets).

3. Materials

The fuels were prepared on the basis of several different components, both solid and liquid. In this
study, low-grade solid fuel (lignite or lignite) and wet coal flotation waste (filter cake) were considered
as the main components. The main properties of all components used are given in Tables 3 and 4.
Proximate and ultimate analysis was carried out in accordance with standard procedures [27]. Below,
the compositions of specific fuels are given either directly in the figures or in the explanatory tables.

Table 3. Properties of coal components [27].

Sample Wa, % Ad, % Vdaf, % Qa
s, MJ/kg

Brown coal 14.11 4.12 47.63 22.91
Filter-cake “T” – 21.20 16.09 26.92
Filter-cake “K” – 26.46 23.08 24.83

Table 4. Properties of liquid combustible components [27].

Sample Density at 293 K, kg/m3 Wa, % Ad, % Tf, K Tign, K Qa
s, MJ/kg

Used turbine oil 868 – 0.03 448 466 44.99
Fuel oil 1000 6.12 4.06 438 513 39.4

Used compressor oil 887 – 0.023 458 502 45.2
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The choice of components is due to the fact that in this study it was necessary to test several
CLF with different flammability. Figure 8 illustrates the characteristic differences in the ignition delay
time for several fuel compositions. The data in Figure 8 obtained by burning fuel droplets using the
designed combustion chamber (Figure 7).

The initiation of burning of CLF compositions based on brown coal, water and oil components
occurs at lesser ambient temperatures than that of CLF based on wastes of enrichment of filter-cake
“T” and “K” (from the coal-washing plant of the Kemerovo region, Russia) and used turbine oil.
The properties are presented in Tables 1 and 2. The filter-cakes “T” and “K” had a moisture content of
43.5% and 39.1%, respectively.

An important role is played by the content of the oil component in the fuel and the minimum
temperature of their ignition. The ignition temperature of fuel oil is about 513 K, which is higher
relative to other liquid combustible impurities of CLF, for example, used turbine (466 K) and used
compressor (502 K) oils.

  
(a) (b) 

Figure 8. Ignition delay times of soaring CLF droplets depending on Tg (a) and Rd (b) at Vg ≈ 4 m/s.

Figure 8a shows that for the composition of CLF based on cake “T” and used turbine oil,
the ignition delay times are less than 1 s than for the fuel mixture based on brown coal, water
and fuel oil. In addition, the determining factor is the change in the initial droplet size, which affects
the ignition delay times Figure 1b. If the CLF droplet size is Rd ≈ 0.4 mm, for the two compositions of
CLF with used oil there is an identical ignition delay time of about 4.2 s within the limits of random
errors. Furthermore, for the composition of cake “T” of 90% and used turbine oil of 10% there is a
smooth increase in ignition delay time than for compositions with brown coal. This is most likely due
to the lower moisture content in the cake “T” (about 35%). Thus, preliminary tests (Figure 8) made
it possible to determine the composition of waste-derived fuel slurries of interest for further studies
using different heating approaches.

4. Results and Discussion

4.1. Advantages of the Model Combustion Chamber

To study the ignition characteristics of the soaring CLF droplets, an experimental setup has been
developed; its scheme is shown in Figure 9. The flow of heated air pumped by the compressor was
formed in the model combustion chamber. Then a CLF droplet from a supply and discharge device was
placed in the combustion chamber. To spray the flow of the fuel slurry into the combustion chamber,
a T-shaped mixer was used; the compressed air was supplied in one of its channels, and slurry was fed
in the second channel. The investigated processes of ignition and combustion of soaring droplets of
CLF were registered with the use of high-speed video camera.
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Figure 9. Scheme of the experimental setup: 1—compressor, 2—air heater, 3—control panel, 4—power
supply and control of coordinate mechanism, 5—coordinate mechanism, 6—cone-shaped combustion
chamber made of quartz glass, 7—high-speed video camera, 8—nichrome wire, 9—CLF droplet,
10—cutting element, 11—metal hollow rods, 12—chromel-aluminum thermocouple, 13—temperature
recorder, 14—personal computer, 15—exhaust probe to remove combustion products.

The configuration of the combustion chamber allows, on the one hand, approaching the conditions
of the droplet soaring in real combustion chambers, and, on the other hand, visualizing the ignition
processes, i.e., continuously monitoring the soaring droplets. This is achieved by the transparency of
the combustion chamber, made of heat-resistant quartz glass.

4.2. Modes of Ignition and Combustion of Slurry Fuels

In experiments with the flow of soaring CLF droplets, as well as with a single droplet, several
ignition modes have been recorded. They can be divided into four modes (Figure 10a). These are
characterized by characteristic trajectories of motion (mainly ellipsoidal or arbitrary), directed along
the heated air motion in the combustion volume. The soaring CLF flow represents the droplets of
different dispersiveness with irregular shape and different weight. Consequently, each CLF droplet
has different evaporation time of moisture and flammable liquid, when interacting with hot air and in
chemical reactions.

In the first mode, the fuel droplet was ignited in the upper part of the combustion chamber. If the
droplet fell and was ignited directly on the metal grid at the bottom of the chamber, these conditions
corresponded to the second mode. It should be noted that in the second mode, the droplet after ignition
and some period of combustion on the grid changed to the soaring mode. The third and fourth modes
were characterized by direct soaring of CLF droplets in the heated air flow. They differ by different
areas of ignition. The third ignition mode is realized closer to the wall (along the cone-generators),
and the fourth runs in the central zone of the combustion chamber. The main difference between the
two modes of soaring is, most likely, due to the angle of entry into a certain area of the combustion
chamber, which increases the likelihood of the modes. The most favorable is the ignition of CLF
droplets in the central part (the fourth mode), which increases the completeness of fuel burn-out.

Figure 10b,c shows typical video shots of combustion of soaring CLF droplet flow based on brown
coal, water and waste turbine oil, as well as CLF on the basis of filter cake and waste turbine oil.
Among additional processes, it is worth noting the formation of the vortex flow of the fuel-air mixture
for the period of pulse injection of CLF, which affects the rate of chemical reaction, Figure 10d.
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(a) (b) 

 
                (c)                                    (d) 

Figure 10. Video frames with four ignition modes: 1—in the upper part; 2—in the lower part; 3—near
the wall; 4—in the central part (a); burning of soaring CLF droplets (on the basis of brown coal “2B”,
water and used turbine oil) (b); burning of soaring CLF droplets (on the basis of cake “G” and waste
turbine oil) (c); vortex structures of the fuel-air flow at its direct injection (d).

In some cases, it was necessary to use the air swirler, installed in the lower part of the cone-shaped
channel along the axis of symmetry. This served as an additional swirl of heated air to create the
soaring conditions for the flow of fuel droplets and to reduce the consequences of their coagulation
and adherence to the walls of the chamber.

4.3. Differences in the Characteristics of Ignition of Slurry Fuel Droplets

At the same component compositions of CLF, initial radius of the droplet and air temperature, the
difference in the ignition delay times for a soaring droplet in contrast to the droplet suspended on a
thermocouple is about 20–40%. Extrapolation of curves beyond the set values to higher temperatures
allows predicting ignition delay times corresponding to real combustion processes. Figure 11 shows
these dependences. The determining parameter is also the size of the soaring CLF droplet. Thus, for a
soaring droplet and for a CLF droplet suspended on a thermocouple, the experimental values of τd
can differ over 1.5 times.
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(a) (b) 

Figure 11. Ignition delay times of CLF droplet (Rd ≈ 0.5 mm) at the junction of fast response (nominal
static characteristic—platinum-rhodium-platinum, range of measured temperatures of 273–1873 K,
systematic error of ±1 K, inertia of no more than 1 s, diameter of the junction of about 0.1 s)
thermocouple depending on Tg (a); ignition delay times of CLF droplets (Rd ≈ 0.5 mm) at soaring in
the combustion chamber depending on Tg (b). Numbering of fuel compositions 1–4 corresponds to the
numbers of compositions from Table 5.

Table 5. Fuel compositions under study.

Composition
No.

Solid Components (%) Liquid Fuel Components (%)

Water
(%)

Plasticizer
(%)Coal

“2B”

Filter-
Cake
“K”

Filter-
Cake
“G”

Waste
Engine

Oil

Waste
Turbine

Oil

Waste
Compressor

Oil

Fuel
Oil

1 50 - - 10 - - - 39.5 0.5
2 50 - - - 10 - - 39.5 0.5
3 40 - - - - 10 - 50 -
4 - - 50 - - - 10 39 1
5 - 50 - 10 - - - 39.5 0.5
6 - 50 - - 10 - - 39.5 0.5

Comparative analysis (Figure 12) of ignition delay times of CLF droplets on various holders
shows that they are higher in relation to the soaring fuel droplet. This proves that even when using
a holder with low temperature diffusivity (in this case (2.3–2.7) × 10−5 m2/s), the thermocouple
junction affects the heat and mass transfer conditions. Temperature diffusivity for nichrome wire is
(1.1–2.4) × 10−5 m2/s and for ceramic rod it is (1–7) × 10−7 m2/s.

 

τ

Figure 12. Ignition delay times of CLF droplets depending on air temperature (Rd ≈ 1 mm, Vg ≈ 3 m/s)
when using different holders in comparison with the soaring CLF droplet.

When a stationary drop is streamlined by heated air, its intensive heating and subsequent ignition
are realized from the side of the incoming flow at constant temperature Tg and velocity Vg. There is
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also an additional flow of energy through the holder. In case of a soaring CLF droplet, its ignition is
realized on the entire surface (droplet rotates and warms more uniformly) with varying parameters of
temperature and air velocity. Therefore, a soaring droplet requires slightly higher air temperatures for
its stable ignition and subsequent combustion, as shown in Figure 13.

 

Δ Δ

Figure 13. Limit (minimum) temperatures of stable ignition of a CLF droplet at Rd ≈ 0.5. Compositions:
No. 1—brown coal “2B” 50%, water 40%, waste turbine oil; No. 2—cake “K” 90%, waste turbine oil;
No. 3—cake “K” 90%, waste turbine oil.

The most important parameter, in addition to air temperature and velocity, as well as droplet size,
is the configuration of the droplet surface. Therefore, to determine differences between the integral
characteristics, the experiments were held with different shapes of droplets (sphere, ellipsoid and
polyhedron). It has been found that the polyhedron droplets are characterized by minimal ignition
delay time, which is associated with an increased contact area due to numerous ledges [28].

4.4. Comparison of Ignition Characteristics of a Single Droplet and a Polydisperse Flow of Slurry Fuel Droplets

Spraying of fine slurry fuel into the boiler furnace is carried out by creating a non-isothermal
jet with certain parameters (change in droplet mass and temperature in the jet). In the experiments,
these factors are difficult to assess, because in real practice, fuel is supplied continuously. In this work,
there was a short-term pulsed spray of CLF flow into the combustion chamber, associated with the
transparency of the chamber walls and adequate registration of ignition of fuel droplets (Figure 14).

Figure 14. Ignition delay times of a single droplet and a polydisperse CLF flow depending on air
temperature (Rd ≈ 0.5 mm and Vg ≈ 4 m/s).
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Ignition delay times for the polydisperse fuel slurry flow have minimum values compared with
single droplets. The main result of the work is that they differ by 20–40%. That is, all over the world,
the ignition delay times predicted in experiments with one droplet are overestimated by 20–40% relative
to the real polydisperse CLF flow. The shaded area is for the experimental values of ignition delay times
of all droplets of the polydisperse fuel flow at identical initial parameters. In this graph, the ignition
delay times for the CLF droplet flow are determined by varying the air temperature. Accordingly,
the experimental points for the set of droplets are determined and random errors are indicated.

Moreover, in experiments with the flow of slurry fuels, there are additional effects of puffing,
coagulation and breakup of droplets, as a result of which the fuel flow heating and subsequent
combustion are intensified.

4.5. Recommendations for Applying the Research Results

The experiments have shown that the efficiency of CLF combustion in thermal power plants can
be increased significantly. A schematic solution by the example of a low-temperature vortex furnace
(with appropriate parameters of CLF combustion initiation) is presented in Figure 15.

   
(a) (b) (c) 

Figure 15. Combustion chamber diagram with indication of necessary parameters and conditions of
ignition of a soaring CLF droplet and a number of adverse effects: typical ignition temperatures (a);
typical droplet trajectories in the combustion chamber (b); typical fuel droplet combustion temperature
(c). 1—cold funnel; 2—lower blow nozzle; 3—fuel-air mixture; 4—slag output.

On energy characteristics, the main problem is to ensure the conditions of soaring and ignition
of a CLF droplet in the air flow. For this purpose, the necessary (minimum, threshold) conditions of
soaring (followed by ignition) of CLF droplets prepared on the basis of waste-derived components
have been determined: air temperature in the model chamber above 640 K, air flow velocity at the
chamber inlet over 4 m/s, and droplet sizes in the range of Rd ≈ 0.4–1.5 mm (Figure 15a). This will
require fewer resources, i.e., less energy, fuel and time to warm up the combustion chamber. As far as
ecology is concerned, in comparison with the combustion of fine coal, fuel slurries have much lower
anthropogenic emissions (NOx, SOx, CO2, CO). For example, sulfur oxide concentrations will be lower
by about 30–40% and nitrogen oxides—by 50–60%. If in real combustion chambers of TPP boilers
the conditions of soaring of CLF droplets are implemented in the zone of active combustion, so the
depth of fuel burnout will increase and substantially less underburning will take place. In particular,
the risks of adverse factors, such as CLF adherence on the walls of the heat-resistant casing of the boiler,
as well as the formation of ash-slag layers on the heat exchange surfaces of the furnace, will decrease
(Figure 15b,c). In this case, an important role is played by the maximum temperature and duration of
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fuel combustion to account for heat generation in the furnace during CLF combustion, which directly
affects the steam capacity and efficiency of the TPP boiler.

The experimental data obtained on ignition characteristics of the soaring CLF droplets serve as
the information base for experimental development works at designing various types of vortex furnace
devices and combustion chambers (geometry, wall material, etc.). This also applies to all potentially
available TPP boilers with small improvements in existing designs (for example, layer furnaces),
allowing for burning of pulverized fuel.

The main practical recommendations are as follows:

(i) a small addition (5–10% by relative mass concentration) of brown coal leads to a significant
decrease in the ignition delay time and the minimum ignition temperatures of the soaring
droplets of CLF; similar conclusions can be made from experiments with addition of enriched
coal to the waste coal;

(ii) an increase in the mass fraction of water (from 40 to 50%) in the CLF composition leads to a
significant increase in the ignition delay time (on average by 30–40%) of the soaring fuel droplets
in the combustion chamber [29];

(iii) adding, for example, up to 5% of aluminum powder [30] to CLF composition has a positive effect
on the combustion stabilization and the combustion temperature increase;

(iv) the use of CLF compositions with plant additives, for example, rapeseed oil, allows strengthening
the main integral parameters of combustion and reducing the concentration of harmful
emissions [31].

5. Conclusions

(i) An experimental setup with a model combustion chamber has been developed to study the
ignition and combustion of soaring CLF droplets in the heated air flow in the conditions close to
combustion processes in thermal power plants.

(ii) Four ignition modes of CLF droplets characterized by involuntary motion trajectory and locality
of ignition have been established; two of them correspond to the mode of soaring in the heated
air flow.

(iii) It is shown that the ignition delay times are lower (up to 2–4 s) for the soaring CLF droplets
than when initiating combustion on a fast thermocouple or even when using a material with
low temperature diffusivity. In this case, the minimum (threshold) ignition temperature for the
soaring CLF droplets is slightly higher than when they are heated on the holders.

(iv) It has been proved that ignition of polydisperse flow of soaring CLF droplets occurs faster than
that of a single droplet with ignition delay times lower by 20–40%.

(v) The expediency of using composite slurry fuels based on coal and oil wastes of various power
plants and mechanisms as an alternative fuel for boiler combustion has been illustrated.
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Abbreviations

CLF composite liquid fuels
CWS coal-water slurries
Nomenclature

Tg temperature in combustion chamber (K)
Vg air flow rate (m/s)
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Rd initial droplet radius (mm)
Wa humidity of original sample (%)
Ad ash level of dry sample (%)
Vdaf yield of volatiles of filter cake converted to a dry ash-free state (s)
Qa

s heat of combustion (MJ/kg)
Tf flash point (K)
Tign temperature of ignition (K)
Tg

min minimum oxidizer temperature sufficient for sustainable ignition (K)
τd ignition time delay (s)
dtr tube diameter corresponding to inlet diameter of the cone (mm)
Va flow rate of high-pressure fan (L/min)
d droplet diameter (mm)
dd droplet diameter considering spherical shape factor (mm)
ε porosity (relative share of volume not filled by solid phase)
ρn bulk density (kg/m3)
ρd droplet density (kg/m3)
Revit Reynolds criterion
ωvit velocity of soaring (m/s)
ρa air density (kg/m3)
μa dynamic viscosity of air (Pa·s)
Ar Archimedes criterion
νa kinematic viscosity coefficient of the medium (m2/s)
ϕ spherical shape factor of the droplet
ρorg density of the organic mass of fuel (kg/m3)
Cp carbon content in the fuel (%)
Hp hydrogen content in the fuel (%)
Ac ash content per dry mass of fuel (%)
Ga mass air flow rate (g/min)
� air velocity in the channel (m/s)
F cross-sectional area of the input channel (m2)
ρzk ash frame density (kg/m3)
ρz true ash density (kg/m3)
dc large cone diameter (mm)
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Abstract: With the rapid growth of energy consumption, enhanced oil recovery (EOR) methods
are continually emerging, the most effective and widely used was polymer flooding. However,
the shortcomings were gradually exposed. A novel decorated polyacrylamide might be a better
alternative than polymer. In this work, the molecular structure and the properties reflecting the
viscosity of decorated polyacrylamide, interfacial tension, and emulsification were examined. In order
to better understand the interactions between decorated polyacrylamide and oil as well as the
displacement mechanism, the displacement experiment were conducted in the etched-glass microscale
model. Moreover, the coreflooding comparison experiments between decorated polyacrylamide and
polymer were performed to investigate the displacement effect. The statistical analysis showed that
the decorated polyacrylamide has excellent characteristics of salt tolerance, viscosity stability, and
viscosification like polymer. Besides, the ability to reduce the interfacial tension in order 10−1 and
emulsification, which were more similar to surfactant. Therefore, the decorated polyacrylamide was a
multifunctional polymer. The displacement process captured by camera illustrated that the decorated
polyacrylamide flooded oil mainly by means of ‘pull and drag’, ‘entrainment’, and ‘bridging’, based
on the mechanism of viscosifying, emulsifying, and viscoelasticity. The results of the coreflooding
experiment indicated that the recovery of decorated polyacrylamide can be improved by approximately
11–16% after water flooding when the concentration was more than 800 mg/L, which was higher
than that of conventional polymer flooding. It should be mentioned that a new injection mode of
‘concentration reduction multi-slug’ was first proposed, and it obtained an exciting result of increasing
oil production and decreasing water-cut, the effect of conformance control was more significant.

Keywords: decorated polyacrylamide; physical properties; displacement mechanism; flow behavior;
enhanced recovery; injection mode

1. Introduction

Polymer flooding as an EOR technology boosted in the 1950s in order to ensure the sufficient oil
production. Pye and Sandiford [1,2] first noted that the mobility of brine solution could be substantially
reduced when the polymer was added. Until now, the researches concerning polymer flooding have
matured enough [3–6], the mechanism of conformance control and mobility control has also been clearly
understood by laboratory experiment [7]. The permeability of the reservoir decreased by increasing the
viscosity of the water phase and the retention of polymer in the reservoir. Consequently, the mobility
ratio and injection profile were improved, the swept region was enlarged. Both commercial and inhouse
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simulators were applied to optimize the injection process of polymer flooding. Oliveira et al. [8]
studied the influence of polymer properties on economic indicators, which was helpful in the sensitivity
analysis of polymer parameters. Janiga et al. [9] screened the efficient polymer injection strategy based
on the nature-inspired algorithms and reservoir simulation. When the concentration of polymer was
higher, the elasticity appeared, which was helpful to pull and drag the residual oil droplets [10]. Wang
and Xia [11–13] stated that the high visco-elastic polymers can reduce the amount of remaining oil
compared with water flooding by the etched microscale model. Zhong [14] established a mathematical
model to simulate the transient flows of viscoelastic polymer, and obtained the pressure and velocity
distribution in the course of flooding. Mohammad Sadegh et al. [15] took some factors into account such
as effective concentration, thermal effects, dispersion, diffusion, etc., in order to improve the accuracy
of viscoelastic polymer flooding model at present stage. Large-scale applications have gradually been
realized in China after the 1990s, mainly in mature oil fields and offshore heavy oil fields [16,17]—for
instance, Daqing Oilfield, Shengli Oilfield, and Bohai Oilfield.

Laboratory and field tests showed that recovery based polymer flooding was higher than that of
water flooding by 10% [18]. However, lots of oil reserves remained underground by approximately
50% after polymer flooding. This was probably due to the shortcomings of polymer, a lower viscosity
retention when located in the high temperature and salinity reservoir [19], as well as in the process
of high-speed injection [20]. Additionally, water preferential channels appeared after long term
displacement in the actual non-homogeneous reservoir. All those led to highly scattered distribution
of remaining oil and coexisted with the water advantage channels, causing the waste and pollution of
injected polymer [21,22]. Consequently, numerous studies were carried out to develop novel polymers.
Zhang et al. [23] investigated the molecular structure of hydrophobically associating polyacrylamides
(HAPAM) characterized by its tackifying performance. Lai et al. [24] synthesized shear-resistance
hyperbranched polymers with special network, which can reduce the effect of shear. Li et al. [25]
created a hydrophobically associating fluorinated polyacrylamide with amazing surface activity and
thickening property. You et al. [26] studied the properties of a self-thickening polymer (STP), which was
similar to gel, and can be prepared by produced water, moreover, a better effect of water control and
oil increase was obtained. It was concluded that nanoparticles such as silica and titanium dioxide were
applied broadly in polymer flooding and surfactant flooding to enhanced oil recovery, especially for
heavy oil reservoir [27–31]. Cheraghian et al. [32] synthesized a nanopolymer used nanoclay and PAM,
which has a good stability in the polymer solution. Besides, the amphiphilic polymer, biopolymers,
low-tension polymer, thermally-stable, and salt-tolerant polymers have also been studied [33–35].
Overall, the mainly EOR mechanism of above polymers was still increasing the viscosity or decreasing
the viscosity loss.

Nevertheless, it was unsatisfactory to further enhance oil recovery only depended the viscous
property of polymers, lower interfacial tension and emulsification also played important roles
in enhancing oil recovery. Polymer/surfactant binary system, alkali-surfactant-polymer (ASP)
combinational flooding system, heterogeneous compound flooding system and foam flooding system
have become the main direction of enhanced oil recovery technology after polymer flooding [36–39].
It was proved that the ASP flooding improved oil recovery by 17.2%, the recovery increment of SP
flooding reached 14.3%, and that of the foam flooding was 13.1% [40]. However, some problems
were still in existence, chromatographic separation due to the differences lied in migration velocity of
components was the main problem, especially for the low permeability reservoir [41]. Which resulted
in poor synergy of multi-component and waste of costs and chemicals.

Furthermore, the injection mode was important for enhanced oil recovery. Zhu et al. [42] stated that
adjustable-mobility polymer flooding can enlarge the swept region of medium and low permeability
layer. A variable viscosity injection was also applied in polymer flooding [43], Li et al. [44] compared
the different injection pattern of polymer flooding, the result showed that the three-stage plugged
injection with relatively high molecular polymer was the optimal approach to enhanced recovery.
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Considering above points, single displacement agent with multi-functional groups might be a better
alternative and new injection pattern needed to be explored urgently.

The primary objective of this study was to evaluate the physical properties of a novel decorated
polyacrylamide, which possessed the excellent characteristic of polymer and surfactant. In addition,
the oil displacement mechanism and flow behavior were uncovered by means of etching glass model.
Finally, the comparison experiments were performed to verify the displacement effect of decorated
polyacrylamide. Meanwhile, a new injection method has been proposed to improve the recovery.

2. Materials and Methods

2.1. Materials

The decorated polyacrylamide (DP) used in this research was provided by Chinese Academy of
Sciences, the purity was more than 91%, the particle size from 0.2 mm to 1.0 mm accounted for 94%.
The polymers were polyacrylamide from Daqing Refining & Chemical Company, which molecular
weight were 1.5 × 107 and 3.5 × 107. The oil sample used in the experiment was from the First Oil
Production Plant in Daqing Oilfield, the viscosity of simulated oil was 10 mPa·s at 45 °C. The brine
water with salinity of 6778 mg/L was prepared according to the water of the First Oil Production Plant,
the composition of injection water and wastewater were all presented in Table 1. Sodium chloride
(NaCl) was from Shanghai Yansheng Biochemical Co. Ltd., China.

Table 1. Composition of water from First Oil Production Plant of Daqing Oilfield.

Water Type
Content (mg/L)

Na+ + K+ Ca2+ Mg2+ HCO3
– Cl– SO4

2– Total Salinity

Formation water 2186.3 14.9 52.4 2054.4 2267.7 54.1 6778
Injection water 231.2 34.1 24.3 225.1 88.7 36 729
Injection wastewater 1265 32.1 7.3 1708.56 780.12 9.61 4013

2.2. Equipment

The main equipment included an environmental scanning electron microscope (ESEM), a vacuum
freeze drier, a LVDV-II + Pro viscosimeter, a HJ-6 magnetic stirrer, a thermostat, a Texas-500 interfacial
tensiometer, an electronic balance, beakers, test tubes, and measuring cylinders. The coreflooding
experiment equipment was from Wuxi City Petroleum Instrument Equipment Co., Ltd. China, the
experimental setup was depicted in Figure 1a. The displacement experiments were carried out by
artificial sinter cores, which were square with length 30 cm and the thickness 4.5 cm, and made of
quartz sand and epoxy resin. The key parameters of cores were listed in Table 2. The oil displacement
mechanism experiment device was presented in Figure 1b, the etching glass model was 40 cm in length
and 40 cm in width, the average pore size of unevenly distributed pores and throats was 0.1 mm and
the cross section was elliptical. One injection well and one production well were distributed at both
ends of the diagonal line of the model.

 
(a) (b) 

Figure 1. (a) Coreflooding experimental setup; (b) oil displacement mechanism experiment device.
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Table 2. Key parameters of cores.

Core
Number

Permeability
(μm2)

Porosity
(%)

Initial Oil
Saturation (%)

Injection Chemicals and
Concentrations (mg/L)

1 1.126 23.8 72.3 P(1000)
2 1.078 22.8 72.5 DP(300)
3 1.082 23.2 73.6 DP(300)
4 1.12 24.6 74.2 DP(500)
5 1.114 24.4 73.9 DP(500)
6 1.105 21.8 72.9 DP(800)
7 1.127 20.9 74.2 DP(800)
8 1.094 21.7 71.5 DP(1000)
9 1.102 23.4 72.8 DP(1000)

10
1.15 22.4 71.6

P(1000) + DP(1500) + DP(1000)0.153 20.1 52.9

Note: P refers to polymer, DP refers to decorated polyacrylamide, and the concentrations were in the brackets.

2.3. Method

2.3.1. Microstructure Measurement

The polymer (molecular weight was 1.5 × 107) and DP solution with a concentration of 1000 mg/L
were prepared, then the liquid sample of two chemical agents were placed on the stainless steel concave
groove by a dropper respectively. Immediately, the samples solidified rapidly by the injected liquid
ammonia. Meanwhile, a vacuum was created by means of vacuum freeze drier, which leaded to the
water molecular located in the solution was sublimated, the dried samples were obtained. Finally, the
samples were moved into the ESEM to observe and analyze the visualization images.

2.3.2. Salt Tolerance Property Measurement

Considering the Na+ was the main cation in the formation water, the sodium chloride was selected
to perform the salt tolerance property measurement. Firstly, the two chemicals’ mother liquors of
5000 mg/L were simulated respectively, the NaCl solution was added into the mother liquors until the
concentration up to 1000, 3000, 5000, 6000, 7000, and 9000 mg/L respectively. At last, the viscosities of
different salinities were determined at 45 °C.

2.3.3. Viscosity-Improvement Measurement

In this study, the mother liquors with a concentration of 5000 mg/L were prepared by injection
water, and diluted to different concentrations by injection wastewater (i.e., 500, 800, 1000, 1500, 1800, and
2000 mg/L). The viscosities of polymer (molecular weight was 3.5 × 107) and DP solution of different
concentrations were tested by a LVDV-II + Pro viscosimeter at the rate of 6 rpm with magnetic stirrer.

2.3.4. Viscosity Stability Measurement

The DP solution of different concentrations (1500 mg/L and 2000 mg/L) were made up by
injection wastewater, and the solution were placed in different days (0, 3, 7, 15, 30, 60, and 90 days),
then the concentrations were measured by a viscosimeter to evaluate the viscosity stability.

2.3.5. Emulsification Property Measurement

Samples were prepared by mixing different concentrations of DP solution (20, 50, 100, 150, 200,
300, 500, 800, and 1000 mg/L) with oil at the volume ratio of 1:1. After that, the measuring cylinders
with mixed samples were put into the thermostat for 15 min, then shaken by approximately 200 times
to form an emulsion. Meanwhile, the emulsification phenomenon was observed regularly.
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2.3.6. Interfacial Tension Measurement

The spinning drop method was applied to interfacial tension measurement, the experimental
temperature was 45 °C. The DP of different concentrations (800, 900, 1000, 1200, 1400, 1600, and
1800 mg/L) and a 2 μL oil drop were injected into the test tubes respectively. An elliptical or cylindrical
droplet will be formed at the rotation speed of 5000 r/min, under the action of gravity, centrifugal
force and interfacial tension. Subsequently, the length and width of droplets were determined once
every 20 min until the morphology was stable. According to Equation (1), the interfacial tension
was calculated.

IFT =
0.521 × Δρ × D3

T2 (1)

where IFT refers to the interfacial tension (mN/m), T the rotation period (s), Δρ the density difference
of oil and DP (g/cm3), D the diameter of oil droplet (cm).

2.3.7. Cores Displacement Experiment

Experimental flowchart presented in Figure 1a was used in this study, nine single-tubes were
applied to compare the oil recovery of polymer and DP (numbered 1–9). The cores parameters and
injection fluids were shown in Table 2. According to the measured relative permeability curves before,
the mobility ratios of water–oil and polymer–oil were approximately 55 and 0.3, respectively. The cores
flooding experiment steps included that:

(1) The casted cores were vacuumed for several hours until the weight did not decrease, then the
dry weight were measured. Next, saturated the cores with brine (6778 mg/L), the porosities
were attained.

(2) The above cores were taken into the thermostat at 45 °C for more than 12 h. The simulated
oil was injected until the water cut was 0%. Step (1) and (2) were called core treatment in the
following text. The initial oil volume (saturation) and irreducible water saturation were obtained.

(3) The brine was injected at a rate of 0.1 mL/min as far as the water-cut equaled 98%, the amount
of displaced oil was obtained from the collector. The ratio of displaced oil volume to initial oil
volume was the recovery of water flooding.

(4) The chemicals were injected as designed in Table 2, then the chase water was injected again
until the water content raised to 98%. As above, the oil volumes from chemicals flooding
were attained from collector, based on the initial oil volume, the recovery were calculated.
Consequently, the recovery increments were received.

In addition, the dual-tubes model (no. 10) was used to investigate the concentration reduction
multi-slug injection of DP. The injection order was that: water injection, injection of polymer
(1000 mg/L, 0.6 PV), succeeding water injection, injection of DP (1500 mg/L, 0.6 PV), injection of DP
(1000 mg/L, 0.3 PV) and subsequent water injection. The injection rate was 1.2 mL/min.

2.3.8. Displacement Experiment in Etched-Glass Micromodel

The experiment was completed using the installations depicted in Figure 1b, the experimental
procedures were similar to Section 2.3.7. The process included that water flooding, polymer flooding,
chase water flooding, DP flooding, and succeeding water flooding in turn. Simultaneously, the
experiment course was photographed by camera for analysis and research.

3. Results and Discussion

3.1. Microstructure of the DP

Figure 2a depicted the molecular structure of the DP. It can be seen that the chemical agent
took flexible acrylamide and sodium acrylate hydrocarbon chain as the backbone, there occurred
copolymerization with multiple functional monomers as the side chains, such as anionic or nonionic
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surfactants. A novel polymer we called decorated polyacrylamide (DP) was formed, which has
the both characteristics of polymer and surfactant, coexistence with hydrophilic and hydrophobic
groups. Figure 2b,c compared the microstructures of polymer and DP solution with a concentration
of 1000 mg/L. It was indicated that the network structure formed in the polymer solution, which
resulted in a good viscoelasticity to enlarge the sweep efficiency. However, the network structure was
three-dimensinal in the DP solution and became denser. At a high concentration, the DP solution had
the plugging property, and it was easier to enter inaccessible pore at low concentration. Consequently,
the sweep volume was expanded.

   
(a) (b) (c) 

Figure 2. (a) Chemical structure of the DP; (b) Microstructure of polymer (1.5 × 107); (c) Microstructure
of DP.

3.2. Physical Properties of the DP

3.2.1. Salt Tolerance Property Analysis

As the viscosity data showed in Table 3, with the concentration of NaCl increased, the viscosity
of polymer was declined. In contrast, the viscosity of DP was increased first, and then decreased at
6000 mg/L. It indicated that the polymer has no salt tolerance property, due to there was a repulsion
effect among the carboxyl ions in polymer solution. Besides the formation water was rich in metal
ions, the existence of sodium and potassium ions weaken the repulsion of charges, and it made the
molecules coil up and the viscosity declined. It showed a significant salt tolerance property as the
concentration of NaCl increased as it concerned the DP. Because the polarity of the solution was
enhanced by adding NaCl, it brought about the decrease of contact area between the DP molecule and
water molecule. Meanwhile, the physical contact points among the molecule groups were increased
correspondingly, it was possible to form a network structure. In addition, due to the association of
hydrophobic groups, the molecules were close to each other, the hydrodynamic radius was increased
and the viscosity was increased. The increment was more obvious from 3000 mg/L to 5000 mg/L, and
maintained over 300 mPa·s. This increase rate after a certain NaCl concentration of 6000 mg/L off, it
could be explained by the fact that the probability of intramolecular association was greater than that
of intermolecular association, therefore, the viscosity decreased.

Table 3. Viscosities under different salinities of chemical agents.

Concentration of NaCl
(mg/L)

Polymer Viscosity
(mPa·s)

DP Viscosity
(mPa·s)

1000 90.75 40.60
3000 52.54 80.00
5000 37.01 329.55
6000 32.24 349.85
7000 29.85 322.39
9000 22.69 220.90

3.2.2. Viscosification Property Analysis

The correlations of apparent viscosity and concentration of different chemical agents were shown
in Figure 3a. It was indicated that the apparent viscosity increased with the concentration increased,
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and the increase increment of DP was larger than that of polymer. The reasons might be that the
molecular weight of polyacrylamide was 3.5 × 107, which belonged to high-molecular polymer, the
hydrodynamic size was larger. The molecular attraction increased when the concentration increased,
meanwhile, the molecular motion became intense, the internal friction force and flow resistance
increased, then the viscosity increased accordingly. In addition, as the molecular chain increased,
the entanglement effect became more obvious, and the viscosity was larger. Although the molecular
weight of DP was lower than the polyacrylamide, there were hydrophobic groups in the DP. When
the concentration was below 1000 mg/L, the viscosity reduction effect of intramolecular association
and the viscosifying effect of intermolecular association reached an equilibrium state. Whereas, the
intermolecular association played a dominant role, resulting in the significant viscosity enhancement
when the concentration was more than 1000 mg/L. Moreover, the association effect of hydrophobic
groups was a dehydration action, which depended on the polarity of the solution. The stronger the
polarity, the more compact the molecular chain, and the more obvious the association. Duo to the
solution was prepared by wastewater, the existence of more cations made the polarity of the solution
enhanced, and the association was intensified.

 
(a) (b) 

Figure 3. (a) Apparent viscosity curves of different chemical agents; (b) correlation between viscosity
and days at different concentrations.

3.2.3. Viscosity Stability Analysis

Figure 3b clearly showed that the viscosity was increased substantially at the beginning and then
decreased as the time. The difference was that when the concentration was 1500 mg/L, the viscosity
reached a maximum value after seven days, then reduced sharply, and finally the viscosity kept stable,
the viscosity retention rate was about 52%. However, the viscosity achieved maximal after three
days, then gradually flatten with slight declines at 2000 mg/L, the viscosity retention rate was almost
99%. On account of the solution was prepared by injection wastewater, the existence of dissolved
oxygen, bacteria, and microorganisms made the apparent viscosity of the solution instable, and the oil
displacement was worse. Fu et al. [45] revealed that the polymer degraded severely in both clean water
and waste water, and viscosity decreased with time. Nevertheless, the –SH and surfactants located in
DP, which has an antioxidation and resistance to biodegradation. The peroxide in the solution was
decomposed effectively via the self-oxidation of oxygen transfer groups, and the fracture of molecular
chains under oxidation was inhibited, consequently, the viscosity did not decrease continuously. When
the concentration was below a certain value, it was difficult to degrade substantially. Yet, the number
of oxygen transfer radicals achieved a certain degree as the concentration increased, the viscosity loss
rate was reduced under the comprehensive action.

3.2.4. Emulsification Property Analysis

It can be seen from Figure 4a that emulsification occurred in the system, which was not separated
after resting for 16 days, and the emulsion type was oil-in-water when the concentration was over
800 mg/L. The emulsion was thermodynamically unstable system, it was necessary to inhibit the
stratification and coalescence to maintain stability. The stratification rate can be expressed by Stockes
formula (Equation (2)). The viscosity was increased with the concentration as mentioned above,
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which leaded to less the stratification rate. In addition, it was mentioned that wettability affected the
multiphase flow, and wettability of sandstone was generally water-wet [46]. Due to the functional
monomers of DP might be the alkyl sulfonate surfactant unit and quaternary ammonium Gemini
surfactant unit, which led to the DP being adsorbed at the water–wet interface, the adsorption
film formed as shown in Figure 4b. The stability of emulsion was improved due to the collision of
emulsion droplets was prevented. Moreover, the existence of film made it difficult to wet the pore
wall during the process of oil droplets migration, the displacement efficiency was improved. When
the functional monomer was anionic surfactant, the charge density on the pore wall will be increased
by the adsorption film. Thus, the electrostatic repulsion force between oil droplets and pore wall was
increased, the oil droplets were easily to be taken away. Simultaneously, the emulsion droplets will be
stuck in the three-dimensional network structure at a high concentration of DP, the droplet coalescence
and floatation can be avoided.

v =
(ρo − ρDP)g

18μ
D2 (2)

where v is the stratification rate (cm/s), ρO the density of oil (g/cm3), ρDP the density of DP (g/cm3), g
the gravitational acceleration (981 cm/s2), D the diameter of emulsion droplet (cm), μ the viscosity of
DP (Pa·s).

  
(a) (b) 

Figure 4. (a) Emulsification results of DP with different concentrations (200, 300, 500, 800, and
1000 mg/L); (b) arrangement of DP at oil–water interface.

A large number of experiments showed that emulsification was contribute to enhance oil recovery.
The mechanism included entrainment and profile control. On the one hand, the emulsion flowed
at a low speed, and the oil droplets of dispersed phase were extruded to kick-off the oil film at the
pore wall, which has been named entrainment. On the other hand, it was easier for high viscosity
emulsion to enter into high permeability layer preferentially, the large channels were plugged, and the
swept region was enlarged. Besides, the emulsion can also reduce the resistance of lipophilic pore and
improve the mobility of fluid.

3.2.5. Interfacial Tension Analysis

The interfacial tensions (IFT) at different concentrations were given in Figure 5. It can be
determined that the IFT decreased first, and then nearly flat as the concentration increased. The IFT
was in order 10 mN/m when the concentration was lower than 1000 mg/L. However, the oil-DP IFT
maintained in order 10−1 mN/m when the concentration over 1000 mg/L. Therefore, the DP can
reduce interfacial tension to some extent, exhibit the characteristic of surfactants. It was due to the
hydrophilic and hydrophobic groups of DP having different directions on the interface as shown in
Figure 4b. On the basis of capillary number (Ca) theory [47], the larger the Ca, the lower the residual
oil saturation. In general, the Ca of water flooding was about 10−6–10−5, if the higher production
was obtained, the Ca needed to be more than 10−3. As a result, it was possible for DP to displace the
remaining oil by a higher Ca.
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Figure 5. Correlation between interfacial tension and concentration.

3.3. Oil Displacement Mechanism and Flow Behavior in Etching Glass model

3.3.1. Displacement Mechanism of DP

Figure 6 clearly showed that the residual oil distributions in the micromodel at different stages.
The dark brown sections corresponded to oil. It can be seen that there were amounts of residual oil
after water flooding. Although the decrease in remaining oil after polymer treatment, some of them
was still concentrated at the outlet end as shown in Figure 6c. After the DP injected as showed in
Figure 6e, there was obvious effect on recovery, the swept region was enlarged significantly. The reason
might be that the viscosity of DP was greater than that of polymer, the ability of expanding sweep
volume was stronger. According to the Newton’s law of friction (Equation (3)), the high viscosity
increased the internal friction between liquid layers, which was the main force of fluid flow. Therefore,
the shear stress between DP and oil was greater than that between polymer and oil, the displacement
efficiency of the former was inevitably enhanced. In addition, the DP possessed the properties of both
polymer and surfactant. On the one hand, it can push and pull residual oil in pores and throats with
viscoelasticity like polymer flooding. On the other hand, the interfacial tension can be reduced to
make the residual oil deform easily, meanwhile, accompanied by emulsification, which can enhance
the carrying capacity [48].

τ = μ
dv
dy

(3)

where τ is the shear stress (N/m2), dv/dy the velocity gradient (s−1), μ the viscosity of DP (Pa·s).

 

Figure 6. Visual evaluation of oil displacement for DP: (a) saturated by crude oil; (b) after water
flooding; (c) polymer treatment; (d) after polymer treatment (water flooding); (e) DP(1000 mg/L)
treatment; (f) water flooding again.
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3.3.2. Flow Behavior of DP in Non-Homogeneous Porous Media

(1) Pull and Drag

At the beginning, the DP was adsorbed on the pore wall according to the creeping principle,
the flow resistance of oil was reduced, the flow speed was accelerated, and they passed through the
macropores and small pores smoothly. Concurrently, the DP carried residual oil through the throat
as shown in Figure 7a-(i), then the residual oil was stretched and deformed which was similar to the
amoeba effect in the small pore [49]. However, the deformation was not confined to small pores. Under
the action of shear force, the band-shaped oil was extended, and transformed into slender oil filaments
with large ends and slim middle shown in Figure 7a-(ii),a-(iii). Finally, the front of the filament was
cut off into oil droplets. Those above illustrated that the mode was mainly based on shear stress, the
remaining oil in the channel was elongated-sheared into small droplets by ‘pull and drag’.

 
(a) 

 
(b) 

 
(c) 

Figure 7. (a) A schematic of pull and drag mode: (i) Residual oil in the throat; (ii) Residual oil was
stretched and deformed; (iii) Residual oil was drawn into filaments; (iv) Oil filaments broken into
droplets. (b) A schematic of entrainment mode: (i) Oil film on pore wall; (ii) Oil film was entrained to
form oil droplets; (iii) oil droplets aggregation. (c) A schematic of bridging mode: (i) Oil film enclosed
pore wall; (ii) Oil film flowed along pore wall; (iii) Oil film bridging; (iv) Oil film merging together.

(2) Entrainment

Figure 7b-(i),b-(ii) exhibited that with the injection of DP, the oil film adhered to the pore wall was
kicked-off and entrained by the DP solution to form small oil droplets, which was mainly depended
on the emulsification. From Figure 6 we can see that the distribution of remaining oil after polymer
flooding was more scattered. When the residual oil encountered the DP, the oil-in-water emulsion
was formed. With the range of emulsification became larger, the flow resistance of emulsified small
oil droplets was much smaller. Consequently, the original non-flowing residual oil was transformed
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from the bulk volume into small volume after emulsification, and then flowed again. This process was
called emulsification start-up. At the intersection of channels, those small emulsified and dispersed oil
droplets were entrained and accumulated into large oil droplets as shown in Figure 7b-(iii), this course
was denoted as the emulsification entrainment.

(3) Bridging

Figure 7c represented the bridging mode in non-homogeneous porous media. The oil film might
be absorbed on the pore wall when the rock surface was oil-wet. As shown in Figure 7c-(i), the Pore 1
and Pore 2 was enclosed by oil film, and Pore 1 was in the upstream direction of Pore 2. With the
continuous injection of DP, the oil film around Pore 1 moved downstream along the pore wall as
depicted in Figure 7c-(ii). Immediately, the extruded oil contacted the oil film around downstream
Pore 2, this process was named bridging, after that the oil films was connected, the remaining oil in the
upstream was transported downstream by the action of bridging as shown in Figure 7c-(iii). Then the
oil film was stretched and deformed by shear stress as it passed through the throat. Meanwhile, the oil
droplets formed by emulsification and deformation cutting were aggregated further. Consequently,
the flow channel expanded, and the remaining oil flowed to the outlet end gradually.

3.4. Comparing Efficiency of Oil Displacement and Concentration Reduction Multi-Slug Injection of DP

The displacement experimental results were presented in Table 4, the variation rate of recovery
increment under different concentrations were described in Figure 8. Curves and statistical analysis
showed that with the increased of the concentration, the ultimate oil recovery increased. When
the concentration of DP was lower than 800 mg/L, the displacement effect was not as good as
polymer flooding, and the variation rate of recovery increment was below 20%. However, when
the concentration was more than 800 mg/L, the recovery increment was over 11%. The ultimate oil
recovery reached 63.7% at 1000mg/L, and the recovery improvement achieved 16.2%, the variation
rate of recovery increment was as high as 37.87%. It proved that DP was a promising agent, which can
contribute to the enhanced oil recovery further compared to polymer.

Table 4. Displacement efficiency of different cores.

Core Number Water Flooding Oil Recovery (%) Recovery Increment (%) Ultimate Oil Recovery (%)

1 47.5 11.2 58.7
2 47.3 8.6 55.9
3 47.6 9.1 56.7
4 47.5 10.2 57.7
5 47.2 9.7 56.9
6 47.4 11.4 58.8
7 47.7 12.1 59.8
8 47.8 15.8 63.6
9 47.2 16.6 63.8

Figure 8. Relationship between variation rate of recovery increment and concentration.

176



Energies 2019, 12, 562

Figure 9a,b showed the experimental result of concentration reduction multi-slug injection of DP.
The curves can be divided into six parts, a represented the water flooding stage, b referred to polymer
flooding, c stood for succeeding water flooding, d was DP flooding (1500 mg/L), e represented DP
flooding (1000 mg/L), and f was subsequent water injection. It implied that with the increase of
PV injected, the recovery percent showed an increasing trend, especially after polymer flooding, the
recovery was improved by approximately 11% at part b. From the part d, there was a rising stage in the
curve of injection pressure, which was the injection of DP (1500 mg/L), then the injected pressure was
immediately declined and became nearly flat after 3.5 PV, which was the injection of DP (1000 mg/L).
A reasonable explanation was that the high-permeability tube might be plugged by the chemical agent
with 1500 mg/L. Afterward, the mobility was changed with the injection of a slightly low concentration
DP, meanwhile, the chemical agent with 1000 mg/L entered into the low-permeability tube so that
the injection pressure declined. Concurrently, the curve of water content has two descending stages,
one was the injection of DP (1500 mg/L), the other was the injection of DP (1000 mg/L). This meant
that the two kinds of concentrations of DP had the effect of increasing oil production and decreasing
water-cut. As shown in Figure 9b, the shunt rate of high permeability layer decreased while that of the
low permeability layer increased at the two injection stages of DP. Those above illustrated that the DP
achieved a better effect of profile control. It should be mentioned that the recovery efficiency can be
improved better by concentration reduction multi-slug injection, especially for low permeability zones.
Further research concerned the optimization of slug number, slug size, injection rate under different
concentrations, and the mechanism of profile control should be taken into account.

(a) 

 

(b) 

 
Figure 9. (a) Curves of oil recovery, water cut, and injection pressure versus PV injected. (b) Curves of
shunt rate versus PV injected.

4. Conclusions

(1) The DP simultaneously possessed characteristics of polymer and surfactant, exhibiting good
salt tolerance, viscosification, viscosity stability, lower interfacial tension, and emulsification
properties.

(2) The experiment conducted in an etching glass model indicated that the displacement mechanism
of DP included viscoelasticity, viscosification, lower interfacial tension, and emulsification.
The flow behaviors were concluded to be ‘pull and drag’, ‘entrainment’, and ‘bridging’.
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(3) Oil displacement experimental results clearly illustrated that the recovery increment of DP was
about 11–16% higher than that of polymer flooding when the concentration was more than
800 mg/L. Additionally, the mode of concentration reduction multi-slug injection was favorable
to enhance recovery by means of profile control, especially for a low permeability layer.
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Abstract: The main target of the energy revolution in the new period is coal, but the proportion of coal
in primary energy consumption will gradually decrease. As coal is a major producer and consumer
of energy, analyzing the trend of coal demand in the future is of great significance for formulating
the policy of coal development planning and driving the revolution of energy sources in China.
In order to predict coal demand scientifically and accurately, firstly, the index system of influencing
factors of coal demand was constructed, and the grey relational analysis method was used to select
key indicators as input variables of the model. Then, the kernel function of SVM (support vector
machine) was optimized by taking advantage of the fast convergence speed of GSA (gravitational
search algorithm), and the memory function and boundary mutation strategy of PSO (particle swarm
optimization) were introduced to improve the gravitational search algorithm, and the improved GSA
(IGSA)–SVM prediction model was obtained. After that, the effectiveness of IGSA–SVM in predicting
coal demand was further proven through empirical and comparative analysis. Finally, IGSA–SVM
was used to forecast China’s coal demand in 2018–2025. According to the forecasting results, relevant
suggestions about coal supply, consumption, and transformation are put forward, providing scientific
basis for formulating an energy development strategy.

Keywords: coal consumption forecasting; support vector machine; improved gravitational search
algorithm; grey relational analysis

1. Introduction

The coal industry is an important basic industry related to national economic and energy security.
At the stage of high-quality development, the environment of coal industry development is more
complex, and the problems of unbalanced, uncoordinated, and unsustainable development are still
outstanding. With the acceleration of the energy revolution, the proportion of coal in primary energy
consumption will gradually decrease, but the main energy status will not change for a long time
in China [1]. Coal has made irreplaceable contributions to the growth of the national economy.
The shortage and surplus of coal supply will seriously interfere with the normal operation of the
national economy.

As coal is a major producer and consumer of energy, due to the lack of scientific planning,
the imbalance between supply and demand has been affecting the healthy development of the coal
industry and national economy for a long time in China. At the same time, given the dominance of coal
in China’s energy structure, it is the leading source of carbon dioxide emissions. Thus, the change in
coal demand is closely related to China’s low-carbon and clean energy transition. Therefore, the timely
adjustment of energy strategic planning with the help of scientific and accurate prediction of coal
demand will not only help the coal industry to achieve the balance between supply and demand but
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also play an important role in promoting the establishment of modern energy systems and realizing
the energy revolution.

In order to study the operation rules and characteristics of coal and guide the healthy and
sustainable development of the coal industry, it is necessary to focus on the influencing factors of
coal demand and coal demand forecasting. Coal demand forecasting is a very complex system.
Rational estimation of each component of coal demand will be affected and restricted by many
factors. The accuracy of coal demand forecasting depends on the detailed consumption data of major
coal-consuming industries and the scientificness of forecasting methods and models. This paper chose
the improved gravity search algorithm to optimize the parameters of the support vector machine
algorithm and then used the optimized algorithm to predict the values of key factors. This improved
intelligent algorithm model can greatly improve the prediction accuracy. The innovations of this article
are as follows:

(1) In the analysis of the influencing factors of coal demand, combined with the actual situation
of coal production and consumption, economic, social, and environmental constraints, this
paper systematically selected 15 impact indicators from the four dimensions of economy, energy,
industry, and environment. The grey correlation method was used to select the key indicators as
the input variables of the forecasting model.

(2) Forecasting of coal demand based on the improved gravitational search algorithm–support
vector machine (IGSA–SVM). Compared to the traditional optimization algorithm, GSA has
the characteristics of fast convergence and strong pioneering performance when optimizing
SVM. By introducing the memory function and boundary mutation strategy of particle swarm
optimization, it avoids falling into the local optimum when GSA optimizes the parameters
of SVM.

The remainder of this study is organized as follows. Section 2 mainly presents some literature
related to coal demand forecasting and methods for energy demand forecasting. Section 3 screens
the main influencing factors based on grey relational analysis and presents the IGSA–SVM adopted
in this paper. The effectiveness of IGSA–SVM in predicting coal demand is further proven by
comparing the errors of back propagation (BP), SVM, GSA–SVM, and IGSA–SVM in predicting coal
demand, and IGSA–SVM is used to forecast China’s coal demand in 2018–2025 in Section 4. Finally,
we summarize the conclusions of this paper and put forward several recommendations in Section 5.

2. Relevant Literature Review

This section summarizes the relevant research from two aspects: coal demand forecasting and
energy methods for energy demand forecasting.

2.1. Relevant Research on Coal Demand Forecasting

Coal demand forecasting is a complex system engineering involving economy, energy, and the
environment. Scholars’ research mainly focuses on two aspects: influencing factors of demand and
coal demand forecasting.

In terms of influencing factors of coal demand, Michieka and Fletcher [2] used the vector
autoregressive model and modified Granger causality test to study the relationship between urban
population, gross domestic product (GDP), electricity output, and coal consumption. Chong et al. [3]
used the logarithmic average Dirichlet decomposition method and found that rapid economic
development is the biggest driving factor for the growth of coal consumption, and the improvement of
coal utilization efficiency is the main factor to restrain the growth of coal consumption. Kulshreshtha [4]
believes that economic development has a great impact on coal consumption. When Lin Boqiang [5]
studied the deviation between China’s coal demand growth and economic growth, he believed that
technological progress, coal quality change, energy structure adjustment, industrial structure change,
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environmental governance, and carbon dioxide emissions were the important reasons for the change
of coal demand.

In terms of coal demand forecasting, including direct forecasting and indirect forecasting, direct
prediction is to get the change of coal consumption through the development and change of various
departments which mainly consume coal resources. Reference [6] presented the formulation of
forecasting models to get the total coal consumption by forecasting the coal consumption of different
sectors in India, including domestic, transportation, and electricity. Reference [7] chose exponential
smoothing (ETS) and the Holt–Winters model and used R language software to predict coal consumption
in seven major coal-consuming industries. The indirect forecasting method is to construct the model
by estimating the internal relationship between coal demand and its driving factors, so as to provide
reference for coal demand forecasting. Reference [8] constructed an inverted U-shaped environmental
Kuznets curve (EKC), which described the relationship between coal consumption per capita and GDP
per capita in China, to predict China’s coal consumption. Reference [9] predicted coal demand of
electric power through the Granger causality test and predicted the trend of Chinese coal demand.

Due to the increasingly stringent constraints of climate, resources, and the environment,
the complex and changeable market environment, people’s awareness of energy conservation and
emission reduction, and other factors, the influencing factors of coal demand should also be considered in
a more comprehensive way to adapt to the new environmental requirements. Meanwhile, the forecasting
method should keep pace with the times and be combined with the intelligent algorithm to realize coal
demand forecasting more scientifically and efficiently.

2.2. Relevant Methods for Energy Demand Forecasting

Research on energy demand forecasting can be roughly divided into two categories: One is to use
a single model for forecasting. The other is the combination forecasting method.

Among the single forecasting methods, there is the elastic coefficient method [10,11], regression
method [12,13], system dynamics method [14,15], grey forecasting method [16,17], neural network
method [18,19], support vector machine [20,21], etc. Damrongkulkamjorn et al. [22] introduced a new
method combining ARIMA (autoregressive integrated moving average) with classical decomposition
techniques. Reference [23] proposed a novel approach that incorporates ensemble empirical mode
decomposition, which is widely used in time series analysis, sparse Bayesian learning for forecasting
crude oil prices. Reference [24] used the system dynamics method to simulate and analyze
China’s energy consumption and carbon dioxide emissions under the target constraints of 2020.
Reference [25] proposed a forecasting model combining the imperialist competitive algorithm with the
back-propagation (BP) neural network. Cao and Wu [26] used the support vector regression machine to
forecast the power demand series of China and the United States. The drosophila algorithm was used
to optimize the parameters of the Support Vector Regression (SVR) model, and then the forecast results
were revised according to seasonal index. Reference [27] introduced an accurate deep neural algorithm
for short-term load forecasting, which displayed very high forecasting accuracy by comparing with
other five artificial intelligence algorithms that are commonly used in load forecasting.

In combination forecasting methods, the prediction accuracy of the combination forecasting
model is usually higher than that of single model. At present, there are three kinds of commonly
used combination forecasting models. One is the combination model of classical forecasting methods.
Reference [28] forecasted energy demand of transport in 2010, 2015, and 2020 based on the partial
least square regression (PLSR) method. Reference [29] presented regression models of 34 customer
energy sales and total energy sales based on the least squares technique, which considers economic
and air temperature influencing factors. Secondly, based on the grey model, it combines with other
statistical models. Reference [30] optimized the traditional Grey Model (GM (1,1)) model via the
genetic algorithm, established the genetic algorithm-based remnant GM (1,1) (GARGM (1,1)) model,
and used this model to forecast China’s future energy demand. Reference [13] predicted China’s total
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energy consumption through the Shapley value method, combined exponential smoothing model,
system dynamics model, and GM (1,1) model.

Thirdly, the combination model was formed by various intelligent algorithms. Compared with
traditional prediction methods, the intelligent algorithm has obvious advantages in speed and accuracy.
Reference [31] made the adaptive bat algorithm based on exponential annealing (ABA–ESA) to establish
the energy demand forecasting model. A new hybrid algorithm was formed by combining the ant
colony algorithm and artificial bee colony algorithm, and it is used for probabilistic optimal allocation
and classification of distributed energy resources [32]. Rahman et al. [33] combined the large data
analysis technology based on Hadoop and other software with some machine learning methods such as
artificial neural network (ANN) and back-propagation neural networks (BPNN) to forecast American
power production. Reference [34] introduced a forecasting model combining data preprocessing
with the extreme learning machine optimized by the cuckoo algorithm. Dai [35] proposed a novel
model EEMD–ISFLA–LSSVM (Ensemble Empirical Mode Decomposition and Least Squares Support
Vector Machine Optimized by Improved Shuffled Frog Leaping Algorithm) for forecasting the energy
consumption in China. Reference [36] proposed a novel TS–PSO (particle swarm optimization)–LSSVM
forecasting model. When predicting the energy consumption of China from 2017 to 2030, it was proven
to be effective.

In conclusion, it can be seen that different prediction methods have their own advantages
and disadvantages. In this paper, the intelligent algorithm was selected to solve the problem of
coal demand forecasting. Through a literature review, it was found that BP and SVM are most
widely used in prediction, while SVM operation results are more stable and reliable when the
number of test samples is relatively small [37]. However, it is easy for SVM to fall into the local
optimum when forecasting. Therefore, scholars adopted the genetic algorithm [38,39], particle swarm
optimization [40,41], ant colony algorithm [42], gray Wolf algorithm [43], artificial swarm algorithm [44],
and so on to optimize SVM. In this paper, the gravitational search algorithm (GSA) was used to
optimize SVM. GSA is a new swarm intelligence optimization algorithm proposed by Professor Esmat
Rashedi [45] in 2009. This algorithm searches the global optimal solution by simulating gravitation in
physics. It makes use of the idea that the whole is larger than the part and has the characteristics of the
whole search. These are the abilities and characteristics that some algorithms cannot achieve using a
single individual to solve the optimal problem. Reference [46] introduced a mathematical model for
predicting the enthalpy of steam turbine exhaust using the GSA to optimize the penalty factor of the
LSSVM and two parameters of the radial range of the kernel. Reference [47] proposed a GSA–SVM
network security situation prediction model, improving the accuracy and speed of network security
situation prediction. In order to avoid premature convergence of GSA, Reference [48] introduced
inertia decreasing weight and a local search operator for acceleration and velocity and predicted
menstrual flow in dry season through SVM improved by IGSA. In a word, the improved combined
prediction model can significantly improve the global search ability and avoid falling into the local
optimal solution. In summary, it is not difficult to find that coal demand forecasting has been the focus
of scholars’ attention. However, the accuracy of the prediction results is restricted by many factors,
such as the contradiction between the comprehensiveness of the variable selection process and the
independence and the availability of data, and the scientific value of each variable in the prediction
period, which all affect the prediction effect of the model to some extent. The intelligent algorithm has
made great progress in energy demand forecasting, but the research on coal demand forecasting needs
to be further studied.

3. Methods and Models

This section presents the methods and model adopted in this paper. The main influencing
factors were screened according to grey relational analysis, and an IGSA–SVM forecasting model was
constructed, combining the advantages of SVM and IGSA.
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3.1. Screening of the Main Influencing Factors Based on Grey Relational Analysis

In order to predict coal demand scientifically, a set of scientific and reasonable index systems
should firstly be established. Therefore, drawing on the experience of experts and scholars, combining
with the actual development of China’s coal industry, the following indicators were selected from the
economy, energy, industry, and environment dimensions as alternative indicators: GDP (gross domestic
product), total population, CPI (consumer price index), value added of secondary industry, urbanization
rate, energy consumption intensity, the proportion of coal consumption to energy consumption, coal
reserves, inventory of coal and products, quantity of imported coal, average annual price of Shanxi
premium blended coal in Qinhuangdao Port, new productivity increased in raw coal mining, national
railway coal freight volume, completion of investment in industrial pollution control, and sulfur
dioxide emissions, and the index system is constructed, as shown in Figure 1.

Coal Demand

Economy

Energy

Industry

Environment

GDP(gross domestic product)

Total Population

CPI(Consumer Price Index)

Value added of secondary industry

Urbanization rate

Energy consumption intensity

The proportion of coal consumption to 
energy consumption

Coal reserves

Inventory of Coal and Products

Quantity of imported coal

Average annual price of Shanxi premium 
blended coal in Qinhuangdao Port

New Productivity Increased in Raw Coal 
Mining

National Railway Coal Freight Volume

Completion of Investment in Industrial 
Pollution Control

Sulfur dioxide emissions

Figure 1. Influence factors system for coal demand forecasting.

In order to avoid the poor effect of the prediction model caused by too many input factors,
the grey relational analysis [49] was used to screen the key factors affecting coal demand. The steps of
calculating grey correlation degree are as follows:

Step 1 Determining the sequence of analysis
The time series of coal consumption is expressed as:

X0 = (x0(1), x0(2), · · · , x0(n)) (1)
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The time series of factors affecting coal demand are expressed as follows:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

X1 = (x1(1), x1(2), · · · , x1(n))
X2 = (x2(1), x2(2), · · · , x2(n))

· · ·
Xm = (xm(1), xm(2), · · · , xm(n))

(2)

Step 2 Standardized processing. Due to the different units of each influencing factor, the absolute
value difference is also great, which affects the accuracy of prediction. Therefore, all influencing
factors need to be standardized before calculating the correlation degree, with dimension reduction for
each sequence.

yi(k) =
xi(k)
x0(k)

k = 1, 2, · · · , n, i = 0, 1, 2, · · · , m (3)

Step 3 Calculating correlation coefficient
The correlation coefficient between yj(k) and y0(k) is expressed as:

ζ j(k) =
min

j
min

k

∣∣∣y0(k)−yj(k)
∣∣∣+ρ max

j
max

k

∣∣∣y0(k)−yj(k)
∣∣∣

∣∣∣y0(k)−yj(k)
∣∣∣+ρ max

j
max

k

∣∣∣y0(k)−yj(k)
∣∣∣

ρ ∈ (0, 1), k = 1, 2, · · · , n, j = 0, 1, 2, · · · , m

(4)

Step 4 Calculating correlation degree
The correlation degree between Xj and X0 is expressed as:

rj =
1
n

n∑
k=1

ζ j(k) k = 1, 2, · · · , n, j = 0, 1, 2, · · · , m (5)

Step 5 Ranking of correlation degree
According to the grey relational degree, when judging the coal demand, the higher the value is,

the greater the influence of factors will be.

3.2. Construction of IGSA–SVM Forecasting Model

This section introduced the principle of the SVM and GSA algorithm firstly and then improved the
GSA algorithm by introducing the memory function of the particle swarm optimization and boundary
mutation strategy, and then the IGSA–SVM forecasting model was obtained.

3.2.1. Support Vector Machine

SVM is a machine learning theory [50]. Firstly, the input space is transformed into a
high-dimensional feature space by the nonlinear transformation of the kernel function, so that it can be
linearly separable, and then the optimal classification hyperplane is obtained in this feature space.

Supposing that the sample set is T =
{
(xi, yi)

∣∣∣i = 1, 2, . . . , N
}
, the optimal classification hyperplane

(ω·x) + b = 0 can be obtained by nonlinear mapping, then the optimal classification hyperplane can be
translated into the following optimization problems:

minΦ(ω) = 1
2‖ω‖2 + C

N∑
i=1
ξi

s.t. (ω·x) + b ≥ 1− ξi, i = 1, 2, . . . , N
(6)
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whereω is normal vector for hyperplane, b is a deviation; C is a penalty parameter, and ξi is a relaxation
variable. For solving this quadratic programming problem, the Lagrange function is introduced,
and the dual principle is used to transform the original optimization problem into:

maxW(α) =
N∑

i=1
αi − 1

2

N∑
i, j=1

yiyjαiα jK
(
xi, xj

)

s.t.
N∑

i=1
αiyi = 0, 0 ≤≤ C, i = 1, 2, . . . , N

(7)

where αi is Lagrange multiplier, K
(
xi, xj

)
is a kernel function. We chose the Gauss radial Bbsis Kernel

function, which is expressed as follows:

K
(
xi, xj

)
= e−g‖xi−xj‖2 (8)

where g is a kernel parameter, controlling the range of action of the Gauss kernel, and is an important
parameter affecting the classification performance of SVM.

The decision function obtained using the Gauss radial basis function is as follows:

f (x) = sgn

⎛⎜⎜⎜⎜⎜⎝
N∑

i=1

αiyiK(xi, x) + b

⎞⎟⎟⎟⎟⎟⎠ (9)

3.2.2. Gravitational Search Algorithm

GSA (gravitational search algorithm) is a new swarm intelligence optimization algorithm proposed,
and the Schematic diagram of the GSA algorithm is shown as Figure 2.

Figure 2. The schematic diagram of the gravitational search algorithm (GSA).

In Figure 2, M1, M2, M3, and M4 represent four objects with different masses. The larger the
area, the greater the mass. Object M1 is subject to gravity F12, F13, and F14 of object M2, M3, and M4,
respectively, producing a reasonable F1 and corresponding acceleration a1. Under the action of the
resultant F, Object M1 moves towards an F1 direction. It can be seen from the figure that F1 direction
and F13 direction are close to each other. In the figure, object M3 has the maximum mass. Under
the action of the surrounding gravity, object M1 will approach the object with the maximum mass
nearby. This approach is actually the optimization process of the gravity search algorithm. Therefore,
the optimization process of the GSA algorithm is actually the process of finding the individual with
the largest mass, and the quality of the optimization result is judged by the size of the individual mass.

Assuming a population of N particles Xi, in D-dimensional search space, defining the position
and velocity of the first particle are Xi =

(
X1

i , X2
i , · · · , Xk

i , · · ·XD
i

)
and Vi =

(
v1

i , v2
i , · · · , vk

i , · · · vD
i

)
,

i = 1, 2, · · · , N, respectively, where Xk
i and vk

i represent the position and velocity components of the
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particle i on the k-dimension, respectively. Then the mass and gravity of each particle are determined
through evaluating the objective function values of each particle, calculating the acceleration and
updating the speed and position on this basis.

Firstly, population initialization is carried out, including the initialization of position, velocity,
acceleration, and mass of particles. Then, the mass of each particle is calculated. When carrying out
the t-th iteration, the inertia mass Mi(t) of particle i can be updated according to its fitness value. The
updated formula is as follows:

massi(t)

⎧⎪⎪⎨⎪⎪⎩
f iti(t)−worst(t)
best(t)−worst(t) i f best(t) � worst(t)

1 otherwise
(10)

Mi(t) =
massi(t)

N∑
j=1

massj(t)
(11)

where f iti(t) denotes the fitness of particle i at iteration t-th, i = 1, 2, · · · , N. For solving the minimum
optimization problem, the optimal fitness best(t) and the worst(t) fitness word are expressed as follows:

best(t) = min
j∈{1,2,··· ,N} f itj(t) (12)

worst(t) = max
j∈{1,2,··· ,N} f itj(t) (13)

Conversely, it can be applied to the maximum optimization problem.
Then, calculating the gravity of each particle, when carrying out the t-th iteration, the mutual

attraction of particle i and particle j in K-dimension is defined as:

Fd
ij(t) = G(t)

Mi(t) ×Mj(t)

Rij(t) + ε

(
xk

j(t) − xk
i (t)
)

(14)

where Mj and Mi represent the inertia mass of particle i and j, respectively. ε is constant. G(t) denotes
the gravitation coefficient for t-th iterations. Rij(t) denotes the distance between particle i and particle j
(generally taking the Euclidean distance), shown as follows:

G(t) = G0e−α 1
T (15)

Rij(t) = ‖Xi(t), Xj(t)‖2 (16)

where G0 represents the universal gravitational constant of the universe at its earliest moments. α
denotes the attenuation factor of the gravitational coefficient and is generally taken as a constant, and T
represents the maximum number of iterations.

In GSA, the total force acting on the t-th iteration particle i in the K-dimension can be expressed as:

Fk
i (t) =

Kbest∑
j=1, j�i

randi × Fk
ij(t) (17)

where randi denotes a random number of [0, 1]. The initial value of Kbest is N, which gradually
decreases to 1 over time. It is defined as:

Kbest(t) = f inal_per +
(1− t

T

)
× (100− f inal_per) (18)

Among them, f inal_per represents the percentage of particles that exert forces on other particles.
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Finally, the particles’ position movement is calculated. According to Newton’s second law, when
the t-th iteration is performed, the acceleration of particle i on the K- dimension can be defined as:

ak
i (t) =

Fk
i (t)

Mi(t)
(19)

In each iteration of the GSA, the particle updates the velocity v and position x of particle i according
to the following formula:

vk
i (t + 1) = randj × vk

i (t) + ak
i (t) (20)

xk
i (t + 1) = xk

i (t) + vk
i (t + 1) (21)

3.2.3. Improved Gravitational Search Algorithm

When predicting via SVM, the different choices of penalty parameter C and kernel parameter
g in the Gauss kernel function have a great impact on the prediction accuracy. In order to avoid
falling into the local optimum when the gravitational search algorithm optimizes the parameters of
the support vector machine, the improved gravitational search algorithm (IGSA) in this paper was
constructed by introducing the memory function and boundary mutation strategy of PSO (particle
swarm optimization), shown as follows:

1. Introducing the memory function of PSO. When updating particles, GSA only considers the
influence of the current position of particles but does not take the memory of particles into account.
Therefore, the global memory function of particle swarm optimization was introduced in this paper.
GSA is embedded in the memory function, that is to say, the idea of the best position that the whole
population has searched so far was added to the velocity update equation, so as to improve the local
development ability of GSA:

vk
i (t + 1) = randj × vk

i (t) + ak
i (t) + c1 × randi ×

(
gbest− xk

i (t)
)

(22)

where c1 is learning factor and C means the best location the whole group has found so far.
2. Introducing the boundary mutation strategy of PSO. In the process of GSA iteration, under

the action of the law of gravitation and Newton’s second law, if the particle’s position exceeds the set
range [xmin, xmax], the standard GSA will force the particle to return to the boundary. If the particle
gathers too much on the boundary of the feasible region, it is not conducive to the convergence of GSA.
In order to improve the convergence of GSA, the boundary mutation strategy is introduced as follows:

i f xi < xmin or xi > xmax

then xi= rand× (xmax − xmin) + xmin
(23)

After the boundary mutation, the particles do not gather on the boundary, which increases the
diversity of the population and helps the algorithm to find the optimal solution faster.

3.2.4. IGSA–SVM Forecasting Model

The improved IGSA was used to optimize the parameters of SVM to ensure good prediction
results. The specific steps are as follows.

Step 1 Initialization of parameter. Setting N as population size, xk
i , and vk

i represents position and
velocity of N particles, respectively. Then determining the number of iterations t, the learning factor c1,
and the range of parameters C and g.

Step 2 Calculating the fitness of the particle and finding out the optimal solution Kbest and the
position gbest of the optimal particle.

189



Energies 2019, 12, 2249

Step 3 Updating the inertial mass Mi(t) of particles by Equations (10)–(13), the gravitational
constant G(t) by Equation (15), and calculating Euclidean distance Rij(t) among particles by Equation
(16).

Step 4 Calculating the sum of forces Fk
i (t) in each direction of the particle by Equation (17), and the

acceleration of the particle according to Equation (19).
Step 5 Updating the position and velocity of particles by Equations (20)–(22).
Step 6 Judging whether the boundary conditions are satisfied by Equation (23).
Step 7 Return to step 2 and iterate until the maximum number of iterations or accuracy requirements

are met, and output (C, g).
Step 8 The IGSA is used to optimize the parameter values of SVM, and the forecasting model

is obtained.

3.3. Forecasting Process

According to the previous analysis, coal demand forecasting is affected by many factors. In order
to predict coal demand scientifically and accurately, firstly, sample data of 15 influencing factors were
collected. Then, according to the grey relational analysis method, the main influencing factors of coal
demand were selected and used as the input value of the IGSA–SVM model. On that basis, according
to the steps 1–8 above, forecasting the coal demand was based on IGSA–SVM. Repeat the above steps
until the number of iterations is reached. Finally, the IGSA–SVM forecasting model was obtained to
forecast the coal demand. The prediction process is shown in Figure 3.

Start
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system 

Screen of the Main Influencing 
Factors By Grey Relational 

Analysis

Factor 1 Factor 2 Factor N 

Input value 
1

Input value 
2

Input value 
N

SVM

End

(C,g)
Whether the termi
-nation condition is

 satisfied or not

Initialization of 
parameter

Calculate fitness and update local 
extremum

Update parameters best worst M G
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particles
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Boundary mutation 
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Prediction based on SVM 
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Figure 3. The flow chart of forecasting.

4. Empirical and Comparative Analysis

In this section, influencing factor screening for model input was determined first. Then the
effectiveness of IGSA–SVM in predicting coal demand was further proven by comparing the errors of
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BP, SVM, and GSA–SVM. Through empirical and comparative analysis, the IGSA–SVM was used to
forecast China’s coal demand in 2018–2024.

4.1. Influencing Factor Screening for Model Input

According to the influence factors selected in Figure 1, this paper selected the relevant data, that is,
GDP, total population, CPI, value added of secondary industry, urbanization rate, energy consumption
intensity, the proportion of coal consumption to energy consumption, coal reserves, inventory of
coal and products, quantity of imported coal, average annual price of Shanxi premium blended coal
in Qinhuangdao Port, new productivity increased in raw coal mining, national railway coal freight
volume, completion of investment in industrial pollution control, and sulfur dioxide emissions, from
1990 to 2017 as the research object. Among them, in addition to the average annual price of Shanxi
premium blended coal in Qinhuangdao Port and new productivity increased in raw coal mining
indicators’ data from the China coal industry association, the other indicators’ data came from the
relevant data issued by the National Bureau of Statistics and the Statistical Yearbook.

In order to determine the input index of the prediction model, the grey correlation analysis was
used to analyze the correlation degree between influencing factors and coal demand, as shown in
Table 1.

Table 1. The calculation results of the grey relational degrees for influencing factors.

Influencing Factor Grey Relational Degree

GDP 0.8602
Total Population 0.943
CPI 0.9754
Value added of secondary industry 0.9517
Urbanization rate 0.9733
Energy consumption intensity 0.8982
The proportion of coal consumption to energy consumption 0.9573
Coal reserves 0.9241
Inventory of Coal and Products 0.65
Quantity of imported coal 0.6263
Average annual price of Shanxi premium blended coal in
Qinhuangdao Port 0.9426

New Productivity Increased in Raw Coal Mining 0.9364
National Railway Coal Freight Volume 0.9861
Completion of Investment in Industrial Pollution Control 0.9544
Sulfur dioxide emissions 0.9285

The six factors whose grey relational degree was greater than 0.95 were selected as the coal
consumption forecasting model input. They are CPI, value added of secondary industry, urbanization
rate, the proportion of coal consumption to energy consumption, national railway coal freight volume,
and completion of investment in industrial pollution control. The model output is the power grid
investment, as shown in Table 2.
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4.2. Forecasting and Comparative Analysis

Taking 1990–2009 as the training set and 2010–2017 data as the test set to forecast, the model
parameters settings are as follows: population size N = 20, maximum number of iterations
MAX_IT = 100, the optimal range of penalty parameter C is [1,500], the optimum range of kernel
parameter g is [0.001,200], G0 = 100, α = 20, and c1 = 2. The forecasting results and the residuals are
shown in Figure 4.

(a) 

(b) 

Figure 4. The prediction and residual figures by IGSA–SVM. (a) The prediction figure; (b) the
residual figure.
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According to Figure 3, it can be seen that IGSA–SVM has a good fitting effect on predicting coal
consumption. Furthermore, the errors of IGSA–SVM, GSA–SVM, SVM, and BP in predicting coal
demand in 2010–2017 were compared and analyzed, including RMSE (root mean square deviation),
MAE (mean absolute error), and MAPE (mean absolute percent error). The comparison results are
shown in Table 3 below.

Table 3. Error analysis and comparison.

Error Types BP SVM GSA–SVM IGSA–SVM

RMSE 19798.56 21902.20 15164.49 8721.86
MAE 18877.36 16439.78 11925.47 7694.94

MAPE 6.87 5.94 4.31 2.82

From the comparative analysis of the errors in Table 3, it can be seen that the IGSA–SVM prediction
has the smallest errors among the four models. The values of RMSE, MAE, and MAPE are 8721.86,
7694.94, and 2.82%, respectively. Then, there are the GSA–SVM and SVM prediction models. The
BP model has the worst prediction effect, and the MAPE reached 6.87%. The main reason is that BP
prediction needs more historical data for training.

From the comparison of the predictions in Figure 5, it can be seen that the IGSA–SVM
forecasting model fits well with the real data when predicting coal consumption. Combining
Table 3 and Figure 5, it can be concluded that the order of prediction accuracy of the four prediction
models is IGSA–SVM > GSA–SVM > SVM > BP. Therefore, we chose IGSA–SVM to forecast China’s
coal consumption.

Figure 5. Forecasting results comparison.

4.3. Forecasting Based on the IGSA–SVM

According to the data of six key factors from 1990 to 2017, the data of six factors from 2018 to 2025
were predicted by SVM, as shown in Figure 6, as input variables of the IGSA–SVM forecasting model,
and the forecasted results are shown in Figure 7.
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As we can see from Figure 6, combined with the change trend of six key factors affecting coal
demand selected in this paper, the following findings are made. CPI is on a slight upward trend. Value
added of secondary industry is on a slight downward trend. Urbanization rate is on a slight upward
trend. The proportion of coal consumption to energy consumption is on a steady downward trend.
Finally, the national railway coal freight volume fluctuates between increase and decrease. Completion
of investment in industrial pollution control shows a downward trend.

Affected by these factors, as we can see from Figure 7, coal consumption grew slowly in 2018 to
2025, peaked in 2019, and began to decline gradually. According to the predicted results, combined
with the impact of the factors, value added of secondary industry, the proportion of coal consumption
to energy consumption, and completion of investment in industrial pollution control are the key factors
leading to the turning point of demand. This means that the decline in coal demand is related to policy
constraints, such as the increase of the proportion of tertiary industry output and the reduction of the
proportion of coal consumption, as well as the gradual saturation of industrial pollution control projects.
If we want to further reduce the demand for coal in China, energy efficiency must be comprehensive,
and the coal-based energy consumption structure needs further optimization. In terms of future energy
development, we must be committed to adjusting the structure of the energy industry, developing new
energy sources, improving the level of re-electrification, and realizing clean substitution and electric
energy substitution.

The forecasting results are in line with the development trend of the energy revolution, especially
the peak value forecasting results, and are helpful to energy strategic planning, overall planning of
coal production and consumption, and ensuring the healthy and coordinated development of the coal
industry. According to the prediction results of the model, the base line of coal safety supply in each
year is calculated according to the coefficient of raw coal converted into standard coal. In addition,
the coal production capacity can be controlled at this bottom line, providing an important reference
value for the reduction of production capacity.

(a) 

Figure 6. Cont.
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(b) 

(c) 

(d) 

Figure 6. Cont.
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(e) 

(f) 

Figure 6. Coal consumption key influencing factors prediction curve. (a) Forecasting of consumer price
index (CPI); (b) forecasting of value added of secondary industry; (c) forecasting of urbanization rate;
(d) forecasting of the proportion of coal consumption to energy consumption; (e) forecasting of national
railway coal freight volume; (f) forecasting of completion of investment in industrial pollution control.

Figure 7. The forecasting results of coal consumption from 2018 to 2025 in China.
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5. Conclusions

In order to predict China’s coal demand more accurately, firstly, we selected 15 influence factors that
affect coal consumption from the four dimensions of economy, energy, coal industry, and environmental
constraints, and the grey correlation analysis method was used to select six key influence factors as
input variables of the IGSA–SVM prediction model. Then, PSO was used to improve the GSA, which
is used to optimize the kernel function of SVM, and the IGSA–SVM algorithm was obtained. Next,
the data from 1990 to 2009 were selected as the training set, and the data from 2010 to 2017 were used
as the test set. The errors of BP, SVM, GSA–SVM, and IGSA–SVM in prediction were compared, which
further proved the effectiveness of IGSA–SVM in coal demand prediction.

Finally, the IGSA–SVM was used to forecast China’s coal demand in 2018–2025. According to
the forecasting results, it can be seen that China’s coal consumption from 2018 to 2025 will have
a trend from growth to decrease. According to the forecasting results, it will be better to have an
active response for the government and industry, enacting the relevant policies, further optimizing the
structure of the coal industry, transforming and upgrading it and eliminating backward production
capacity, improving the efficiency of coal utilization, establishing an effective modern supervision
system of coal, solving the excess capacity, and promoting a healthy development of the coal industry
through speeding up clean technology innovation and development.

In the future, the application scope of IGSA–SVM can be further expanded, and the coal demand
of different industries and provinces can be predicted. This is of great significance to the transformation
and development of high energy-consuming industries and coal resource-based provinces and to adapt
to the energy revolution.
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Abstract: Upstream oil production using dual string completion, i.e., two tubing inside a well
casing, is common due to its cost advantage. High pressure gas is employed to lift the oil to the
surface when there is insufficient reservoir energy to overcome the liquids static head in the tubing.
However, gas lifting for this type of completion can be complicated. This is due to the operating
condition where total gas is injected into the common annulus and then allowed to be distributed
among the two strings without any surface control. High uncertainties often result from the methods
used to determine the split factor—the ratio between the gas lift rate to one string over the total
gas injected. A hybrid model which combined three platforms: the Visual Basics for Application
programme, PROSPER (a nodal analysis tool) and Excel spreadsheet, is proposed for the estimation of
the split factor. The model takes into consideration two important parameters, i.e., the lift gas pressure
gradient along the annulus and the multiphase pressure drop inside the tubing to estimate the gas lift
rate to the individual string and subsequently the split factor. The proposed model is able to predict
the split factor to within 2% to 7% accuracy from the field measured data. Accurate knowledge of the
amount of gas injected into each string leads to a more efficient use of lift gas, improving the energy
efficiency of the oil productions facilities and contributing toward the sustainability of fossil fuel.

Keywords: dual string completion; gas lift; gas lift rate; split factor; gas robbing; gas lift optimization

1. Introduction

Gas lift is one of the common artificial lift techniques used in upstream oil production. It works
by injecting high pressure gas into the annulus and tubing, reducing the fluids density and allowing
the fluids to be produced to the surface at a lower bottom-hole pressure. Dual string completion refers
to a single well casing housing two tubing, see Figure 1. The tubings are fitted into the casing side by
side with all of the required accessories. Typically, the tubing will be of a different length, with one
shorter than the other, to allow production from different zones. The shorter tubing is named Short
String (SS), and the longer tubing is named Long String (LS) [1]. Gas lift is particularly suitable for this
type of completion due to the space limitation.

Energies 2019, 12, 2284; doi:10.3390/en12122284 www.mdpi.com/journal/energies201
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WH 
(SS)

WH 
(LS)WH 

Figure 1. Single string and dual string completions.

The design of gas lifting for the dual string completion has proven to be a challenge. The total
gas injection rate for both strings are measured at the surface, but the amount of the gas going into
each tubing is difficult to determine [2]. This may lead to one of the strings getting too much gas
while the other string is starved. This phenomenon is known as gas robbing. Excessive or inadequate
injected gas can lead to lower well fluids production and flow instability. At the same time, it is
desirable to inject the gas at the optimum level in each string to operate the gas lift system efficiently.
Widianoko et al. [3] suggested placing the orifices for both LS and SS at the same depth to prevent such
phenomena. This, however, may not suit the lifting requirement. There is also industry practice that
simply assumes an equal split of the gas lift rate (GLIR) between LS and SS, which would hardly be the
case, noting that the production behaviour may vary significantly between the two.

While the gas allocation to optimize the oil production from single string completions has been
widely discussed by many researchers, the literature on gas lift optimization for dual string completion
is scarce. Widianoko et al. [3] proposed the use of a trial and error technique in the field to maximize the
production from the dual string well, but this is easier said than done operationally. Nishikiori et al. [4]
suggested the use of a non-linear optimization method to generate the most optimum gas lift operating
condition for a set of multiple single string wells. This is only applicable to a single string well
where the determination of GLIR is straightforward. The optimization of the gas lift in a dual string
completion would require the computation of the amount of gas going into the individual string,
and the consideration of the interaction between the strings as well as with the common annulus.
The split factor is defined as the ratio between the gas lift rate (GLIR) for SS and LS over the total gas
lift injected. A higher split factor for a particular string means that more gas will be entering that string.
This parameter is important for dual string gas lift optimization, ensuring an efficient usage of energy
from the produced gas for oil production.

Eikrem et al. [5] discussed gas lift instability in a single point gas lifted dual string well using both
a mathematical model and laboratory measurement. A single point gas injection for both strings does
not represent a realistic field operation. In field operations, the SS gas lift injection valve was always
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placed shallower than that of the LS. Conejeros [6] proposed to optimize the dual string production by
producing water through LS and oil through SS; his work does not consider the gas lift.

Kamis et al. [2] proposed to use the average of the GLIR for LS and SS obtained from individual
well modelling. The method assumed that well tests were carried out on one string at a time while the
other string is on production with the stable gas lift. The second string is to be tested immediately or
as soon as possible after the first test. This is to maintain similar test conditions for both of the strings,
which may not be operationally practical. The calculated gas injection rate from the single well model
is matched against the surface measured test rate based on the first string’s parameters. The gasses
injection rate for the second string is obtained through a simple deduction from the total gas injected.
A similar approach is carried out for the second string. Consequently, each individual string will have
its gas lift rate estimated, and the average of the values is then used to estimate the split factor.

Petroleum Experts (PETEX) proposed two methods to estimate the amount of lift gas going into
the LS and SS using their nodal analysis tool, PROSPER [7]. Note that PROSPER does not have the
capability of modelling the dual string completion and treat the dual string completion as two separate
single string completions. The first method used the measured injection or casing head pressure (CHP)
to find the corresponding GLIR. The GLIR is changed, repeatedly, until the CHP estimated by the
software matched the measured injection pressure. The workflow required the two strings to be solved
independently. The second method uses the measured total GLIR and allocates the lift gas between the
two strings assuming the same casing pressure for both of the single wells. This method reiterates the
total GLIR allocation ratio as a variable, and a solution is reached when the calculated CHP is the same
for both strings. The second method ensures the sum of the GLIR to the LS and SS is equal to the input
of the total GLIR. Figure 2 summarises the workflow for the two methods.

Figure 2. Workflow comparison between two methods proposed by PETEX.

Both of the two methods proposed by PETEX relied on the availability of field measured data.
The solution is obtained by an iteration technique. As the software can only model a single well,
the solution is obtained without considering the impact of one string on the other. The wells or the
strings are considered to flow independently. The interaction of the annulus and the two strings is
also ignored. The calculated casing pressure by the software is likely to be the average of the CHP at
the surface, as if the LS and SS are flowing as a separate single well. The calculated CHP is almost
always lower than the actual measured CHP. The estimation of the gas lift rates to the SS and LS is
a mathematical exercise using the iteration technique to match a measured value. No consideration is
given to the gas flow phenomenon inside the annulus and tubing.

A study by Chia et al. [8] noted that for the dual completion gas lift, as both strings share the same
common annulus, it is difficult to determine the exact individual GLIR of each string. The researchers
suggested to use a pre-known fix value of the gas-oil ratio (GOR) to compute the individual GLIR
from the total gas measures at the surface. The assumption of a constant GOR is fallacious as the GOR

203



Energies 2019, 12, 2284

value changes from time to time. It also required the well to be tested individually, which may not be
practical due to operational constraints.

A few researchers have, in more recent years, proposed the use of an artificial intelligence (AI)
approach to tackle gas lift optimization. Patterns of changes in operating conditions were identified
through the measurement of parameters, and AI algorithms were then applied to correct the conditions.
Abbasov et al. proposed a method using machine learning to attain the minimum field measured
tubing head pressure oscillation, so as to achieve an optimum production. It relied mainly on field
testing and no well modelling is required [9]. Xiao et al. suggested the use of a calibrated well model to
establish the operating envelope for a stable production. An automated workflow is created to monitor,
troubleshoot and correct the well for any instabilities during the production [10]. Both methods are
only applicable to single string wells where the wells behave independently of each other.

To obtain an accurate estimate of the gas lift rates for dual string completions, the industry has to
resort to a field measurement via a well tracer survey. The tracer method allows the measurement,
when both strings are flowing, to account for the interaction between them. However, it is costly
and operationally impractical as it requires the mobilization of expensive equipment and personnel.
In addition, there is a potential production deferment related to the well work. The well tracer for
the dual string can be challenging, as discussed by Abu Bakar et al. [11]. An average of six hours per
survey is required with a 25% rerun for dual strings due to too many points of gas returns.

Hermank et al. proposed the use of distributed thermal sensing (DTS) and distributed acoustic
sensing (DAS) for the gas lift surveillance [12]. The method is less invasive and can provide a precise
injection point based on changing temperature and sound signals. However, it would require high
capital investment to equip the wells with downhole optical fibers. This method will work well with
the single string well but not necessarily with the dual string well. The interpretation of DTS and DAS
for the dual string well is a lot more complicated given the pressure and flow dynamics within the
annulus as well as between the strings and the annulus.

For an optimum production, the lift gas has to be injected at the correct rate. Excessive or
inadequate injected gas can lead to a suboptimal production and flow instability [13]. So far, the various
methods proposed by the researchers do not directly compute the gas lift rates to individual strings
for the dual string completion. The solutions were derived by the use of an iterative approach,
with simplification (such as an injection at the same depth), averaging, or equating the dual string
as two separate single strings. The interactions between the lift gas inside the common annulus and
the production fluids in the tubing were not taken into consideration. The results obtained can be
misleading as they do not represent the actual operation of a dual string well. Little insight can be
derived for gas lift troubleshooting to optimize the lift gas usage.

The objective of this study is to develop a hybrid model to determine the gas lift split factor
considering the fluids flow phenomena both in the annulus and the tubing. The hybrid model will
combine three platforms: the Visual Basic for Application (VBA) programme, PROSPER (a nodal
analysis tool) and Excel spreadsheet to compute the gas lift rate into an individual string and
subsequently the split factor. The model will be validated using a set of field measured data.
This hybrid model allows for an accurate estimation of the lift gas rate for the dual string completion,
enabling an efficient use of lift gas and yielding an opportunity for improving the energy efficiency of
upstream production facilities.

2. Methods

The study is carried out in 3 stages:

• Development of the hybrid model for the split factor in dual string gas lift.
• Validation of the hybrid using a set of available field data
• Case study.
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2.1. Modelling of Split Factor

A flow chart for modelling the split factor is given in Figure 3.

Figure 3. Process flow of split factor modelling.

The proposed model used the casing injection pressure (CHP) and total gas lift rate (GLIR)
measured at the surface as the input to estimate the GLIR to both the SS and LS. Based on these
individual GLIRs (estimated) and the total GLIR (measured), the split factor can be determined.

The tubing experiences pressure from the annulus (from the gas lift injection) and from the well
fluid flowing from the reservoir through it. To estimate the gas lift rate, three pressure drops need to
be considered (see Figure 4):

• Pressure drop in the annulus
• Pressure drop across the orifice
• Pressure drop in the tubing
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Figure 4. Relationship between casing, tubing and orifice pressure drop.

The lift gas is introduced to the casing/annulus, and the pressure (CHP) is measured at the
wellhead. The lift gas flowing in the annulus imposes a pressure upstream of the orifice, while the
production fluid flowing inside the tubing will exert a pressure downstream of the orifice. The pressure
differential across the orifice determines the amount of lift gas flowing into the tubing.

The estimation of the annulus pressure will incorporate the concept of the equivalent hydraulic
diameter, which is commonly applied in a heat exchanger design to account for a non-regular flow
path. PROSPER [14], a multiphase flow simulator, will be used to estimate the pressure along the
tubing from the reservoir to the wellhead as the multiphase production fluids are expected to flow
inside the production string from the reservoir to the wellhead. The orifice flow correlation will be
used to compute the GLIR as a function of the annulus and tubing pressure difference.

2.1.1. Annulus Pressure Calculations

The energy balance equation expressed in the pressure gradient form, dP/dL [15]:

dP
dL

= (− g
gc
ρsin∅− 24 f V2]ρ

gcD
− ρV
αgc

dV
dL

) (1)

There are three pressure loss components, i.e., elevation, frictional and acceleration. � is the
density, ν is the velocity, gc is the gravity constant, f is the friction factor and D is the flow diameter.
Equation (1) is applicable for the single-phase gas flow. The considered cross-sectional flow area will be
adjusted accordingly with the equivalent hydraulic diameter, to account for two concentric cylinders
inside the casing (see Figure 5). The Hydraulic diameter is defined as the cross-sectional area of the
channel divided by the wetted perimeter. It uses the perimeter and area to provide the diameter such
that conservation of momentum is maintained. By using this term, one can handle any dimension of
a flow path as one would for a round tube. The uniform flow path is expected within the annulus to the
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point of injection, no significant change in velocity is expected and hence the acceleration component
may be ignored.

 

Δ

Figure 5. Cross-section of the dual strings well.

The fluid velocity V, in Equation (1), can be derived from the flowrate Q:

Q =
π
4

D2V (2)

The equivalent hydraulic diameter, De, can be calculated using the generic equation:

De =
4 ∗Cross Sectional Area

Wetted Perimeters
(3)

From Figure 4, it can be shown that:

De =
4∗ π(rc

2 − 2rc
2)

π(2rc + 4rt)
(4)

where rc and rt are the casing radius and tubing radius, respectively.
The Colebrook Equation, which is applicable for turbulent flow, is used to calculate the friction

factor, f. The software Visual Basics for Application (VBA) is employed to handle the complicated
iterations needed to solve for the friction factor, and ε is the roughness:

1√
f
= 2 log10(

ε/D
3.7

+
2.51

Re ∗ √ f
) (5)

Re is the Reynold Numbers:

Re =
ρ ∗V ∗ d

v
(6)

The gas properties, critical properties, Z factor and viscosity are estimated using the well-known
empirical correlations. The critical temperature and pressure are required to complete the calculation
for the Z factor. The Z factor is required for the calculation of the density. The viscosity is required in
the calculation of the Reynolds Numbers, which is part of the solution for the friction factor calculation.
The selection of the correlations used is based on accuracy and practicality.

The critical pressure Pc, and critical temperature Tc are estimated using the Sutton correlation [16]
due to its simplicity for the single gas phase, requiring only the viscosity v as the input. Deckle et al. [17]
recommended the use of the correlation for gas gravity under 0.75, which is compatible with the lift
gas used for this study.

Tc,= 164.3 + 357.7 ∗ ν− 67.7 ∗ ν2 (7)

Pc, = 744− 125.4 ∗ ν+ 5.9 ∗ ν2 (8)

207



Energies 2019, 12, 2284

The Z factor is estimated using the Hall Yarborough correlation. This correlation has the highest
accuracy according to the work done by Lateef in comparison to the other correlation [18]. After the
Lateef modification is not significant, an original equation is used as variance in the accuracy.

t =
1

Tpr
(9)

A = 0.06125te−1.2∗(10t)2
(10)

B = 14.76t− 9.76t2 + 4.58t2 (11)

C = 90.7t− 242.2t2 + 4.58t3 (12)

D = 2.18 + 2.82t (13)

−APpr +
y + y2 + y3 − y4

(1− y)3 − By2 + CyD = 0 (14)

Tpr (pseudo−reduced) =
T
Tc

(15)

Ppr( pseudo−reduced) =
P
Pc

(16)

z =
APPr

y
(17)

The Lee, Gonzalez and Eakin [19] correlation is chosen for the viscosity estimate due to its
simplicity. The accuracy does not vary much from the other correlation reported by Al-Nasser et al. [20].
The original correlation was used in comparison with one optimized by Al-Nasser et al., as the
difference in accuracy is not significant.

vg = 10−4Ke[x(T)ρg
Y(T)] (18)

vgsc = K =
(9.4 + 0.02M)T1.5

209 + 19M + T
(19)

X(T) = 3.5 +
986
T

+ 0.01 (20)

Y(T) = 2.4− 0.2X (21)

The density is estimated as follows:

ρ =
P ∗Mgas

Z ∗R ∗ T
(22)

where the molecular weight of the gas, Mgas, is:

Mgas = Mair ∗ SGgas (23)

The annulus pressure along the casing length is estimated by dividing it into n, the number of node
sections from the casing head to the injection point. A loop was created with VBA to iterate the pressure
at the inflow, until it equals the outflow from the previous section (see Figure 6). The process continues
until the pressure reaches the specified point of interest, which is the orifice valve location, the injection
point. This is done to improve the resolution of the calculation and accuracy of the computation.

Pout,1 = Pin,1 +
dP
dz
∗ n (24)
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Pout, 1 = Pin,2 (25)

Figure 6. Division of pipe (annulus) section into smaller nodes in VBA.

The composite flow path with a different inclination is created to account for the non-vertical flow
direction. This is to improve the accuracy of the model. A total of 5 sections with different angles is
created to mimic the flow path of the upper well section. The number of sections can be added easily
for a better resolution with VBA. However, this is usually not required, as the angle would typically be
low at the gas lift valve depth. The gas lift valves need to be placed at a shallow wireline accessible
depth for the change-out during the well intervention, and normally this is below 60 degrees.

The temperature is assumed to follow the geothermal gradient, as a continuous gas lift under
a steady state condition is expected to have achieved a thermal equilibrium. The interpolation is done
to estimate the pressure at the depth, to simplify the calculation. The temperature input and output at
the 5 segments is specified. In VBA, it is further broken down into n, the number of nodes, as below,
similarly to the pressure for the calculation between the segments:

Tout = Tin +
ΔT
n
∗ L (26)

ΔT = Treservoir − Tsur f ace (27)

2.1.2. Tubing Pressure Calculations

The pressure drop required to lift the reservoir fluid to the surface at a certain rate is controlled
by the wellhead choke. The pressure along the tubing is a function of the mechanical configuration,
fluid properties and production rate. Several empirical and analytical correlations have been developed
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to estimate the pressure drop in multiphase flow depending on the reservoir and well conditions.
The selection of an optimum correlation is essential to estimate the pressure drop along the tubing [21].
In this study, the multiphase flow simulator, PROSPER, will be used to calculate the pressure gradient
along the inside of the tubing. The software is widely recognized for well modelling within the industry.
Among the advantages are that it allows for a calibration with previous test data and that it provides
a wide selection of Vertical Lift Performance (VLP) and PVT correlations.

2.1.3. Gas Lift Rate (GLIR) Calculations

The common practice in the industry is to estimate the pressure upstream of the orifice from the
known lift gas gradient in the casing, and the pressure downstream of the orifice from the flowing
gradient survey (FGS) in the tubing, to calculate the lift gas flow rate from the throughput chart.
However, in the absence of actual fluid gradient data, usually a general gradient value (for example
0.2 psi/ft.) is assumed. This practice is more suited to a field application for a quick check. It will
calculate the LS and SS individually, and does not reconcile the total gas rate or injection pressure.

In this study, the lift gas flow rate through the orifice will be calculated using the Thornhill
Craver equations [22] for the orifice valve (see Equation (28)). This equation is for a compressible,
one-dimensional and isentropic flow of a perfect gas through restriction; a correction factor (discharge
coefficient, Cd) is added to account for deviations encountered in the real gas case [23]. The gas
rate is corrected to the real condition using Equation (29), to reflect the rate at the actual down hole
temperature and pressure:

Qsc =
155.5 ∗Cd(A ∗ P1

√
2(g) ∗ ( k

k−1 )[(Fdu)
2
k − (Fdu)

k+1
k ]√

SG ∗ (T1)
(28)

Qinj = 0.0544 ∗ (SG ∗ T)0.5 ∗Qsc (29)

where Cd is the discharge coefficient, A is the flow area (in2), P1 is the upstream pressure (psia), P2 is
the downstream pressure (psia), k is the ratio of specific heat (=1.27), Fdu is the ratio of P1/P2, SG is the
gas specific gravity, T is the temperature (◦R), Qsc is the gas rate at the standard condition (Mscf/D) and
Qinj is the gas rate at the actual condition (Mcf/D).

An orifice requires a more than 40% pressure drop across it to achieve a critical flow.
Although a slight variation in the tubing flow regime will result in an unsteady injection rate,
an orifice can accommodate a wide operation range, and it remains the most commonly used operating
gas lift valve in the industry. The upstream and downstream pressure are put into Equations (28) and (29)
to calculate the injection gas rate. The discharge coefficient, Cd, is taken from experimental work done
by Nieberding et al. [24] (see Figure 7).
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Figure 7. Cd estimation for the Camco R-20 valve [24].

Cd is the discharged coefficient. Y, the expansion factor, equals 1 for an ideal gas at a high
temperature and pressure, representative of the down-hole condition. From Figure 7, CdY is between
0.9 to 1, for the Camco R-20 with a port size equal to 3/16.

The determination of the gas lift injection assumes a steady state, continuous injection and single
point injection at the SS and LS, respectively. This is representative of the gas lifted oil production
whereby only the deepest gas lift valve is open during the normal operation after unloading. The valves
that are installed at a shallower depth for unloading purposes are excluded, as unloading is a transient
operation during the well start-up, which is to say an infrequent event.

2.2. Model Validation

The actual field data from a brown field is used to validate the proposed model. The field has
a long history of gas lift application. The gas lift allocation for the dual string completion was a big
problem for the field.

The field data were measured using the Well Tracer method. The method measured the
concentration and travel time to allocate the amount and location of gas injected [25]. Although costly
and strenuous in operation, this method provides the most accurate measured data.

2.3. Case Study

A case study was carried out to demonstrate the application of the proposed hybrid model in
determining the split factor for a dual completion oil produce well “X”.

3. Results and Discussions

3.1. Annulus Pressure Calculation

The pressure calculation is conducted for the annulus via a breakdown into 5 sections, as shown in
Table 1. The diameter calculated here is the equivalent hydraulic diameter. The inlet in the first section
is the injection pressure, and the outlet pressure in the last section represents the choke upstream
pressure. It is observed that the pressure increases from the point of the inlet down to the orifice
depth, for the condition assessed, and there is an estimated increase of 42 psi that accounts for both the
hydrostatic and frictional pressure differential. The number of sections is deemed sufficient as the well
is vertical in the top sections, and the deviation is only observed in the last two sections.
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Table 1. Example of the annulus pressure VBA calculation.

Sec
Diameter

(in)
Length

(ft)
Angle from
Horizontal

Inlet Temp.
(◦F)

Outlet Temp.
(◦F)

No. Seg.
Inlet Press.

(psia)
Outlet Press.

(psia)

0
1 6.62 500 90 86 96.5 100 641 649
2 6.62 500 90 96.5 101 100 649 657
3 6.62 500 90 101 108.5 100 657 665
4 6.62 500 87 108.5 116 100 665 672
5 6.62 795 67 116 127.4 100 672 684

3.2. Tubing Pressure Calculation

For this study, the best matched PVT correlations were selected. The Standing correlation is used
to estimate the GOR, formation volume factor and bubble point pressure. Begg’s correlation is used
for the viscosity calculation. For the VLP correlation, PE2 is selected. PE2 is an empirical correlation
developed by PETEX, intended to cover a wide range of operating conditions. This correlation uses
the flow map by Gould & et al., the Hagedorn Brown correlation for the slug flow and the Duns and
Ros for the mist flow. In the transition regime, a combination of slug and mist results is used. It also
has improved the VLP calculations for low rates and for the well stability. It provides a more accurate
prediction of the minimum load-up rates [14].

PE2 appeared to have the best match with 3 previous well tests, as shown in Figure 8. The calculated
rate and flowing bottom hole pressure (FBHP) was well within the ±10% of the measured test data.
It also has the lowest average absolute error compared to other vertical lift performance correlations.
The inflow Performance Relationship (IPR) Model is generated with the Productivity Index (PI) model.

Figure 8. PROSPER matching to the previous well test.

The measured parameters from the well test: the flowing tubing head pressure (FTHP), GOR,
and water cut (WC), are the required input for the pressure gradient calculation. The generated
pressure profile from the wellhead to the perforation depth can be seen in Figure 6. The pressure at
the orifice is singled out from the depth-pressure profile to represent the downstream orifice pressure
(highlighted in Figure 9).
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Figure 9. Pressure gradient calculation with PROSPER.

3.3. Gas Lift Rate (GLIR) Calculation

An example of the gas lift rate calculation is given in Table 2. The GLIR is obtained via subtracting
the SS injection rate from the total gas injected, assuming that all the injections from the surface go
into the tubing as per the basis used by both Kamis et al. [2] and Chia et al [8]. This also provides
a reconciliation to the surface measured gas rate.

Table 2. Example of the gas lift rate calculation.

Discharge Coefficient, Cd 0.98

Flow area, A (in2) 0.028
Upstream pressure, P1 (psia) 684

Downstream pressure, P2 (psia) 528
Gravity constant, g (ft2/s) 32.17
Ratio of specific heat, k 1.27

Upstream temperature, T1, (◦R) 582
Ratio P1/P2, Fdu 0.77
Gas gravity, SG 0.65

Gas rate at standard conditions, Qsc
(Mscf/D) 485.5

Correction factor 1.06
Gas injection at depth, Qg (Mscf/D) 514.0
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3.4. Model Validaton

The split factor is calculated for the two wells, namely, wells “X” and “Y”. Both wells are dual
string completion type wells, with 3 1

2 inch production tubing and a low angle deviation angle. A wide
range is observed in the measured GOR and WC for the wells. “X” SS and LS and “Y” LS are producing
from the deeper reservoir, with a water breakthrough and high GOR due to depletion. “Y” SS produced
from the shallower reservoir with a low water cut and is still above its bubble point, which explains
the noticeable lower GOR.

A comparison between the calculated values from the model and measured date from the field is
given in Table 3.

Table 3. Comparison of model results and measured data.

Well “X” Well “Y”

SS LS SS LS

Tubing size (in) 3.5 3.5 3.5 3.5
Deviation (degree) 23 18
Total Liquid (Bpd) 1350 2655 540 1510

Water Cut (%) 92 82 15 80
Total GOR 3430 1778 504 1500

Injection Pressure, (psia) 641 641 600 600
Tubing Pressure, (psia) 134 140 120 108

Injection Depth (ft.) 2795 2865 2350 3560

Gas Lift Rate, (Mscf/D)

Field measured data 525 275 495 405
Model results 515 285 530 370

Split Factor

Field measured data 0.66 0.34 0.55 0.45
Model results 0.64 0.36 0.59 0.41

% Difference (average relative
error) 2% 7%

The model demonstrated that it can estimate the lift gas distributions for both well “X” and well
“Y”, over a considerable range of operating conditions, to an average relative error of between 2%
and 7 %, as shown in Table 3. The higher discrepancy in well “Y” is possibly due to poor matching
between the well test data and the calculated PROSPER results. This could be due to inaccuracies in
the measurement data collected during the well test, discrepancies in the PROSPER modelling of the
actual well conditions, or both. The collected well test data were within the acceptable accuracies.
For well “Y”, during the tracer survey, it was observed that multi-pointing had occurred at the LS.
The PROSPER model has assumed a single injection point for LS (well “Y”). It could not mimic the
multi-pointing actual conditions, hence the poor match between the measured well test data and the
simulated results.

3.5. Case Studies

The proposed hybrid model is used to generate the lift gas distribution and compared to the
available field well test data for well “X”, see Table 4. The field well test data were based on PETEX
methods, assuming the dual strings as a single well model, as described previously in Section 1.
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Table 4. Comparison of model results and field well test data.

Well “X”

Gas Lift Rate (Mscf/D) Gas Lift Rate (Mscf/D)

Well Test Data 1 Well Test Data 2

SS LS SS LS

Field well test data 450 550 200 1000
Model results 530 470 485 715

There is a tendency to under-allocate the lift gas for SS, overlooking gas robbing phenomena.
The well test data 1 was off by 80 Mscf/D, whilst the well test data 2 was off by almost 185 Mscf/D.
The calculated split ratios from the proposed hybrid model in both tests are closer to the Well
Tracer measured data, indicating a higher consistency and better accuracy. This is in line with the
understanding that the single well models, such as those proposed by PETEX, are limited for application
due to the interaction of the gas distribution between the 2 strings.

Having an accurate GLIR estimation is fundamental to the optimization of the gas lift to improve
the production and hence the profitability of the well. The potential impact of an accurate GLIR
estimate on the productions from well “X” can be demonstrated by Figure 10, and Tables 5 and 6.
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Figure 10. Gas lift performance curve for LS and SS.

Table 5. GLIR sensitivity against production.

GLIR (Mscf/D) SS (Bopd) LS (Bopd)

300 82 501
400 85 533
500 87 555

Table 6. GLIR and orifice sizes.

Well “X” GLIR (Mscf/D)

Orifice Size (/64 in.) for SS SS LS
8 228 572
10 356 444
12 490 310

Figure 10 showed that the production for LS is more sensitive to gas lift rate changes. The red
arrow indicates the directional changes on the GLIR redistribution for SS and LS to achieve a production
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optimization. Reducing the GLIR for SS by 200 Mscf/D merely cut back the production by 5 Bopd,
whilst increasing the same amount will increase the production by almost 50 Bopd for LS. This is
because LS is producing from a better productivity index (PI) reservoir and the water cut is also higher
at 80%, resulting in the requirement for more gas to lift the total liquid. On the other hand, SS, due to
a low water cut and relatively lower liquid rate, is nearing it optimum operating condition. There is an
opportunity to reduce the gas lift rate for the SS and redistribute to LS to improve the production as
a whole.

The variation of the production with the lift gas rate is tabulated in Table 5.
The GLIR can be varied by changing the orifice sizes. The proposed hybrid model is used to

generate the split ratio between the LS and SS for the selected 3 different orifice sizes, as shown
in Table 6.

The existing orifice for SS is 12/64th. By reducing the orifice size for the SS to 10/64 in. and 8/64 in.,
the GLIR is cut back by 128 and 262 Mscf/D respectively. This saving in the GLIR from the SS may
be re-allocated to LS or other wells in the field to enhance production. An estimated 48 Bopd gain
can be achieved by reducing the orifice size for the SS from 12/64 in. to 8/64 in. based on the gas lift
performance curve of LS and SS.

3.6. Features, Advantages and Limitations of the Proposed Hybrid Model

The model is able to determine the lift gas rate for the individual string, via a combination usage
of VBA, the available nodal analysis tool (PROSPER) and proven empirical correlations. This sets it
apart from the existing practices of conducting multiple iterations to yield a mathematical solution
without considering actual conditions of the dual string gas lift operation. Another advantage of the
model is that it only requires surface measured parameters which can be obtained easily with high
accuracy. The inputs required are the injection pressure for the casing pressure calculation and the well
test parameters (GOR, FTHP, liquid rates and WC) for the tubing pressure computation. This approach
provides a simplification to the calculation process.

An accurate estimate of the GLIR is fundamental to the production optimization of gas-lifted
wells. This is especially crucial for dual string completion type oil producers. The application of the
model for the gas lift optimization of dual string wells is demonstrated in Section 3.5., where a saving
of 262 Mscf/d GLIR from SS is used to increase the production from LS by 48 Bpod. This can be
extended to other dual string wells within the same field. Injecting just the right amount of gas lift
for the desired production is the principle concern for operators of mature fields where the amount
of gas lift available is often constrained by the existing facility system, the lift gas compressors [26].
The opportunities to enhance the production can also be realized through the optimizing of parameters
such as the casing head pressure, injection depth and orifice size.

The model is developed for steady state, continuous injection conditions, which are commonly
fulfilled in oil production following the unloading operations, when and where only the deepest gas
lift valve is operating. It does not cater to transient operations such as those during well unloading or
an unstable injection resulting from the flow instability of the production conditions. Nor does the
model apply to multi-pointing, conditions whereby the lift gas enters the tubing through more than
one point along the tubing. This could be due to poor design or unintentional changes in the operating
condition. Under such circumstances, a transient analysis tool or field measurement may be more
suitable for diagnostic purposes.

The proposed model offers a better method to quantify the gas lift split factor, thereby enabling
the efficient use of gas lift, paving a way for the improvement on gas lift optimization in dual string
completion and for opportunities to understand the overall produced gas usage. This would inevitably
improve the energy efficiency of upstream oil production facilities.

The model can be adapted easily into the current industry gas lift optimization work flow.
Lastly, the proposed hybrid model provides a potential substitute to the Well Tracer measurement
method, averting the costs and risks of well intervention.
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4. Conclusions

By considering the pressure drops of production fluids in tubing and the pressure gradients of
the lift gas along the annulus, this proposed hybrid model enables a more accurate estimate of the
gas lift split factor for dual string completion wells. In this study, the model was able to predict the
split factors for well “X” and well “Y” within an accuracy of 2% and 7% from the actual measured
data. This hybrid model provides far better results than the current methods, which are based on an
approximation of dual strings as two separate single strings, disregarding any interactions between the
strings within the same casing. An accurate knowledge of the amount of gas injected into each string
leads to a more efficient use of lift gas, improving the energy efficiency in oil productions facilities and
contributing toward the sustainability of fossil fuel.
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Abbreviations

The following abbreviations are used in this manuscript.
CHP Casing Head Pressure
FGOR Free Gas Oil Ratio
FTHP Flowing Tubing Head Pressure
GLIR Gas Lift Rate
GOR Gas Oil Ratio
LS Long String
PFD Process Flow Diagram
PI Productivity Index
PVT Pressure, Temperature and Volume
SS Short String
SGOR Solution Gas Oil Ratio
VBA Visual Basic Application
WC Water Cut
∅ Angle from the horizon, degree
Z Compressibility factor
Tc Critical Temperature, ◦R
Pc Critical Pressure, psia
P Density, lb/ft3

D Diameter, inches
Cd Discharge Coefficient
P2 Downstream pressure, psia
De Equivalent hydraulic diameter, inches
A Flow area, in2

f Friction factor
gc Gravity constant
Qsc Gas rate at standard condition, Mscf/D
Qinj Gas Rate at actual condition, Mscf/D
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L Length, ft
M Molecular weight, lbmol
N Number of nodes
P Pressure, psia
Tpr Pseudo reduced Temperature
Ppr Pseudo reduced Pressure
rc Radius of tubing, in
rt Radius of casing, in
K Ratio of specific heat= 1.27
Fdu Ratio of P1/P2
Re Reynolds numbers
ε Roughness, inches
SG Specific gravity
T Temperature, ◦F
P1 Upstream pressure, psia
V Velocity, ft/s
V Viscosity, cP
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Abstract: Tectonic coals in coal seams may affect the process of enhanced coalbed methane recovery
with CO2 sequestration (CO2-ECBM). The main objective of this study was to investigate the
differences between supercritical CO2 (ScCO2) and intact and tectonic coals to determine how
the ScCO2 changes the coal’s properties. More specifically, the changes in the tectonic coal’s pore
structures and its gas desorption behavior were of particular interest. In this work, mercury intrusion
porosimetry, N2 (77 K) adsorption, and methane desorption experiments were used to identify
the difference in pore structures and gas desorption properties between and intact and tectonic
coals after ScCO2 treatment. The experimental results indicate that the total pore volume, specific
surface area, and pore connectivity of tectonic coal increased more than intact coal after ScCO2

treatment, indicating that ScCO2 had the greatest influence on the pore structure of the tectonic
coal. Additionally, ScCO2 treatment enhanced the diffusivity of tectonic coal more than that of intact
coal. This verified the pore structure experimental results. A simplified illustration of the methane
migration before and after ScCO2 treatment was proposed to analyze the influence of ScCO2 on
the tectonic coal reservoir’s CBM. Hence, the results of this study may provide new insights into
CO2-ECBM in tectonic coal reservoirs.

Keywords: supercritical CO2; tectonic coal; pore structure; methane desorption

1. Introduction

As a major greenhouse gas, CO2 causes global warming and initiated a series of negative effects
on the balance of the natural ecosystem and the sustainable development of human society [1–7].
To mitigate CO2 emissions into the atmosphere, enhanced coalbed methane recovery with CO2

sequestration (CO2-ECBM) is considered to be a promising technology, and it receives widespread
attention [8–12]. This technology can not only provide CO2 storage, but can also enhance the
production of coalbed methane (CBM). To date, many scholars proved the feasibility of injecting
CO2 into methane-bearing coal seams using various experimental methods and field tests. Fulton
et al. observed that the recovery of CH4 after CO2 injection was 57% higher than that of natural
emissions [13]. Reznik et al., Jessen et al., and Dutka et al. also verified that CO2 injection could
contribute to the improvement of CH4 recovery [14–16]. In 1996, the San Juan Basin was selected as
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the first demonstration site for CO2-ECBM. After CO2 injection, CBM production was increased by
five times, and the recovery of CH4 reached 77–95%, lasting for over six years [17].

The coal seams most suitable for CO2 sequestration are commonly more than 800 m deep, and the
temperature and pressure in coal seams at the most suitable depths are, in many cases, above the
critical point for CO2 (critical temperature and pressure: 31.05 ◦C and 7.39 MPa) [18]. Numerous
studies were undertaken to better understand the interaction between supercritical CO2 (ScCO2) and
intact coal. When coal is exposed to ScCO2, the ScCO2 is incorporated into the coal and it rearranges
the coal’s structure [19]. It is generally agreed that ScCO2 can change the pore morphology of coal
irreversibly, including pore volume, pore size distribution, surface area, and pore connectivity [20,21].
Additionally, ScCO2 is an organic solvent and can mobilize some of the organic matter in the coal.
If some of the CO2 is dissolved in the reservoir water, the pH decreases and the CO2-enriched solution
can dissolve some of the minerals present [22–24]. Studies also showed that CO2 adsorption can cause
the coal’s matrix to swell [25]. However, the above studies were all focused on the effects of ScCO2 on
intact coal, and there was little research on tectonic coal–ScCO2 interactions.

Tectonic coal is deformed, sheared coal. The deformation and shearing was caused by tectonism
that occurred long after coal formation and diagenesis of the coal seams [26]. Tectonic coal is present
all over the world, and there is substantial tectonized coal in China [27,28]. The existence of tectonic
coal in some coalfields complicates safe and efficient CO2 sequestration. This is because the physical
and chemical properties of tectonic coal differ from those of intact coal. Additionally, the permeability
of tectonic coal is much lower than that of intact coal. This leads to the formation of CBM-rich coals;
thus, tectonic coals have huge CBM exploitation potential. However, a CBM extraction well drilled in
an area hosting significant tectonic coal may seriously restrict CBM production because the tectonic
coal’s low permeability restricts gas desorption and migration [29,30]. Therefore, in such an area,
CO2-ECBM is likely to be the technique implemented to solve this problem.

The coal’s pore structure affects gas adsorption, diffusion, and seepage. Previous studies [31,32]
showed that the pore structure in intact coal and tectonic coal are different and affect how gas desorbs
from these coals. These differences are important when the subject of long-term CO2 storage in coal
seams is considered. However, limited research focused on this topic, especially the comprehensive and
systematic analysis of the differences of pore structures and gas desorption properties between intact
coal and tectonic coal during CO2-ECBM. Therefore, a better understanding of the pore morphologies
and desorption in intact and tectonic coals after ScCO2 treatment is of significance for CO2-ECBM in
tectonic coal reservoirs.

In this study, the effects of ScCO2 on the pore structures of intact and tectonic coals was studied
using mercury intrusion porosimetry (MIP) and N2 (77 K) adsorption experiments. Additionally, gas
desorption of intact and tectonic coals after ScCO2 treatment was analyzed using methane desorption
experiments. The main focus of this study was the analysis of the pore structures and gas desorption
properties of intact and tectonic coals before and after ScCO2 treatment, and results were compared to
analyze the influence of tectonic coal on the CO2-ECBM process.

2. Materials and Methods

2.1. Coal Samples

Both the intact coal and tectonic coal samples used in the experiments were collected from the
Shanxi Formation #3 coal seam in the Sihe coal mine. This mine is in the southern Qinshui basin in
Shanxi Province, China (Figure 1). The southern Qinshui basin is not only a major CBM production
area, but also the area in which China first carried out a pilot CO2-ECBM project [33]. The coal samples
for this study were collected from fresh working faces in the mine. The samples were then immediately
sealed, packed, and sent to the laboratory with minimal delay to prevent oxidation. At the laboratory,
standard crushing and screening equipment was used to crush and screen the coal samples to different
particle sizes for the different experiments. For each experiment, the crushed and sieved intact coal and
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the tectonic coal sub-samples were divided into two fractions for comparative analyses: one fraction
was treated with ScCO2, and the other was not treated. Selected properties of the intact coal and
the tectonic coal are listed in Table 1. Compared with intact coal, the mineral content and Langmuir
volume of the tectonic coal is greater, indicating that tectonic coal contains more minerals and can
absorb more methane. The moisture, ash, and Ro, max values of the tectonic coal are slightly higher than
those of the intact coal.

Figure 1. Map showing the location of the Sihe coal mine, the mine from which the samples
were collected.

Table 1. Maximum vitrinite reflectances, Langmuir volume and pressure, macerals, and partial
proximate analyses for the coal samples used in this study.

Samples Type
R0, max

(%)
Langmuir
Volume

Langmuir
Pressure

Proximate Analysis (wt.%) Macerals (vol.%)

Mad (%) Aad (%) Vdaf (%) V (%) I (%) M (%)

Intact coal
Anthracite

3.13 45.83 0.81 1.35 14.26 8.46 79.70 17.22 3.08
Tectonic coal 3.26 48.77 0.89 1.58 17.09 8.24 76.42 16.72 6.86

R0, max, maximum vitrinite reflectance; Mad, moisture content; Aad, ash yield; Vdaf, volatile matter. The subscript “ad”
stands for air-dried basis. V, vitrinite; I, inertinite; M, mineral.

2.2. Experimental Methods

For this study, MIP, N2 (77 K) adsorption, and methane desorption experiments on both intact
and tectonic coal specimens with and without ScCO2 treatment were conducted.

A schematic of the set-up used for the ScCO2 treatment is shown in Figure 2. According to the
pressure gradient and temperature gradient in the southern Qinshui basin, the temperature of the
reservoir is 35 ◦C and the pressure is 8 MPa at the depth of 800 m. Therefore, 35 ◦C and 8 MPa were
chosen as the treatment conditions to replicate the in situ conditions. Before the ScCO2 treatment,
coal samples were first degassed in a vacuum chamber at 50 ◦C and 4 Pa for 24 h. Then, the constant
temperature bath was set to 35 ◦C and the sample tank was filled with CO2 using an ISCO pump.
Subsequently, the pressure was maintained at 8 MPa for 72 h, and the constant temperature bath was
held at 35 ◦C.
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Figure 2. Schematic diagram showing the set-up used for the supercritical CO2 treatments.

The pore structure of both ScCO2-treated and untreated coal samples was analyzed using a
PM33-GT-12 mercury porosimeter. This instrument can measure pore diameters between 0.007 and
1000 μm over a pressure range of 1.5–231,000 kPa. The porosimetry data were modeled using the
Washburn Equation [34]:

r =
2σ cos θ

pc
, (1)

where r is the pore radius of the porous material (nm), σ is the surface tension of mercury (dyn/cm2),
θ is the contact angle between mercury and the porous material’s surface (◦), and pc is the capillary
pressure (MPa).

The pore size distribution (PSD) was determined using the N2 (77 K) adsorption method
employing a Quadrasorb SI instrument. The N2 adsorption–desorption isotherms of ScCO2-treated
and untreated coal samples were obtained at a temperature of −196 ◦C with a relative pressure (p/p0)
range of 0.01–0.99. The Barrett-Joyner-Halenda (BJH) method was used to calculate total pore volume
(TPV), density functional theory (DFT) was used to calculate PSD, and the Brunauer-Emmett-Teller
(BET) method was used to calculate the specific surface area (SSA) [35–37].

Methane desorption data from both treated and untreated intact and tectonic coals were collected
during the gas desorption experiments. The experiments were run according to China National
Standards AQ/T 1065-2008 and GB 474-2008; the experimental set-up is shown in Figure 3. Coal
particles from 1 to 3 mm in diameter were placed in a container and degassed at 50 ◦C and 4 Pa for
24 h. After degassing, the container, in a 30 ◦C water bath, was quickly filled with 99.9% pure methane
to achieve the methane adsorption equilibrium (2 MPa and 4 MPa). When adsorption equilibrium was
reached, valve 4 was opened to vent all the free methane from the container. The container was then
connected to the gas desorption measuring cylinder for the gas desorption experiment. During the
experiment, the volume of methane desorbed was recorded at specific times; the desorption segment
of each experiment lasted two hours.

Figure 3. Schematic diagram showing the set-up used for the gas desorption experiments.

The whole experimental process is shown in Figure 4.
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Figure 4. The whole experimental process.

3. Results and Discussion

3.1. Pore Structure Analysis

3.1.1. Pore Size Distribution

To analyze the MIP data from treated and untreated intact and tectonic coal samples quantitatively,
the Hodot classification for coal pore sizes was used. This classification scheme divides the pores
into macropores (>1000 nm), mesopores (100–1000 nm), transition pores (10–100 nm), and micropores
(<10 nm) [38].

Figure 5 shows the PSDs for both ScCO2-treated and untreated coal samples. It is clear from the
figure that the macropores and mesopores in the tectonic coal were more developed. This effect was
reported by a number of previous studies [39,40]. It is interesting to note that the macropores and
mesopores in the tectonic coal were obviously larger after ScCO2 treatment, and the effect of the ScCO2

treatment on the tectonic coal’s pores was greater than its effect on the intact coal’s pores. According
to the data in Table 2, the proportion of macropores and mesopores in the tectonic coal was 33.74%
before ScCO2 treatment, but 36.02% after treatment, greater than the pore percentages in the intact coal
(15.91% before and 21.37% after). It can be deduced that SCCO2 treatment may observably promote
the development of mesopores and macropores of tectonic coal. The data also show that the porosity
of the treated intact and tectonic coal samples increased by 18.90% (from 4.18% to 4.97%) and 23.14%
(from 5.23% to 6.44%), respectively. Previous studies [22,23,41] showed that ScCO2 can mobilize some
of the polycyclic aromatic hydrocarbons and aliphatic hydrocarbons in the coal. Additionally, CO2

will form carbonic acid when it is dissolved in the water in the coal seams, and this acid can dissolve
some of the inorganic minerals in the coal, such as calcites, dolomites, and magnesites [42]. This
may result in increased pore sizes. Additionally, Cao et al. found that the mean extraction yield
of the tectonic coal was 1.45% using organic solvent, whereas that of the intact coal was 0.44% [43].
Apparently, the mobilizing effect in tectonic coal is more pronounced than its effect in intact coal. These
MIP data show that the changes in PSD for the transition pores and micropores were less significant.
To investigate the PSDs of the smaller pores in more detail, additional analyses were performed using
N2 (77 K) adsorption.
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(a) (b) 

Figure 5. Pore size distributions determined by mercury intrusion porosimetry (MIP) for samples of (a)
intact coal and (b) tectonic coal with and without supercritical CO2 (ScCO2) treatment.

Table 2. Mercury intrusion porosimetry porosities and pore volume distributions for supercritical CO2

(ScCO2)-treated and untreated coal samples.

Sample Porosity (%)
Pore Volume Distribution (%)

V1/V t V2/V t V3/V t V4/V t

Intact coal, untreated 4.18 27.73 56.36 12.27 3.64
Intact coal, treated 4.97 20.23 58.40 16.03 5.34

Tectonic coal, untreated 5.23 19.63 46.63 24.85 8.90
Tectonic coal, treated 6.44 19.43 44.55 24.88 11.14

V1 = pore volume of micropores; V2 = pore volume of transition pores; V3 = pore volume of mesopores; V4 = pore
volume of macropores; Vt = total pore volume.

Using the N2 (77 K) manometric adsorption technique can avoid the destruction of pores under
high pressure; thus, it is commonly used for PSD measurements of smaller pores [26]. As shown in
Figure 6, after ScCO2 treatment, the PSDs for small pores were not significantly affected, although a
slight tendency for pore sizes to increase could be discerned. This is consistent with the MIP results.
The PSDs of both the treated and the untreated intact and tectonic coals had two peaks in the portion
of the isotherm, representing pores with diameters smaller than 10 nm, indicating that the micropore
structure of these coal samples was relatively developed.

  
(a) (b) 

Figure 6. Pore size distributions of the untreated and ScCO2-treated coal samples as determined by the
density functional theory (DFT) analyses of N2 (77 K) adsorption isotherms for (a) intact coal and (b)
tectonic coal.
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3.1.2. Pore Volume and Surface Area

Table 3 summarizes the changes in the TPVs and SSAs for untreated and ScCO2-treated intact and
tectonic coal samples. Overall, the BJH-TPVs and the BET-SSAs (the values determined by N2 (77 K)
adsorption) showed a slight increase after ScCO2 treatment; the TPVs and SSAs determined by MIP
showed a more significant increase. These increases are consistent with the PSD results. Additionally,
the TPVs and SSAs of both the treated and untreated tectonic coal samples were higher than those for
the intact coal samples. A study by Qu et al. [44] explained this point very well, and suggested that
the tectonism that the coal underwent greatly promoted the fracture of macromolecular chains and
aromatic layers, which was conducive to the development of molecular structural disorder in the coal.
This led to increased pore volume and, hence, increased surface area.

Table 3. Total pore volumes and specific surface areas for untreated and ScCO2-treated intact and
tectonic coal samples.

Sample BJH-TPV (mL/g) BET-SSA (m2/g) MIP-TPV (mL/g) MIP-SSA (m2/g)

Intact coal, untreated 0.015 3.421 0.0220 0.165
Intact coal, treated 0.016 3.862 0.0262 0.190

Tectonic coal, untreated 0.019 3.964 0.0326 0.214
Tectonic coal, treated 0.021 4.402 0.0422 0.256

BET, Brunauer-Emmett-Teller; BJH, Barrett-Joyner-Halenda; SSA, specific surface area; TPV, total pore volume.
The BJH-TPV and BET-SSA values are from N2 (77 K) adsorption determinations.

3.1.3. Pore Connectivity

The pores in coal can be divided into four types according to their shapes: cross-linked, passing,
dead end, and closed pores. The first three types are called open pores [45]. Some useful information
about the pores can be extracted from the MIP injection/ejection curves and the hysteresis loops.
As shown in Figure 7, after ScCO2 treatment, the mercury injection volumes for the intact coal
and the tectonic coal increased by 19.09% (from 0.0220 to 0.0262 mL/g) and 29.45% (from 0.0326 to
0.0422 mL/g), respectively. The mercury withdrawal volume for these two coals showed the same
trend, increasing by 9.14% (from 0.0197 to 0.0215 mL/g) and 17.42% (from 0.0264 to 0.0310 mL/g),
indicating that the open pore volume increased after ScCO2 treatment [46]. Moreover, the hysteresis
loops of all treated coals increased, indicating that the pore network was more complex with more
bottleneck pores, and there was an increase in the number of open pores [47]. Thus, the connectivity of
the treated tectonic coal sample was excellent, which may affect the methane desorption, diffusion,
and seepage.

 
(a) (b) 

Figure 7. Mercury intrusion porosimetry injection and ejection curves for untreated and treated coal
samples: (a) intact coal; (b) tectonic coal.
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3.2. Desorption Analysis

Carbon dioxide sequestration in coal seams enhances CBM production. Simplistically, CO2

sequestration can be thought of as just gas in/gas out: carbon dioxide seepage, diffusion,
and adsorption in, coupled with methane desorption, diffusion, and seepage out. The preceding
pore structure analysis showed that ScCO2 can change the pore structure in intact and tectonic coals,
and this will undoubtedly affect the desorption, diffusion, and seepage of the methane. Previous
studies showed that the diffusion of methane through the coal’s matrix has an important influence
on CBM production [48,49]. However, research on how ScCO2 affects methane diffusion in tectonic
coal is still limited. Therefore, the methane desorption from ScCO2-treated intact and tectonic coals
was analyzed.

3.2.1. Gas Desorption Curves

Methane desorption curves for untreated and treated coal samples are shown in Figure 8.
The cumulative desorption volume increased as the desorption time increased. The slopes of the
desorption curves were steepest in the early stages of the desorption experiments, and the slopes
gradually decreased with time. Compared with intact coal, the slopes of the desorption curves of
tectonic coal were greater. This is because the mesopores and macropores of tectonic coal were more
developed. When the adsorption equilibrium pressure was 4 MPa, the volumes of gas desorbed from
the coal samples were higher than the volumes of gas desorbed when the absorption equilibrium
pressure was 2 MPa. This is because, during adsorption, the coal matrix could absorb more methane at
higher equilibrium pressures [50].

 
(a) (b) 

Figure 8. Methane desorption curves for untreated and ScCO2-treated coal samples: (a) 2 MPa;
(b) 4 MPa.

In general, ScCO2 treatment has a considerable effect on the coal sample’s gas desorption.
As shown in Figure 7, when the equilibrium pressure was 4 MPa and 2 MPa, the final desorption
volume of treated tectonic coal increased by 2.8118 mL/g and 3.8073 mL/g, respectively. However,
under the same conditions, the final volume of gas desorbed from treated intact coal was slightly
greater than volume of gas desorbed from untreated tectonic coal (2.1950 mL/g and 3.1542 mL/g).
The final desorption volume for treated tectonic coal was 1.33 to 1.40 times that of the desorption
volume for intact coal. These results indicate that more CBM can be extracted from a tectonic coal
CBM reservoir after the coal in the reservoir is injected with ScCO2.

To further analyze the changes in gas desorption from ScCO2-treated intact and tectonic coal,
their gas diffusion coefficients were compared in the subsequent section.
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3.2.2. Gas Desorption Diffusion Coefficients

Based on Fick’s diffusion laws, an analytic solution for a diffusion equation was presented by
Crank [51] under Dirichlet boundary conditions (Equation (2)). However, this analytical solution
is difficult to apply to practical engineering problems because it is in the form of an infinite series.
Yang [52] simplified Equation (1) to a more practical form (Equation (3)), and this equation is widely
used in engineering and can represent coal’s gas desorption very well. The two equations are as follows:

Qt

Q∞
= 1 − 6

π2

∞

∑
n=1

1
n2 e

− Dn2π2t
rc2 , (2)

Qt

Q∞
=
√

1 − e−B1t, (3)

where D is a diffusion coefficient, t is the desorption time, rc is the average particle diameter, Qt is the
cumulative desorption amount at time t, Q∞ is the ultimate desorption amount, and B1 is a fitting
parameter related to the diffusion coefficient D and the average diameter rc, which can be calculated
from B1 = K((4π2D)/rc

2). K is a correction parameter commonly taken to be equal to 1.
The variable Q∞ is, in most cases, calculated using Equation (4) [53].

Q∞ =

(
VLPeq

PL + Peq
− VLPa

PL + Pa

)
(1 − Mad − Aad), (4)

where Peq is the definite equilibrium pressure, Pa is the atmospheric pressure, Mad is the moisture
content, and Aad is the ash content of the coal samples.

Equations (3) and (4) can be used to calculate the diffusion coefficients for the coals used in this
study using the data from the methane desorption curves in Figure 7 as input parameters. The results
are shown in Table 4.

Table 4. Gas diffusion coefficients for supercritical CO2-treated and untreated tectonic and intact coals.

Samples
Intact Coal Tectonic Coal

Pressure
Untreated Treated Change Untreated Treated Change

D (×10−12

m2/s)
2.6360 3.8480 45.98% 3.9991 7.5020 87.59% 2 MPa
4.2155 6.0091 42.55% 5.2912 9.8848 86.82% 4 MPa

According to the results listed in Table 4, it is clear that ScCO2 treatment considerably increased the
tectonic coal’s diffusion coefficient, and the treatment increased the tectonic coal’s diffusion coefficient
more than it increased the coefficient for intact coal. For example, when the equilibrium pressure was
2 MPa, ScCO2 treatment increased the diffusion coefficient for treated tectonic coal by 87.59%, but the
treatment only increased intact coal’s diffusion coefficient by 45.98%. It can also be seen in Table 4 that,
under the same conditions, tectonic coal’s diffusion coefficients were higher than those for intact coal.
This is because desorption largely depends on the properties of the pores and the pore structure in
the coal. As indicated by the MIP test results, the proportion of macropores and mesopores increased
after ScCO2 treatment, especially for tectonic coal, and larger pores can provide better channels for gas
migration. In short, tectonic coal has stronger diffusivity capacity.

3.2.3. Implication for CO2-ECBM in Tectonic Coal Reservoirs

Liu et al. surveyed the distribution of tectonic coal reservoirs in China and indicated that the
CBM resource in these reservoirs was as much as 5.60 trillion cubic meters. This amounts to 39.20%
of China’s CBM resources [54]. Although the tectonic coal reservoirs have great potential for CBM
development, the permeability of this type of gas reservoir is very low. This means that developing
the resources in these CMB reservoirs would be very difficult.
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A simplified illustration of the migration of methane in a coal seam is show in Figure 9. In Figure 9,
methane migration is divided into three stages: desorption, diffusion, and seepage. Red circles
represent adsorbed methane in the coal matrix, green circles represent free methane, yellow squares
represent the coal skeleton, and purple squares represent pores in the matrix. In tectonic coal reservoirs,
gas migration to the fractures is slow because of the tectonic coal’s low permeability. Therefore, only a
small amount of methane can flow to CBM wells and the production of CBM is low (Figure 9, untreated).
The results of the methane desorption experiments described in previous sections show that both the
desorption capacities and diffusion coefficients of treated coals were higher than in untreated coals.
Therefore, more adsorbed methane was desorbed from the coal’s matrix and diffused to the fractures
after CO2 was injected into the tectonic coal reservoir (Figure 9, treated). The pressure gradient must
increase when more free methane is present in the fractures, as shown in Figure 9, treated (more green
circles exist in the fracture). According to Darcy’s law, an increasing pressure gradient must lead
to an increase in gas flow per unit time; thus, more methane will flow to CBM wells. Additionally,
the pore structure analysis described in Section 3.1 indicated that the number of the macropores and
mesopores of the coal increased after ScCO2 treatment, which provides more space for gas migration
and improves the absolute permeability of coal seams to some extent. Furthermore, Liu et al. (2018)
demonstrated that CBM production was mainly controlled by diffusion after six days of extraction
when the diffusion coefficient was 1 × 10–12 m2/s [49]. Therefore, a higher diffusion coefficient has a
positive effect on CBM production. In short, CO2-ECBM could overcome the negative effects of low
permeability in tectonic coal reservoirs to some extent, thereby promoting CBM development.

Figure 9. Sketch showing methane migration in untreated and treated coal.

4. Conclusions

This study investigated changes in the pore structures of intact coal and tectonic coal after ScCO2

treatment using mercury intrusion porosimetry and N2 (77 K) adsorption, and determined the effects
of these changes on the coal’s gas desorption and diffusion properties. The changes in desorption
and diffusion were used to study the implications for enhanced coalbed methane recovery with CO2

sequestration in tectonic coal reservoirs. The experimental results suggest the following conclusions:

(1) Compared with intact coal, the macropores and mesopores in tectonic coal were obviously larger
after ScCO2 treatment. Additional, the TPV, SSA, and pore connectivity of treated tectonic coal
were significantly improved. Pore structure analysis showed that tectonic coal was significantly
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affected by ScCO2 treatment. This was because tectonic coal contained more minerals and the
mobilizing effect in tectonic coal was more pronounced.

(2) The results of the methane desorption experiment showed that the desorption capacity of intact
coal and tectonic coal was improved to a certain extent by ScCO2 treatment; however, the diffusion
coefficient of the treated tectonic coal increased twice as much as that of intact coal. This change
was consistent with the pore structure experimental results. The enhancement of the tectonic
coal’s diffusion capacity after ScCO2 treatment can partially overcome the limitation imposed on
tectonic coal reservoir CBM development by the coal’s inherent low permeability. The results of
this study may provide new insights into CO2-ECBM in tectonic coal reservoirs.
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Abstract: The embedded discrete fracture model (EDFM) combines the advantages of previous
numerical models for fractured reservoirs, achieving a good balance between calculation cost and
simulation accuracy. In this work, an integrally embedded discrete fracture model (iEDFM) is
introduced to further improve the simulation accuracy and expand the application of the model.
The iEDFM has a new gridding method that can arbitrarily grid the fractures according to the
requirements rather than finely subdividing fracture elements. Then, with a more precise pressure
distribution assumption inside the matrix blocks, we are able to obtain a semi-analytic calculation
method of matrix-fracture transmissibility applied to iEDFM. Several case studies were conducted to
demonstrate the advantage of iEDFM and its applicability for intersecting and nonplanar fractured
reservoirs, and a 3D case with a modified dataset from a reported seismic survey could be used to
demonstrate the potential application of the iEDFM in real field studies.

Keywords: embedded discrete fracture model; fractured reservoir simulation; matrix-fracture
transmissibility

1. Introduction

Fractured reservoirs are commonly found all over the world. In many geoscience applications,
such as petroleum extraction, the target formations are fractured [1,2]. In these formations, matrix rock
is crossed by several fractures at multiple length scales, behaving as hydraulic conductors.

In order to evaluate the economic feasibility and to manage production, numerical simulation
tools have to be used. However, when modeling flow in fractured reservoirs, the high heterogeneity
caused by complex fractures and complicated matrix-fracture fluid exchange will cause inefficiency
and inaccuracy [3–5].

Research in this area has been advanced significantly over the past several decades. The dual
porosity model (DPM) [6–8] is one of the earliest methods for modelling fractured systems, and is still
widely used in the petrol industry because of its simplicity and practicability. Since then, many other
methods based on a similar concept have been developed to expand the application of DPM, such as
the dual-porosity dual-permeability (DPDK) model [9,10], multiple interacting continua (MINC)
model [11,12], subdomain model [13], triple-porosity dual-permeability (TPDK) model [14,15], and
multi-porosity model [16]. These multi-continuum methods provide an efficient approach to simulate
micro scale fractures. However, the assumption of fracture uniformity is limited due to losing detailed
information (such as geometry and location) of the discovered macro-scale factures.

A more accurate and physics-based approach was proposed to discretize the discovered
macro-scale fractures explicitly, which is called the discrete fracture model (DFM). Unstructured
grids are commonly used in DFM [17–22]. Based on DFM, some complex fractures, such as intersecting
fractures and nonplanar fractures, can be represented through appropriate gridding [22–25]. However,
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the use of unstructured fine grids in real field studies is still limited because of its complexity in
gridding and computational cost [26,27].

The embedded discrete fracture model (EDFM) has been developed as a compromise. EDFM
borrows the dual-porosity concept from DPM, using traditional Cartesian gridding for the matrix
to keep the efficiency, but also incorporates the effect of each fracture explicitly as with DFM to
account for the complexity and heterogeneity of reservoirs. The concept was first proposed by Lee [28].
The fracture element within its parent matrix block (element) is represented by a control volume and is
connected to the parent matrix block and other fracture element. This concept was implemented by Li
and Lee [29] to vertical fracture cases and implemented by Moinfar [26] to non-vertical fracture cases,
in which the fractures have arbitrary dip and strike angles. Xu [30] and Yu [31] implemented EDFM
to some more complex fracture-networks, such as nonplanar shape and variable aperture. Li [32]
combined EDFM with DPDK for reservoirs with different scale fractures.

However, all these EDFMs are based on a simplified matrix-fracture fluid exchange assumption,
which leads to inaccuracy in some cases and also limits the application of the model, as it is necessary
to finely subdivide fracture elements. Matei [33] proposed a projection-based EDFM (pEDFM) where
the fracture and matrix grids are independently defined. The pEDFM is proposed to deal with highly
conductive fractures and flow barriers, thus it makes little improvement on computational efficiency,
but still provides a useful method to improve gridding and transmissibility calculation upon the
classic EDFM.

In this work, an integrally embedded discrete fracture model (iEDFM) is introduced to improve
simulation accuracy and expand the applications of the model. The iEDFM has a new gridding method
that can arbitrarily grid the fractures according to the requirements, and then embed them integrally
in matrix blocks. A semi-analytic matrix-fracture transmissibility calculation method is applied to
iEDFM with a more precise pressure distribution assumption inside the matrix blocks.

This paper is organized as follows. First of all, the basic mathematical method is introduced.
Second, the improvements of iEDFM upon EDFM are described, where the gridding method and
the semi-analytic calculation method of transmissibility are the most important. Subsequently,
we demonstrate the applicability and advantages of iEDFM through a single-phase case and two
flooding tests. Finally, by using a modified 3D case with a reported dataset from the seismic survey,
we are able to demonstrate the potential applications of the iEDFM in real field studies.

2. Methodology

2.1. Basic Mathematical Method

Models in this paper (including the fine-grid model, EDFM and iEDFM) have been implemented
into a multiphase multidimensional black-oil reservoir simulator, named MSFLOW [34]. The basic
mathematical model of this multiphase multidimensional black-oil method is introduced as follows.

In an isothermal system containing three mass components, three mass-balance equations are
needed to describe flow in fracture elements and matrix blocks. For the flow of phase β (β = g for gas,
β = w for water, and β = o for oil), the mass-balance equation is given by:

∂

∂t
(
φ Sβ ρβ

)
= −∇•( ρβvβ

)
+ qβ (1)

where the velocity of phase β is defined by Darcy’s law:

vβ = − kkr β

μβ

(∇Pβ − ρβg∇D
)

(2)

where Sβ is the saturation of phase β; k is the absolute permeability of the formation; kr β is relative
permeability to phase β; μβ is the viscosity of phase β; Pβ is the pressure of phase β; ρβ is the density
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of phase β under reservoir conditions; g is gravitational acceleration; φ is the effective porosity; qβ is
the sink/source term of phase β; and D is depth from a reference datum.

As implemented numerically, Equation (1) is discretized in space with an integral finite-difference
or control-volume scheme for the fracture elements and matrix blocks. And in time, it’s discretized
with a backward, first-order, finite-difference scheme. The discrete equations are as follows:

{(
φ Sβρβ )

n+1
i − (

φ Sβρβ )
n
i

}Vi
Δt

= ∑
j∈ηi

Fn+1
β,i j + Qn+1

βi (3)

where n is the previous time level; n + 1 is the current time level; t is time step size; Vi is the volume of
element i (matrix or fracture element); ηi contains the set of neighboring elements j (matrix or fracture
element) to which element i is directly connected; Fβ,i j is the flow term for phase β between element i
and j; and Qβi is the sink/source term at element i of Phase β.

The flow term Fβ,i j in Equation (3) is described by a discrete version of Darcy’s law, given by:

Fβ,i j = λβ,ij+1/2Ti j
(
ψ β j − ψ βi

)
(4)

where λβ,ij+1/2 is the mobility term to phase β, defined as:

λβ,ij+1/2 =

(
ρβkrβ

μβ

)
ij+1/2

(5)

where ij + 1/2 is a proper averaging or weighting of properties at the interface between element i and
j. The flow potential term is defined as:

ψβi = Pβi − ρβ,i j+1/2 g Di (6)

where Di is the depth from a reference datum to the center of element i, and Tij is transmissibility.
If the integral finite-difference scheme [14] is used, the transmissibility will be calculated as:

Tij =
Aij kij+1/2

di + dj
(7)

where Aij is the common interface area between elements i and j; di is the distance from the center
of element i to the interface; and ki j+1/2 is an averaged (such as harmonically weighted) absolute
permeability along the connection between elements i and j.

2.2. Embedded Discrete Fracture Model

EDFM creates fracture elements connected with corresponding matrix blocks (each represents
a matrix element) to account for the mass transfer between matrix and fractures. Once a fracture
penetrates a matrix block, an additional element is created to represent the fracture segment in the
physical domain (Figure 1a). Each individual fracture is discretized into several fracture elements by
the fracture intersections (Figure 1b) and the matrix block boundaries (Figure 1c).
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(a) (b) (c) 

Figure 1. Explanation of the embedded discrete fracture model (EDFM) gridding [26]: (a) a fracture
segment is embedded in a matrix block; (b) two fracture planes intersect in a matrix block; and (c) two
fracture segments embedded in neighboring matrix blocks.

Thus, there exist three kinds of connections: matrix–matrix (M–M), fracture–fracture (F–F),
and matrix–fracture (M–F). The transmissibility of each connection can be calculated referring to
Equation (7).

The parameters for the M–M connection give clear physical meanings, and so the transmissibility
can be easily obtained. For the F–F connection, a simplified approximation from Karimi–Fard [23] is
used. The two-point flux approximation scheme is:

TF1−F2 =
T1T2

T1 + T2
(8)

T1 =
kF Ac

dF1

T2 =
kF Ac

dF2

(9)

where kF is the absolute permeability of fracture, Ac is the common interface area for these two
fracture elements, and dF1 and dF2 are the average distances from fracture elements 1 and 2 to the
common interface.

Transmissibility of M–F depends on the matrix permeability and fracture geometry. When a
fracture segment fully penetrates a matrix block, EDFM assumes a uniform pressure gradient in the
matrix element, and that pressure gradient is normal to the fracture plane, creating a linear pressure
distribution assumption. Then, the M–F transmissibility referring to the equation:

TM−F =
2AF kM
dM−F

(10)

where AF is the area of the fracture element on one side, kM is the absolute permeability of matrix
(when using the harmonically weighted average permeability, the huge fracture permeability can be
ignored), and dM−F is the average normal distance from matrix to fracture, which is calculated as:

dM−F =

∫
V

xndV

V
(11)

where V is the volume of the matrix element, dV is the volume element of matrix, and xn is the
distance from the volume element to the fracture plane. If the fracture does not fully penetrate the
matrix element, most of the EDFMs make the same assumption as Li [29] that the transmissibility
is proportional to the area of the fracture element inside the matrix element, which actually further
simplifies the previous linear pressure distribution assumption.
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2.3. The Improvement of iEDFM

The integrally embedded discrete fracture model (iEDFM) is implemented on EDFM with a
new gridding method, a semi-analytic matrix-fracture transmissibility equation from a more realistic
pressure distribution assumption inside the matrix element, which would improve simulation accuracy
and expand the scope of application. An iEDFM preprocessor was developed with the inputs of
reservoir features and fracture geometries. The gridding and transmissibility calculation processes are
conducted in this preprocessor.

In Figure 2, we illustrate the procedure to add fracture elements with a 2D case with 4 matrix
blocks and 2 fractures. Figure 2a shows that in EDFM, 6 fracture elements have to be added with
14 F–F connections and 6 F–M connections because of the matrix element boundaries and fracture
intersections. However, in iEDFM, the fractures can be embedded integrally—either discretizing
by matrix element boundaries (Figure 2b) or taking the intersecting fracture group as one element
(Figure 2c) is permitted. As a result, the number of fracture elements can be reduced to 3 or 1, and the
number of F–F and F–M connections can be reduced to 2 or 0, 3 or 3.

(a) (b) (c) 

Figure 2. Explanation of the integrally embedded discrete fracture model (iEDFM) gridding: (a) EDFM
gridding method; (b) iEDFM gridding method I—discretizing by matrix element boundaries; and (c)
iEDFM gridding method II—taking the intersecting fracture group as one element.

With the fracture added, we determined the calculation method of transmissibility in iEDFM.
For M–M and F–F connections, Equations (7) and (8) are applicable. However, other than using
Equation (10), iEDFM has a new semi-analytic transmissibility equation for M–F connections.

When calculating M–F transmissibility in iEDFM, the analytic solution of pressure distribution
around the fractures and superposition principle of potential are applied. The detailed method will be
explained later.

In general, EDFM has four weaknesses which have been overcome by iEDFM:

1. The pressure difference between adjacent fracture pieces is relatively small due to the high
conductivity in the fracture. Therefore, such fine gridding for fracture in EDFM may bring
unnecessary calculation costs and difficulty in convergence;

2. When the matrix block is coarse or the embedded fractures are more complicated, the linear
assumption in EDFM is too rough (showed in Case 1);

3. If there are more than one fracture pieces inside one matrix element or the fracture has complex
geometries, the pressure distribution inside the matrix element will no longer be available, which
will limit the application of EDFM (shown in Case 1(c) and Case 3);

4. Only the fracture piece and its background matrix block are used for the transmissibility
calculation, while the global fracture network is not taken into consideration. For example,
when calculating the transmissibility of F5–M3 in Figure 2a, according to the linear pressure
distribution assumption in EDFM, the pressure drop at the red point is only influenced by F5.
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This is inaccurate because there is also F6 nearby, which will also cause a pressure drop at the red
point (showed in Case 1(b)).

2.4. Calculation of M–F Transmissibility in iEDFM

The M–F transmissibility calculation is based on the assumption of pressure distribution near the
fracture. The linear pressure distribution assumed in EDFM is rough, especially when the embedded
fractures are non-penetrating or complicated. In iEDFM, fractures can be considered as a bunch of point
sinks. Around each point sink, an analytic pressure distribution formula exists. Then, the superposition
principle of potential allows us to obtain the semi-analytic pressure distribution near the fracture.
With this pressure distribution, the M–F transmissibility equation is obtained.

Given a 2D gridded fractured reservoir as an example (Figure 3a), we could take these two
intersecting fractures as one element (iEDFM gridding method II) and consider the incompressible
steady state single-phase flow in this reservoir.

 
(a) 

  
(b) (c) 

Figure 3. Illustration showing the calculation of M–F transmissibility in iEDFM: (a) a 2D example
of the fractured reservoir; (b) the top view of the dotted frame part; and (c) the top view of the red
matrix block.
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2.4.1. Point Sinks Imitate the Fracture

The pressure of the fracture element is PF (for the iEDFM gridding method I, a fracture piece in
each matrix block has a different pressure, but the formula derivation is also similar, as follows).

We use point sink Si (i = 1 to N) to replace whole intersecting fractures. If the point sinks are
dense enough (e.g., more than 50 sinks inside one matrix block), the pressure distribution near the
fracture could be imitated near these point sinks. Point Fj (j = 1 to N) is on the surface of the fracture,
thus having the same fracture pressure PF. The top view of the dotted frame part in Figure 3a is
presented in Figure 3b.

We define a potential:

Φ =
k
μ

P (12)

when the flow reaches the steady state, we have the analytic potential distribution formula of a single
point sink from the integral of the plane radial flow equation:

Φ =
q

2πh
ln r + c (13)

Then, the N-dimensional linear equations are obtained from Equation (13) and the superposition
principle of potential:

ΦF =
N

∑
i=1

qSi

2πh
ln rij + C (j = 1 to N) (14)

where qSi is the flow rate of the point sink Si, h is the height of the reservoir, rij is the distance between
the point sink Si and the point Fj, and C and c are constant numbers. We define:

ξi =
qSi

ΦF − C
(15)

where ξi can be solved out from Equation (14).

2.4.2. The Semi-Analytic Calculation Method

Here, we consider the transmissibility between a specific matrix element (for example, the red
matrix block in Figure 3a, the top view shown in Figure 3c and the fracture element. The average
pressure of the whole matrix element (block) is PM.

Similar to Equation (14), the potential of point X near the fracture inside this specific matrix
element can be determined by:

ΦX =
kM
μ

PX =

N
∑

i=1
ξi ln rix

2πh
(ΦF − C) + C (16)

Thus, we obtain:

PM =

�
M

PX · dVx

VM
(17)

Combining Equations (16) and (17) and the definition of transmissibility (Equation (4)), the M–F
transmissibility and the pressure anywhere inside the matrix block can be calculated by:

TM−F =

kM ∑
Si∈M

ξi

ε − 1
(18)
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PX =

⎛
⎜⎜⎜⎝

N
∑

i=1
ξi ln rix

2πh
− 1

⎞
⎟⎟⎟⎠ · PM − PF

ε − 1
+ PF (19)

where:

ε =

�
M

N
∑

i=1
ξi ln rix

2πh dVx

VM
(20)

where VM is the volume of the specific matrix element, ∈ M means that the point is inside this matrix
block, dVx is an element volume of this matrix element, rix is the distance between the point sink Si

and dVx. TM−F is only related to the properties of the reservoir and can be determined at the step of
pre-processing before the simulation starts.

For the 3D situation, referring to Equations (6) and (12), the analytic potential distribution formula
of a single point sink is:

Φ3D =
k
μ

ψ =
q

2πr
+ c (21)

After a similar derivation, the—F transmissibility and the pressure distribution can be written as:

T3D
M−F =

kM ∑
Si∈M

ξi

ε3D − 1
(22)

Φ3D
X =

⎛
⎜⎜⎜⎝

N
∑

i=1
ξi

2πrix
− 1

⎞
⎟⎟⎟⎠ · Φ3D

M − Φ3D
F

ε3D − 1
+ Φ3D

F (23)

where,

ε3D =

�
dVx∈M

N
∑

i=1
ξi

2πrix
dVx

VM
(24)

3. Verifications and Applications

In the following simulation studies, we present four cases to demonstrate the applicability
of iEDFM.

First, a single-phase case is considered to demonstrate the improvement of iEDFM upon EDFM.
Then, in the second case, we demonstrate the accuracy of our model by comparing the flow rates and
saturation profiles with the fine-grid model through a flooding test. Both gridding methods I and II
are used in this case. Then, a nonplanar fractures case is presented to show the applicability of iEDFM
for a complex geometry situation. At last, a 3D field case demonstrates the potential application of
iEDFM in real field studies.

Most of the reservoir properties and operation parameters were kept the same in all the cases,
as shown in Table 1.
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Table 1. Basic reservoir and fluid parameters in simulations for case 1~4.

Parameter Value Unit

Reservoir permeability 1 × 10−14 m2

Fracture permeability 1 × 10−10 m2

Reservoir porosity 30% -
Oil density 800 kg/m3

Oil viscosity 2.0 Pa·s

3.1. Case 1: Constant Pressure Pumping from Fractures

The calculation method of M–F transmissibility is based on the assumption of pressure distribution
pattern in the vicinity of fractures. EDFM assumes a uniform pressure gradient in the matrix element,
while iEDFM uses a semi-analytic method to calculate the pressure distribution.

In this case, we consider an ideal reservoir with two intersecting fractures (Figure 4), using
simulation results from the fine-grid model to verify the effectiveness of iEDFM over EDFM. EDFM or
iEDFM simulation is not conducted in this case. Only the pressure distribution and M–F transmissibility
for red block (a)/(b)/(c) are calculated through the pre-processing procedure of iEDFM and EDFM,
comparing with the simulation result of the whole reservoir of the fine-grid model.

Figure 4. The fractured reservoir in Case 1. The 9 × 9 grids showed a possible gridding choice for
iEDFM or EDFM.

Single-phase fluid (water) is pumping out from the constant pressure vertical fractures simulated
in the fine-grid model discretized by 900 × 900 fine gridblocks horizontally. The element dimensions
are non-uniform in the x and y directions to accommodate refinement around fractures. The widths of
the fracture elements and their adjacent matrix elements were equal to the fracture aperture. Table 2
supplements some parameters in addition to Table 1.
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Table 2. Some parameters in simulations for Case 1.

Parameter Value Unit

Initial reservoir pressure 2 × 106 Pa
Pumping pressure
(Fracture pressure) 1 × 106 Pa

Simulation time 1.0 s

This pumping pressure represents the pressure of the fracture element, and the average pressure of
the matrix inside the red blocks represents the pressure of the matrix element. The fluid exchange can be
obtained from simulation results of the fine-grid model. Therefore, the equivalent M–F transmissibility
by the fine-grid model can be calculated through Equation (4).

Figure 5b shows that the transmissibility calculation methods in EDFM and iEDFM are more
accurate when the fracture fully penetrates the matrix block. It can be seen from Figure 5a that
when the fracture does not fully penetrate, the EDFM method will cause some error which cannot be
ignored, which is in agreement with the estimation by Xu [30], while the iEDFM method can still be
relatively accurate in this situation. In Figure 5c, we can see that the EDFM method produces more
obvious errors in the complex situation with fracture intersection, whereas the iEDFM method is still
relatively accurate.

  
(a) (b) (c) 

Figure 5. TM-F of the fine-grid model (equivalent)/iEDFM/EDFM for block (a)/(b)/(c). The equivalent
transmissibility calculated by the fine-grid model will change over time until the flow approaches a
steady state, while the ones calculated through the pre-processing procedure of iEDFM/EDFM stay
the same.

The errors and differences are mainly due to different assumptions regarding the pressure
distribution in the vicinity of fractures. In Figure 6, the pressure profiles in block (a) (b) and (c) after 0.1s
of pumping are presented. Three kinds of pressure profiles are considered here: pressure distribution
calculated by the fine-grid method, and the pressure distribution assumed by EDFM/iEDFM.

As shown in Figure 6, the results of the fine-grid model are quite similar to iEDFM, with negligible
difference. However, the results of EDFM indicate that when the matrix block is not fully penetrated by
the fracture (Figure 6a) or the embedded fractures are complicated (Figure 6c), the linear distribution of
EDFM’s assumption can be rough. Even if the fracture penetrates the block (b), the linear distribution
still does not exactly reflect the real situation, because of the effect of the fracture segment outside this
matrix block, which EDFM does not take into consideration but iEDFM does.
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Fine-Grid 
model 
(0.1s) 

iEDFM 
(0.1s) 

 

EDFM 
(0.1s) 

 (a) (b) (c) 

Figure 6. Pressure distribution profiles after 0.1 s pumping of the fine-grid model/iEDFM
(assumed)/EDFM (assumed) for block (a)/(b)/(c).

In summary, iEDFM has a more accurate M–F transmissibility calculation method based on a
more realistic pressure distribution assumption. In addition, iEDFM can assume a specific pressure
field for any complex embedding situation. If pressure-related physical properties, such as adsorption
analysis and diffusion effects, need to be considered, iEDFM is able to show a greater applicability.

3.2. Case 2: Intersecting-Fractured Reservoir Flooding Test

Figure 7 shows a 2D fractured reservoir containing three intersecting vertical fractures. This case
is a displacement of oil by water, applied in the fine-grid model and the iEDFM model. Table 3
supplements some parameters of this case in addition to Table 1, which will also be used in the
following cases.

Table 3. Some parameters in simulations for Cases 2–4.

Parameter Value Unit

Initial reservoir pressure 1 × 106 Pa
Producer pressure 1 × 106 Pa

Initial water saturation 20% -
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Figure 7. The fractured reservoir in Case 2. A water injector is placed in one corner of the reservoir and
a producer is located in the opposite corner.

For the fine-grid simulation, the grid is 900 × 900 elements in the x and y directions. For the
iEDFM simulation, two sets of uniform matrix grids (30 × 30/10 × 10) are used. Gridding methods I
and II are also compared in this case (gridding method I is applied if not mentioned, as below). The oil
rate and the profiles of oil saturation after 115 days of water injection (8.64 × 10−5 m3/day) calculated
by iEDFM and fine-grid model are presented in Figures 8 and 9.

Figure 8. Comparison of oil production rate by the iEDFM/fine-grid model in Case 2.
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(a) (b) 

  
(c) (d) 

Figure 9. Profiles of oil saturation after 115 days’ injection for Case 2 in: (a) the fine-grid model;
(b) iEDFM (10 × 10, gridding method I); (c) iEDFM (30 × 30, gridding method I); and (d) iEDFM
(30 × 30, gridding method II).

Figure 8 compares the oil production rates, confirming the accuracy of the iEDFM approach.
A good agreement exists in both 30 × 30/10 × 10. The curves of gridding methods I and II almost
coincide, indicating that the results of these two methods are not much different when the permeability
of fracture is much higher than that of the matrix, respectively. A curve of the same reservoir without
any fracture is also present on this figure to show the influence of the existence of fractures. The effect
of phase behavior on oil saturations is also pronounced in this case, as Figure 9 shows.

The computational times for iEDFM (30 × 30), iEDFM (10 × 10) and the fine-grid model are 9.1 s,
4.3 s and 6.7 h, respectively, which indicates a high efficiency of iEDFM.

3.3. Case 3: Nonplanar-Fractured Reservoir Flooding Test

Recent advances in fracture-diagnostic tools and fracture-propagation models make it necessary
to model fractures with complex geometries in reservoir-simulation studies. A nonplanar shape is one
of the most common complex geometries [30].

Fractures tend to grow in the direction perpendicular to the minimum horizontal stress. In some
cases, the preferred direction of fracture may not keep the same, which often leads to a nonplanar shape.

The methodology introduced in this study can be directly applied in a nonplanar fractures case.
As Figure 10 shows, the location of the assumed points Si and Fi will reflect the geometry of the
fracture. As a result, the semi-analytic method can bring iEDFM enough flexibility in modeling
nonplanar fractures.
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Figure 10. Schematic of equivalent point sinks and other parameters used in the nonplanar fracture
case corresponding to Figure 3b.

We present an ideal case as shown in Figure 11 in which the fracture is formed as two connected
arcs seen in the top view and is vertical in the z direction. The same parameters as Case 2 are applied
here, and a fine-grid model similar to Case 2 is built. For the iEDFM simulation, gridding method I
and a uniform matrix grid (30 × 30 with one layer in z direction) are used.

Figure 11. The nonplanar-fractured reservoir in Case 3. A water injector (8.64 × 10−5 m3/day) is
located in one corner of the reservoir, and a producer is placed in the opposite corner.

The oil rate curves are presented in Figure 12 and the oil saturation profiles after 115 days of
injection are shown in Figure 13, where a good agreement demonstrates the accuracy of the iEDFM in
modeling the nonplanar fractures reservoir. The curves of the same reservoir without any fracture
and with a planar fracture with the same starting and ending location are also present on this figure to
show the influence of the existence of nonplanar fractures.
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Figure 12. Comparison of oil production rate by the iEDFM/fine-grid model in Case 3.

  
(a) (b) 

Figure 13. Profiles of oil saturation after 115 days’ injection for Case 3 in (a) the fine-grid model and (b)
iEDFM (30 × 30).

Actually, as Figures 3b and 10 show, different locations of point Si and Fi are able to reflect any
geometry of the fractures, such as fractures with variable apertures and vuggy-fractures, which means
that iEDFM is naturally suitable for any other complex geometry cases beside nonplanar fractures.

3.4. Case 4: 3D Case with a Modified Dataset of a Real Field

As mentioned previously, iEDFM can be used as a general procedure in both 2D and 3D cases.
In real field applications, the reservoir may have multiple layers, and the height of the fractures can
be smaller than the reservoir height. Therefore, a 3D simulation example is presented to show the
application of iEDFM in a typical field study.

In this case, the geological model is modified from a reported dataset which is interpreted from
a 3D seismic survey [35,36]. Some irregular, sparsely distributed large-scale fractures are present as
main fractures (black planes in Figure 14a). Some stochastic medium-scale fractures (blue planes in
Figure 14a) are added to test iEDFM’s applicability in a complex fracture-network situation. The main
fractures and the wells are assumed to extend throughout the entire depth of the reservoir, while the
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stochastic medium-scale fractures are of different heights. Figure 14b shows the matrix grids (25 × 25
× 5) and the position of fractures and wells. An injection well (4 × 104 m3/day) is placed in the center,
while producers are placed in four corners of the reservoir. Again, the reservoir without any fracture is
also simulated as a comparison.

 
(a) 

 
(b) 

Figure 14. (a) Three-dimensional view of main fractures and medium-scale fractures; (b) The matrix
grids of the reservoir and the position of each fracture and each well.

The oil rate curves are presented in Figure 15. The curves of wells 1–4 in the reservoir without
fractures are coincident because of the symmetry. The pressure profiles of the top and bottom
layers after 7300 days of injection are shown in Figure 16. As we can see, the reservoir shows
strong heterogeneity due to the existence of fractures, and the water’s breakthrough is advanced,
which reduces the recovery efficiency. As medium-scale fractures are added, these phenomena become
more pronounced. Because of gravity, the average oil saturation of the first layer is higher than that of
the bottom layer (0.6952 of Figure 16c than 0.5671 of Figure 16d, respectively).
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Figure 15. Comparison of oil production rate for Case 4.

 
(a) (b) 

  
(c) (d) 

Figure 16. Cont.
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(e) (f) 

Figure 16. Profiles of oil saturation after 7300 days’ injection for Case 4 of: (a) the top layer of the
non-fracture reservoir; (b) the bottom layer of the non-fracture reservoir; (c) the top layer of the reservoir
with only main fractures; (d) the bottom layer of the reservoir with only main fractures; (e) the top
layer of the reservoir with all fractures; and (f) the bottom layer of the reservoir with all fracture.

The case study showed the applicability of the iEDFM in reservoirs with complex fracture
networks. The influence of different scales of fractures can be modeled appropriately by iEDFM.
The 3D multiphase simulation example demonstrates the potential application of the iEDFM in real
field studies.

4. Conclusions and Future Work

In this study, we developed a new approach called the integrally embedded discrete fracture
model (iEDFM). This approach, for the first time, avoids the limitations of the need to subdivide
fracture elements in EDFM.

In iEDFM, we can arbitrarily grid fractures according to the requirements, and then embed them
integrally in matrix blocks. As a precise pressure distribution assumption inside the matrix blocks
is introduced, we can obtain a semi-analytic calculation method of matrix-fracture transmissibility.
As a result, the simulation accuracy is improved and the application is also expanded to fractures with
complex geometries. Several cases have been presented to support these conclusions. The potential
application of the iEDFM in real field studies has also been testified through a 3D case.

Applying the iEDFM to real field study and guiding production is our ultimate goal. Thus,
heterogeneous and more complex actual reservoir examples with actual production data will be
considered in our on-going project.
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Abstract: In this paper, the combustion of methane hydrate over a powder layer is experimentally
studied using thermal imaging and Particle Tracking Velocimetry (PTV) methods. The experiments
are carried out at different velocities of the external laminar air-flow from zero to 0.6 m/s. Usually,
simulation of methane hydrate combustion is carried out without taking into account free convection.
A standard laminar boundary layer is often considered for simplification, and the temperature
measurements are carried out only on the axis of the powder tank. Measurements of the powder
temperature field have shown that there is a highly uneven temperature field on the layer surface, and
inside the layer the transverse temperature profiles are nonlinear. The maximum temperature always
corresponds to the powder near the side-walls, which is more than 10 ◦C higher than the average
volumetric temperature in the layer. Thermal imager measurements have shown the inhomogeneous
nature of combustion over the powder surface and the highly variable velocity of methane above the
surface layer. The novelty of the research follows from the measurement of the velocity field using
the PTV method and the measurement of methane velocity, which show that the nature of velocity at
combustion is determined by the gas buoyancy rather than by the forced convection. The maximum
gas velocity in the combustion region exceeds 3 m/s, and the excess of the oxidizer over the fuel
leads to more than tenfold violation of the stoichiometric ratio. Despite that, the velocity profile
in the combustion region is formed mainly due to free convection, it is also necessary to take into
account the external flow of the forced gas U0. Even at low velocities U0, the velocity direction lines
significantly deviate under the forced air-flow.

Keywords: combustion; methane hydrate; hydrate dissociation; PTV method

1. Introduction

1.1. The Key Parameters Controlling the Dissociation of Gas Hydrates

Huge deposits of natural gas in the form of methane hydrates are found in the marine sediments [1,2].
Attention to alternative clean energy sources is increasing every year. Today, scientific interest is focused on
the methods of extraction of alternative raw materials, technologies for their storage, transportation, as well
as methods of efficient combustion of natural fuel [1–3]. The complexity of the study of methane hydrates
combustion is associated with the presence of three interrelated processes: The dissociation of solid
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particles of methane hydrate; gas filtration through a multicomponent medium (methane–water–water
vapor); and diffusion combustion of methane in the mixing layer (methane–air–water vapor), which
is usually implemented over the powder layer. Therefore, it is necessary to consider the features of
these processes.

The gas hydrate dissociation rate is determined by the following driving forces: Deviation of
temperature and pressure from the equilibrium states, size of particles, and structural characteristics of
ice crust [4,5]. Dissociation at positive temperatures has a thin film of water formed on the surface of
solid particles. The dissociation rate is quasi-constant for most of the dissociation time. The case
of negative temperatures is significantly more difficult to describe due to the emergence of the
phenomenon of self-preservation [6]. In the temperature range of 230–268 K, the dissociation rate of
methane hydrate decreases by several orders of magnitude and strongly depends on temperature.
This annealing temperature region was called the self-preservation region. The lowest dissociation
rate of methane hydrate is achieved at the temperature of 265–267 K [6]. A sharp decrease in the
dissociation rate is bound with the appearance of a strong fine-grained ice shell without pores on
the surface of the granules. Thus, in addition to the expression describing the system deviation
from the equilibrium, it is necessary to take into account the structural properties of the ice crust.
At atmospheric air pressure, the equilibrium temperature of methane hydrate is approximately equal
to 188 K. The mechanism of self-preservation was studied in References [7–19]. The influence of
structural parameters of the ice crust on the dissociation process was studied by scanning electron
microscopy (cryo-FE-SEM) [6,15–17]. The effect of temperature and pressure on self-preservation was
considered in Reference [14]. When the methane hydrate temperature changes, the texture changes,
which are clearly visible by scanning electron microscopy, occur on the surface of the ice crust [16,17].
The behavior of mixed methane hydrates at an abnormally low dissociation rate was considered in
Reference [19]. Kinetics of methane hydrate dissociation depends on the external heat flux, curvature
of granules, and pore characteristics [20,21]. Collective effects of crystallohydrate growth on the free
surface of the liquid were studied using thermal imaging technology [22].

When modeling filtration, it is necessary to take into account diffusion and heat transfer for both a
porous methane hydrate particle and a porous medium (solid particle powder–methane–water–water
vapor) [20,23].

1.2. Combustion of Gas Hydrates

Methods of organization of combustion may vary. Thus, natural hydrate of sedimentary rocks
is burned in large reactors. In the tank there is sand with methane hydrate, over which a layer of
water is formed during combustion. In this case, the combustion above the layer surface is uneven and
unstable, and separate flame tips are formed [24]. Combustion of synthetic hydrate without impurities
(sand and clay) is more stable. In this case, the flame height for pure methane hydrate is higher than for
natural sedimentary rocks. However, even in this case, periodic flame tips appear on the surface, and
their location may change [24]. Combustion of methane hydrate and double hydrate (methane-alcohol)
at free gas convection above the surface of the powder layer is also considered in References [25–27].
Combustion is shown to lead to a multiple increase in the dissociation rate. In addition, in the presence
of combustion, the methane velocity above the layer surface is 10–20 times higher than in the case
without combustion [25].

The above combustion option is implemented without the organization of forced air-low.
To organize a more stable combustion, a forced flow of oxidizer (air) is used. The methane flow
moves perpendicular to the powder surface. Methane is formed by the methane hydrate dissociation.
Above the layer surface, there is a laminar air-flow [28–31]. The complexity of the research is that it is
difficult to determine the value of methane velocity, as it depends on the temperature of the powder.
The temperature in the experiments can vary from zero to -80 ◦C in the transverse direction of the
layer. In this range, there are several characteristic temperature zones [10–14]: From −80 to −45–50 ◦C
there is a multiple increase in the dissociation rate with temperature growth; from −40 to −5 ◦C there

254



Energies 2018, 11, 3518

is self-preservation when the dissociation rate falls by several orders of magnitude and the rate varies
greatly with temperature; at about 0 ◦C and above, there is a very high dissociation rate and a high
density of methane flow over the powder. Thus, it is obvious that it is extremely difficult to analyze
the methane combustion in the entire specified range of powder temperature and that there may be
conflicting results. For the development of calculation models, there is a need in conditions when
the temperature of the powder during combustion is quasi-constant over time, which is difficult to
organize in practice.

Often the analysis is carried out based on the powder temperature near the upper surface of the
methane hydrate layer Ts. It has been experimentally established that depending on temperature Ts

there may be both the low speed of flame spreading and the high speed.
The effect of external air velocity on the speed of flame spreading is considered in Reference [29].

The velocity of the external forced air-flow U0 varied in the range 0.1–1.5 m/s. The initial temperature
of the powder surface before combustion (in the middle of the tank) was the same for all experiments
and was equal to −80 ◦C. It has been established that the tenfold growth of speed led only to the
20–30% growth of Us, and the high speed of flame spreading mode was absent. Possible causes
of such flame behavior will be discussed further in the analysis of experimental data. In another
experimental work [31], the ignition was carried out at a certain temperature Ts, which varied for
different experiments in the range from −80 ◦C to −10 ◦C. The external air velocity was constant
U0 = 0.4 m/s. With an increase in the initial temperature Ts, a change in combustion modes was
observed: (1) The low speed flame spreading (Ts < −50 ◦C); (2) the high speed of flame spreading
(Ts = −40–50 ◦C); (3) the low speed of flame spreading (Ts > −50 ◦C). Surprisingly, the increase in
methane velocity VCH4 by only 20–40% (from 0.5 mm/s to 0.6–0.7 mm/s) led to about 100 times
increase in the speed of flame spreading Us (from 10–15 mm/s to 1000 mm/s). The authors of the
article in Reference [31] attribute such a strong increase in speed to the fact that in the first case the
stoichiometric line was absent (lack of fuel for the reaction), and in the second case (the high speed of
flame spreading), the stoichiometric line was present and was located above the dark region (the area
with no combustion). However, more experimental and theoretical studies are needed to justify such
strong Us growth.

Let us consider another method of mixing fuel (methane) and oxidizer (air) [32]. In this paper, the
motion of methane and air is organized in opposite directions in a narrow slit, which allows for a good
mixing of the oxidant and fuel and provides an approximate stoichiometric ratio. The air velocity and
the slit height were selected to perform the stoichiometric ratio. The methane velocity was estimated
using the gravimetric method (the fall of the mass of methane hydrate powder over time was recorded
using weights). This method proved to be successful, and the maximum flame temperature was about
1700 K. In this case, the calculation has shown that the temperature of the combustion is possible at the
mass fraction of water of 0.6. The injection of pure methane (without water vapor) led to a combustion
temperature value of about 1950 K. Thus, high concentration of water leads to an underestimation of
fuel combustion temperature by 200–250 K.

An experimental study of combustion of a single sphere of methane hydrate was performed
in Reference [33]. The rate of change in the sphere diameter decreases with time and depends
on the sphere temperature. Theoretical calculation of combustion of a separate sphere taking into
account dissociation, formation of a film of water, steam bubbles, and water vapor was considered in
Reference [34]. The simulation was performed for a sphere of small diameter of 0.1 mm and for positive
temperatures. The curve of change of a square of sphere radius over time had quasi-linear character
for the most time of dissociation. Thus, this calculation differs significantly from the experimental
conditions [33]. The maximum combustion temperature in the flame in Reference [34] corresponds to
approximately 1700–1750 K, which closely corresponds to the data [32]. The mass fraction of vapor
near the sphere surface is 0.65–0.7 and decreases rapidly at a distance from the surface, which also
closely corresponds to the calculation in Reference [32] (0.65). It is obvious that for a narrow slit [32]
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and for a large number of methane hydrate particles, water saturation occurs and water concentration
in the flame is the same as on the surface of the powder layer (0.65).

The influence of the blowing parameter on the combustion efficiency in the methane-air mixing
layer is considered in Reference [35]. Since the considered air flow rates are low and there is a
noticeable excess or lack of oxidant, the combustion stability in the diffusion layer will depend
on the Richardson number Ri = Gr/Re2 (Gr is Grashof number, and Re is Reynolds number) [29].
The process of mixing the fuel and oxidizer will depend on both buoyancy and forced convection.
The modes of non-premixed combustion were considered in Reference [36] depending on the Da

numbers. When burning methane hydrate, depending on the temperature of the powder, the thickness
of the dynamic layer and the mixing layer, the blowing parameter, and the rate of chemical reaction
can vary significantly. In addition, low air velocities and high temperature gradient in the mixing
layer lead to the formation of a vortex flow. In this case, knowledge of the mean and local flow
parameters is needed to accurately model the transfer processes. This information can be obtained
using modern optical non-contact methods of Shadow Photography (SP) [37], Planar Laser Induced
Fluorescence (PLIF) [38], Particle Tracking Velocimetry (PTV) [39,40], and Particle Image Velocimetry
(PIV) [38]. These optical methods allow for a deeper clarification of the influence of free convection on
the evaporation rate and heat transfer and are already are widely used in the study of droplets, films,
sprays, micro-channel, heterogenic flows, two-phase (vapor-liquid) flows and emulsions, boundary
layers, and crystallization processes in multicomponent solutions.

From the above, it follows that, to increase the efficiency of combustion of methane hydrate,
the following problems must be surmounted: (1) Maintaining the powder temperature quasi-constant
for the entire volume and during the entire combustion time; (2) the temperature of the powder
should provide a high rate of dissociation of the methane hydrate, i.e., to exclude the phenomenon
of self-preservation and at the same time to ensure the maximum deviation of temperature and
pressure from the equilibrium curve (the driving forces of dissociation); (3) it is necessary to ensure
the kinetic combustion condition, as the excess of oxidant and fuel lead to low reaction rates during
combustion. To do this, it is necessary to accurately calculate the diffusion mixing layer and to select
the optimal conditions for mixing the fuel and oxidizer; and (4) the concentration of steam that enters
the combustion region should be reduced.

Analysis of the existing literature has shown that for correct modeling and further development
of methane hydrate combustion technologies, additional experimental data on the instantaneous
characteristics of the velocity field in the mixing layer are needed. The existing data for the case of
pure methane injection through a porous wall are not suitable for the considered problem (methane
hydrate combustion). In addition, there are no experimental data on the rate of dissociation during
combustion in the organization of forced air-flow.

The aim of this work is to determine the dependences for the dissociation rate when the velocity of
the external air flow changes in a wide range and to visualize the velocity field during combustion using
the thermal imaging method and the optical contactless Particle Tracking Velocimetry (PTV) method.
The obtained experimental data will help to improve and test the existing computational methods.

2. The Connection of Dissociation Rate and Heat Transfer

It is well known that the internal kinetics of the process plays an important role only at initial stages
of crystal growth/decomposition. In real processes, taking into account the observed crystallization
time (relatively long times), the point is not the formation and development of the crystallization
nucleus with the size rcr, but the growth of crystals (crystallohydrates) of rather large size r >> rcr.
In this case, the rate of growth or dissociation will be determined by heat transfer and diffusion, since
the characteristic kinetic time will be several orders of magnitude less. It has been previously shown
that only for extremely low pore density (or very small pore radii) it is necessary to take into account
the diffusion of methane through the pores and the value of the kinetic constant [20]. These conditions
correspond to abnormally low dissociation rates when the values of the dissociation rate j fall by
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three to four orders of magnitude [6]. In the present work, there are no such low rates, despite the
fact that the powder temperature passes through the annealing temperature window from −50 ◦C
to −3 ◦C. This contradiction is associated with a strong transverse and longitudinal temperature
gradient. Experimental data on temperature profiles will be presented further. As a result of uneven
temperature, in different places of the powder there will be areas of both high and very low values of j.
The total flow j will have a relatively high value.

As mentioned above, the main factor regulating the dissociation dynamics is heat transfer. Thus, it is
important to investigate the effect of heat flux q on the dissociation rate. Earlier it has been shown that at
free convection the growth of heat flux leads to an increase in j. Combustion led to about 55–65 times
increase in q (compared to the dissociation without combustion). The dissociation rate increased only
eight–nine times [21,25]. Based on experimental data [21,25], as well as the data of this article, it is possible
to associate the heat flux q (W/m2) with the dissociation rate j (kg/s) in expression (1).

j = a1(q)n1, where a1 = 0.012·10−6, n1 = 0.7 (1)

This expression relates the processes of diffusion and heat transfer both for the solid phase
(methane hydrate granules) and for the gas mixture (air–methane–water vapor).

It is rather difficult to analytically connect the methane transfer with heat transfer, since they
are described by different equations. However, it is possible to use a triple analogy and similarity
between the transfer of heat, momentum, and diffusion [41–44]. In fact, this similarity is not performed
even when there is gas injection through the wall [42,44]. In our case, blowing is associated with
dissociation, which depends on the heat flux and temperature, i.e., the velocity of the injected air cannot
be constant. In addition, the presence of free convection will also lead to a significant dissimilarity of
dimensionless temperature and concentration profiles in the mixing layer. Therefore, we can use a
triple analogy for qualitative evaluation, since the qualitative behavior of j and q is similar in many
ways. For example, with an increase in q, j grows as well. For such a comparison, the stationarity
condition must also be satisfied, i.e., the change of dC/dt and dT/dt over time must be much smaller
than that for the convective terms VρCpdT/dy, UρCpdT/dx and VρdC/dy, UρdC/dx (where C and T are
the methane concentration and temperature in the near-wall boundary layer; x, y are the longitudinal
and transverse coordinates; and U, V are the longitudinal and transverse velocities. In addition,
the three-dimensionality should also be insignificant, i.e., a quasi-plane approximation is considered.
Even when burning, the total period of methane hydrate dissociation is large enough and has an order
of 50–100 s. Therefore, the process of dissociation can be approximately considered as quasi-stationary.

It is important to note that in this problem there is a transfer of methane both in the powder
layer and in the gas mixture above the powder surface. Thus, we have three characteristic processes
of diffusion and three characteristic diffusion relaxation times td: (1) Diffusion through the solid
particle (methane transport through the pores in the outer crust of ice) (td1); (2) diffusion through
the porous space within the powder layer (td2); and (3) diffusion of methane in the mixing layer,
developing over the powder surface (td3). Under the condition ΔC1/ΔT1 = const (where ΔC1 and ΔT1

are dimensionless values; the dimensionalization can be done based on initial differences), j ~ q ~ (Re)0.5

~ (U0)0.5. In accordance with expression (1), a fourfold increase in the heat flux leads to approximately
a double increase in the dissociation rate, i.e., to a two-fold increase in the average density of the
methane flux. A noticeable lag in the growth of j is probably due to the fact that the growth of q leads
to an increase in the temperature gradient in the boundary layer ΔT1. At that, the growth of ΔC1 for
the same period of time is significantly slower. It can be reasonably assumed that td1 >> td2 >> td3.
Thus, the main diffusion resistance is associated with the transfer of methane through the pores. As
mentioned above, in the powder volume there are local areas of partial “self-preservation”, which lead
to the formation of closed pores and the appearance of a high-strength ice shell. As a result, the total
methane flow falls significantly and is determined by the flow of methane through a region without
self-preservation (the area of the powder where the temperature T < −50 ◦C and T > −3 ◦C). Thus,
the nature of dependence (1) is determined by the pore density in the granules. Then, the combustion
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kinetics and temperature (Tc) also depend on the methane concentration and on the pore density
distribution (ρp) by the size of rp (rp—pore radius) for all granules, i.e., Tc = f (P(ρp)), where P is the pore
size distribution function). Taking into account expression (1) and taking the dependence q ~ (U0)0.5,
we obtain expression (2) (n2 = n1·0.5 = 0.7·0.5 = 0.35).

j = a2(U0)n2, where a2 = 6.8·10−6, n2 = 0.35 (2)

3. Experimental Apparatus and Procedure

3.1. Test Section for Organizing Methane Hydrate and Combustion

Most research works on methane hydrate combustion are related to temperature measurements in
the powder layer and the flame spread speed determination. The absence of data on the methane flux
density and heat flux both in the powder layer and in the gas phase does not allow correctly simulating
the processes of dissociation and combustion. To calculate the combustion parameters, it is necessary
to know the rate at which methane flows from the powder layer to the diffusion mixing layer. This
flow is formed as a result of methane hydrate dissociation and methane formation. In these studies,
methane velocity was determined using the weight method (the digital scales Vibra AJH 4200 CE).
The dissociation rate j (g/s) was measured as j = Δm/Δt (where m is the powder mass, and t is the
time). The maximum measurement error j was less than 8–9%. Figure 1 shows the experimental setup.
Three thermocouples (y = 1 mm, y = 5 mm, y = 14 mm) are located in the center of the working area
at different distance y from the upper surface of the powder to measure the temperature profile 1
of methane hydrate in the transverse direction. The vessel walls were made of stainless steel with
thickness of 0.7–0.8 mm. Around the tank thermal insulating material was located.

 

Figure 1. Scheme of experimental setup.

Temperature field on the surface of the powder was measured with the use of a thermal
imaging camera (NEC San Instruments). The measurement error of the thermocouple was within
1%. The difference between the temperature values measured by the thermocouple and the thermal
imager did not exceed 1.5–2 K.

Methane hydrate combustion was realized at different air flow velocity U0 from 0 to 0.6 m/s.
The mean flow velocity profile coincides with the Blasius velocity profile of a flat laminar boundary
layer. The intensity of the turbulent velocity fluctuation e (e = urms/U0, where urms is the mean square
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value of velocity pulsations and U0 is the average velocity) was less than 2%. The surface temperature
range of the samples (Ts) varied from 90 K to 273 K. Before the experiment, the methane powder
was taken from liquid nitrogen and placed in a tank. Heating of the powder was due to the heat
coming from the ambient medium, i.e., from the air through the top surface of the powder and from
the metal walls of the tank. Evaluation of thermal resistance (heat transfer coefficient) shows that
heat fluxes both from the upper surface and the side-walls are of the same order of values (without
combustion of methane). The influence of the side-walls leads to a significant longitudinal temperature
gradient (10–20 K) and the maximum temperature always corresponds to the powder on the surface
and near the side-walls. Thus, in addition to measuring the transverse temperature profile, in these
experiments the temperature of the entire surface of the powder Ts is measured using the thermal
imager. The average temperature of the powder is important to know for the correct simulation of
the dissociation rate. In most experimental works, temperatures are measured only in the center of
the powder tank. The motion of the leading flame edge starts from the edge of the tank, where the
temperature can be 20 K higher and a higher local density of methane flow is realized.

A diffusion layer (methane–air–water vapor) is formed inside the laminar boundary layer of air.
The thickness of the diffusion layer is lower than that of the dynamic layer for air (Figure 1).

Methane hydrate was synthesized using the following procedure. The cooled autoclave was
loaded with the powder of ice, the autoclave was blown with methane and the methane pressure of
7–10 MPa was set. The autoclave was placed in a thermostat with a temperature of +1 ◦C. Hydrate
was synthesized by slow melting of ice during the day. Further, the autoclave was cooled to the
temperature of liquid nitrogen, and the resulting mixture of methane hydrate and ice was ground
and reloaded into the autoclave (all at the temperature of liquid nitrogen). After warming up the
autoclave to about −100 ◦C, the methane pressure was set, and the autoclave was again placed in a
thermostat with a temperature of +1 ◦C. This procedure was repeated two times, resulting in an almost
pure methane hydrate with an ice content of not more than a few mass %. Before use, the hydrate
was stored immersed in liquid nitrogen. The purity of the sample was controlled by powder X-ray
diffraction. The average size of methane hydrate particles in all experiments was 0.1–0.2 mm.

3.2. Measurement Using Particle Tracking Velocimetry (PTV) Method

The method of “Particle Tracking Velocimetry” (PTV) was used to determine the gas flow velocity
(formed during combustion of methane hydrates). Similar to the Particle Image Velocity (PIV) method,
the PTV algorithm is based on determining the most likely particle shift for a very short time delay.
The use of the PTV method in these experiments is due to its peculiarities: Unlike the PIV method,
the PTV method does not imply the use of a large number of tracing particles. For this reason, the
influence of tracers on the process can be neglected. In addition, the PTV method has a higher spatial
resolution, as well as a lower sensitivity to uneven seeding of the flow by particles (compared to PIV).
TiO2 powder (particle sizes of 0.1–1 μm) was used as tracing particles for seeding the registration
area. The tracers were blown into a container with hydrate in advance (3–5 s before the start of
the experiment) and formed a slurry. The registration area was dissected with a sheet of a double
pulsed Nd: YAG laser “Qantel EverGreen 70” (wave length—532 nm, pulse energy—74 mJ) with
a frequency of 0.25 Hz. To create a flat sheet, an optical nozzle with an opening angle of 45◦ was
used. The thickness of the laser sheet in the registration area was about 200 μm. Images of TiO2

microparticles in the plane cut by the laser knife were recorded by CCD video camera “ImperX IGV
B2020M” (resolution of 2048 × 2048 pix, and bit width of 8 bit). The angle between the optical axis
of the camera and the plane of the laser sheet was 90◦. A couple of frames were recorded for each
moment. The delay between frames in a pair (frame delay) was 50–100 μs. The data processing required
the use of “Relaxation method of PTV”—a two-frame PTV with an estimation of the probability of
outcomes. Image processing included several successive stages (steps). At the first step, the background
was subtracted from the obtained images and extraneous noise was removed (using mathematical
algorithms, as well as “Median” and “Average” filters). At the second step, the intensity threshold
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“Intensity Threshold” was set to binarize the obtained images. The threshold was set as a percentage
of the maximum intensity value (255 for 8-bit images). The areas that underwent binarization marked
the position of the particles. At the third step, for each region after binarization, the procedure for
finding the center of the particle using the algorithm for calculating the center of mass was carried out.
The fourth step was to find a pair for each particle from the first frame in the second frame. The radius
for the pair search was set based on the maximum possible displacement of the particles in the image.
At the fifth step, the displacement of each particle (l) was determined, after which the absolute value
of the velocity of each particle was determined at the known values of the scale coefficient (S) and the
frame delay value (dt): u = S·l/dt. The last (sixth) step stipulated the elimination of erroneous vectors
(using the algorithm “Moving average validation”).

The result of each experiment was a set of irregular two-component velocity fields. The systematic
error in the determination of particle velocity values by the PTV method depended on the type of
optics used and the size of the registration area and did not exceed 1.5% in experiments. An example
of an image of tracing particles and an irregular velocity field is shown in Figure 2.

 

Figure 2. Video image of TiO2 particles (left) and the result of its processing by PTV (right).

4. Measurement

4.1. The Dissociation Rate in the Combustion of Methane Hydrate

To determine the dissociation rate of methane hydrate, it is necessary to construct curves of powder
mass change over time. Figure 3 shows curves for different external air-flow rates U0. The powder
mass values are divided by the initial mass m0 (m0 corresponds to the methane hydrate mass when all
methane is in the sample). As the velocity U0 increases, the slope of the curves grows, i.e., the dissociation
rate j = Δm/Δt increases. The graphs of j change are shown in Figure 4. The rate of methane hydrate
dissociation depends on the diffusion, heat transfer, and internal kinetics of the reaction.

m/m

t
Figure 3. Change of powder mass over time (m0—initial powder mass): 1 − U0 = 0 mm/s; 2 − U0 =
0.2 mm/s; and 3 − U0 = 0.6 mm/s.
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j·

t

Figure 4. The dissociation rate j = Δm/Δt over time (m0—initial powder mass): 1 − U0 = 0 mm/s;
2 − U0 = 0.2 m/s; and 3 − U0 = 0.6 m/s (I—maximum error interval).

Figure 5 presents experimental data (points 1) for the dissociation rate j of methane hydrate
depending on the velocity of the incoming air flow U0. The calculated curve 2 is obtained in accordance
with expression (2). The difference between the curve 2 and experimental data 1 can be associated with
both the experimental error (measurement error j) and the deviation of the dependence q ~ (U0)0.5

from the quadratic form. This deviation is probably due to the presence of both a forced air-flow and a
free-convective flow due to high temperature gradient and gas density in the diffusion layer of the
mixture. The degree n = 0.5 corresponds only to the plane laminar boundary layer when the buoyancy
is neglected, i.e., when St ~ 1/(Re)0.5 and q ~ (U0)0.5 [41–44], where St and Re are the Stanton number
and the Reynolds number, St = q/(ρ0U0cpΔT), Re = ρ0U0x/μ, x is the longitudinal coordinate, μ is the
dynamic viscosity, and cp is the heat capacity of the gas mixture. If the characteristic velocities caused
by forced flow and buoyancy are comparable (of the same order), their ratio can be estimated using
the Richardson number Ri = Gr/Re2 (Gr is the Grashof number).

j

U , 

U U

L L

L

L

Figure 5. The dissociation rate j of methane hydrate depending on the velocity of the incoming air flow
U0: 1—experiment; 2—calculation by (2); Ucr1 = 0.3 m/s; Ucr2 = 0.7 m/s [29]; 3—Shift curve2 to the
top; and L—the characteristic lengths of the working area.

The deviation of experimental data (1) from curve (2) begins at U0 < 0.25–0.3 m/s, since
expression (2) does not describe free convection (U0 is the velocity of the forced convection). Thus,
there are at least two dissociation modes of j, depending on U0, for which the degree n will vary
significantly. For 0 m/s < U0 < 0.3 m/s the dissociation rate is quasi-constant (n = 0), and for 0.3 m/s <
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U0 < 0.6–0.7 m/s the degree n = 0.29 m/s. With further velocity increase the combustion suppression is
observed. The existence of two modes with increasing velocity U0 was also observed in Reference [29]
for the flame propagation speed. However, the parameters of j and flame propagation speed correlate,
i.e., the reaction rate during combustion and the dissociation rate are interrelated. At the same time,
in Reference [29] there is a certain shift for the boundary of two modes transition. The critical value
of Ucr1 corresponds to velocity, when the experimental curve 1 deviates from the calculated curve 2.
Ucr2 determines the deviation of curve 3 from the calculated curve 2. Curve 3 shows the shift of
the experimental curve 1 in the direction of increasing Ucr2 (Ucr2 = 0.7 m/s). Vertical dotted lines
distinguish regimes 1 and 2 (Figure 5). The mode transition boundary corresponded to velocity
U0 = 0.7 m/s, and then there was an increase in the flame propagation speed. These differences are
related to the difference in the boundary conditions for the two works. It is easy to link possible
causes of this shift with two dimensionless criteria A1 = A1cr = δd/δm (dynamic and diffusion layer
thickness ratio) (Figure 6) and A2 = A2cr = U0/Uconv (ratio of air velocity to convective flow velocity).
In Reference [29], there is a longer background (prehistory) and a thicker δd2. As a result, U0m2 will
be, on the contrary, less than U0m1 in the present work. Let us consider the second reason (A2cr).
The convection velocity can be approximately expressed via the characteristic lengths of the working
area L in form (3).

Uconv ~ (2gLΔρ/ρ)1/2 (3)

Then, the ratio of characteristic convection velocities for two works Uconv2/Uconv1 will be
proportional to (L2/L1)1/2 = (120 mm/25 mm)1/2 = 2.2. Ignition in [29] begins at the end of the working
area, the length of which is 120 mm. In the present work, combustion is realized approximately in
the middle of the working section of 50 mm long. Thus, the number A2 for L2 will be higher than
for L1. As a result, to realize some critical value of A2cr, it is required to increase the velocity almost
2.2 times in [29]. In this case, external convection U0 will exert a significant influence on heat and
mass transfer and on dissociation rate of methane hydrate. Then, A2cr is implemented for velocity
U0 = 0.3 × 2.2 = 0.66 m/s. The obtained estimated critical velocity (0.66 m/s) corresponds to the
velocity in [29], which is 0.7 m/s. The third reason for the differences in the critical velocity (transition
modes) is associated with different average temperature of the powder, which will lead to different
dissociation rate, methane injection rate, the average combustion temperature, the difference between
the combustion temperature, and the surface temperature of the powder ΔT, which will lead to a
change in Δρ (Δρ = βΔT) and velocity Uconv. Further theoretical and experimental studies are required
to determine more precise dependences of the transition mode on these three factors.

 

Figure 6. Characteristic boundary layers for velocity profile and diffusion profile (U01 < U02).

As can be seen from the graph, with the growth of U0 the dissociation rate j increases. However,
this growth is an extremely weak function of U0. In References [28,29] there was a weak increase in the
velocity of the flame edge Vc with an increase in the velocity U0. Obviously, this velocity is a function
of the combustion temperature Tc. The reason for this weak influence has been considered above in
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accordance with expression (2). Another reason for such a weak effect may be due to the geometry of
the diffusion and dynamic layer. Figure 6 demonstrates the characteristic profiles for two different
velocities of the external incoming air flow U01 and U02 (U01 < U02).

The figure shows the dynamic velocity profile 1 for air and the diffusion profile 2 for the gas
mixture (methane–air–water vapor). The velocity U0m corresponds to the upper boundary of the
mixing layer. Despite the increase in U02 compared to U01, the velocity at the boundary of the
diffusion layer U0m decreases sharply (U0m2 < U0m1). In addition, the characteristic scale of vorticity
Lw decreases sharply due to the flow instability at combustion. With the fall of U0m (factor 1) and
Lw (factor 2), the flow of methane to the combustion region “C” decreases as well. The combustion
region “C” for the case (a) covers most of the mixing region (2). At that, there is a high cross-flow of
methane j (V1 > V2). For figure (b), the largest part of the “C” area is outside the diffusion layer (2).
Thus, the area of the combustion region, which is inside the diffusion layer, is the third factor that
affects combustion. As a result, we obtain the following. The increase in the velocity U0 for the laminar
boundary layer leads to an increase in the heat flux (q ~ (U0)0.5) in the mixing layer.

According to the energy conservation, the heat flux to the powder is equal to the heat flux inside
the powder. The increase in heat flux leads to an increase in dissociation rate according to (1) and to
an increase in methane concentration within the combustion region. However, the other three factors
mentioned above significantly reduce the positive role of U0 growth. Thus, we can draw two important
conclusions from the above: (1) The increase in velocity U0 leads to a weak increase in the burning
rate; and (2) the average temperature of the powder and the uneven temperature distribution in the
layer strongly affect the methane concentration in the combustion region. In turn, the second factor
(temperature) is extremely sensitive to the pores distribution density in the powder particles due to
the phenomenon of self-preservation.

Let us consider the time of combustion start t0c depending on the velocity of the incoming
air-flow U0 (where t0c is the time from the powder placement in the tank to the start of combustion).
Methane was ignited periodically every 5 s. However, combustion began only when the methane
concentration in the combustion zone reached a certain minimum limiting value. Figure 7 shows that
with U0 increase, the value of t0c decreases. This decrease is due to the fact that with the growth of
U0, q and j increase, which leads to a faster increase in the powder temperature. Thus, the required
combustion temperature in the “C” zone and the concentration of methane in the combustion region
are achieved faster. Curve 2, generalizing experimental data for t0c, has a quasi-linear form t0c = −kU0

(where parameter k is a function of both properties of boundary layers over the plate (Figure 1) and
properties of methane hydrate powder.

t , 

U , 

Figure 7. The ignition time t0c depending on velocity of incoming air flow U0: (1—experimental data;
2 − t0c = −kU0.

263



Energies 2018, 11, 3518

4.2. Temperature Measurements in the Powder Layer at Methane Hydrate Dissociation

Since the dissociation rate of methane hydrate and the reaction rate during combustion strongly
depend on the temperature, it is important to know the temperature field for the entire volume of the
powder for correct modeling.

The photo of the tank with the sample is shown in Figure 8a (top view). Figure 8b shows a thermal
image of the powder surface 10 s before combustion. Time t = 0 s corresponds to the beginning of
combustion of methane hydrate.

(a) (b) 

Figure 8. (a) Photo of a reservoir with a sample; and (b) thermal imaging photograph of the powder
surface (photos were taken 10 s before the start of combustion).

Figure 9 shows a graph of the sample surface temperature change along the longitudinal axis
0X, shown in Figure 8a,b. The maximum temperature of the sample corresponds to the side-walls of
the tank (X = 0; 40 mm), which indicates that the heat flux from the walls cannot be neglected. Since
burning begins near the wall (the location of the pilot burner can be seen in Figure 1), it is important to
know not only the average volumetric temperature of the sample, but also the temperature near the
pilot burner. In most experimental works only the temperatures on the tank axis are measured.

Figure 9. Temperature profile of the powder surface along the 0X line shown in Figure 8a,b.

The temperature change of the powder is shown in Figure 10. Thermocouples were located
on the tank axis (Figure 1). For thermocouple 1 y = 5 mm (the distance y is measured from the top
powder surface, see Figure 1); curve 2 corresponds to y = 14 mm. Over time, the temperature increases
continuously. It should be noted that the powder temperature should fall due to the methane hydrate
dissociation and increase due to the heat flux from the walls of the tank (q1 and q2) (Figure 1) and
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from the ambient medium (q3 is heat flux to the top surface of the powder). Since temperature T
increases for any moment t, it can be concluded that the heat of dissociation is much lower than the
heat supplied to the sample from the ambient medium. Time t = 0 s corresponds to the beginning
of combustion.

 
(a) (b) 

Figure 10. Temperature change in the powder layer over time during combustion of methane
hydrate (1 − y = 5 mm; 2 − y = 14 mm, and y—distance from the top surface of the powder layer;
thermocouples are located in the center of the tank (Figure 1)): (a) the velocity of the incoming flow
U0 = 0 m/s (Figure 1); and (b) U0 = 0.5 m/s (I—intervals of temperature measurement for three
repeated experiments).

As can be seen from the graphs, for U0 = 0.5 m/s, the combustion starts when the temperature
of the powder (for y = 5 mm) is approximately 70 ◦C higher than for the option with U0 = 0 m/s.
This feature (the temperature of combustion onset) is obvious. With an increase in the external flow
velocity, the concentration of methane in the combustion zone C (Figure 6) decreases and combustion
occurs when the powder surface temperature and the temperature in the combustion region increases
substantially. The occurrence of combustion depends on the concentration of the mixture components,
and the temperature of the gas.

Figure 11 shows graphs of temperature distribution (on the tank axis) over the height of the
powder layer during combustion of methane hydrate (y = 0 mm corresponds to the upper surface of the
layer). Time t = 0 s corresponds to the beginning of combustion. As can be seen from the graphs, for the
entire combustion period there are nonlinear curves for the temperature distribution that characterizes
the non-stationary character of the heat equation inside the thick layer. This non-stationary character
is already available for the distance y > 3–5 mm. For smaller values of y (1 mm < y < 2 mm),
the temperature for a few seconds approaches 0 ◦C and then remains constant due to the ice crust
melting on the surface of the granules, i.e., only for the uppermost layer (small height y) a stationary
approximation may be considered. However, for dissociation, despite T = const, the flow of methane j
in the near-surface region will decrease due to the curvature of the granules [21], i.e., the diffusion
problem must be solved in a non-stationary form even under quasi-isothermal conditions.

The above diagrams show the uneven nature of temperature, and accordingly, of the methane
hydrate dissociation throughout the powder volume. As a result, most of the burning time is
characterized by changing flame height as well as by “effective area” of combustion on the layer
surface, which is clearly seen from Figure 12. Features of inhomogeneous combustion are considered
in the following paragraph.
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(a) (b) 

Figure 11. Temperature distribution by the height of the powder layer during combustion of methane
hydrate: (a) U0 = 0 m/s; 1 − t = 0 s; 2 − t = 60 s; 3 − t = 110 s; (b) U0 = 0.5 m/s; 1 − t = 0 s; 2 − t = 30 s;
and 3 − t = 50 s (I—intervals of temperature measurement for three repeated experiments).

 

Figure 12. Thermal imaging photos of methane hydrate combustion (U0 = 0 m/s).
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4.3. Heterogeneous Character of Methane Hydrate Combustion, Velocity Field at Combustion

When calculating the flow of methane only the full surface of the layer is always taken into
account. The average velocity of methane V, directed perpendicular to the layer surface (Figure 13b) is
defined as V = Δm/(ρFΔt), where m is the mass of methane released, F is layer surface area. The mass
can be measured both by weight and volume method and reflects only the average specific flow of
methane. Figure 13 shows the “effective area” of combustion based on Figure 12. Only the surface
areas of the layer above which methane is burning are highlighted in red. Thus, for t = 80 s there are
three characteristic areas (F1, F2, and F3) and three characteristic velocities (V1, V2, and V3). “Effective
areas (Fef)” are determined by imaging using two thermal imagers, located in the direction of two
perpendicular axes (Figure 13a). It is extremely difficult to experimentally determine the local velocities
of methane Vef over these Fef areas and it is the subject of further research. PIV and PTV methods can
be used for these purposes.

 

Figure 13. (a) “Effective area” of methane hydrate combustion (red); and (b) average methane velocity
V from the entire surface area of layer F.

It should be noted that F > Fef = F1 + F2 + F3, and V > Vef = V1 + V2 + V3 (V = V1 + V2 + V3 + V4),
where V4 corresponds to the surface F4, over which there is no combustion. Not all methane (V4) from
the surface (F4) enters the combustion region, but only part of it. Therefore, over the powder surface
there is always a local uneven flow of methane and uneven local concentration of methane in the field
of burning. The changes in local concentrations of methane and buoyancy effect will lead to unstable
combustion. This unstable combustion is clearly seen in Figure 12.

Figures 1 and 6 show schematic images of the dynamic (δd) and diffusion layer (δm) development.
The laminar velocity profile is considered in the numerical calculation of combustion. However, this
type of profile is valid only for very low rates of injection and with disregard for free convection.
The blowing parameter can be estimated as b = 3ρCH4VCH4(Rex)0.5/(ρ0U0) = 0.2. This value is much
lower than the critical bcr = 1.86 [41–44], which corresponds to the separation of the wall layer.
Thus, the injected methane from the powder can only partially deform the dynamic layer of air.
In the presence of combustion, a significant impact on the development of profiles is exerted by
buoyancy (density gradient due to temperature difference.) The estimation by the approximate
formula shows that the velocity value for free convection in the combustion region is approximately
2–4 m/s. Figure 14 presents the velocity field in the combustion region using the PTV method at an
external flow rate U0 = 0.5 m/s.
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Figure 14. Velocity field in the combustion region obtained using the PTV method (U0 = 0.5 m/s, t = 20 s).

The maximum gas velocity in the combustion zone is approximately equal to Uc = 3.5 m/s.
Average velocity of methane injection, defined by the entire surface area F, equals 8.4 mm/s.
Thus, the injected gas has little effect on the velocity profile of the dynamic boundary layer
(3500 mm/s/8.4 mm/s = 417). The obtained velocity value before burning (0.8 mm/s) closely
corresponds to the experimental value of maximum methane velocity of 0.6–0.7 mm/s (without
combustion) in Reference [31]. The close agreement of the velocities suggests that combustion in the
presented experiments began when the average volumetric temperature of the powder corresponded
to the maximum dissociation rate, i.e., the volume of local regions of partial self-preservation was
minimal. The specified velocity (0.7–0.8 mm/s) provided the high flame spread speed above the
powder surface, which was close to the velocity in Reference [31] (about 1 m/s).

The ratio of the maximum convection velocity to the velocity of the external air flow (Uconv/U0) is
equal to seven. Considering that the diffusion layer is inside the dynamic one (Uconv/U0m) (Figure 6),
this ratio will be higher (about 10). In accordance with the directions of the velocity lines and the value
of velocity in Figure 14 it can be concluded that buoyancy plays a predominant role in the formation of
the velocity field and the type of flow will be fundamentally different from Figures 1 and 6, which are
usually taken for modeling. In addition, it is incorrect to take into account only buoyancy, since the
lines of the velocity direction significantly deviate in the direction of the velocity U0. Even low external
flow velocities U0 significantly effect the flow formation at combustion over the methane hydrate layer,
and accordingly, the distribution of methane concentrations in the diffusion layer.

5. Conclusions

In this paper, the temperature characteristics inside the powder layer at methane hydrate
dissociation and in the presence of the released methane combustion on the powder surface have
been experimentally studied. The experiments were carried out at different velocities of the external
air-flow from 0 to 0.6 m/s, when there was a laminar flow at the inlet to the working area with the
sample. The temperature of the powder during the experiment increased from the temperature of
liquid nitrogen to 0 ◦C due to heat supply from the ambient medium. Measurements were carried out
using the weight method, thermal imaging and PTV methods, as well as a high-speed camera.

During combustion, the transverse temperature profile in the powder layer was nonlinear for
the most part of the layer height and only in a narrow region (at a depth of about 1 mm from the top
surface of the layer) where the powder temperature was quasi-static. Thus, a small granule and a
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thin layer modeling is possible in the form of a stationary heat equation, and for a thick layer, the
non-stationary term cannot be neglected.

Measuring the temperature field of the powder using a thermal imager has shown that there is
a highly uneven temperature field on the surface of the layer. The maximum temperature always
corresponds to the powder near the side-walls, which is more than 10 ◦C higher than the average
temperature in the layer. Thus, it is incorrect to carry out measurements only on the axial line of the
layer, as it is done in most works. The heat flux from the side-walls is higher than for the upper surface
of the powder without combustion.

Thermal imaging measurements have revealed the heterogeneous nature of combustion, when
only a partial area of the layer is effective over the surface of the powder (combustion is realized
above it). Over the rest of the layer surface, the powder temperature is much lower. Thus,
simulating combustion on the average rate of methane release is incorrect, since the rate of methane
release above the surface layer varies considerably along the surface. As a result, the combustion
temperature will be different, i.e., have a non-uniform character, which will lead to non-stationary and
non-uniform combustion.

Measurements of the velocity field using the PTV method have shown that the maximum
gas velocity in the field of combustion exceeds 3 m/s. To perform stoichiometric ratios, given the
methane velocity and oxygen concentration in the air, the velocity of about 0.1–0.2 mm/s is required.
In accordance with the foregoing, the excess of oxidizer over the fuel leads to a more than ten-fold
violation of the stoichiometric ratio. It is obvious that such a high velocity can be achieved only due to
the increased inflow of external air. The methane velocity cannot increase tenfold due to the limited
gas diffusion through the pores of methane hydrate granules (diffusion resistance of pores in the
formed ice crust). Thus, free convection during combustion leads to a significant excess of the oxidant
in the combustion zone, and it is surprising that this air excess results in high velocities of the flame
spread speed above the powder surface, which was close to the velocity in Reference [31] (about 1
m/s). For correct modeling, it is necessary to take the real velocity profile rather than the laminar one,
but taking into account free convection.

Despite that the velocity profile in the combustion region is formed mainly due to free convection,
it is also necessary to take into account the external flow of the forced gas U0. Even at low velocities
U0, the velocity direction lines are significantly deviated by the forced air-flow.
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