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Abstract: The high degree of spatial variability in climate conditions, and a lack of meteorological
data for East Asia, present challenges to conducting surface water research in the context of the
hydrological cycle. In addition, East Asia is facing pressure from both water resource scarcity and
water pollution. The consequences of water pollution have attracted public concern in recent years.
The low frequency and difficulty of monitoring water quality present challenges to understanding the
continuous spatial distributions of non-point source pollution mechanisms in East Asia. The China
Meteorological Assimilation Driving Datasets for the Soil and Water Assessment Tool (SWAT) model
(CMADS) was developed to provide high-resolution, high-quality meteorological data for use by the
scientific community. Applying CMADS can significantly reduce the meteorological input uncertainty
and improve the performance of non-point source pollution models, since water resources and
non-point source pollution can be more accurately localised. In addition, researchers can make use
of high-resolution time series data from CMADS to conduct spatial- and temporal-scale analyses
of meteorological data. This Special Issue, “Application of the China Meteorological Assimilation
Driving Datasets for the SWAT Model (CMADS) in East Asia”, provides a platform to introduce
recent advances in the modelling of water quality and quantity in watersheds using CMADS and
hydrological models, and underscores its application to a wide range of topics.

Keywords: East Asia; CMADS; meteorological input uncertainty; hydrological modelling; SWAT;
non-point source pollution models

China and the surrounding region in East Asia are considered to be the birthplace of human
civilisation. East Asia experiences the most typical and pronounced monsoon climate in the world, and
detailed analyses of the atmospheric hydrological cycle in East Asia can offer a substantial regional
contribution to global climate change research.

Travelling back to the 19th century, natural science research in East Asia, and even globally,
still followed the paradigm of dividing the whole into smaller components (e.g., dividing systems
into elements), and then studying each isolated part individually. In this context, there was no
interdisciplinary approach for researching various types of scientific issues simultaneously. By the
second half of the 20th century, a highly detailed and complex classification of numerous natural
science disciplines had been developed, and scientists were accustomed to dividing scientific fields
into a number of sub-fields. This promoted a more professional approach to research and led to the
evolution of various cross-disciplines and interdisciplinary disciplines. However, in recent decades,
scientists have recognised many problems associated with the single-disciplinary approach of the 19th
century. More researchers reconsidered methods for systematically considering and analysing different
system elements of multiple disciplines at a more comprehensive level; in particular, they conducted
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comprehensive integrations based on a high degree of differentiation (i.e., categorising disciplines by
specialisations and integrating multiple disciplines). Using research on atmospheric hydrology as an
example, in 1962, a number of scientists attempted to use climate data and mathematical models to
establish or supplement missing hydrological runoff sequences [1-4]. These studies made pioneering
contributions to the field of atmospheric hydrology at a time when there was a lack of hydrological
runoff data and meteorology sites were scarce.

With the gradual deepening of scientific research and continuous development of disciplinary
theory, atmosphere and hydrology researchers began to conduct in-depth studies of atmospheric
or water cycle mechanisms based on their own expertise. Differences in these two fields led
to the rise of several subtle distinctions in the research directions of topics such as atmospheric
circulation and water cycle research by atmospheric scientists and hydrologists (e.g., in terms of
methods, techniques, etc.). For instance, researchers with a background in atmospheric sciences
are more likely to focus on macro land-to-air interactions and their macroscopic effects on larger
regions and the globe; they generally prefer studying the balance of various fluxes at the surface.
For example, when studying atmospheric processes, atmospheric scientists have developed various
land-air coupling models to simulate land-to-air interaction processes. From the Bucket model [5] in
the mid-1990s to the Community Land Model (CLM) in the 21st century [6], land—air models have
undergone a series of complex evolution processes. During this period, meteorologists developed
various land models, including BATS [7], Simplified Simple Biosphere (SSIB) [8], A Revised Land
Surface Parameterization (SiB2) [9,10], and the Common Land Model (CoLM) [11], etc. Based on
the atmosphere-based Bucket model, the above-mentioned models gradually evolved into the more
complex and generalised CLM model, by integrating components such as land surface, ocean and
sea ice, sulphate aerosols, non-sulphate aerosols, carbon cycle, dynamic vegetation, and atmospheric
chemistry [12]. When developing land models, atmospheric researchers are more concerned with
improving the accuracy of various elements of the atmospheric forcing field, to reduce its uncertainty
as an input in land models. In this process, various assimilation techniques and multi-source data
(e.g., observation stations, radar stations, satellite remote sensing data, aerial data, and model data)
have been widely used to establish atmospheric reanalysis datasets at various scales. Examples
include the National Centers for Environmental Prediction/National Center for Atmospheric Research
NCEP/NCAR-(R1) reanalysis dataset and National Centers for Environmental Prediction-Department
of Energy (NCEP-DOE)-(R2) reanalysis dataset [13,14], Climate Forecast System Reanalysis (CFSR) by
NCEP [15], European Centre for Medium-Range Weather Forecasts (ECMWF) 15-year Re-Analysis
(ERA-15) [16], ECMWEF Re-Analysis from September 1957 to August 2002 (ERA-40) [17], ECMWF
Reanalysis-Interim (ERA-Interim) [18], Japanese 25-year Reanalysis project (JRA-25) [19], and the CMA
Land Data Assimilation System (CLDAS) [20]. These reanalysis data sets provide important basic data
for global researchers to analyse climate-water cycles. However, in focusing on macro-energy balances,
meteorologists do not have sufficient resources to consider the microscale water balance processes of
hydrological cycles, which is the main interest of hydrologists. When atmospheric scientists consider
the hydrological confluence process, they mostly use simple conceptual methods for calculations
(e.g., a vector-based river routing scheme [RAPID]) [21], and such simple conceptual models are not
applicable under many conditions (e.g., where there is artificial intervention in a river area or in areas
experiencing extreme climate change).

As noted above, hydrologists are primarily concerned with the micro-scale water balance
processes of hydrological cycles. In 1959, the development of the Stanford Watershed Model (SWM) [22]
set a precedent for the development of hydrological conceptual statistical models. However, it was
not until 1979, after the advent of the distributed hydrological model topography-based hydrological
model (TOPMODEL) [23], that fully distributed hydrological models for small- and medium-sized
watersheds began to be accepted by the scientific community. Representative examples of such
models include the Soil and Water Assessment Tool (SWAT) [24] and the Soil and Water Integrated
Model (SWIM) [25]. As the development of these hydrological models continued to mature, more
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physical processes were gradually integrated into the models” calculations, leading to more complete
expressions of the physical processes involved therein.

Atmospheric scientists are more inclined to use complex, more accurate atmospheric-driven
land models coupled with simple hydrological models (i.e., conceptual models). In contrast, most
hydrological scientists use simple atmosphere-driven (e.g., meteorological observatory) conceptual or
distributed (complex) hydrological models. This presents two problems. First, the simple hydrological
conceptual models currently used by meteorologists cannot reproduce real runoff processes and their
related components (e.g., sediment erosion, non-point source pollution, floods, etc.) in areas with
complex geological structures and significant artificial influences (or extreme changes in climate).
Second, hydrologists, especially researchers in East Asia, cannot easily use the limited number
of available meteorological sites to rationally and effectively determine the model parameters of
complex distributed hydrological models. Consequently, researchers can only use low-quality
meteorological data that are more akin to simulation games than research tools, which are unlikely to
yield accurate conclusions.

Owing to the limitations of multiple objective factors, such as economy and geological structure,
the overall distribution density of traditional observational meteorological stations (e.g., precipitation,
temperature, humidity, wind speed, soil temperature, and soil moisture) in East Asia is low.
Atmospheric hydrology studies in various fields over the past few decades in East Asia were not
comprehensive, owing to the limited access to meteorological data. Despite the fact that researchers
in East Asia can now use existing published reanalysis data (e.g., CFSR, NCEP, etc.) to conduct
climate analyses in the region, since the needed assimilation and revision of the above reanalysis
products were not conducted by stations in most parts of East Asia [26], the reanalysis results and
actual results often differ substantially. For example, the CFSR precipitation data in summer in
China are severely overestimated [26]. Recently, scientists in East Asia have started collecting small
amounts of meteorological observation data by establishing field monitoring sites, and funding in
atmospheric hydrological research in East Asia is being increased in an attempt to reduce the gap
between atmospheric hydrology research in East Asia and worldwide. However, distortions of the
meteorological input data used in scientific analyses (e.g., acquisition failure, lack of data, presence of
outliers, etc.) reduce the reliability of the findings, with differences in input data possibly resulting in
entirely different results. A major cause of the emergence of this phenomenon is that meteorological
data collection does not follow a standard procedure; data are assimilated from multiple sources,
revised based on the large number of stations, and are accessible in the public domain.

East Asia is a part of the largest continent in the world. In addition, it is the world’s most
densely populated region, with approximately 1.5 billion inhabitants. The underlying geography
is complex and highly differentiated, leading to large climate variations. For example, this region
contains the Qinghai-Tibet Plateau, the world’s highest, which has a unique alpine climate that
profoundly influences the climate in East Asian countries and across the globe. Owing to climate
change, East Asia’s water resources have been facing multiple pressures over recent years, such as
uneven distributions of droughts and floods, water pollution, and water shortages. Consistent with
the limitations in weather station observations, shortcomings related to economics, terrain, and other
objective factors make it difficult to perform large-scale, long-term, high-frequency monitoring studies
of water pollution and other related topics (such as floods, droughts, water scarcity, etc.) in East Asia.

To address the many aforementioned difficulties, the China Meteorological Assimilation Driving
Datasets for the SWAT model (CMADS) [26,27] was developed by Xianyong Meng using STMAS
assimilation techniques [20], as well as big data projection and processing methods (including loop
nesting of data, projection of resampling models, and bilinear interpolation). CMADS comprises
many variables, including daily average temperature, daily maximum temperature, daily minimum
temperature, daily cumulative precipitation (20-20 h), daily average relative humidity, daily average
specific humidity, daily average solar radiation, daily average wind, daily average atmospheric
pressure, soil temperature, and soil moisture. CMADS was developed to provide high-resolution,
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high-quality meteorological data for use by the scientific community. Applying CMADS can
significantly reduce meteorological input uncertainties and improve the performance of non-point
source pollution modelling, since water resources and non-point source pollution can be more
accurately localised. In addition, researchers can employ high-resolution time series data from CMADS
to perform spatial- and temporal-scale analyses of meteorological data. Over the past few years, the
CMADS dataset has received attention from around the world, including researchers in the United
States, Germany, Russia, Italy, India, and South Korea, among others. As a developer of CMADS,
we have used the CMADS driven SWAT model to simulate the runoff of many watersheds, such as
China’s Heihe River Basin [26] and Manas River Basin [27], and obtained satisfactory results. We expect
researchers around the world to take full advantage of the CMADS owing to its high spatiotemporal
resolution, unified procedure (including latitude and longitude, and elevation), and reliable quality.
CMADS can be used to carry out studies of various distributed models (e.g., the SWAT and Variable
Infiltration Capacity (VIC) models) and high-resolution climate verification and analyses. Given
that meteorological data pertaining to East Asia are scarce, the use of CMADS can assist researchers
globally to perform more efficient and effective scientific comparisons and in-depth investigations
with a standard procedure.
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Abstract: As global warming continues to intensify, the problems of climate anomalies and
deterioration of the water environment in East Asia are becoming increasingly prominent. In order to
assist decision-making to tackle these problems, it is necessary to conduct in-depth research on the
water environment and water resources through applying various hydrological and environmental
models. To this end, the China Meteorological Assimilation Driving Datasets for the Soil and
Water Assessment Tool (SWAT) model (CMADS) has been applied to East Asian regions where
environmental issues are obvious, but the stations for monitoring meteorological variables are not
uniformly distributed. The dataset contains all of the meteorological variables for SWAT, such as
temperature, air pressure, humidity, wind, precipitation, and radiation. In addition, it includes a
range of variables relevant to the Earth’s surface processes, such as soil temperature, soil moisture,
and snowfall. Although the dataset is used mainly to drive the SWAT model, a large number of
users worldwide for different models have employed CMADS and it is expected that users will not
continue to limit the application of CMADS data to the SWAT model only. We believe that CMADS
can assist all the users involved in the meteorological field in all aspects. In this paper, we introduce
the research and development background, user group distribution, application area, application
direction, and future development of CMADS. All of the articles published in this special issue will
be mentioned in the contributions section of this article.

Keywords: CMADS; impact; hydrological modeling; SWAT

1. Introduction

The China Meteorological Assimilation Driving Datasets for the Soil and Water Assessment
Tool (SWAT) (CMADS) is a product employed before the start of the intensive coupling process of
model-driven research of atmospheric science and hydrology [1]. From the perspective of natural
processes, the region’s sensitivity to climate and its impact on the global climate are important in
regard to the geological structure of East Asia. From the perspective of social development, however,
the construction of basic meteorological facilities in the region is imperfect due to the economy and
various other objective factors. From the perspective of the nature-societal water cycle, research and
investment in protecting the underlying surface environment in East Asia has not kept pace with
the excessive exploitation and pollution of natural resources in the region. Therefore, because the
underlying surface of the region is not well understood, it is improper to use the deviated meteorological
data to erroneously analyze the water resources, water environment, and air quality of the region [2]
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for later decision-making. Such applications will further damage the ecological environment of the
region and pose a devastating impact in a vicious circle on the region’s economy and ecosystem.

The territory of East Asia is vast and includes many countries, each of which differs significantly in
its means of meteorological observation, processing methods, and post-assimilation correction methods
for meteorological data. In addition, obstacles exist for the sharing of meteorological data among
countries and even departments within the same country. This can result in the problem of repeated
data collection, which has further led to the lack of reanalyzed datasets in East Asia that follow uniform
procedures with uniform latitude/longitude and resolution that can be corrected by additional sources
of reliable observation data [1,3]. In addition, from a cross-disciplinary perspective, atmospheric
researchers need to provide meteorological data with higher density and less uncertainty which can be
easily accessed and used by others. Such an achievement will effectively match hydrological models
that are rapidly being physically modularized [4] and can enhance the accuracy of regional climate
models in East Asia [5] to ultimately improve the long-term predictive capability for future East
Asian climates [6,7]. The CMADS was created precisely in the above context, and its appearance was
originally tailored for the SWAT model. The CMADS can be used efficiently without any adjustments
and treatments to the SWAT model, which will save at least 90% of the time spent by SWAT users on
meteorological data preparation. From the perspective of data precision, the CMADS has been validated
by users worldwide in combination with various international reanalysis data, such as Climate Forecast
System Reanalysis (CFSR) and Tropical Rainfall Measuring Mission (TRMM) in various river basins in
East Asia, with satisfactory results [8-22]. These verification results demonstrate that the performance
of CMADS products in East Asia can be trusted, especially in mountainous and highland areas
with high altitudes and large differences of land use and geography, where meteorological stations
are sparse.

In April 2016, we released a series of CMADS in the Cold and Arid Regions Science Data Centre at
Lanzhou (CARD), China (http://westdc.westgis.ac.cn/). Shortly afterwards, the official website of the
SWAT model (https://swat.tamu.edu/software/) included our CMADS. As of 1 January 2019, according
to a rough estimation, the official website of CMADS (http://www.cmads.org) has recorded nearly
170,000 visits from the world, and we have received nearly 2630 applications from the teams all over
the world (Figure 1). Distribution of CMADS users has rapidly expanded from major scientific research
institutes in mainland China to research institutes and governmental agencies in Taiwan (Tamkang
University), South Korea (Sungkyunkwan University and Seoul National University), Japan (Kyushu
University), Thailand (Khon Kaen University and Naresuan University), the Philippines (University
of the Philippines), India (Indian Institute of Technology Kharagpur), Pakistan (The University
of Agriculture Peshawar), Russia (Far Eastern Regional Hydrometeorological Research Institute
(FERHRI)), Germany (TU Dortmund University and UFZ Helmholtz Centre For Environmental
Research), Italy (Polytechnic University of Milan), Canada (Memorial University of Newfoundland),
and the United States (Virginia Polytechnic Institute and State University, The University of Nevada,
United States Department of Agriculture (USDA), University of Massachusetts, and Massachusetts
Institute of Technology).
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Figure 1. Distribution of the China Meteorological Assimilation Driving Datasets for the Soil and Water
Assessment Tool (SWAT) (CMADS) users.

As the founder of CMADS data, our original intention was to make it easier for users in East Asia
to obtain high-precision data produced by uniform procedures. According to the data application
and usage during the past three years, our original goal has been achieved. We are honoured that a
large number of users are in Asia. Through offline emails and online communication of users, we are
also excited to learn that CMADS has greatly supported users in East Asia for scientific research.
In addition, we are surprised and encouraged to find that many researchers from the regions that are
not covered by the CMADS data, such as Europe and North America, have shown great interest.

We evaluated the areas in East Asia to which researchers have applied the CMADS data most
often; however, this analysis is a rough estimation because some users did not reveal the application
purpose when applying for the data (Figure 2). We found that the CMADS datasets is most widely
used in mainland China. The most frequent research area for data application is concentrated in
Northwest China, followed by North China, Northeast China, and finally Southwest China, Central
China, East China, and South China. Moreover, we found that the number of data applications on the
upper left side of the Hu Line is higher than that in the lower right region. Similarly, the number of
meteorological stations in China differs significantly on both sides of the Hu Line. Most meteorological
stations are located in the lower right region of the Hu Line in Southeast China. This interesting
phenomenon may explain why CMADS is used often for filling in missing data owing to a lack of
meteorological stations in that region of China. We also noted that the CMADS datasets has been
widely used in many countries outside China, including Pakistan, India, Russia, Thailand, South Korea,
Japan, and the Philippines (Figure 2).
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Figure 2. Research hotspot areas of East Asia employing CMADS.

We requested almost all the applicants for the CMADS data to state the purpose of using the data.
Figure 3 shows the statistical results of using the data and it can be seen that the hotspot applications
are non-point source pollution simulation and water resources modeling, both of which were 23%.

Non-point source pollution simulation
W Analysis for PM2s mass concentration
W Water-resources modeling
W Urban water-logging and hail disaster
W Atmospheric correction of remote sensing data /

M Hydrological simulation in cold area

# Meteorological data analysis

# Comparative study on precipitation data

# Meteorological science and technology products

B Response of runoff under climate change

# Ecohydrological research

W Research on uncertainty of model parameters

M Research on mathematical modeling

Evapotranspiration and solar radiation research

Figure 3. Hotspot application directions of CMADS.

Other research purposes in order of popularity are ecohydrological research (12%), response of
runoff under climate change (10%), and meteorological data analysis (5%). There are four purposes
with 4%, which are hydrological simulation in cold areas, comparative study on precipitation data,
meteorological science and technology products, and research on uncertainty of model parameter.
The purpose for atmospheric correction of remote sensing data is 3%. Finally, there are four purposes
with 2%, which are analysis for the mass concentration of atmospheric particulate matter (°PM) less than
2.5 um in diameter (PM; 5), urban water-logging and hail disasters, research on mathematical modeling,
and evapotranspiration (ET) and solar radiation research. We are pleased to report that the CMADS
datasets has been applied in different research purposes. Particularly in East Asia, more researchers



Water 2019, 11, 832

are using CMADS to focus on non-point source pollution simulation and water resource modeling,
which shows that researchers are paying more attention to the current water environment problems in
East Asia and the problems of drought and flood caused by uneven spatiotemporal differentiation
of water resources. Runoff and ecological hydrology research under climate change is an additional
research focus in East Asia. In the future, the CMADS datasets will provide users with historical data,
real-time data, and forecast data at multiple resolutions to meet the different needs of users for various
research applications.

This special issue provides a platform for researchers by assisting with the use of CMADS to
conduct in-depth research on water quality and quantity modeling in East Asia in order to improve
the research in the atmosphere, hydrology, and water environment in East Asia. The papers included
in this special issue fall into eight broad categories: Meteorological verification and analysis [3,11],
non-point source pollution [12], water resource modeling and parameter uncertainty analysis [13-16],
comparison of reanalysis products [17-20], optimal operational of reservoirs [21,22], water footprint
assessment [23], changes in water resources under climate and land use change [24], hydrological
simulation in cold area [25,26], and CMADS-Soil Temperature (ST) application [27]. The following
section summarizes the individual research within each application.

2. Contributions

The following is a summary of the papers discussed in the special issue titled “Application of the
China Meteorological Assimilation Driving Datasets for the SWAT Model (CMADS) in East Asia”.

1. As a CMADS producer, Meng et al. [3] gave a detailed introduction of the CMADS datasets
establishment method and the elements provided in this special issue. In addition, we verified the
accuracy of the CMADS datasets based on using 2421 automatic weather stations in China.

2. Tian et al. [11] used CMADS to evaluate the potential evapotranspiration (PET) over China with
the Penman-Monteith method. Their research compared PET derived from CMADS to that derived
from 836 meteorological stations during the period from 2008 to 2016 and analyzed the contribution of
different factors to the bias of PET. They concluded that the overall estimation from CMADS agreed
well with the observations. In the central and eastern part of China, wind speed and solar radiation
were determined to be the major factors influencing the biases in the PET estimation. The wind speed
induced biases ranging from —15% to —5% and the solar radiation induced 15% to 50% biases in terms
of different locations. Their research discussed the addition of PET elements in CMADS.

3. Qin et al. [12] reported that dam construction changed the watershed nutrient cycle and caused
nutrient retention in the reservoir, which led to eutrophication of the surface water. Based on the SWAT
model driven by CMADS, the author analyzed the Biliuhe Reservoir Basin in Northeast China and
proposed an integrated method to analyse the total nitrogen (TN) accumulation in drinking water
reservoirs. Finally, they concluded that fertiliser, atmospheric deposition and soil, and non-point
sources accounted for the highest proportions of TN inputs to the Biliuhe Reservoir, at 35.15%,
30.15%, and 27.72%, respectively. Moreover, 19.76% of the TN input was accumulated in the reservoir.
Inter-basin water diversion projects also play an important role in the TN accumulation process of the
reservoir. Nitrogen pollution of the Biliuhe Reservoir can be alleviated by discharging high nitrogen
concentrations of water and sediment through the bottom hole of the dam.

4. Cao et al. [13] used the CMADS-driven SWAT model to validate the runoff in the fan-shaped
Lijiang River Basin in China. In addition, the sensitivity and uncertainty of the model parameters were
analyzed by using the Sequential Uncertainty Fitting 2 (SUFI-2) method. The authors found that the
performance of CMADS-driven SWAT mode was excellent in the calibration and validation periods,
with Nash-Sutcliffe model efficiency coefficients (NSEs) of 0.89 and 0.88 and correlation coefficients
(R?) of 0.92 and 0.89, respectively. Based on the accuracy of model results, the temporal and spatial
variations of ET, the surface runoff, and the groundwater discharge in the watershed were analyzed.
The spatial and temporal variations of surface runoff and groundwater discharge in the Lijiang River
Basin were found to be closely related to precipitation and ET was largely controlled by land use type.
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In flood and dry years, the contributions of surface runoff, groundwater flow, and lateral flow to the
water budget differed significantly.

5. Guo et al. [14] compared the accuracy of three precipitation datasets including CMADS, Tropical
Rainfall Measuring Mission (TRMM) 3B42V7, and an interpolation dataset obtained using rainfall
gauges. The study area was the Lijiang River Basin, the same as the study area of Cao et al. [14].
The performances of the three types of precipitation datasets were compared through two rainfall
runoff models, IHACRES and Sacramento. Compared with the interpolation dataset through rainfall
gauges (NSE = 0.83) and TRMM 3B42 V7 (NSE = 0.89), CMADS (NSE = 0.93) performed the best in
the rainfall runoff modeling, especially for peak flow modeling. Compared with TRMM 3B42 V7
(CSI = 0.40), CMADS (CSI = 0.61) showed better agreement with the observation from rainfall gauges.
The results also showed that both IHACRES and Sacramento performed well in the Lijiang River basin.
The uncertainty analysis revealed that IHACRES showed less uncertainty and higher applicability
than Sacramento.

6. Zhao et al. [15] considered that, although the SWAT hydrologic model has been commonly used
in investigating the hydrological processes at the watershed scale, it can have various uncertainties.
It is therefore essential to conduct parameter uncertainty analysis to gain more confidence in the
modeling task. They employed high-resolution meteorological driving datasets-CMADS to investigate
the parameter uncertainty of SWAT in a semi-arid loess—mountain transitional watershed with an
emphasis on filtering the appropriate uncertainty analysis tool. The results showed that the SUFI2
method was more efficient than ParaSol and GLUE, although all three methods can yield good
performance for SWAT through using the CMADS. Further analysis showed that the CN2 SOL_K and
ALPHA_BF were more sensitive to peak flow, average flow, and low flow simulations, respectively,
than others, including the soil evaporation compensation factor (ESCO), channel hydraulic conductivity
(CH_K2), and available soil water capacity of the soil layer (SOL_AWC).

7. Zhou et al. [16] reported that the results of runoff simulation are closely related to local climate
and catchment conditions. They proposed a three-step framework: (1) Using multiple regression
models for parameter sensitivity analysis based on the results of Latin hypercube sampling (LHS-OAT);
(2) using the multi-level factorial decomposition method to quantitatively evaluate the impact of
individual and interaction parameter effects on the hydrological processes; and (3) analyzing the reasons
for changes in dynamic parameters. The authors concluded that the sensitivity of the parameters
differed significantly among the periods. Specifically, the interaction effect between the parameters
soil bulk density (SOL_BD) and CN2 as well as those between SOL_BD and CH_K2 were obvious,
which indicates that SOL_BD affects the surface runoff and the loss of groundwater recharged by the
river. Those findings help to provide optimal parameter input for the SWAT model to improve the
applicability of the SWAT model.

8. Gao et al. [17] compared CMADS, the National Center for Environment Prediction Climate
Forecast System Reanalysis (NCEP-CFSR), the TRMM 3B42 V7, and the Precipitation Estimation from
Remotely Sensed Information using Artificial Neural Networks—Climate Data Record (PERSIANN-CDR)
with the observed precipitation and evaluated the hydrological application of the datasets in the Xiang
River Basin. The results showed that (1) for daily time steps, reanalysis datasets had better linear
correlations with gauge observations (>0.55) than satellite-based datasets; (2) CMADS and TRMM 3B42
V7 had better linear correlations with gauge observations than PERSIANN-CDR and NCEP-CFSR,
and satellite-based datasets were better than reanalysis datasets in terms of bias for monthly temporal
scale; and (3) CMADS and 3B42 V7 simulated streamflow well for both daily and monthly time steps,
with NSEs >0.70 and >0.80, respectively. Moreover, CMADS performed slightly better than TRMM 3B42
V7; the performances of NCEP-CFSR and PERSIANN-CDR were not acceptable.

9. Guoetal. [18] evaluated the accuracy and hydrological simulation utility of CMADS, TMPA 3B42
V7, and Integrated Multi-Satellite Retrievals for Global Precipitation Measurement (IMERG-F) products
in the Jinsha River, which is a complex terrain area. The results of statistical analysis showed that the
three types of datasets had relatively high accuracy on the average grid scale with R? values greater
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than 0.8, at 0.86, 0.81, and 0.88, respectively. In addition, CMADS had the highest success rate of
detecting extreme precipitation events. The study analysis showed that all three precipitation products
obtained acceptable results when driven the SWAT model. CMADS performed best, followed by
TMPA and IMERG with NSEs of 0.55, 0.50, and 0.45, respectively.

10. Liu et al. [19] evaluated the accuracy of five elements from CMADS and CFSR by comparing
them at 131 meteorological stations in the Qinghai-Tibetan Plateau. The results indicated that CMADS
outperformed CFSR with a higher correlation coefficient and smaller bias. The authors also used
different climate data including CMADS, CFSR, and observations to run the SWAT model. The results
indicated that CMADS performed best in forcing the SWAT model, with NSEs of 0.78 and 0.68 in
calibration and validation periods, respectively. With the help of Geodetector, the authors found that
the air temperature, soil moisture, and soil temperature at 1.038 m had a larger impact on snowmelt
than other factors. Ultimately, the paper revealed that CMADS is suitable for study regions in the
Qinghai-Tibetan Plateau.

11. Vu et al. [20] compared several precipitation products, including PERSIANN, TRMM 3B42 V7,
and CMADS, with the observed precipitation. They found that the accuracy of TRMM and CMADS
precipitation products was higher than that of PERSIANN and PERSIANN-CDR when compared
with traditional observatories through a series of indicator validations. They reported that TRMM
and CMADS products can better capture mountainous precipitation. Finally, the authors used all of
these precipitation products to drive the SWAT model. After the model was validated in the Han
River Basin, Korean Peninsula, they concluded that the model performance driven by gauged rainfall
data was the best, at NSE = 0.68, followed by TRMM, CMADS, and PERSIANN with an NSE = 0.49,
0.42, and 0.13, respectively; PERSIANN-CDR had an NSE of 0.16. Because CMADS products have
not yet been assimilated in the Korea region, there is a large amount of room for improvement in the
expressiveness of CMADS products in that region.

12. Dong et al. [21] indicated the reservoir operation should be incorporated into the hydrological
model to quantify its hydrological impact. Accordingly, the authors developed a reservoir module
and integrated this module into the Noah Land Surface Model and Hydrology System (LSM-HMS).
The module aggregates small reservoirs into one large reservoir by employing a simple statistical
approach. The integrated model was applied to the upper Gan River Basin to quantitatively assess the
impact of a group of reservoirs on the streamflow. The results indicate that the model can reasonably
depict the storage variations of both the large and small reservoirs. With the newly developed module,
the performance of the model in simulating streamflow improved at a 0.05 level of significance.
The results also indicated that the operation of a group of reservoirs led to an increase in streamflow in
dry seasons and a decrease in flood seasons; the impacts of the large and small reservoirs had almost
the same order of magnitude.

13. Liu et al. [22] considered that the construction and operation of cascade reservoirs changed the
hydrological cycle of the basin and reduced the accuracy of hydrological forecasting. The authors took
the Yalong River Basin as the study area and designed eight scenarios using the SWAT model to change
the reservoir capacity, operating location, and relative locations of the two reservoirs. After comparing
the various scenarios, the authors found that the reservoir decreased and delayed the flood during
the flood season and increased the runoff during the dry season. The flood control benefit and the
adjustment of the runoff process of the reservoir rose with an increase in the storage capacity. When the
reservoir was close to the downstream region, the peak flow of the basin outlet was reduced by 48.9%.
The construction of the small reservoir in the upper reaches of the large reservoir resulted in further
flood control benefits, with a maximum reduction of 55% in peak flow.

14. Yuan et al. [23] estimated the virtual water in the Bohai Basin, including blue water flow (BWF)
and green water flow (GWF) based on the CMADS-driven SWAT model. In addition, they studied the
laws of spatiotemporal changes in BWF, GWF and green water coefficient (GWC), and analyzed the
sensitivity of GWF and BWF to temperature and precipitation under climate change. Overall, the study
showed that the CMADS can be used to detect the observed probability density function of daily
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precipitation and temperature. CMADS also performed well in simulations when the relative and
absolute deviations of monthly variables of precipitation and temperature were less than 7% and 0.5 °C,
respectively. From 2009 to 2016, the BWF increased and the GWF decreased. Ridges of high pressure
showed an uneven spatial distribution with a gradual increase from lower altitudes to mountainous
areas. However, the spatial distribution of GWF was relatively even. Moreover, the precipitation
increased 10% and the BWF increased 20.8%; the watershed-scale GWF increased only 2.5%. When the
temperature increased 1.0 °C, the BWF and GWF changed by —3% and 1.7%, respectively. BWF and
GWF were more sensitive to precipitation in the areas with lower altitude. Under those conditions,
the mountainous water flow was more sensitive to temperature.

15. Shao et al. [24] used meteorological data from traditional observation stations and land use
data during the period 1970-2014 of the Hailiutu River Basin combined with the Mann-Kendall (MK)
and STARS (Sequential t-Test Analysis of Regime Shift) methods to develop seven land use changes or
climate variability scenarios. CMADS was introduced to enhance the representativeness of traditional
observation stations during the period 2008-2014. Moreover, the simulation performance was analyzed
when CMADS and observed data were used to drive the SWAT model. The results showed that
CMADS has an adjustment and optimization effect on the meteorological data of traditional observation
stations owing to its high resolution and precision. Therefore, the authors found that in the Hailiutu
River Basin, the impact of climate variability on streamflow was more profound than the impact of
land use change.

16. Zhang et al. [25] studied the Hunhe River Basin (HRB) in China to evaluate the impact of
land-use change on sediment erosion and runoff in alpine regions, using SWAT driven by CMADS.
The SWAT model driven by CMADS performed well in the HRB with NSEs of 0.67-0.92 and 0.56-0.95
and R? values of 0.69-0.94 and 0.57-0.96 for monthly runoff and monthly sediment, respectively.
Forestland played an important role in soil and water conservation, which increased the ET and
soil infiltration capacity, decreased the surface runoff (SURQ), and resulted in a reduction in runoff
and sediment yield, whereas it decreased the water percolation and increased the runoff in the dry
season. The responses of grassland and forestland to runoff and sediment yield were similar, although
the former was weaker than the latter in soil and water conservation. Cropland usually increased
the SURQ, runoff, and sediment yield. Compared with cropland, when the precipitation is low,
urban land might lead to higher sediment yields owing to its higher runoff yield. Additionally,
the runoff and sediment yield under different land use scenarios increased along with an increase in
average monthly precipitation.

17. Li et al. [26] used CMADS data to drive the SWAT model in the Jingbo River (JBR) Basin in
western China to provide scientific elaboration on the region’s surface processes. Owing to limitations
posed by the local climate and a lack of meteorological stations, in-depth research on surface processes
in that region is limited. The authors found that the CMADS-driven SWAT model produced satisfactory
results in the JBR Basin, with monthly and daily NSEs of 0.659-0.942 and 0.526-0.815, respectively.
Their research also revealed that the soil moisture in the JBR Basin will reach the first peak level in
March and April each year as a result of spring snowmelt, whereas the soil moisture after October is
constant owing to cold air transit.

18. Zhao et al. [27] used CMADS-ST and soil moisture observation data to study the dynamic
characteristics of the near-surface hydrothermal process in a typical frozen soil region near Harbin
and analyzed the soil moisture distribution in the black soil region during the freeze-thaw period.
The results showed that the shallow soil moisture in the black soil slope farmland had a Gaussian
distribution with the freeze-thaw period and that the peak of the soil moisture Gaussian distribution
appeared in the early freeze-thaw period in early spring. Under the conditions of shallow melting
and deep freezing of the black soil plowing layer, the research results were consistent with the natural
phenomenon, such that the snow-melted water infiltrated into the soil in the early spring. Then, for the
northeast black soil region, the CMADS-ST was used to explore the change trend of the soil moisture
content during the freeze-thaw cycle period. The research would have impacts on decision-making for
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the protection of water and soil resources and the environment in northeastern China’s seasonal frozen
soil zones and the conservation of soil and water of sloping farmland in the black soil zone.
As a summary, Table 1 lists the general information of the above 18 papers.

Table 1. Summary of the contributions published in the special issue.

Research Focuses Study Area Country Re-Analysis Data Authors

1 Meteorological verification China China CMADS Meng et al. [3]

2 PET evaluate China China CMADS Tian etal. [11]
Non-point source Biliuhe . .

3 pollution Reservoir Basin China CMADS Qinetal. [12]

4 Sensitivity and uncertainty Ll]lzg;gsilver China CMADS Caoetal. [13]
Comparison of reanalysis Lijiang River . CMADS, TRMM

5 products Basin China 3B42 V7 Guoetal. [14]

6  Sensitivity and uncertainty J %ngchuap China CMADS Zhao et al. [15]

River Basin

7 Sensitivity and uncertainty Yellow River China CMADS Zhou et al. [16]
Comparison of reanalysis Xiang River CMADS, CFSR,

8 duct Basi China TRMM 3B42 V7, Gao etal. [17]
products asim PERSIANN-CDR
Comparison of reanalysis . . . CMADS, TRMM

9 products Jinsha River China 3B42 V7, IMERG-F Guo etal. [18]

10 Comparison of reanalysis  Qinghai-Tibetan China CMADS, CFSR Liu etal. [19]
products Plateau

. . . CMADS, TRMM,

11 C;‘;‘E:trsls"“ of reanalysis Ha];‘a g‘r‘:er Pff;f;j‘la PERSIANN, Vuetal. [20]
P PERSIANN-CDR

12 Reservoir operation Ga];aI:ilr‘:er China CMADS Dong et al. [21]

. . Yalong River . .

13 Reservoir operation Basin China CMADS Liu et al. [22]

14 Water footprint assessment Bohai Basin China CMADS Yuan et al. [23]
Changes in water - .

15  resources under climate Halh];at;flver China CMADS Shao et al. [24]
and Land Use Change

16 Hydrological simulation in Hunhe 'Rlver China CMADS Zhang et al. [25]
cold area Basin

17 Hydrological simulation in ]11?g and E.io China CMADS Lietal. [26]
cold area River Basin

18  CMADS-ST application Heilongjiang China CMADS-ST Zhao et al. [27]
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Abstract: We describe the construction of a very important forcing dataset of average daily surface
climate over East Asia—the China Meteorological Assimilation Driving Datasets for the Soil and Water
Assessment Tool model (CMADS). This dataset can either drive the SWAT model or other hydrologic
models, such as the Variable Infiltration Capacity model (VIC), the Soil and Water Integrated Model
(SWIM), etc. It contains several climatological elements—daily maximum temperature (°C), daily
average temperature (°C), daily minimum temperature (°C), daily average relative humidity (%),
daily average specific humidity (g/kg), daily average wind speed (m/s), daily 24 h cumulative
precipitation (mm), daily mean surface pressure (HPa), daily average solar radiation (M]/ m?), soil
temperature (K), and soil moisture (mm?/mm?). In order to suit the various resolutions required
for research, four versions of the CMADS datasets were created—from CMADS V1.0 to CMADS
V1.3. We have validated the source data of the CMADS datasets using 2421 automatic meteorological
stations in China to confirm the accuracy of this dataset. We have also formatted the dataset so as to
drive the SWAT model conveniently. This dataset may have applications in hydrological modelling,
agriculture, coupled hydrological and meteorological modelling, and meteorological analysis.

Keywords: CMADS; SWAT; East Asia; meteorological; hydrological

1. Introduction

Many studies have demonstrated the need for a more realistic distribution of surface climate
in meteorological analyses, biogeochemical modelling, and hydrological modelling. Examples of
such research include flood and large-scale meteorological studies [1], water balance simulations [2,3],
agricultural research [4,5], climate research [6-8], and hydrological modelling [9,10]. It is clear that
the resolution and accuracy of the meteorological data may influence the analysis results; indeed,
significant amounts of uncertainty exist in coarse-resolution meteorological data. The existing data
have been used all over the world, such as in Climate Forecast System Reanalysis (CFSR) [11];
the National Center for Atmospheric Research (NCAR-R1\R2) [12,13]; the ERA-Interim [14],
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ERA-15[15], and EAR-40 [16] products from the European Centre for Medium-Range Weather Forecasts
(ECMWE); and the Modern Era Retrospective-Analysis for Research and Applications (MERRA) from
the National Aeronautics and Space Administration (NASA). These data are very useful for the water
balance analyses and climate change research at the global scale. However, the re-analysis data are too
coarse for national or regional scale research. Further, as part of the resolution, it may not be possible
to correct deviations in this re-analysis data using local meteorological observation data.

Although China occupies a vast area with complex topographies, meteorological stations are
relatively scarce within the country. The existing network of observation stations no longer meets
the requirements for large-scale research on hydrological processes, floods, and hydrologic balance.
In addition, traditional meteorological stations can only provide data on individual public stations
within the country. The use of data obtained from a limited number of meteorological stations clearly
does not accurately represent the actual situation on the ground surface at a larger scale. As such, there
is an urgent need for a higher resolution dataset that can be used to drive regional hydrological models
(such as the SWAT model) to identify the true process occurring in the watershed [17,18]. The Soil and
Water Assessment Tool (SWAT) was developed by the United States Department of Agriculture (USDA)
Agricultural Research Service (ARS), and designed to predict the impacts of management practices
on the quality and quantity of water, sediment, and climate change in large complex watersheds
with various soils, land use, and management conditions. SWAT is a physically-based continuous
distributed model that operates on a daily time step, and it requires data such as weather, soil properties,
topography, vegetation, and land management practices. The SWAT model has been widely applied in
simulating soil and water loss and non-point source pollution [19].

This article describes the construction of CMADS over East Asia (0° N-65° N, 60° E-160° E)
(Figure 1). The China Meteorological Assimilation Driving Datasets for the SWAT model (CMADS) is a
public dataset developed by Dr. Xianyong Meng from China Agricultural University (CAU). CMADS
incorporated technologies of Local Analysis and Prediction System /Space-Time Multiscale Analysis
System (LAPS/STMAS) [8] and was constructed using multiple technologies and scientific methods,
including the loop nesting of data, resampling, and bilinear interpolation.

0 ar 50 60° 70 80 90° 100 1o°  120° 130° 140 150°  160°  170° 180

30 A 50 60" 0 X0 o 100 no” 120 130 140 150 160" 170 180

0 70 15w 1000 4500 6000
= i Kilometers

M China Meteorological Assimilation Datasets for the SWAT model

Figure 1. The spatial range of the CMADS.
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The CMADS series of datasets can be used to drive various hydrological models, such as SWAT,
the Variable Infiltration Capacity (VIC) model, and the Soil and Water Integrated Model (SWIM). It also
allows users to conveniently extract a wide range of meteorological elements for detailed climatic
analyses. Data sources for the CMADS series include nearly 40,000 regional encrypted stations under
China’s 2421 national automatic and business assessment centres. This ensures that the CMADS
datasets have a wide applicability within the country and that the data accuracy was vastly improved.
The CMADS series of datasets has undergone finishing and correction to match the specific format of
input and driving data of SWAT models. This reduces the volume of complex work that model builders
have to deal with. An index table of the various elements encompassing all of East Asia was also
established for SWAT models. This allows the models to utilize the datasets directly, thus eliminating
the need for any format conversion or calculations using weather generators. Consequently, significant
improvements to the modelling speed and output accuracy of SWAT models were achieved. We used
the LAPS/STMAS assimilation method [8] and collected all the relevant meteorological data (e.g., auto
observation stations, ECMWF, RADAR, etc.) to construct several versions of datasets for the SWAT
model. The CMADS comprises the following variables (Table 1): daily maximum temperature (°C),
daily average temperature (°C), daily minimum temperature (°C), daily average relative humidity
(%), daily average specific humidity (g/kg), daily average wind speed (m/s), daily 24 h cumulative
precipitation (mm), daily mean surface pressure (HPa), daily average solar radiation (MJ/ m?), soil
temperature (K), and soil moisture (mm®/mm?). Further details on the CMADS datasets will be
provided in the following sections: Materials and Methods, Results, Usage Notes, and Conclusion.

Table 1. The information on CMADS.

CMADS Attribute Records

daily maximum temperature (°C), daily average temperature (°C), daily
minimum temperature (°C), daily average relative humidity (%), daily average
Variables Provided specific humidity (g/kg), daily average wind speed (m/s), daily 24 h cumulative
precipitation (mm), daily mean surface pressure (HPa), daily average solar
radiation (MJ/m?), soil temperature (K) and soil moisture (mm?®/mm?)
Spatial range of CMADS 0° N-65° N, 60° E-160° E
Timescale of CMADS 1 January 1980-31 December 2017 (Periodic update)

Spatiotemporal resolution 1/3°,1/4°,1/8°,1/16° (Daily)

2. Materials and Methods

The CMADS have a very strict data assimilation process and have been comprehensively described
by Meng et al. [8,20]. First, let us describe the various raw data from the meteorological stations
that were incorporated during the process of establishing the CMADS datasets, the assimilation
process for the CMADS assimilation field data, and the post-processing of the CMADS data. The raw
meteorological data used in this study mainly included the regular raw input data (e.g., regional
encrypted stations, national automatic stations, and radar stations), and data from satellites, radars,
automatic stations, and background fields of the ECMWE. Several important raw input data for
the study are shown in Figure 2, namely data from regional encrypted stations, national automatic
stations, and radar stations. The details of the various raw data used to construct the datasets are
described below.
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a Regional encrypted stations in China b Automatic weather stations in China
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Figure 2. The several important raw input data for the CMADS datasets (a) Regional encrypted stations,
(b) National automatic stations, (c) Radar stations.

2.1. Raw Data for the CMADS Datasets
i. Data from regional encrypted stations:

China has nearly 40,000 regional encrypted stations which provide information on various surface
meteorological elements. The main information includes the station numbers, coordinates (latitude
and longitude) for the location of each station, altitude of each observation field, altitude based on the
barometric pressure sensor, and observation data of each station. The last category includes hourly
data of 49 atmospheric elements, including wind direction and speed, temperature, relative humidity,
dew point, air pressure, hourly precipitation, and ground temperature. All of the aforementioned
data have been subjected to dynamic quality controls, ensuring the accuracy and reliability of the
meteorological information.

ii. Data from national automatic stations:

There are 2421 automatic stations nationwide. These provide real-time information on multiple
elements, including the daily average pressure; maximum and minimum pressure; average, maximum,
and minimum temperature; average and minimum relative humidity; average wind speed; maximum
and extreme wind speed and direction; sunshine duration; and precipitation. All the data are subjected
to stringent quality control checks. In this study, these were used as the initial assimilation data source
for the correction of the various elements [8].

iii. Data from radar stations:

Radar data have become an important component of the weather monitoring network in China.
There are 131 radar detection stations in China, and these provide photographs, charts, and data
of radar return signals for meteorological phenomena (such as regions with sporadic precipitation).
These serve as important bases for Chinese meteorological departments to make weather forecasts for
the short- and very short-term (0-72 and 0-12 h, respectively), and especially for the forecasting of
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precipitation. These are also the main tools used by the China Meteorological Administration (CMA),
which provides forecasting services for approaching weather (0-2 h). Given the important role of
radar data in China’s weather detection, these were included as one of the raw input data sources for
this study.

All three aforementioned categories of data had been subjected to strict quality control (Include
formatting, theoretical limit check, climatic extremum check, factor correlation check, Time consistency
check, and horizontal homogeneity check), and only those data marked under quality control as being
of Grade 1 accuracy were used. Prior to the assimilation and integration of the observation data and
background fields, the numerous uncertainties existing in the metadata were highlighted. Some of the
observation stations that did not participate in the assessment were also noted. Other than the various
types of traditional observation data, the CMADS also uses the six-hourly reanalysis components
of the ERA-Interim datasets released by the European Centre for Medium-range Weather Forecasts
(ECMWEFE) as its basic background fields. These include six-hourly data on the pressure, potential
temperature, and vorticity under the regional mode. This data product was jointly released by the
ECMWEF and the Integrated Forecasting System (IFS) system (established in 2006). The IFS system
contains four-dimensional variational (4D-VAR) modules spanning 12-hourly windows for analysis.

2.2. The Assimilation Process for Source Data

The integration of air temperature, air pressure, humidity, and wind speed data was mainly
achieved through the LAPS/STMAS system [21]. The LAPS system is a comprehensive analytical
system containing data from multiple sources. It has five major functional modules [22] that analyse
wind, ground surface, temperature, clouds, and water vapour. The analysis must be carried out in
a specific sequence [22] because analytical results from earlier stages are required for subsequent
analyses. The analytical results of the five modules can be used for diagnostic analysis to arrive at
certain values to support the weather diagnosis. The results can also be entered into numerical models
after undergoing balance analysis, thereby realizing the warm boot of the modules.

STMAS is a new-generation integration system that was developed under the LAPS framework.
Its algorithm uses a multi-grid sequential variational method, which is different from the traditional
LAPS system. Functionally, STMAS’ ground surface analytical module replaces the LAPS’ ground
surface analysis, and its STMAS3D module replaces LAPS” wind and temperature analyses.
Input-output analyses and analysis of clouds, water vapour, and energy balance and hydrological
balance are still dependent on LAPS. There are plans for the gradual integration of LAPS’ non-adiabatic
initialization technology with STMAS to form a separate system [21].

2.3. The Integration Process for the Precipitation Data

Precipitation data of CMADS were stitched using CMORPH's global precipitation products [23],
the National Meteorological Information Center’s data of China (which is based on CMORPH’s
integrated precipitation products) [24]. The latter contains daily precipitation records observed at
2400 national meteorological stations and the CMORPH satellite’s inversion precipitation products.
It was developed with a two-step data integration method that combined the probability density
function (PDF) matching and optimal interpolation (OI) [25].

After comparison with heavy precipitation events monitored in China, this dataset was found to
describe changes in precipitation intensity more accurately, as well as provide greater details on the
spatial distribution of precipitation. It has obvious advantages in capturing the small-scale features
of precipitation and has the characteristics of a precipitation product with both high resolution and
high precision.

2.4. The Assimilation Process for the Radiation Data

The inversion algorithm used for creating CMADS solar radiation at the ground surface makes
use of the discrete longitudinal method by Stamnes et al. [26], the same method as used for CLDAS.
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This algorithm can be used to calculate the radiance in any direction as it takes into account the
anisotropy when the top of the atmosphere reflects solar radiation. First, the radiance of reflected solar
radiation at the top of the atmosphere in the direction of the observation of the satellite is calculated.
Next, the results are converted to bidirectional visible albedo as observed by the satellite’s visible
light channel.

The transmission process by which incoming solar radiation at the top of the atmosphere travels
through the atmosphere and reaches the ground surface involves a series of physical processes that
interact with both the atmosphere and ground surface. The following are considered by the inversion
model: (i) ozone absorption, (ii) multiple molecular Rayleigh scattering, (iii) multiple scattering and
absorption of cloud droplets, (iv) absorption of water vapour, (v) multiple scattering and absorption of
aerosol, and (vi) multiple reflections of the ground surface and atmosphere [27].

The CMADS in grid format (hereafter referred to as CMADS-GRID) was eventually constructed
after assimilation of the various types of observation and background data. It serves as the source
data for CMADS, but it does not provide the relative humidity component as its output. In addition,
the source data for CMADS were processed using LAPS and other means before their format was
standardized as NetCDF.

2.5. The Construction Process for the CMADS Datasets

Preparation of the CMADS datasets was completed through the processes of data interpolation
and resampling, calculating relative humidity elements (See Section 2.5.2) and format conversion,
and elevation extraction. This ensures that the various hydrological models are able to read and access
the data.

2.5.1. The Configuration of Spatiotemporal Resolutions

The maximum spatiotemporal resolution of the CMADS-GRID is 1/16°, 1 h. If the weather
stations loaded into the ArcSWAT over a certain number, SWAT will refuse to read it [14]. Study
areas at various scales also have different requirements in terms of the number of meteorological
stations from which to obtain data. For example, if the scale of the study area is small, an atmospheric
drive field with a coarse resolution would not be able to reflect the true state of the atmospheric
components at the ground surface effectively. Taking into account these two constraints (limiting
the number of meteorological stations and research needs), four versions of the CMADS datasets
at various resolutions were considered. Specifically, the resolutions for CMADS V1.0, V1.1, V1.2,
and V1.3 were 1/3°,1/4°,1/8°, and 1/16°, respectively. Currently, the requisite integral timescale
used by most SWAT models to drive data is daily steps. However, the atmospheric driving fields of
the CMADS-GRID are based on hourly steps. As such, the CMADS-GRID dataset has to be aggregated
to daily time steps.

In this study, the daily output of the CMADS-GRID’ atmospheric assimilation fields was averaged
and cumulated on a daily basis, following which it was screened. For the air temperature element,
the CMADS screened the maximum and minimum values from the CMADS-GRID’ intra-day data
to establish the maximum and minimum daily temperatures. Calculations were also done using the
24-h data from the CMADS datasets to obtain the average daily values for the following elements:
temperature (°C), pressure (HPa), specific humidity (g/kg), wind speed (m/s), and solar radiation
(MJ/m?). For precipitation, the summation of the 24-h data gave the cumulative daily precipitation
(mm).

As mentioned earlier, datasets with various spatial resolutions were constructed in this study
to overcome the model’s limitations on the number of stations from which the data were accepted,
and the requirements imposed by research areas of different scales. Since the resolution of the source
data for the CMADS was 1/16°, two sampling methods were considered when the interpolation
calculations were done for the four resolutions. Since the resolution 1/3° is an integer multiple of
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1/16°, the bilinear interpolation method was applied (Figure 3a). For the other higher resolutions
(1/4°,1/8°, and 1/16°), the nested assignment was used for data reconstruction (Figure 3b).

Y2

1/16° CMADS V1.3

1/8° CMADS V1.2

\ 2 & 1/3° CMADS V1.0 114" CMADS V1.1

b

a

Figure 3. The interpolation methods used in CMADS. (a) Bilinear interpolation for CMADS V1.0, (b)
Nested assignment for CMADSV1.0 to CMADS1.3.

2.5.2. Calculation of the Relative Humidity Element

An important input element for SWAT models is relative humidity data, but this component was
not provided by the CMADS-GRID (CMADS-GRID provides: hourly temperature (°C), hourly Specific
Humidity (g/kg), hourly wind speed (m/s), hourly precipitation (mm), hourly surface pressure (HPa),
hourly solar radiation (MJ/m?)). Hence, calculation of the relative humidity element was critical.
This was achieved using a conversion relationship between the specific and relative humidity.

Equations (1) and (2) were used for calculating the specific humidity (SH) and the corresponding
relative humidity (®), respectively.

SH — 0.622 x PH20

~ p—0387 X poo’ L

where SH represents the specific humidity, Py represents the water vapour pressure and p represents

the air pressure.
SHxp
D= 2
(0.6224-0.378 x SH)pHo0 @)
However, the specific humidity is also defined as the ratio of the mass of water vapour to that of

the entire air system (dry air plus water vapour).

2.5.3. Processing of the Data Format

The data in the CMADS datasets were strictly processed to match the format required to be
readable and accessible by SWAT models. For SWAT (ArcSWAT and SWAT plus) and other models,
the CMADS datasets provide two formats (.dbf and .txt) by which the models could directly access
elements of the stations on a daily basis, including maximum and minimum temperature (°C), average
wind speed (m/s), average solar radiation (MJ/m?), cumulative precipitation (24 h), and average
surface pressure (HPa).

At the same time, CMADS also provides data in the .txt format for use in other hydrological
models, such as VIC and SWIM. This format also facilitates data analysis by climate analysts and
researchers. The main elements provided in the txt format on a daily basis include maximum, average
and minimum air temperature (°C); specific humidity (g/kg), and relative humidity (%); daily wind
speed (m/s), daily 24 h cumulative precipitation (mm), surface pressure (HPa), solar radiation (MJ/m?),
soil temperature (K) and soil moisture (mm3/mm?3).
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2.5.4. Other Elements Provided by the CMADS Datasets

In addition to providing users with data on the various surface meteorological elements recorded
by the stations, the CMADS datasets also include the specific latitude, longitude, and elevation for
the geographical location of each element. The latitudes and longitudes were projected based on
the WGS84 spatial and geographical coordinates, while the altitudinal zones were extracted using
the Global 30 Arc-Second Elevation (GTOPO30) [28,29]. The GTOPO30 is a global digital elevation
model (DEM) with a horizontal grid spacing of 30 arc seconds (approximately 1 km). After altitudinal
extraction, the CMADS datasets would create an index table for all grid points within East Asia
based on the requisite format of SWAT models. The index table facilitates direct reading and access
by SWAT models and concurrently allows other model users to access information on the various
meteorological stations.

2.5.5. CMADS Data Records

CMADS datasets are available at the CMADS official website (http://www.cmads.org/) and
the SWAT official website (https://swat.tamu.edu/software/). Table 1 contains a brief summary of
the CMADS datasets. Currently, CMADS has been updated until Version 1.1. In CMADS V1.0 (at a
spatial resolution of 1/3°), East Asia was spatially divided into 195 x 300 grid cells containing 58,500
grid points. Despite being at the same time resolution as CMADS V1.0, CMADS V1.1 contains more
data, with 260 x 400 grid cells containing 104,000 grid points. In the near future, CMADS will release
versions 1.2 and 1.3, the 1.2 version will divide into 520 x 800 grid cells containing 416,000 grid points
and the 1.3 version will divide into 1040 x 1600 grid cells containing 1,664,000 grid points.

The CMADS datasets provide users with data in both the .txt and .dbf formats. The file naming
convention of the SWAT subsets in the CMADS datasets is as follows: element code: R, P, S, T, or
W (the first letter of the meteorological variables) + latitude grid number — longitude grid number.
The CMADS-ST and CMADS-SM provide the daily average soil temperature and soil moisture of
10 layers (First Layer: 0.007 m, Second Layer: 0.028 m, Third Layer: 0.062 m, Fourth Layer: 0.119 m,
Fifth Layer: 0.212 m, Sixth Layer: 0.366 m, Seventh Layer: 0.620 m, Eighth Layer: 1.038 m, Ninth Layer:
1.728 m, Tenth Layer: 2.864 m).

3. Results

3.1. CMADS: Distribution of Related Variables and Verification of Applicability on China

Since prior studies on precipitation and solar radiation exist [24,25,27], further verification of these
elements was not performed in this study. This section describes the verification that was performed
for the remaining four elements (namely, air temperature, surface pressure, relative humidity, and wind
speed) to test their applicability to China. The observation data used for verification were obtained
from the national automatic stations. Given the space limitations, only the verification results for
2011-2013 are shown.

In order to verify the applicability of the various CMADS meteorological elements, this study
selected three years of CMADS datasets (2011-2013) for China, extracted the elements on a daily basis,
and then calculated the annual averages. Next, the bilinear interpolation method was used for data
verification. This was achieved via sample matching of the elements (temperature, pressure, humidity,
wind speed, precipitation, and radiation) between the CMADS datasets and records by China’s
national automatic stations (2421 in total). Verification of only the first four elements is demonstrated
in this study due to space limitations. The various elements from the observation stations that were
selected for the matching process were made to pass strict quality controls (including thresholds for
the regional and climatic boundaries, and tests for spatiotemporal consistency), the usability rate of
the stations’ verification data reached 98.9%. The spatial distributions of the biases and root mean
square errors (RMSEs) for the elements of temperature, pressure, relative humidity, and wind speed
between the CMADS datasets and national automatic stations are shown in Figures 4-7, respectively.
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The verifications showed that the CMADS datasets accurately reflected the spatial characteristics and
distribution of various types of surface elements in China.

a CMADS verification (BIAS) b CMADS verification (RMSE)

Year (2011) Temperature (K) Year (2011) Temperature (K)
50N - -
40N - -
30N - -
20N ] j-

80E 90E 100E 110E 120E 130E 80E 90E 100E 110E 120E 130E
4 2 1050 051 2 3 10 15 20 25 3.0 35 40 50
c CMADS verification (BIAS) d CMADS verification (RMSE)

Year (2012) Temperature (K) Year (2012) Temperature (K)
50N F 50N -
40N ] E 40N ] -

] ] e OF
20N 4 20N 4 1;%

80E 90E 100E 110E 120E 130E 80E 90E 100E 110E 120E 130E
4 2 1050051 2 3 1.0 15 20 25 3.0 35 40 50
e CMADS verification (BIAS) f CMADS verification (RMSE)

Year (2013) Temperature (K) Year (2013) Temperature (K)
50N - -
40N 3 L [
30N At oA

: SN S/Iaz.
20N 4 o o

- 4 il

80E 90E 100E 110E 120E 130E 80E 90E 100E 110E 120E 130E
4 2 1050 051 2 3 10 15 20 25 3.0 35 40 50

Figure 4. The evaluation of indicators for temperature in China (2011-2013). (a) The spatial distributions
of the biases for the temperature in year 2011, (b) The spatial distributions of the RMSEs for the
temperature in year 2011, (c) The spatial distributions of the biases for the temperature in year 2012,
(d) The spatial distributions of the RMSEs for the temperature in year 2012, (e) The spatial distributions
of the biases for the temperature in year 2013, (f) The spatial distributions of the RMSEs for the
temperature in year 2013.

25



Water 2018, 10, 1555

CMADS verification (BIAS)
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Figure 5. The evaluation of indicators for atmospheric pressure in China (2011-2013). (a) The spatial
distributions of the biases for the atmospheric pressure in year 2011, (b) The spatial distributions of
the RMSEs for the atmospheric pressure in year 2011, (c) The spatial distributions of the biases for
the atmospheric pressure in year 2012, (d) The spatial distributions of the RMSEs for the atmospheric
pressure in year 2012, (e) The spatial distributions of the biases for the atmospheric pressure in year
2013, (f) The spatial distributions of the RMSEs for the atmospheric pressure in year 2013.
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a CMADS verification (BIAS) b CMADS verification (RMSE)
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Figure 6. The evaluation of indicators for relative humidity in China (2011-2013). (a) The spatial
distributions of the biases for the relative humidity in year 2011, (b) The spatial distributions of the
RMSE:s for the relative humidity in year 2011, (c) The spatial distributions of the biases for the relative
humidity in year 2012, (d) The spatial distributions of the RMSEs for the relative humidity in year
2012, (e) The spatial distributions of the biases for the relative humidity in year 2013, (f) The spatial
distributions of the RMSEs for the relative humidity in year 2013.
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a CMADS verification (BIAS) b CMADS verification (RMSE)
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Figure 7. The evaluation of indicators for wind speed in China (2011-2013). (a) The spatial distributions
of the biases for the wind speed in year 2011, (b) The spatial distributions of the RMSEs for the wind
speed in year 2011, (c) The spatial distributions of the biases for the wind speed in year 2012, (d) The
spatial distributions of the RMSEs for the wind speed in year 2012, (e) The spatial distributions of the
biases for the wind speed in year 2013, (f) The spatial distributions of the RMSEs for the wind speed in

year 2013.
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3.2. Distribution and Verification of Indicators for Temperature

The spatial distribution of indicators for temperatures in 2011-2013 and the related verifications
are shown in Figure 4. For the temperature element of the CMADS datasets (2011-2013),
the spatiotemporal distributions of the biases and RMSEs are shown in Figure 4a—f, respectively.
It was found that over the three-year verification period, the temperature element performed very
well for the majority of territories within China in terms of bias. In 2011-2013, the biases between
the temperature element of CMADS and those of the observation stations were maintained between
—0.5 Kand 0.5 K. For North China, the northwest region of Northeast China, the southern region of
Southwest China, and the southern region of South China, the biases were concentrated at 0.5-1 K.
This phenomenon of weak and positive biases in temperature for these four regions/sub-regions was
apparent and occurred consistently over the three years. In contrast, the phenomenon of substantial
negative biases in temperature was noted for a minority of stations located in Southwest China
(including the eastern portion of the Tibet Autonomous Region, the entire western region of the
Sichuan Province, the southern part of Gansu Province, and the western part of Yunnan Province).
Most of the negative biases were concentrated between —1 K and —4 K. On the whole, the temperature
data in the CMADS datasets were acceptable with regards to the bias indicator for most of the country.
Overall, the datasets were verified to be good.

In order to analyze the performance of the temperature element in the CMADS datasets more
objectively, we further evaluated its RMSE indicator for China (Figure 4b,d,f). For most of the stations
in the country, the RMSEs of the temperature element were controlled within 1 K. In the southeastern
part of Northwest China (such as the southern part of Gansu Province, the northern part of the Ningxia
Hui Autonomous Region, and the western part of Shaanxi Province) and parts of the southern region of
Southwest China (such as the southern part of Sichuan province, and the western and southern parts of
Yunnan Province), the RMSEs of most of the temperature elements remained within 2.5 K, with a small
number of stations being at 3.5 K. This study also found that the RMSEs of the aforementioned regions
gradually increased annually during the three-year period. However, this increase in errors applied to
stations located in small areas only (such as the western region of Shaanxi Province). In terms of the
RMSE indicator, the verification results for the temperature element of the CMADS dataset were good.

3.3. Distribution and Verification of Indicators for Atmospheric Pressure

The spatial distribution of indicators for pressures during 2011-2013 and the related verifications
are shown in Figure 5. For the pressure element of the CMADS datasets (2011-2013), the spatiotemporal
distributions of the biases and RMSEs are shown in Figure 5af, respectively. It can be seen from
Figure 5a,c,e that overall, the CMADS’ biases for atmospheric pressure were mainly found in the
eastern region of West China.

Upon detailed analysis, it was found that these biases were controlled within the range of —1 HPa
to 5 HPa for the following regions: the central-southern part of Northeast China (the western part of
Liaoning Province, all of Jilin Province, and the southern part of Heilongjiang Province); North China;
the northern parts of Central and East China (Zhejiang Province, Jiangsu Province, Anhui Province,
and Jiangxi Province); the central part of South China (the western part of Guangdong Province);
the northern part of Ningxia Hui Autonomous Region; and the intersection between the Chongging
and Sichuan provinces. In contrast, the biases were controlled between —1 HPa and —17 HPa for the
southern part of East China (Fujian Province), most of the areas in Southwest China, and Northwest
China. Among these regions, the biases were greater (—5 HPa to —17 HPa) for the majority of stations
in the southern part of East China (Fujian Province) and most of the areas in Southwest China.

The RMSE:s of the atmospheric pressure element in the CMADS datasets (Figure 5b,d,f) presented
a similar situation such as that for biases. Specifically, the RMSEs were greater for most of Southwest
China, the eastern part of Northwest China, and the southern part of East China (Fujian Province).
The errors were mainly positive and contained at 5-17 HPa. For the remaining regions, the performance
of the RMSEs was good, with the errors for the majority of stations being controlled within 3 HPa.
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For both indicators, the performance of the atmospheric pressure data in the CMADS datasets was
deemed to be reliable when applied to the entire country.

3.4. Distribution and Verification of Indicators for Relative Humidity

The spatial distribution of indicators for relative humidity in 2011-2013 and the related
verifications are shown in Figure 6. Figure 6a—f show the spatiotemporal distributions of the biases
and RMSEs for the relative humidity element of the CMADS datasets, respectively. Analyses of the
biases in relative humidity from an overall perspective revealed that generally, there was a positive
bias effect. This effect appeared in Northeast China; North China; East China; Central China; South
China; the southeastern parts of South and Southwest China (mainly in the eastern part of the
Sichuan Province, Chongqing, Guizhou area, and the southern part of the Yunnan Province); and the
southeastern part of Northwest China (mainly in the southern part of the Gansu Province and the
central part of the Shaanxi Province). The positive biases for these regions were limited between —1%
and 6%.

Slight negative biases (within —1%) were found in Northwest China, the central and northern
parts of Southwest China, and Inner Mongolia, and very few stations showed a negative bias between
—4 to —1%. Interannual analyses of the relative humidity biases in the CMADS datasets for 2011-2013
indicated a declining trend year-on-year. For some of the stations, positive biases for relative humidity
in 2011 became negative biases two years later. The phenomenon of negative biases was the most
evident throughout Northwest China, but it also existed generally throughout Southeast China.
Analyses of the distribution of RMSEs for relative humidity over China (Figure 6b,d,f) indicated that
these were controlled between 3% and 9% for most of the country. As with the biases, the errors were
greater (5-9%) in North China; Central China; the eastern part of Northwest China (the southern
part of Shaanxi Province); and Southwest China (the southeastern part of Sichuan Province, Yunnan
Province, and Guizhou Province). For most of the other regions, the errors were limited to 3-5%.
During the period from 2011 to 2013 in this region, a correlation was seen between the trends in the
spatial distribution of the RMSE and those of the positive biases in relative humidity. Nevertheless, in
terms of overall performance for the entire country, both the biases and RMSEs in the CMADS data on
relative humidity were considered to be acceptable.

3.5. Distribution and Verification of Indicators for Wind Speed

The spatial distribution of indicators for wind speed in 2011-2013 and the related verifications are
shown in Figure 7. The distribution of biases and RMSEs for the wind speed element of the CMADS
datasets are shown in Figure 7a—f, respectively.

Analyses of the biases for the entire country led to the conclusion that its performance was good,
with the general range being between —1.0 m/s and 0.75 m/s. For some stations, the verification
results showed greater negative biases for 2011 and 2013. Examples included parts of North China
(Shandong Province); East China (Jiangxi Province, Zhejiang Province, and Fujian Province); parts of
South China (such as Guangdong Province); and parts of Central China (Hunan Province and Hubei
Province). A small number of stations in these regions had biases ranging between —1.5 m/s and
—1.0 m/s. The bias effect was generally better for 2012 when it was controlled between —0.75 m/s
and 0.75 m/s for the whole country. Over the three years, positive biases for some stations were
maintained at 0-0.75 m/s for parts of North China (such as Hebei Province and Henan Province); parts
of East China (Jiangsu Province); and parts of Southwest China (such as the southern parts of Yunnan,
Sichuan, and Guizhou Provinces). The wind speed element mostly contained weak positive biases.
In contrast, most of the stations in the other provinces presented the general phenomenon of negative
biases. These were between —1.5 m/s and —1.0 m/s for some stations.

Upon analysis, the distribution of RMSEs (Figure 7b,d,f) was found to be similar to the situation
for biases. In 2012, the error indicators for most stations in China were within 0.5 m/s. For scattered
stations in Inner Mongolia; the southeastern part of Qinghai Province; and parts of Southwest China
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(such as the southeastern part of the Tibet Autonomous Region, Sichuan Province, and the southeastern
part of Yunnan Province), the RMSEs were controlled between 1.0 m/s and 1.5 m/s. Verification
of the situations in 2011 and 2013 showed that the RMSEs of the wind speed element were similar.
With the exception of parts of North China (such as Shandong Province and the northern part of Shanxi
Province); parts of East China (such as Zhejiang Province, Fujian Province, and Guangdong Province);
and Central China (the southern part of Hunan Province, and Hubei Province), where its performance
was poor, the RMSEs for a minority of stations were at 1.0-1.5 m/s.

Besides the aforementioned regions, the RMSEs of the wind speed element for most of the stations
were within 1.0 m/s. The overall verification results proved that the CMADS wind speed element was
able to accurately reflect the distribution of wind velocities at the national level over multiple years.

4. Discussion

The uncertainty of hydrological models is greatly influenced by meteorological data. Establishing
CMADS is quite useful because the CMADS has defines a unified site location (longitude and latitude),
assimilated more data sources, and has been corrected by more observation stations. Importantly,
the data is freely available to the public. Further, this set of data can serve climate change analysis,
water resources, and water pollution assessment. What needs to be emphasized is: the accuracy of
the CMADS data set is achieved by the advanced STMAS method and assimilating/correcting the
ECMWEF background field using a large number of observations. In areas without observatories,
CMADS can still be supported by the corrected background fields to ensure data availability and
superiority. However, although we have carried out corrective experiments on the entire East Asia
region using observed data in China, more assimilation needs to be followed up to ensure that the
CMADS background fields in these regions are close to the real world. Besides, we admitted that the
factors controlling CMADS accuracy have not yet been systematically analyzed at the present stage,
which will be carried out in our future studies.

The assessment of using CMADS for driving SWAT outside China is acceptable. For example,
researchers from Korea used CMADS to drive SWAT in the Han River Basin in the Korean Peninsula
with a satisfactory performance [30], and the results were acceptable. In China, scientists used CMADS
to drive the hydro-meteorological model for the Qinghai-Tibet Plateau [31], the Yangtze River Basin [32],
the Yellow River Basin [33-35], the Pearl River Basin [36], and the inland arid areas in Northwest
China [37,38]. The above studies show that CMADS has been widely verified in many regions of East
Asia. Furthermore, Researchers from China also used CMADS data and the Penman-Monteith method
to calculate potential evapotranspiration (PET) across China with a good performance [39]. All the
above studies show that the application of CMADS dataset in East Asia is satisfactory. Although we
have gained many advantages in historical simulations, we believe the period the current CMADS
covered is still relatively short. Therefore, we plan to improve the data in duration (backward to 1980s)
and the time step (hourly). We also plan to produce CMADS forecast data using WRF (CMADS-WRF),
and thus the future CMADS would support flood prediction and analysis.

5. Usage Notes

These datasets are more than mere supporting data for the development of SWAT models.
These can also be extracted in text format from the for-other-model directory, and then used to
drive other models. We recommend using the Notepad++ software which developed by Dr. Don
Ho (download from https://notepad-plus-plus.org) to access the data from this directory. If you
are accustomed to using a text reader (on the Windows platform), you only need to use the
Unix2Dos (developed by Benjamin Lin, download from http://dos2unix.sourceforge.net/) command
for execution in this directory layer.
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6. Conclusions

This study evaluated the accuracy of the CMADS data for application in China against data
recorded by the national automatic stations. The datasets were found to match the actual observation
data recorded by the national observation stations very well. This confirmed the applicability of the
datasets for the country. It was noted that the distribution of the observation data was scattered,
with extremely uneven distributions between the eastern and western regions of China. Thus,
the CMADS datasets can more than adequately make up for the lack of traditional meteorological
stations in China, especially in West China.
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Abstract: Potential evapotranspiration (PET) is used in many hydrological models to estimate actual
evapotranspiration. The calculation of PET by the Food and Agriculture Organization of the United
Nations (FAO) Penman-Monteith method requires data for several meteorological variables that
are often unavailable in remote areas. The China Meteorological Assimilation Driving Datasets
for the SWAT model (CMADS) reanalysis datasets provide an alternative to the use of observed
data. This study evaluates the use of CMADS reanalysis datasets in estimating PET across China
by the Penman—-Monteith equation. PET estimates from CMADS data (PET_cma) during the period
2008-2016 were compared with those from observed data (PET_obs) from 836 weather stations in
China. Results show that despite PET_cma overestimating average annual PET and average seasonal
in some areas (in comparison to PET_obs), PET_cma well matches PET_obs overall. Overestimation of
average annual PET occurs mainly for western inland China. There are more meteorological stations
in southeastern China for which PET_cma is a large overestimate, with percentage bias ranging from
15% to 25% for spring but a larger overestimate in the south and underestimate in the north for the
winter. Wind speed and solar radiation are the climate variables that contribute most to the error
in PET_cma. Wind speed causes PET to be underestimated with percentage bias in the range —15%
to —5% for central and western China whereas solar radiation causes PET to be overestimated with
percentage bias in the range 15% to 30%. The underestimation of PET due to wind speed is offset by
the overestimation due to solar radiation, resulting in a lower overestimation overall.

Keywords: potential evapotranspiration; Penman-Monteith; CMADS; China

1. Introduction

Evapotranspiration (ET) is a fundamental component of the hydrological cycle and a route for
energy transfer between the earth’s surface and the atmosphere. It is important in activities such as
evaluating water resources [1], drought forecasting [2], and managing irrigation [3]. It is also important
for an understanding of the behavior of water in soil-vegetation—-atmosphere interactions [4] and in
rainfall-runoff modeling.

Actual evapotranspiration is usually measured indirectly by eddy covariance (EC) [5], the Bowen
ratio method [6], lysimetry [7], and scintillometry [8]; ET cannot be observed at a large scale by
these techniques. Eddy towers and the Bowen ratio method observe over only hundreds of meters,
depending on wind speed, tower height, and canopy level. The lysimeter only functions on a scale of
several meters. The scintillometer measures sensible heat flux on the scale of kilometers [9]. Wang and
Dickinson [10] review these observation methods and summarize different methods of modeling
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ET. For studies on a catchment, regional, or global scale, ET can be estimated by remote sensing
methods [11], hydrological models, and land surface models [12,13]. The use of remote sensing
methods may be restricted by a relatively low temporal resolution, and some remote sensing methods
are only suitable in the clear sky condition [11]. Hydrological models and land surface models
can estimate ET for different spatial and temporal scales, which makes them able to support the
management and planning of water resources better than other techniques.

Potential evapotranspiration (PET) has been used in many hydrological models to estimate actual
evapotranspiration using a soil moisture extraction function [14]. PET is defined as the amount of
water that can potentially be removed from a vegetated surface through the processes of evaporation or
transpiration with no forcing other than atmospheric demand [15]. The common methods of estimating
PET can be divided into four categories: radiation-based, temperature-based, a combination of these
two, and mass transfer [16,17]. These methods differ in their input requirements and their underlying
assumptions. Some are developed for a specific climatic region [18]. The Penman-Monteith equation
has been incorporated in many hydrological models, such as SWAT [19], VIC [20], and SHE [21],
to estimate PET. Many studies have compared different PET estimation methods [18,22]. Kite and
Drooger [23] evaluated eight different methods and found the Food and Agriculture Organization of
the United Nations Penman-Monteith method (FAO-PM), which combines mass transfer and energy
balance with temperature and vegetation conductance, best models PET, and most closely matches
field observations. FAO-PM requires observed maximum temperature, minimum temperature, air
temperature, wind speed, relative humidity, and solar radiation (or solar duration) as input variables.
In China, meteorological stations are not evenly distributed spatially, and observed records of these
climate variables are difficult to obtain in some rural areas. Reanalysis datasets, which have high
precision and high spatiotemporal resolution, complement this data paucity and they have been
extensively used in hydrological modeling.

There are many widely used reanalysis products, which include climate forecast system reanalysis
(CFSR) [24], NCEP/DOE [25] and NCEP/NCAR [26] from NCEP, ERA-15 [27], ERA40 [28] and
ERA-Interim [29] from ECMWE, JRA-55 from the Japanese meteorological agency [30], and MERRA
from NASA [31]. They have provided accurate meteorological data and have shown they can overcome
the disadvantages of thinly distributed observation networks. There have been extensive evaluations of
the performance of these reanalysis products over different regions of the world [32-34]. PET estimates
derived from reanalysis products have been compared. Weiland et al. used CFSR and compared global
PET estimates from six different methods [35]. Srivastava et al. evaluated PET calculated from NCEP
and ECMWF ERA-Interim data in England [36]. Trambauer et al. compared observed evaporation for
Africa using a continental version of the global hydrological model PCR-GLOBWB with PET estimates
given by the ECMWF reanalysis products ERA-Interim and ERA-Land, and satellite-based products
MOD16 and GLEAM [37]. These products provide global climate datasets having a relatively coarse
spatial resolution.

The newly developed China Meteorological Assimilation Driving Datasets for the SWAT model
(CMADS) covers East Asia (60°-160° E, 0°-65° N). CMADS was developed to provide meteorological
data with fine resolution. Temperature, pressure, and wind speed data were derived from hourly
observations from 2421 national weather stations and 29,452 regional weather stations. The data
were combined using the Space and Time Multiscale Analysis System (STMAS) with European
Centre for Medium-Range Weather Forecasts (ECMWEF) ambient field. Precipitation data were
incorporated by combining observed data from weather stations with precipitation reanalysis data
from the NOAA with CPC MORPHing technique (CMORPH). Solar radiation data obtained from
radiance data of the International Satellite Cloud Climatology Project (ISCCP) were combined with
data retrieved from the FY-2E satellite using the discrete-ordinate radiative transfer (DISTORT) model.
Big data projection and processing methods, such as loop nesting of data, projection of resampling
models, and bilinear interpolation, were used to build the datasets [38-40]. There have been many
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similar applications in different river basins in East Asia that have achieved satisfactory results in
rainfall-runoff simulation [41-49].

The objectives of this study are: (1) to evaluate the accuracy of PET estimated by the
Penman-Monteith equation (PM) using CMADS reanalysis data by comparing it with PET estimated
by PM using observed data provided by 836 weather stations; (2) to analyze the contribution of each
reanalysis variable from the CMADS data to error in PET by controlling the variables. Several statistical
measures were chosen to evaluate the comparison between CMADS-derived PET and observed PET.

2. Materials and Methods

2.1. Data and Study Area

Meteorological data for maximum temperature, minimum temperature, wind speed at 10 m
height, relative humidity, and solar duration from 836 weather stations were collected to estimate
PET. The spatial distribution of the 836 weather stations across China is shown in Figure 1. PM is
one of the most widely used methods of calculating PET [50-54]. Details of estimating PET using PM
are given in the following paragraph. In the rest of this paper, PET values derived from the weather
station observations are referred to as PET_obs. They are taken to be the real values against which
other predicted PET values can be compared.

PET over China was also estimated using CMADS (version 1.1). The CMADS dataset spans
the period 2008-2016 at a spatial resolution of 0.25°; it covers East Asia (60°-160° E, 0°-65° N) and
provides daily data for the meteorological variables. The datasets were developed by Xianyong Meng
and are available from the website: http:/ /www.cmads.org. In this study, we used daily maximum
temperature (Tyy), daily minimum temperature (T,;,), relative humidity (RH), solar radiation (Rs),
and wind speed at 10m height (u1¢) to estimate PET using PM. PET values derived from the CMADS
datasets (PET_cma) were compared with PET_obs values and differences are referred to as under or
overestimation (PET_cma < PET_obs or PET_cma > PET_obs).

Because the gridded CMADS data observations do not spatially correspond to the weather station
observations, the CMADS grids were interpolated to the 836 stations using a polynomial interpolation
method. Temperature differences caused by elevation are also considered in the interpolation:
temperature was assumed to decrease by 0.65 °C for every 100 m increase in elevation.
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Figure 1. Spatial distribution of weather stations in China.

2.2. Penman—Monteith Equation for Potential Evapotranspiration

The Food and Agriculture Organization (FAO) Expert Consultation of Revision of FAO
Methodologies of Crop Water Requirements standardized the types and characteristics of the vegetated
surface based on the previous PET definition. The definition of vegetated surface was assumed to
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be a hypothetical reference crop with a crop height of 0.12 m, a fixed surface resistance of 70 s m~!

and albedo of 0.23 [50]. The daily potential evapotranspiration (PET, mm/day) estimated by the
Penman-Monteith equation (PM) is:

0.408A(Ry — G ) + Y — stz (05 — €a)

T = 1
A+ 9(1+0.34)uy @

where: R, is the net radiation at the crop surface (M] m~2 day~!); G is the soil heat flux density
(i) m 2 day’l), which is assumed to be zero as the magnitude of G, in this case, is relatively small;
Tinean is the mean daily air temperature (°C); uy is the wind speed at 2 m height (m s 1); e is the
saturation vapor pressure (kPa); ¢, is the actual vapor pressure (kPa); es — ¢; is the vapor pressure
deficit (kPa); A is the slope of the relationship between saturation vapor pressure and mean daily
air temperature (kPa °C~!); v is the psychrometric constant which depends on the altitude of each
location (kPa °C~1).

Saturation vapor pressure is related to air temperature and can be calculated from air temperature.
The relationship is expressed in Equation (2), in which: e; is the mean of the saturation vapor pressure
at Tyyay and T)y,; €, was calculated by multiplying the average values of the saturation vapor pressure
at Tyyqy and Ty, by the mean daily relative humidity. The FAO recommendation is to calculate the
actual vapor pressure by taking the average the product of vapor pressure at the higher temperature
and daily low humidity and the product of vapor pressure at the lower temperature and the daily high
humidity. However, only the mean relative humidity is available from the CMADS datasets, and in
the case of missing maximum and minimum relative humidity, Equation (4) was used.

17.27T
e(ry = 0.6108exp (m> (2)
C(Tiny + (T
es = # 3)
_ RHpean €(Touin) + ©(Tyax)
1= 7100 < 2 @)

where: Ty and Ty, are daily maximum and minimum temperatures; e(ryqx) and e(ryy are the
saturation vapor pressures at daily minimum temperature and daily maximum temperature; and
T is the temperature. Using Equation (2), the saturation vapor pressure at the daily maximum and
minimum air temperatures can be calculated by:

B 17.27 Tpax

(T ) = 0'6186xp<ngx T 237.3> (5)
B 17.27T i

€T, ) = 0.618exp ( T, 12373 6)

The mean saturation vapor pressure is calculated as the mean of the saturation vapor pressures at
the daily maximum and daily minimum air temperatures using Equation (3).

Ry, is the net radiation which is expressed as the difference between the incoming net shortwave
radiation (R;;) and the outgoing net long wave radiation (Ry;):

Ry = Rus — Rnl (7)

Ry is computed by:
Rus = (1—a)Rs (8)
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where: « is the albedo, which is 0.23 for the hypothetic grass reference crop; and R; is the solar radiation
which is either computed the from the daily solar duration (i), using the Angstrém-Prescott radiation
equation (see Equation (9)) for the weather station data or is obtained directly from CMADS.

Rs = <as + bs% )Ra )

where: R, is the extraterrestrial radiation which is calculated from the solar constant, the solar
declination, and the time of the year as suggested by the FAO (the recommended values a5 = 0.25
and b; = 0.5 are used in this study); n is the actual solar duration; N is the maximum possible solar
duration which is related to the latitude and can be computed using the sunset hour angle in radians;
and % is the relative solar duration. The outgoing net long wave radiation (Ry;) is derived by the
Stefan—-Boltzmann law.

2.3. Evaluation Method

Several statistical measures are used to compare PET_cma with PET_obs: percentage bias (PB),
the coefficient of determination (R?), the normalized root mean square error (NRMSE), and the skill
score (Sscore). PB is a basic measure used to assess average annual PET and seasonal patterns of PET
which provide an overview of the performance of the two models. For a more comprehensive analysis,
R?, NRMSE, and S, are used to analyze the performance of daily, monthly, and annual PET_cma.

PB, which is the ratio between CMADS bias and observations, indicates the average magnitude of
underestimation or overestimation of PET. Intuitively, PB is the average bias. It is given by:

iz (Mi —0;)

PB =
i=10i

x 100% (10)
where the M; are PET_cma and the O; are PET_obs.

R? shows how well PET_cma approximates the real data points (PET_obs). It indicates the
proportion of the variance in the dependent variable that is predictable from the independent variable.
Ordinary least squares regression is used to fit the line to the data. The ideal fitted line is found when
R? is very close to 1. Linear regression is suitable for a long time series. We have data for nine years, so
R? is appropriate to use for daily and monthly PET_cma. R? is given by:

SSres
RZ=1-2r 11
St (1
SSir = Y. (0;-0)* (12)
i
SSpes = Z(Ol - Mi)2 (13)

1

NRMSE is a normalized version of root mean square deviation. It is a dimensionless indicator, which
makes it suitable for a comparison between observations and simulations that have different scales.
Lower absolute values of NRMSE represent less residual variance. The equation is:

"(0; — M; )?
NRMSE = M (14)
nO

Sscore indicates the common area of the probability distribution function (PDF) of PET_cma
and PET_obs. It is the cumulative minimum value of the two distributions at each binned value.

The equation is:
n

Sscore = Zminimum (Zm, Zo) (15)
1
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where: 1 is the number of bins of the PDFs where the bin sizes are 0.01 mm, 0.1 mm, and 1 mm for
daily, monthly, and annual PET; Zy; and Z¢ are the frequency values in a given bin from PET_cma and
PET _obs.

After analyzing the performance of PET_cma, control variables are used in analysis to identify the
most important factors that influence PET_cma. The variables considered are input parameters for PM:
Tinax, Toins R, Rs, and u19. The control is PET_obs, which used all the input parameters with data from
the weather stations. For comparison, we singly examine each input parameter as an independent
variable using CMADS data, covering the same area and time period, for the variable instead of the
weather station data while keeping the observed weather station data for all other input parameters.

3. Results

3.1. Spatial and Seasonal Patterns of Average Annual PET

Figure 2 shows the average annual values of PET_obs and PET_cma at all the stations across China
and their histograms. There is large spatial variation in PET_obs. The northeast and midwest inland
have smaller values of PET, mainly <950 mm. The south coastal area, southwest inland and some
areas in the northwest have larger values of PET, >1150 mm. Some stations on the islands of the South
China Sea, and in southern and northwestern China, are >1550 mm. PET_cma and PET_obs agree well
spatially except for overestimation in midwest China. The multi-year average PET_obs is 1000 mm,
and the multi-year average PET_cma is 1120 mm. PET_cma is an underestimate of the observed value
of PET when PET_obs <1080 mm but it is an overestimate when PET_obs >1080 mm. The major
overestimation is when PET_obs is in the interval 750 mm to 1000 mm. However, the maximum values
of the multi-year average for PET_obs and PET_cma are close, approximately 1640 mm.
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Figure 2. Average annual PET_obs (a) and PET_cma (b) across China, with their histograms (c).
Figure 3 shows the spatial distribution of mean seasonal PET values across China for observed
(PET_obs) and reanalyzed (PET_cma) data for spring (March, April, May), summer (June, July, August),

autumn (September, October, November), and winter (December, January, February). Most areas
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in China have a mean value of PET_obs <300 mm in the spring. Average PET_obs increased in the
summer across China, almost everywhere >350 mm. Average PET_obs decreases to <320 mm in
autumn except for some south coastal stations. Average PET_obs is lowest in winter at 110 mm and is
approximately 100 mm for most stations.

CMADS data captures the general feature of the seasonal and spatial distributions of observed
PET, as shown in the center of Figure 3, but compared to mean seasonal PET_obs, mean seasonal
PET_cma is overestimated for all seasons. The bias is larger in spring and summer than that in
autumn and winter. Most stations show mean seasonal PET_obs in the range 200-300 mm (spring) and
300-400 mm (summer), whereas most mean seasonal PET_cma values are in the range 300-350 mm
(spring) and 400-450 mm (summer). The overestimates are seen when the PET_cam values are above
the mode of PET_obs. The highest mean seasonal PET_cma value in summer is 755 mm which is very
close to the highest mean seasonal PET_obs value. The closest PET_cma comes to PET_obs is in winter
with a mean bias value of 5 mm.
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Figure 3. Mean seasonal potential evapotranspiration estimated from weather station data (PET_obs,
(a)), CMADS datasets (PET_cma, (b)) with their histograms (c).
3.2. Evaluation of the Performance with Multiple Indicators

Figure 4 shows that the percentage bias for most stations is positive. This result indicates that
average annual PET_cma is consistently overestimated; only two stations show an underestimate.
The overall average percentage bias for the whole of China is 12.58%. Percentage bias varies spatially.
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The range 5% to 15% is the most frequent and is seen mainly in the east and north of China. In the
west of inland China, percentage bias is mainly in the range 15% to 30%. There are a few stations in
the west at high elevation with high PET_obs where percentage bias >30%.
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Figure 4. Spatial distribution of percentage bias, indicating the accuracy of average annual PET_cma

values (a), and frequency distribution of percentage bias (b).

Figure 5 shows the spatial distribution of the percentage bias of mean seasonal PET_cma. There are
different seasonal features. Percentage bias is least in winter at 4.3% and greatest in spring at 15.7%
compared to the percentage bias of mean annual PET_obs; the spring distribution shows more stations
in southeast China with higher percentage bias (i.e., PET_cma is greatly overestimated), mainly in the
range 15% to 30%. In summer, there are more stations in the west of China with higher percentage
bias but fewer in southeast China, which is reflected in the frequency distribution showing that there
are more stations in the percentage bias ranges 0-5% and >30%. In autumn, there are more stations in
the northeast of China with percentage bias in the range —2% to 5%; the few stations with negative
percentage bias represent that PET_cma is underestimated in comparison to PET_obs. In winter,
PET_cma is overestimated in the south and underestimated in the north. The number of stations with
percentage bias in the range —5% to 5% is greater than the annual average.
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Figure 5. Spatial distribution of percentage bias showing the accuracy of mean seasonal potential
evapotranspiration (PET) estimated using CMADS datasets, PET_cma (a) and the frequency
distribution of percentage bias (b).

Percentage bias measures the trend of the average error distribution for a time series, but it cannot
be used if there is a difference in time scales. The statistical measures NRMSE, R?, and Secore are used
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to identify the variation in PET estimates with daily and monthly time scales. R? and Secore can be used
to indicate differences at an annual scale, but the CMADS datasets cover only nine years, which is not
long enough for adequate linear regression. Thus, annual behavior is only measured by NRMSE as
reference. The three measures are used for all the stations. Figure 6 shows the cumulative distribution
functions (CDF) of the measures for different time scales. The CDF for NMRSE shows that the estimate
given by PET_cma is best at an annual time scale. It decreases as the time scale gets finer, but the
difference is not very large. Almost 100% of the stations are <0.4 for every time scale. Up to 80%
stations are <0.18, <0.23, and <0.27 for annual, monthly, and daily time scales, respectively. The R?
values also show similar results for monthly and daily time scales with the monthly CDF better than
the daily CDF. For 99% of the stations, monthly and daily R? values are >0.90 and >0.80. Secore sShows
that the difference between monthly and daily time scales is very small, but it has a broader range
than the other two measures. The monthly and daily Sscore Values for most stations (99%) are >0.70

and >0.75, respectively.
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Figure 6. Cumulative distribution functions of the statistical measures NRMSE (a), R? (b), and Sscore (c)

indicating the accuracy of monthly and daily PET_cma estimates compared to PET_obs.

3.3. Effect of Different Variables on the Bias in Estimation of the PET

Figure 7 shows the contribution of each variable to the error in estimating mean annual PET_cma.
Each is used in turn as an independent variable. PET_obs is the control variable. Percentage bias is
the error measure. To estimate PET as a dependent variable, the observed data for one input variable
of PM is replaced with reanalysis data from CMADS; all other input variables remain unchanged
(i.e., they take the observed data used in the calculation of PET_obs). Percentage bias for most areas
is in the range —5% to 5% when Tyax, Tyyin, and R;, were the independent variables. This indicates
that errors in Tyax, Tyin, and Rj, from the CMADS data contributed little to the bias in PET_cma.
Figure 7 shows that wind speed and solar radiation contribute to the error in PET_cma in different
ways. When wind speed is the independent variable, PET is underestimated, and percentage bias is in
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the range —15% to —5%. Most underestimated values are found in eastern China. For solar radiation,
Rs, PET is mainly overestimated with percentage bias in the range 5% to 30% over most of the area.

In central and western China the overestimation is greater, with percentage bias predominantly in the
range 15% to 30%.
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Figure 7. Spatial distribution of percentage bias showing the effects of maximum temperature (a),

minimum temperature (b), wind speed (c), solar radiation (d), and relative humidity (e) on the bias of
PET_cma.

Elevation is commonly an important influence on wind speed and solar radiation. For example,
topography influences wind speed when wind speed increase as air moves around a hill or along a
narrow valley. The pressure gradient, friction due to the earth’s surface, and air density also influence
wind speed. Figure 8 shows that when wind speed is the independent variable, the percentage bias
is mainly <0. Bias <—10% is seen mainly at stations with elevation <2000 m when PET_obs is in
the range 800-1300 mm. Solar radiation can be affected by atmospheric conditions, such as clouds
and pollution, and topography can also cause substantial spatial variation in solar radiation [55].
PET was overestimated for most of the stations when R was the independent variable. When elevation
increased, the lower boundary of percentage bias also increased. When elevation was >2000 m, the
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percentage bias of PET is >10%. Larger percentage bias, >20%, is found mainly for stations with
PET_obs in the range 750-1250 mm. Windspeed, which causes underestimation of PET, and solar
radiation, which causes overestimation of PET, offset each other, reducing the overestimation of

PET _cma.
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Figure 8. Relationship between elevation, PET_obs, and errors indicated by percentage bias for wind

speed (a) and solar radiation (b).

4. Discussion

This study evaluated the use of CMADS datasets in estimating PET across China during the
period 2008-2016. As mentioned previously, there are alternative methods and different datasets for
estimating PET. Weiland et al. [35] compared six different methods using Climate Forecast System
Reanalysis (CFSR) data and evaluated the results against global Climate Research Unit (CRU) data.
They noted that PM has high data demands and is sensitive to inaccuracies in the input data, and so
recommended a re-calibrated form of the Hargreaves equation which gave global reference PET values
that were comparable to CRU-derived values for many climate conditions. Lang [22] compared eight
PET models with PM for southwestern China and found that the Makkink and Hargreaves-Samani
methods are good alternatives to PM. Droogers and Allen [50] compared global PET predicted by PM
and Hargreaves and recommended that the Hargreaves method be used in regions where accurate
weather data cannot be expected because the method requires fewer climate variables as input, which
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makes it less sensitive to errors in climate data. Thus, the Hargreaves method has advantages in an
area for which data is scarce, such as Africa [37].

PET is affected by many climatic factors. Liu et al. [56] analyzed the sensitivity of PET to
meteorological data in China for the period 1960-2007. They found that the particular factor which
is most sensitive differs across the country but nation-wide the most sensitive factor was, on average,
vapor pressure. They also found some correlation between factor sensitivity and elevation. Yao et al. [57]
used meteorological reanalysis datasets from the Environmental and Ecological Science Data Center for
West China and found that solar radiation was the largest contributor to change in PET, and that wind
speed most affected inter-annual variation of PET in China. Xu et al. [58] found that as well as solar
radiation, atmospheric dynamics also strongly influence PET. Vegetation degradation in many regions
of China is highly correlated with thermodynamic and physical land surface changes, which intensify
the uneven spatial distribution of PET in China [59]. Gao et al. [60] analyzed PET from 580 stations
in China for 1956-2000 and obtained similar results to ours: less solar radiation and decreased wind
speed are major causes of reduced PET in most areas; and solar radiation, wind speed, and relative
humidity have a greater effect than temperature on PET.

The overestimation of PET using the CMADS datasets is mainly due to the effect of solar radiation.
Different methods in obtaining solar radiation need to be addressed. Solar radiation was calculated
by Angstrém-Prescott radiation equation for the station data, and Solar radiation of CMADS were
obtained from radiance data of the International Satellite Cloud Climatology Project (ISCCP) with
combination of data retrieved from the FY-2E satellite using the discrete-ordinate radiative transfer
(DISTORT) model. For the satellite derived solar radiation, visible-band observations obtained from
the FY2C geostationary meteorological satellite are used to generate hourly ground-incident solar
radiation data with spatial resolution of 0.1° x 0.1°. The discrete ordinate method [61] was used
to calculate radiation transfer in the inversion algorithm for the ground-incident solar radiation
output. A 5-layer planoparallel ideal atmospheric model nonuniform in the vertical direction was
designed, which consists of five solar spectral intervals (0.2-0.4, 0.4-0.5, 0.5-0.6, 0.6-0.7, 0.7-4.0 pm) to
calculate the scattering, absorption, and reflection of solar radiation [39]. Although satellite-derived
radiation has better spatial resolution, a study in Nigeria found that estimated solar radiation from
the radiation equation model has a better error range and fits the ground measured data better than
the satellite-derived data [62]. The ground measured, model estimated and satellite-derived solar
radiation data can complement each other.

PET is important in water resources management and hydrological modeling. Overestimation
of PET can lead to overestimating the severity of drought. Simulated discharge in hydrological
models can also be affected by overestimated PET. Parmele [63] used a Hiemstra watershed model
and two versions of the Stanford model and found that a constant bias of 20% in PET input data
has a cumulative effect and results in considerable error in the computed hydrograph peaks and
recessions. Other studies have found that parameter calibration can reduce errors from input data
to some degree [64]. Oudin et al. [65] found that systematic errors in PET predictions have a greater
impact than random errors, but that such errors are reduced by soil moisture accounting (SMA) using
the GR4J] model and TOPMODEL.

5. Conclusions

The CMADS reanalysis dataset is a useful alternative to observed weather data, especially in
remote areas where observations are not easy to make. Evaluating PET calculated from the reanalysis
dataset by comparing it with China-wide observations is important for the applicability of the CMADS
dataset. This study used observed data from 836 weather stations across China to evaluate PET
estimated by PM using CMADS data (PET_cma) by spatiotemporal comparison with PET_obs.

For the average annual PET, PET_cma and PET_obs agree well in their spatial distribution for
most of China. PET_cma is an overestimation, compared to PET_obs, in western inland China with
percentage bias in the range 15% to 30%. Average annual PET_obs is 1000 mm while average annual
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PET_cma is 1120 mm. Mean seasonal PET is overestimated, in comparison to PET_obs, for all four
seasons, although the spatial distribution of PET_cma captures the general seasonal features. Average
percentage bias is least in winter at 4.3% and greatest in spring at 15.7%. Mean seasonal PET estimates
differ from mean annual PET estimates. In spring there are more stations in southeastern China for
which PET_cma greatly overestimates. The percentage bias for a number of stations is mainly in the
range 15% to 25%. In winter, there is overestimation in the south and underestimation in the north.
The statistical measures NRMSE, R, and Sscore consistently show that the annual PET_cma values are
better than those at shorter time scales when compared with PET_obs.

Wind speed and solar radiation are the major variables that contribute to the errors in PET_cma
but they each influence estimated PET in a different way. Wind speed causes an underestimation of
PET with a percentage bias in the range —15% to —5%, with the largest errors being found in eastern
China. Solar radiation causes an overestimation in the range 15% to 30% in central and western China.
A larger percentage bias due to wind speed is found mainly at elevations below 2000 m while the larger
percentage bias due to solar radiation is spread evenly across elevations. Underestimation of PET due
to wind speed and overestimation of PET due to solar radiation are offset, reducing the overestimation
of PET.
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Abstract: Human activities, especially dam construction, have changed the nutrient cycle process
at the basin scale. Reservoirs often act as a sink in the basin and more nutrients are retained
due to sedimentation, which induces the eutrophication of the surface water system. This paper
proposes an integrated methodology to analyze the total nitrogen (TN) accumulation in a drinking
water reservoir, based on the soil and water assessment tool (SWAT) model driven by the China
Meteorological Assimilation Driving Datasets for the SWAT model (CMADS). The results show that
the CMADS could be applied to drive the SWAT model in Northeast China. The dynamic process of
TN accumulation indicates that the distribution of TN inputted into the reservoir fluctuated with
the dry and wet seasons from 2009-2016, which was mainly governed by the amount of runoff.
The annual average TN input and output fluxes of the Biliuhe reservoir were 274.41 x 10* kg and
217.14 x 10* kg, which meant that 19.76% of the TN input accumulated in the reservoir. Higher TN
accumulation in the reservoir did not correspond to a higher TN load, due to the influence of flood
discharge and the water supply. Interestingly, a higher TN accumulation efficiency was observed in
normal hydrological years, because the water source reservoir always stores most of the water input
for future multiple uses but rarely discharges surplus water. The non-point sources from fertilizer
and atmospheric deposition and soils constituted the highest proportion of the TN input, accounting
for 35.15%, 30.15%, and 27.72% of the average input. The DBWD (Dahuofang reservoir to Biliuhe
reservoir water diversion) project diverted 32.03 x 10* kg year—! TN to the Biliuhe reservoir in
2015-2016, accounting for 14.05% of the total annual input. The discharge output and the BDWD
(Biliuhe reservoir to Dalian city water diversion) project output accounted for 48.75% and 47.74%,
respectively. The effects of inter-basin water diversion projects should be of great concern in drinking
water source water system management. There was a rising trend of TN level in the Biliuhe reservoir,
which increases the eutrophication risk of the aquatic ecosystem. The TN accumulated in the sediment
contributed to a large proportion of the TN accumulated in the reservoir. In addition to decreasing
the non-point source nitrogen input from the upper basin, discharging anoxic waters and sediment
with a high nitrogen concentration through the bottom hole of the dam could alleviate the nitrogen
pollution in the Biliuhe reservoir.

Keywords: total nitrogen; accumulation; SWAT model; CMADS; Biliuhe reservoir
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1. Introduction

On a global scale, human activities—such as agricultural fertilization, domestic and industrial
sewage discharge, and fossil fuel combustion—have dramatically increased the nutrient loads
transported by rivers, which has resulted in severe eutrophication problems in aquatic ecosystems [1,2].
Reservoirs, acting as the important engineering controls in rivers, have greatly changed the nutrient
cycles in the basin. The building of dams impedes the transport of pollutants and nutrients from
basins to oceans by rivers [3]. Due to the long water residence time (compared with rivers) and the
enhanced particle settling velocity, pollutants will deposit in the reservoir along with other sediment [4].
Additionally, water source reservoirs always store most of the water input for future multiple uses,
but rarely discharge surplus water, which leads to the accumulation of pollutants. After decades of
operation, the contamination in the reservoir water and sediment become increasingly noticeable, until
finally this limits the function of the water supply [5]. China is the country with the largest number of
reservoirs, which has built 98,002 reservoirs with a total storage capacity of 932 billion m? to fulfill the
growing demands for flood control, water resources, and power generation [6]. Due to rapid social
and economic development in recent decades, the eutrophication problem of reservoirs is aggravated
in China. The eutrophication status assessment of 943 reservoirs across the country demonstrates that
28.8% of the reservoirs are in a eutrophic state [7]. In addition, reservoirs in many other countries are
also suffering the eutrophication and water quality deterioration problems [8-10].

Nutrient accumulation in reservoirs occurs when nutrients are retained due to the construction of
a dam, which could be calculated by the nutrient input flux and output flux. A wide range of nitrogen
retention rates have been reported in existing studies, which implies that the process of nutrient
transportation varies in different basins [11,12]. Nutrient transportation in the basin is complicated,
and sometimes the inter-basin water diversion project makes quantitative analysis more difficult.
Physical-based models, such as the soil and water assessment tool (SWAT), agricultural non-point
source pollution model (AGNPS), and Hydrological Simulation Program—Fortran (HSPF) have been
developed to evaluate the nutrient loads since the 1970s [13-15]. The SWAT model has been widely
used to estimate the non-point pollution yields, and the model performance has been confirmed
in many typical basins [16]. However, the model requires high-resolution input data, especially
meteorological data, which is the important drive factor of the nutrient cycle [17]. Sparse spatial
data, measurement errors, and the sensitivity of the hydrologic parameters would limit the model
accuracy [18]. In recent years, various atmospheric reanalysis datasets such as the JRA-55, the
ERA-Interim, the CFSR, and the MERRA have been developed and used globally [19-22]. The China
Meteorological Assimilation Driving Datasets for the SWAT model (CMADS) are the latest East Asia
atmospheric reanalysis datasets developed by Dr. Xianyong Meng from the China Agricultural
University (CAU), which have attracted widespread attention [23-25]. The CMADS series of datasets
have been verified in different basins of China and Korea and have performed well in the Heihe basin,
Manas River Basin, Qinghai-Tibet Plateau, Han River Basin and so on, however the application of
CMADS mainly focuses on hydrological simulation and there are few studies about non-point source
pollution simulation driven by the datasets, especially in the cold regions of Northeast China [26-33].

Excessive nitrogen is one of the main problems facing surface freshwater systems today [34]. There
is widespread research on the monitoring, simulation and assessment of nitrogen in reservoirs [35,36].
However, the quantitative analysis of the dynamic accumulation process of nitrogen in the reservoirs
is difficult because of the various nitrogen sources and complicated transportations. Dalian city is one
of the most important cities in Northeast China, which is also a water-deficient city. Biliuhe reservoir,
the drinking water reservoir of Dalian city, is facing severe nitrogen pollution and the concentration
of TN has exceeded Grade V in China’s water quality standard in recent years [37]. A systematic
water transfer network has been built to ease the shortage of water resources in the Dalian area, which
brings about new issues in environmental management between the different basins. In the Biliuhe
reservoir basin, there are some studies about the runoff but few about nutrient transport process [38,39].
The existing research on nitrogen accumulation of the Biliuhe reservoir is based on an empirical model
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and the results are static and simple, so further analysis is necessary [40]. The effects of the inter-basin
water diversion project on the reservoir total nitrogen (TN) accumulation are also rarely studied.
The aims of this paper are (1) to propose an integrated methodology for analysis of the reservoir TN
accumulation based on the SWAT model driven by CMADS, and (2) to analyze the dynamic process of
the TN accumulation in the Biliuhe reservoir.

2. Materials and Methods

2.1. Study Area

The Biliuhe reservoir (122°29'24.11” N; 39°49'12.52" E), located 175 km northeast of Dalian city, is
a large canyon-shaped reservoir with multiple uses: water supply, flood control, power generation,
and agricultural irrigation. The maximum storage capacity and the effective storage capacity of the
reservoir are 9.34 x 10% m? and 6.44 x 10% m?, respectively. The mean surface water area of the
reservoir is 55.60 km? and the mean water depth is 12.84 m. With a designed annual water supply of
4.38 x 10% m3, the Biliuhe reservoir accounts for 80% of the domestic and industrial water supply for
Dalian city. The Yushi reservoir, located in the upper stream of the Biliuhe River, has a storage capacity
of 0.88 x 10% m>. There are two main inter-basin water diversion projects in the basin: the Biliuhe
reservoir to Dalian city water diversion project (BDWD), and the Dahuofang reservoir to Biliuhe
reservoir water diversion project (DBWD). The Biliuhe reservoir to Dalian city water diversion project
began to divert water in 1984, and the designed water diversion of the project is 4.38 x 108 m? year~!.
The Dahuofang reservoir to Biliuhe reservoir inter-basin water diversion project was completed in
October of 2014. The designed water diversion of the project is 3.29 x 10% m? year~!. By the end of
2016, 3.2 x 108 m3 water had been transferred into Biliuhe reservoir to alleviate the severe drought in
the Dalian area.

The reservoir basin reaches an area of about 2085 km?, with the three main tributary rivers
being Biliuhe River, Geli River, and Bajia River (Figure 1). The reservoir catchment has a temperate
monsoon climate characteristic, with an annual average temperature of 10.6 °C, hot summers and
cold winters. The annual average precipitation is 743 mm and 75% of the precipitation is centralized
in the flood period (June-September). The icebound season of the Biliuhe reservoir is long and lasts
from November-March. The upper catchment of the reservoir is mainly covered by forest (72%)
and agricultural land (19%), which can be seen from the Figure 2. There are about 256,000 residents
in the basin and they mostly live along the bank of the river. Agriculture dominates the economic
development in the basin.

2.2. SWAT Model and Data Source

The SWAT (soil and water assessment tool) model is a basin-scale, semi-distributed, and physically
based model developed by the United States Department of Agriculture Research Service in the early
1990s [41]. It has been widely applied to predict the impacts of land management practices on
water, sediment, and nutrient loss in large, complex basins. The model partitions the basin into
multiple sub-basins, which are further divided into hydrological response units (HRUs) consisting
of homogeneous land use, soil characteristic, and slope. The hydrological sub-model is based on
the water-balance equation to simulate the processes of precipitation, infiltration, surface runoff,
evapotranspiration, lateral flow, and percolation [42]. In this study, the Biliuhe reservoir upper basin
was divided into 99 sub-basins and 805 HRUs. The simulation of nutrients in the catchment was fully
considered in the nutrients module, including migration and transformation in soil, the transportation
process from the upper catchment to downstream through the main river channel, and the surface
runoff or interflow [19]. The SWAT model can also simulate the water and nutrient transfer between
reservoirs, the reach, and sub-basins, or the water transfer between different basins.
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Figure 1. Geography of the Biliuhe reservoir basin.
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Figure 2. Land use types (a) and soil types (b) of the Biliuhe reservoir basin. Land use classes
correspond to FRST (frost), PAST (pasture), WATR (water), URLD (low-density residential), and AGRL
(agricultural land). Soil classes correspond to ZR (brown earth), CZR (young brown earth), ZRXT

(meadow brown earth), and CDT (meadow soil).
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The version of SWAT used in this study is the ArcSWAT 2012 (Texas A&M University, College
Station, TX, USA), which is an ArcGIS-ArcView extension and graphical user input interface for the
SWAT model. The spatial data used in the SWAT model includes digital elevation data (DEM), land
cover data, and soil type data. The 90 x 90 m DEM data was obtained from the International Scientific
& Technical Data Mirror Site, Computer Network Information Center, Chinese Academy of Sciences
(http:/ /www.gscloud.cn). The land cover data of the 2000s (1:100,000) and soil information map
(1:1,000,000) were provided by the Data Center for Resources and Environmental Sciences, Chinese
Academy of Sciences (RESDC) (http://www.resdc.cn). The land cover in the study area could be
classified into five types: forest (72.30%), farmland (18.94%), grassland (2.40%), low-density residential
(2.76%), and water body (3.60%). There are four soil types distributed within the basin: brown earth,
young brown earth, meadow brown earth, and meadow soil (Figure 2). The main soil attributes were
obtained from the China Soil Database or calculated by the soil-plant-atmosphere—water (SPAW)
model. Some attributes that could not be obtained were taken from the soil database of the SWAT model.
The soil particle size transformation from an international system to the US system was completed by
the cubic spline interpolation method. The basic data of fertilization per hectare, manure of livestock
and poultry breeding, and rural domestic sewage came from the report of the investigation of pollution
sources and water quality in the Biliuhe reservoir (2012). After an investigation, there was found to be
nine point-source pollution outlets within the catchment: Dalian Buyunshan hot spring bath center,
Dalian Guanba Silk Food Co., Ltd., Dalian Jiantang hot spring bath center, Dalian Jiantang hot spring
bath center east sewage, Dalian Xingzhi Canned Food Co., Ltd., Yingkou Epps Sewing Products Co.,
Ltd., Shizijie Town comprehensive sewage outlet, Wanfu Town east comprehensive sewage outlet,
and Wanfu Town south comprehensive sewage outlet [40]. The regulation of the Yushi reservoir
could be simulated directly by the reservoir module of the SWAT model. The model calibration,
sensitivity analysis, and uncertainty analysis were achieved by the Sufi-2 (Sequential Uncertainty
Fitting, version 2) algorithm, which was coupled with the SWAT-CUP. The model performance was
evaluated by the coefficient of determination (R?), Nash-Sutcliffe simulation efficiency (NSE), and
percent bias (PBIAS), which are defined as [43]
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where O; and S; are the observed and simulated data, respectively. Oayg and Sayg are the average values
of the observed and simulated data, while n is the total number of data records. The discharge and
TN data required for calibration and validation were derived from the Biliuhe reservoir management
bureau, and the TN concentration was monitored by the national standard method.

The meteorological data used in the SWAT model was obtained from the China Meteorological
Assimilation Driving Datasets for the SWAT model (CMADS V1.1), which can be downloaded from
the website of Cold and Arid Regions Sciences Data Center (www.cmads.org). The CMADS integrated
the air temperature, air pressure, humidity, and wind velocity data through the LAPS/STMAS system
and other multiple techniques, such as data loop nesting, resampling, pattern estimation, and bilinear
interpolation. Precipitation data were assimilated using the CMORPH'’s global precipitation product
and the National Meteorological Information Center’s data of China [23]. The CMADS V1.1 serials of
datasets cover the entire East Asian region (0°-65° N, 60°~160° E) and can provide high-resolution and
high-quality meteorological data for the study area with sparse weather station coverage. In this study,
the SWAT model made use of the meteorological data of nine CMADS stations in the study area, which
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included precipitation, relative humidity, solar radiation, temperature, and wind speed. The spatial
resolution is 0.25 degrees, the time resolution is daily, and the time scale is 2008-2016. Detailed location
information of the stations is shown in Figure 1.

2.3. Integrated Methodology of TN Accumulation

The TN load simulated by the SWAT model is the TN flux transported from the upper basin
into the Biliuhe reservoir through the surface and underground runoff, which includes the point
source input, non-point source input, and inter-basin water diversion input. Because the SWAT cannot
properly conduct reservoir nitrogen simulations in general, it was mainly used to simulate the TN
load of the Biliuhe reservoir upper watershed in this study, and the study reservoir was only taken
as an outlet of the basin. To better study the nitrogen pollution of the Biliuhe reservoir, an integrated
methodology based on the mass balance theory is proposed to calculate the TN accumulation in the
Biliuhe reservoir. The TN accumulation of the Biliuhe reservoir is defined as the TN flux difference
between input and output, which can be evaluated by accumulation quantity and accumulation
efficiency. The reservoir nitrogen input includes the point source input, non-point source input,
inter-basin water diversion project (DBWD) input, and aquaculture input due to the fish feed and
manure, while the non-point source input includes soil source input, fertilizer application input,
livestock and poultry breeding input, rural domestic sewage input, and atmospheric deposition
input. The reservoir nitrogen output includes the water discharge output, water diversion project
output, aquaculture output, and denitrification output. The TN accumulation model is described by
Equations (4) to (6)

AN =Njp — Nout @)
Nin = Np + Nnp + Naiv1 + Naqua1 (%)
Nout = Nais + Naiva + N aqua2 Nden (6)

where AN is the accumulation of TN, kg; Njj is the TN fluxes input the reservoir, kg; and Nyt is the
TN measured export from the reservoir, kg. In the composition of the TN input, Np is the point source
input, kg. The sewage discharge and nitrogen concentration of the nine outlets were measured in
2011, and used for the point source load simulation in this study. Ny, is the non-point source input,
which can be divided into soil source input (Ngy), fertilizer application input (Ng), livestock and
poultry breeding input (NJ;,), rural domestic sewage input (Nyr), and atmospheric deposition input
(Natm)- Ngiv1 is the TN input of the inter-basin water diversion projects, kg. The mean discharge and
nitrogen concentration in 2014-2016 were used to calculate the water diversion project load. Nagua1
is the aquaculture input. Because cage culture is prohibited in the Biliuhe reservoir and the fishery
statistics data is unavailable, the aquaculture input and output are ignored in this study. All of the
TN inputs except the direct rainfall N input were simulated by the SWAT model. The direct rainfall
input was calculated by the precipitation, average TN concentration in the precipitation, and the
surface water area. The precipitation data was derived from the CMADS. The TN concentration in the
precipitation refers to the research of Yan and Shi [44]. The surface water area was obtained from the
Biliuhe reservoir management bureau.

In the composition of the TN output, Ny is the output of the water discharge to the downstream
channel, kg. Naqua2 is the output of the aquaculture harvest, kg. Ngjy2 is the output of the water
diversion project, kg. Ngen is the output of denitrification, kg. N aqua2 is the aquaculture output which
was not considered in this study. The water discharge output and the inter-basin water diversion project
output were calculated by the output water volume and the TN concentration in front of the dam, which
were also obtained from the Biliuhe reservoir management bureau. The denitrification process mainly
occurs in the sediment and varies greatly among different aquatic systems [45]. The denitrification
output in this study can be calculated by the denitrification rate and reservoir surface area, described
by Equation (7)

Ngen = 0.014 x V x A ?)
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where V is the denitrification rate, referring to a lake in Canada with similar meteorological and
hydrological characteristics, 15 umol N m 2 h~1[46], and A is the surface water area, km?2. The TN
accumulation efficiency (Ry) can be defined by Equation (8)

RN = (Nin — Nout)/Nin x 100% ®)
3. Results

3.1. SWAT Model Performance

The monthly observed data of discharge at the dam monitoring station and TN concentration
at the entrance of reservoir were used for warm-up (2008), calibration (2009-2012), and validation
(2013-2016). The hydrology and nitrogen parameters used for model calibration were shown in the
Table S1 of the Supplementary Materials. For assessment of the SWAT model results, Wang and
Melesse proposed that NSE >0.75 can be considered as “good”, while values between 0.36 to 0.75 can
be considered as “satisfactory” [47]. On the other hand, Moriasi et al. suggested a monthly model
simulation can be judged as satisfactory if NSE values > 0.5 for runoff and 0.35 for nutrients, and
if PBIAS was £15% for discharge, and £30% for N [43]. The evaluation results of the simulation
discharge and TN are shown in Table 1. For the discharge, the monthly R? values were 0.96 and 0.90,
the NSE values were 0.96 and 0.89, and PBIAS values were 8.68% and —11.53% in the calibration and
validation periods, indicating a good performance of the SWAT model.

Table 1. Evaluation results of the discharge and TN simulation.

Parameter Index Calibration Validation
R? 0.96 0.90
Discharge NSE 0.96 0.89
PBIAS 8.68% -11.53%
R? 0.87 0.71
N NSE 0.85 0.53
PBIAS -13.49% -21.71%

For the simulation of TN, the R? values were 0.87 and 0.71, the NSE values were 0.85 and
0.53, and the PBIAS values were —13.49% and —21.71% in the calibration and validation periods,
respectively. The accuracy of the TN simulation was lower than that of the stream flow, but can
still be considered as satisfactory according to the standard suggested by Moriasi. The observed
and simulated monthly stream flow and TN are shown in Figure 3. The accuracy of the stream
simulation results in the validation periods was worse than those in the calibration periods, which
can be attributed to the drought that occurred in 2014-2015. Increased irrigation and domestic water
consumption during droughts lead to a severe water intake from the river, and the observed discharge
at the dam monitoring sites will be lower than the simulation value. The simulation of TN had similar
characteristics. In general, the meteorological data of CMADS has a good applicability in the study
area, and the CMADS-driven SWAT model can be used for runoff and TN simulation in the Biliuhe
reservoir basin.

The sensitivity analysis result showed that the maximum canopy storage (CANMX), baseflow
alpha factor for bank storage (ALPHA_BNK), Manning’s n value for the main channel (CH_N2),
SCS runoff curve number (CN2), and effective hydraulic conductivity in the main channel alluvium
(CH_K2) were the most sensitive parameters for stream flow, while the nitrogen percolation coefficient
(NPERCO), saturated hydraulic conductivity (SOL_K), moist bulk density (SOL_BD), Manning’s n
value for the main channel (CH_N2), and organic nitrogen enrichment ratio (ERORGN) were the most
sensitive parameters for the TN load. The uncertainty analysis results showed that 88% (P-factor) of the
discharge observations and 75% (P-factor) of the TN observations fell within the 95% confidence level
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uncertainty range (95PPU) in the calibration period, and the R-factors were 0.59 and 0.96, respectively.
During the validation period, 79% of the discharge observations, and 71% of the TN observations fell
within the 95% confidence interval (95PPU), and the R-factors were 0.58 and 0.90. The uncertainty of
the SWAT model in the validation period was higher than that in the calibration period.
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Figure 3. Observed and simulated (a) flow and (b) TN loads.
3.2. Temporal Characteristic of TN Fluxes of the Biliuhe Reservoir

The stream flow and TN fluxes of the Biliuhe reservoir are shown in Figure 4. The distribution
of the TN input was very uneven between different years, and the TN input during the flood period
was significantly higher than in the non-flood period. The TN input was consistent with the runoff.
A simple Pearson’s correlation analysis was performed to assess possible relationships between the TN
input and the runoff, and the precipitation and the runoff. The results showed a strong and significant
positive correlation between the TN input and the discharge (r = 0.918, p < 0.01), which meant that the
nitrogen input was mainly governed by the runoff (Figure 5). This result was in a good agreement with
other studies [48-50]. The correlation between the precipitation and the runoff was also high (r = 0.872,
p < 0.01), but lower than that between the TN input and the runoff. This can be attributed to the severe
drought and the inter-basin water diversion project. Due to the flushing of surface runoff, a large
amount of nitrogen—along with the flood—enters the reservoir, resulting in the higher input during
flood periods (August 2010, August 2011, August 2012, and July 2013). In contrast, the TN input in
dry periods (July 2014-November 2015) was relatively lower due to the decrease in precipitation and
runoff. For the Biliuhe reservoir, the TN output is greatly influenced by artificial regulation. Therefore,
the TN output does not follow the variation of runoff. During wet years, surplus water quantity
increases due to the flood input, leading to an increasing TN output. Additionally, affected by the
disturbance of the density flow, the nitrogen stored in sediments will release into the water, then be
exported from the reservoir with surplus water. In addition to the three years of 2011-2013, the TN
output was very stable most of the time. Because in dry years there is no chance for the reservoir to
discharge surplus water, water withdrawal becomes the main pathway for TN output, the TN output
in dry years is stable and relatively lower than in wet years.

The seasonal TN input and output in the Biliuhe reservoir were assessed to analyze the temporal
characteristics of TN fluxes during the year. As can be seen from Figure 6, the TN input changed from
month to month and was high in wet seasons and fall and low in dry seasons, consistent with the
precipitation and runoff, as well as with the intensive agriculture activities in the wet seasons. The wet
seasons (April-October) accounted for 95% of the annual TN input, indicating an extremely uneven
distribution of TN input during the year. There was an abrupt increase of TN input at the beginning of
the wet season (April), meaning that TN stored in dry seasons had a considerable release during the
dry-wet alternation process. The TN output in dry seasons was mainly due to the water supply output
and changed slightly, while it increased a lot in wet seasons due to the flood discharge. In general, the
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TN input was higher than the output during the wet seasons except for October, which meant that the
Biliuhe reservoir acted as a sink during most of the wet season. The monthly input of TN was always
lower than the output from September to the next March, suggesting that the Biliuhe reservoir acted as
a source during dry seasons. The TN accumulation and the composition of TN input and output were
analyzed in the discussion.
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Figure 4. The runoff and TN fluxes of the Biliuhe reservoir.
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Figure 5. Relationships between runoff and TN input (a) and precipitation and runoff (b)
from 2009-2016.
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Figure 6. Seasonal variations of precipitation, runoff, and TN fluxes.

4. Discussion

4.1. TN Accumulation in the Biliuhe Reservoir

The dynamic TN accumulation process of the Biliuhe reservoir were analyzed based on the TN
input and output fluxes. The annual TN accumulation of the Biliuhe reservoir are presented in Table 2.
In the study period, the mean annual TN input flux was 274.41 x 104 kg, which was higher than the
output flux of 217.14 x 10* kg. The average annual accumulation of TN was 57.27 x 10* kg, indicating
that 19.76% of the TN input was retained by the Biliuhe reservoir, which was higher than the TN
retained by the Three Gorges reservoir (China) and Wivenhoe reservoir (Australia) [51,52], but lower
than the TN retained by Lake Shelbyville (USA) [53]. The maximum and minimum TN input fluxes
were 60.98 x 10* kg in 2012 and 78.02 x 10* kg in 2014, while the maximum and minimum output
fluxes were 582.88 x 10* kg in 2012 and 71.75 x 10* kg in 2009, indicating that TN accumulation in the
study reservoir varied in different hydrological years. It can also be seen from Table 2 that the Biliuhe
reservoir was not always a sink of TN—sometimes it could transform into a source. The accumulation
of TN in reservoirs is influenced by the balance of input and output. The input TN is mainly driven
by runoff, while the TN export from the reservoir is driven by the domestic water supply and flood
discharge. Therefore, higher nitrogen input did not correspond to higher nitrogen accumulation in the
study period. Especially in 2013, the accumulation of TN was negative due to the higher flood discharge
output. Interestingly, higher TN accumulation efficiency was observed in normal hydrological years,
because the Biliuhe reservoir always stores most of the water input for future multiple uses but rarely
discharges surplus water. During extreme drought years, the reservoir may also act as a source, with
the TN input flux decreasing and the water consumption increasing, as shown in 2014. Reservoirs act
as a sink or source of nutrients due to the basin characteristics and reservoir regulation.

For the Biliuhe river basin, the dam decreases the ecological water volume of the downstream
area and obstructs the dispersal and migration of nutrients, which has resulted in the degradation
of the downstream ecosystem and extinction of species. In the study reservoir, there was a rising
trend of TN accumulation. The TN retained by the reservoir partly stores in the water and partly
deposits with sediment due to adsorption. The water TN concentration of the Biliuhe reservoir was
2.16 mg/L in 2009, rising to 2.92 mg/L in 2016, which meant an increase of the eutrophication risk of
the water body. Despite the increase of the TN concentration in the water, the TN stored in the water
decreased during the study period due to the decrease in water volume (from 562 million m3 in 2009 to
183 million m® in 2016), which demonstrated that the TN that accumulated in the sediment contributed
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to a large proportion of the TN accumulation in the reservoir. Recent research has also shown that TN
in the sediment of the Biliuhe reservoir is at a relatively high level, and endogenous nitrogen released
from the sediment could contribute to the water nitrogen pollution [54]. Water supply and flood
discharge are two major ways to export the TN from the reservoir. Water withdrawal for urban use is
mainly from the upper water column in front of the dam, which has good water quality. Therefore, the
nitrogen in the bottom water and sediment could not be discharged from the reservoir. For the above
problems, in addition to decreasing the non-point source nitrogen input from upper basin, discharging
anoxic waters and sediment with a high nitrogen concentration through the bottom hole of the dam
could alleviate the nitrogen pollution in the Biliuhe reservoir.

Table 2. Annual TN accumulation of the Biliuhe reservoir (2009-2016).

Year N;/(10% kg) No/(10* kg) AN/(10* kg) RN/(%)
2009 165.59 71.75 93.84 56.67
2010 270.25 108.16 162.09 59.98
2011 308.44 245.12 63.32 20.53
2012 609.98 582.88 27.10 4.44
2013 301.95 384.96 -83.01 -27.49
2014 78.02 125.84 -47.82 -61.29
2015 211.07 100.20 110.87 52.53
2016 249.99 118.19 131.80 52.72
Mean value 274.41 217.14 57.27 19.76

4.2. Composition of TN Input and Output

The composition of TN input during 2009-2016 is shown in Figures 7a and 8a. It can be seen from
these figures that the point source input accounted for a small proportion of TN input, which is only
0.16% of the average input. This means that the point-source nitrogen input is not serious and the
non-point source input dominates the TN input of the Biliuhe reservoir. This result is consistent with
the actual conditions wherein most of the untreated sewage outlets in the basin have been closed in
recent years, but non-point sources like agricultural fertilization and livestock and poultry breeding are
difficult to treat. The non-point sources from fertilizer and atmospheric deposition and soils constituted
the highest proportion of the TN input, accounting for 35.15, 30.15, and 27.72% of the average input.
According to the study result, reduction of the non-point source TN input during the flood period
should be an effective measure to control the TN pollution of the study reservoir. In addition to the
TN load from the reservoir control basin, the TN input of the inter-basin water diversion project was
32.03 x 10* kg year~! during 2015-2016, accounting for 14.05% of the annual total input. According to
the design water diversion capacity of 3.00 x 10% m® year~! in the future, 63.90 x 10* kg year—! TN
will input into the reservoir via the DBWD project, which was approximately equal to the TN input
in extreme drought years. The impact of the inter-basin water diversion project on TN accumulation
should be of great concern in the future.
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Figure 7. The composition of annual TN input (a) and output (b) fluxes of the Biliuhe reservoir
from 2009-2016.
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Figure 8. The average composition ratio of the TN input (a) and output (b) fluxes of the Biliuhe
reservoir from 2009-2016.

The composition of the TN output during 2009-2016 is shown in Figures 7b and 8b. It can be seen
from these figures that the average discharge output accounted for 48.75% of the average TN output,
and mainly occurred in wet years with the flood discharge. The reservoir rarely discharges surplus
water in normal or dry years due to the high water demand of Dalian city. The average TN output of
the BDWD project was 103.66 x 104 kg year_l, which contributed to 47.74% of the annual TN output.
In the dry or normal years like 20142016, the TN output by the BDWD project accounted for more
than 90% of the total TN output, indicating that a large proportion of the nitrogen was transported to
other basins through the inter-basin water diversion project. The inter-basin water diversion project
links different basins together and changes the original nutrient transportation within or between river
basins, which creates new challenges for comprehensive environmental management across multiple
basins [55]. The denitrification output accounted for 3.51% of the total nitrogen output, which was
much lower than the inter-basin water diversion project and downstream water discharge output.
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4.3. Analysis of the Proposed Methodology

This study explores an integrated methodology that is based on the SWAT model to quantify
the nitrogen accumulation in the reservoir. It is convenient for the proposed methodology to analyze
the TN accumulation process in the study reservoir. The CMADS has also been proven to be capable
of driving the SWAT model in the study area. The methodology combines the mechanism model
and the statistical model to obtain more reasonable results, which show that the Biliuhe reservoir
serves as a sink of TN most of the time, and the TN accumulation process is significantly influenced
by the reservoir operation mode. In this study, the uncertainty of the methodology may come from
the meteorological data of CMADS, parameters of SWAT, and sparse distribution of water quality
monitoring sites due to the complex mechanism of TN transformation and transportation. More work
will be done to reduce the uncertainty and improve methodology accuracy. In this study, the reservoir
was taken as a small point and the internal N transportation process of the reservoir was not taken
into consideration. In the next step, we will improve the simulation by coupling the SWAT with the
2-D or 3-D hydrological and water quality model for further research.

5. Conclusions

The integrated methodology based on the SWAT model driven by CMADS was established in
the Biliuhe river basin to analyze the TN accumulation of the Biliuhe reservoir. The calibrated model
generally achieved a satisfactory performance, indicating that the CMADS can be successfully applied
to drive the SWAT model in Northeast China. The model performance in the validation periods was
worse than in calibration periods, which can be attributed to the drought in 2014-2015. The maximum
canopy storage (CANMX) was the most sensitive parameter for runoff, and the nitrogen percolation
coefficient (NPERCO) was the most sensitive parameter for TN. The uncertainty analysis results
showed that 88% (P-factor) of discharge observations and 75% (P-factor) of TN observations fell within
the 95% confidence level uncertainty range (95PPU) in the calibration period, and within 79% of the
stream flow and 71% of the TN in the validation period. The uncertainty of the SWAT model in the
validation period was higher than that in the calibration period.

The distributions of annual and seasonal TN input were very uneven and consistent with the
runoff, indicating that TN input was mainly governed by the runoff. The TN output was greatly
influenced by artificial regulation and did not follow the variation of runoff. The TN input was higher
than the output during the wet seasons, and was always lower than the output during the dry seasons,
meaning that the reservoir acted as a sink of nitrogen most of time in the wet seasons and as a source
in the dry seasons. The mean annual TN accumulation of the Biliuhe reservoir was 57.27 x 10* kg
during the study period, which meant that 19.76% of the TN input was retained in the Biliuhe reservoir.
The TN accumulation varied in different hydrological years and higher TN accumulation in the
reservoir did not correspond to a higher TN load due to the influence of artificial regulation. Higher
TN accumulation efficiency is often observed in normal hydrological years because the water source
reservoir stores most of the water input for future multiple uses, but rarely discharges surplus water.
In addition, the non-point sources from fertilizer, atmospheric deposition, and soils constituted the
highest proportion of the TN input, accounting for 35.15%, 30.15%, and 27.72% of the average input,
respectively. The inter-basin water diversion project of DBWD diverted 32.03 x 10* kg year—! TN to
the Biliuhe reservoir in 2015-2016, accounting for 14.5% of the total annual input. According to the
design water diversion capacity of 3.00 x 108 m3 year~! in the future, 63.90 x 10* kg year—! TN will
input into the reservoir via the DBWD project in the future. The discharge output and the inter-basin
water diversion project output of the BDWD accounted for 48.75% and 47.74%, respectively. The
inter-basin water diversion projects have noticeably influenced the TN accumulation in drought years,
which should be of great concern in drinking water source water system management.

There was a rising trend of TN level in the Biliuhe reservoir, which increased the eutrophication
risk of the aquatic ecosystem. However, the TN accumulated in the sediment contributed to a large
proportion of the total TN accumulated in the reservoir. Decreasing the non-point source nitrogen
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input and discharging of anoxic waters and sediment with a high concentration of TN through the
bottom of the dam should be effective measures to reduce the TN concentration in the Biliuhe reservoir.
The integrated methodology proposed in this work provided a convenient way to quantify the TN
accumulation in reservoirs, and the results could contribute to reservoir water quality improvement
under the influence of inter-basin water diversion projects.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/10/11/
1535/s1, Figure S1: SWAT parameters calibrated for the monthly streamflow and the TN load in the Biliuhe
reservoir basin.
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Abstract: The China Meteorological Assimilation Driving Datasets for the Soil and Water Assessment
Tool model (CMADS) have been widely applied in recent years because of their accuracy.
An evaluation of the accuracy and efficiency of the Soil and Water Assessment Tool (SWAT) model
and CMADS for simulating hydrological processes in the fan-shaped Lijiang River Basin, China, was
carried out. The Sequential Uncertainty Fitting (SUFI-2) algorithm was used for parameter sensitivity
and uncertainty analysis at the daily scale. The pair-wise correlation between parameters and
the uncertainties associated with equifinality in model parameter estimation were investigated.
The results showed that the SWAT model performed well in predicting daily streamflow for
the calibration period (2009-2010). The correlation coefficient (R?) was 0.92, and the Nash-Sutcliffe
model efficiency coefficient (NSE) was 0.89. For the validation period (2011-2018), R?=0.89,
NSE = 0.88, and reasonable values for the P-factor, R-factor, and percent bias (PBIAS) were obtained.
In addition, the spatial and temporal variation of evapotranspiration (ET), surface runoff, and
groundwater discharge were analyzed. The results clearly showed that spatial variation in surface
runoff and groundwater discharge are strongly related to precipitation, while ET is largely controlled
by land use types. The contributions to the water budget by surface runoff, groundwater discharge,
and lateral flow were very different in flood years and dry years.

Keywords: SWAT model; CMADS; Lijiang River; runoff; uncertainty analysis; hydrological elements

1. Introduction

The water cycle is one of the most important of the earth’s cycles, and it plays a crucial role in
biosphere changes. Water balance elements in a basin are affected by natural and human factors, such
as the types of land use, soil properties [1], geological conditions, glacier [2] and human economic
activity [3,4]. It is necessary to study the contribution to the water budget by different hydrological
elements in a basin for the purpose of land use management, water resources management, and
hydrological process analysis. Because the contribution to the water budget by different hydrological
elements is hard to measure in the field, it is more practical to estimate the water cycle components of
a watershed using a hydrological model [5].
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The Soil and Water Assessment Tool (SWAT) model is an important tool in the development of
water management strategies [6]. At the beginning of SWAT model establishment, it is difficult to
calculate the water cycle components, especially groundwater [7]. Sophocleous et al. [8] simulated
combined surface-water, ground-water, and stream-aquifer interactions using a comprehensive
SWATMOD basin model, which was based on the Modular Three-Dimensional Finite-Difference
Ground-Water Flow Model (MODFLOW). Because the SWAT model was established using
the characteristics of a North American river basin, the accuracy of the model can be compromised
in other areas. For example, the SWAT99.2 version could not satisfactorily calculate the runoff in
low mountain regions of Germany. To address these shortcomings, Eckhardt et al. [9,10] developed
the SWAT Giessen (SWAT-G) version for simulating the runoff in catchments with predominantly
steep slopes, shallow soils, and consolidated rock aquifers. In addition, Easton et al. [11] established a
Soil and Water Assessment Tool-Variable Source Area (SWAT-VSA) model for predicting runoff by
modifying the curve number and available water content in variable source areas.

Although the SWAT hydrological model has been widely used for nutrient transport and
hydrological modeling, the model is difficult to apply in areas where meteorological data are scarce,
such as glacial and deserts areas [12]. Therefore, meteorological data are urgently needed for runoff
simulation and prediction in non-data basins [13]. The CMADS was developed by Dr. Xianyong Meng
from the China Institute of Water Resources and Hydropower Research (IWHR). The data range is from
2008 to 2016. It covers the entire East Asian region [14]. Some studies considered that CMADS+SWAT
have better results for runoff simulation [15,16]. Meng et al. [17] evaluated the water cycle in an area
without meteorological data using the CMADS meteorological data. They obtained satisfactory results
through parameter calibration in areas with a high glacial recharge rate. Meng et al. also used three
different datasets to simulate runoff in the Heihe Basin, and the results showed that the simulation
accuracy of the CMADS was higher than other datasets [18]. The uncertainty analysis based on
CMADS data has also been investigated [19]. In recent years, SWAT has been successfully applied in
the study of hydrological elements in various watersheds. For example, the SWAT model was applied
to study changes in the water budget caused by climate change [20-23]. The SWAT model was used to
study hydrological elements in ice- and snow-covered mountainous area [24-26]. The SWAT model
has also been used to study the main hydrological elements in agricultural areas [27-29].

Although the CMADS data have been applied worldwide since its release in 2016, the application
of CMADS in abundant rainfall areas in southern China is lacking [30]. Further investigations of
the applicability of the CMADS in the SWAT model are needed to better understand and evaluate
the accuracy and efficacy of the dataset. The Lijiang River is an important water system in the Pearl
River Basin, and the CMADS data have not been verified in this basin. To address this knowledge
gap, the present study applied the SWAT model to explore the applicability of the CMADS in this
basin. The Sequential Uncertainty Fitting (SUFI-2) algorithm was used for parameter sensitivity and
uncertainty analysis at a daily scale. Pair-wise correlation between parameters and the uncertainties
associated with equifinality in model parameter estimation was also investigated. The simulation
results were used to investigate the water budget and its elements in the basin. The study also
investigated the spatial variation and temporal variation of the water budget elements. In addition,
the correlation between hydrological elements and precipitation were investigated.

2. Materials and Methods

2.1. Study Area

The Lijiang River Basin (23°23'-25°59" N, 110°18’-111°18" E) is located in the northeast of
the Guangxi Province, within the upper reaches of the Guijiang River in the Pearl River system
(Figure 1). From north to south, the basin runs through Xingan County, Lingchuan County, Guilin City,
Yangshuo County, and Pingle County. The total area of the basin is about 6050 km?, and the climate
is characterized by high temperatures and rainfall in summer, cold and drier conditions in winter.
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The annual average precipitation is about 1800 mm, and the annual average temperature is about
18 °C [31,32]. The terrain is high in the north and low in the south, and the water system in the river
basin is fan-shaped. Floods may easily arise at the confluence of the river systems during heavy
rainfall. Carbonate rocks in the basin are widely distributed, forming a typical Karst topography that
accentuates droughts and floods in the basin [33]. As a result of the floods and droughts, the study of
hydrological processes in this basin has become especially important.
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Figure 1. The location of the study area in China.

Guilin City is located in the lower reaches of the fan-shaped watershed, and in 2016 had a
population of about 5.34 million and an urban area of 27,800 km?. In recent years, heavy rainfall in
the Lijiang River Basin has led to flood disasters in Guilin, resulting in huge losses of life and property.
The section of the Lijiang River that flows though Guilin City was selected as the study area. The study
area covers 2531 km?2, and accounts for about 42% of the total basin area.

2.2. SWAT Model Input

The Guilin Hydrological Station was used as the whole outlet. The SWAT 2012 version was used
to divide the basin into 33 sub-basins and 355 hydrological response units. The basic data needed for
the model included topography, soil, land use, and meteorological data. The data are presented in
Table 1:

(i) The digital elevation model used is the first version of the Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER) Global Digital Elevation Model (GDEM) (grid
cell: 30 m x 30 m). The outliers have been processed, and the original Digital Elevation Model
(DEM) has been spliced, cropped, and projected using ArcMAP (ESRI, Redlands, CA, America)
software. Sub-watershed divisions, river formation, and slope reclassification were all generated
from the pre-treated DEM.
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(if)

(iii)

(iv)

V)

The soil data were taken from the 1:1 million soil dataset created by the Second National Land
Survey Nanjing Soil Institute and were supplied by the Cold and Arid Regions Sciences Data
Center at Lanzhou.

The land use data were derived from Landsat-8 remote sensing data (multi-spectral band
resolution of 30 m) after supervised classification and post-processing steps. The remote sensing
data were provided by the Geospatial Data Cloud site, the Computer Network Information
Center, the Chinese Academy of Sciences.

The meteorological data are taken from the CMADS version 1.1 (http:/ /www.cmads.org). This
dataset includes precipitation, temperature, relative humidity, solar radiation, wind speed,
location, and the elevation of each site. The data of temperature, relative humidity and wind
speed were generated using the information from 2421 national automatic stations and 39,439
regional automatic stations. Precipitation was achieved through the integration of multiple
satellite data and precipitation from ground automatic stations. The production of radiation
data was based on the Discrete Ordinates Radiative Transfer (DISORT) radiative transfer model
and the acquisition of products from the FY2E satellite primary product for inversion of solar
shortwave radiation. Two CMADS weather stations are used in the study area.

The hydrological data were provided by the Guangxi Water Conservancy, and comprise measured
daily and monthly data from 2008 to 2016 at the Guilin Hydrological Station.

Table 1. Data description for the study area.

Data Type Source Spatial Resolution
DEM ASTER GDEM https:/ /earthexplorer.usgs.gov/ 30m
Land use Landsat-8 https:/ /earthexplorer.usgs.gov/ 30 m
Soil HWSD http:/ /westdc.westgis.ac.cn/data/ 30m
Weather CMADS version 1.1 http:/ /www.cmads.org/ 28 km

The SWAT database was constructed using CMADS meteorological data, DEM, and land use and

soil data (Figure 2). Daily and monthly scale simulations of the hydrological processes in the Lijiang
River Basin were conducted using the measured data from the Guilin Hydrological Station. The model
calibration included a 1 year warm-up period (2008), and then the calibration was performed for a
period of 2 years (2009-2010), followed by a validation period of 6 years (2011-2016). The simulation
results were evaluated using the NSE, R?, and PBIAS.
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Figure 2. (a) Land use data; (b) Soil data.
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3. Results and Analysis

3.1. Model Calibration and Validation

The Computer Program for Calibration of Soil and Water Assessment Tool Models (SWAT-CUP)
software SUFI-2 algorithm was used to calibrate and validate the model. SWAT-CUP is a program that
does automatic calibration and uncertainty analysis, and was developed by EWAGE research institute
for the SWAT model [34]. The SUFI-2 algorithm uses an inversion modeling method that defines a
large range of parameters and then performs multiple iterations. By comparing the results of each
iteration, the most suitable parameter range of the model is determined, and uncertainty analysis is
conducted by evaluating the range results for each parameter [35]. SUFI-2 is an iterative procedure
that accounts for parameter uncertainty from all kinds of sources (e.g., weather, model parameters,
and model structure). It provides a comprehensive optimization and uncertainty analysis through
the global search method [36]. The calibration and validation of the modeled simulation results are
needed for the satisfactory assessment of watershed characteristics.

There are many parameters in SWAT-CUP that affect the simulation of the hydrological
cycle. Choosing appropriate parameters can play a crucial role in determining the effectiveness
of the calibration. After comparing the efficiency of each parameter, we chose 8 parameters for
the monthly simulation, and 13 parameters for the daily simulation (Tables 2 and 3).

Table 2. Ranking of the most sensitive parameters and their monthly simulation variation ranges.

Parameter Name Description Min Max Value Adopted Calibration
t-Stat  p-Value Rank
R_OV.N Manning’s "n” value for 550 5999 17.25 —2.68 0.02 1
overland flow
V__ALPHA_BF Baseflow alpha factor 0.00 0.50 041 248 0.03 2

(days)

R_CN2 SCS runoff curve number —, 0.60 041 1.57 0.14 3
for moisture condition IT

Effective hydraulic
V_CH_K2 conductivity in main 100.00  150.00 131.25 -1.25 0.24 4
channel alluvium

Treshold depth of water
in the shallow aquifer
required for return flow
to occur (mm)

V_GWQMN 0.00 3.00 2.63 —0.45 0.66 5

Soil evaporation

R__ESCO .
compensation factor

Available water capacity

R_SOL_AWC() of the soil layer

Groundwater delay

V_GW_DELAY (days)

0.00 170.00 46.75 0.04 0.97 8

Table 3. Ranking of the most sensitive parameters and their daily simulation variation ranges.

Calibration

t-Stat  p-Value Rank

Parameter Name Description Min Max Value Adopted

R_CN2 SCS runoff curve number -, 35y ~0.17 8.77 0.00 1
for moisture condition II

R__HRU_SLP Average slope steepness —0.98 0.10 —0.35 6.08 0.00 2

Saturated hydraulic

R_SOL K(1) conductivity

0.00 5.00 0.03 —4.99 0.00 3
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Table 3. Cont.

Calibration

t-Stat  p-Value Rank

Parameter Name Description Min Max Value Adopted

Deep aquifer percolation

V__RCHRG_DP | 0.10 0.40 0.15 —3.65 0.00 4
fraction
V_GW._DELAy ~ Groundwaterdelay 000 200 0.17 314 000 5
(days)
V_OV.N Manning’s "n” value for 5, 6.00 547 —255 0.01 6
overland flow
V__ALPHA_BF Baseflow alpha factor 0.10 0.20 0.16 2.50 0.01 7
(days)
Treshold depth of water
V__GWQMN in the shallow aquifer 1000 500.00 4675 —2.40 0.02 8
required for return flow
to occur (mm)
R_SOL z(1)  Depthfromsoilsurfaceto 0 g —o0.11 152 0.13 9
bottom of layer
Effective hydraulic
V__CH_K2 conductivity in main 000  220.00 212.30 1.14 0.25 10
channel alluvium
Threshold depth of water
V__REVAPMN in the shallow aquifer for 0.00 500.00 367.5 —0.65 0.51 11
“revap” to occur (mm)
R_SOL_Awc(l) ~Available water capacity 0.40 021 0.58 0.55 12
of the soil layer
R__ESCO Soil evaporation 0.00 0.10 0.04 046 0.64 13

compensation factor

The results for the evaluation index after the model runs are shown in Table 4. Previous research
results show that if R2 and NSE are close to 1, then the simulated value of the model is close to
the true value. PBIAS is also used as a model evaluation criteria, and an absolute value of less than
10 is usually considered a good result [37]. In the monthly simulation, R? and NSE were both 0.96
during the calibration period, while R* was 0.96 and NSE was 0.95 during the validation period.
PBIAS was less than 10 during the calibration and the validation period. Figure 3 shows the results
calculated for the monthly simulated and observed values. The figure shows that the trend and values
of the simulated results are very close to the measured results. The figure also shows that runoff
characteristics (large summer runoff and a small winter runoff) of the Lijiang River Basin are similar to
those found in most regions with a monsoon climate. It is noteworthy that there was a large peak in
the Lijiang River runoff in November 2015. This was the result of a rare winter storm in Guilin. Figure 4
shows the calculated results of the daily simulated and observed values. In the daily simulation, R?
was 0.92 for the calibration period and 0.89 for the validation period. NSE values for the calibration
period were 0.89 and 0.88, respectively, and the corresponding PBIAS values were 20.70 and 14.40,
respectively. Thus, good daily simulation results were obtained. It can be concluded that the SWAT
model, driven by CMADS meteorological data, provided good results for the Lijiang River Basin in
Guangxi Province, and the data set and model can be used to further study hydrological processes in
this basin.
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Table 4. Performance statistics for the flow simulations.

Object Calibration (2009-2010) Validation (2011-2016)
P-factor (Monthly) 0.79 0.63
R-factor (Monthly) 0.33 0.37
R? (Monthly) 0.96 0.96
NSE (Monthly) 0.96 0.95
PBIAS (Monthly) 7.70 7.80
RSR (Monthly) 0.20 0.22
P-factor (Daily) 0.70 0.77
R-factor (Daily) 0.30 043
R? (Daily) 0.92 0.89
NSE (Daily) 0.89 0.88
PBIAS (Daily) 20.70 14.40
RSR (Daily) 0.33 0.35
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Figure 4. Comparison of daily runoff using SWAT.

3.2. Uncertainty Analysis

2500 3000

The SUFI-2 algorithm was iterated three times, with each calibration and validation iteration
running 100 times. The R-factor and P-factor are important indicators for evaluating the uncertainty of
simulation results. It is generally assumed that the closer the R-factor is to 0 and the closer the P-factor
is 1, the closer the simulation results are to the measured data, and the lower the uncertainty in
the model results [38]. Table 3 shows that in the runoff simulation of the Guilin sites, both the R-factor
and the P-factor had reached optimal values in the calibration and validation periods, thus indicating

that the uncertainty in the simulation results was small.

In addition, the correlation between parameters is an indicator of their redundancy. Figure 5
shows the relationship between the parameters and also the relationship between the parameters
and the objective function using the NSE. The correlation between most of the parameters was very

74



Water 2018, 10, 742

small, indicating that the redundancy was small in the parameterization for the Lijiang River Basin.
The relationship between the NSE and the parameters in Figure 5, shows that the NSE was always
above 0.7, and usually higher than 0.8. In the areas with a high NSE, there are many parameters
exhibiting the equifinality phenomenon. These characteristics also indicate that most of the parameters
from the model simulation results have a low uncertainty. It should be noted that the degree of
aggregation of NSE decreases as the value of the curve number for moisture condition II (CN2)
decreases, indicating that CN2 has a greater influence on the uncertainty of the simulation results.
Parameter CN2 is associated with soil permeability, land use, and initial soil water condition, and
indicates the potential for surface runoff from precipitation in a river basin. To take into account
the important impact of CN2 on the hydrological elements of surface runoff, we chose relatively stable
values in the —0.3-0.01 range for the final values of CN2.
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Figure 5. Pair-wise correlations between parameters, and correlations between parameters and
Nash-Sutcliffe model efficiency coefficient (NSE).

To show the results of the operation of the SUFI-2 algorithm, we used kernel smoothing to
represent the distribution of NSE. Figure 6 shows that the NSE values for each simulation are larger
than the SUFI-2 algorithm’s default value of 0.5. Most of the values were concentrated between
0.82-0.87. These distributions show that the SUFI-2 algorithm performed well, and that the uncertainty
in the model results was low.
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Figure 6. Kernel smoothing fit of the distribution of NSE.

3.3. Water Balance Components

The SWAT model often overestimates or underestimates some elements of hydrological budgets.
Calibration ensures that the simulated values are closer to the observed values, and also ensures that
the hydrological elements are in a reasonable range. Table 5 shows the average annual contributions to
the water budget for the main hydrological elements. From 20092016, the average annual precipitation
was up to 2150.20 mm. The average annual values of surface runoff, evapotranspiration (ET), lateral
flow, and shallow groundwater in the Lijiang River Basin were 518.36 mm, 750.60 mm, 129.21 mm,
and 555.34 mm, respectively. Figure 7 shows the average annual values of the hydrological elements
as a relative percentage of precipitation for uncalibrated and calibrated periods. The figure shows
that the percentage of deep aquifer recharge, deep aquifer flow, shallow aquifer flow, and lateral flow
increased. Actual ET and surface runoff decreased. In the calibration period, ET caused major water
losses, and the average proportion of ET to precipitation was 34.9% per year. The low latitude and high
temperature of the basin location contributed to the high ET, and the wide distribution of agriculture
further increased the ET. The average annual contribution of lateral flow as a relative percentage of
precipitation was 6.0%. Shallow groundwater flow to streamflow accounted for 25.8% of precipitation.
Deep aquifer recharge accounted for 8.8% of the total precipitation.

It was possible to view the variation in the model’s output across the basin. Figure 8 shows
the spatial distribution of precipitation, actual ET, surface runoff contribution to streamflow, and
groundwater contribution to streamflow during the study period. When the spatial distribution of ET
(Figure 8) and land use (Figure 2) are compared, it can be seen that the lake area and the agricultural
area have high ET values. The distribution of surface runoff contribution to streamflow, and of
groundwater contribution to streamflow, is related to precipitation. There is more precipitation in
the northern part of the basin and less precipitation in the south. The contribution of surface runoff and
groundwater to streamflow in the sub-basins upstream is also consistent with the spatial distribution
of precipitation in the basin that was studied.
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Table 5. Average annual contribution by the hydrological elements to the water budget.

Hydrological Elements Calibration

Precipitation 2150.20 mm

Surface runoff 518.36 mm

Lateral flow 129.21 mm

Shallow groundwater contribute to streamflow 555.34 mm
Deep groundwater contribute to streamflow 188.62 mm
Total aquifer recharge 746.08 mm

Deep groundwater recharge 189.88 mm

Water yield 1391.51 mm
Evapotranspiration 750.6 mm

Deep aquifer recharge [ Uncalibrated I Calibrated

Gw deep aquifer Q

Gw shallow aquifer Q

51.4%

Potential ET
otential 51.4%

Actual ET
Lateral flow

Surface runoff

Figure 7. Average annual values of hydrological elements as a percentage of precipitation for pre- and
post-calibration periods.
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Figure 8. Spatial distribution of actual evapotranspiration (ET), surface runoff, groundwater discharge,
and precipitation for the study period.

Figure 9 shows the variation in the contribution to the water budget by the main hydrological
elements in the Lijiang River Basin from 2009-2016. The contribution to the water budget by
groundwater discharge, lateral flow, and surface runoff decreased significantly in 2011, which was
a dry year. The contributions by groundwater, lateral flow, and surface runoff reached their highest
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values in 2015, which was a flood year. The annual changes in the contributions by the different
components of the water budget are consistent with the annual changes in precipitation. The change
rates for surface runoff, lateral flow, and groundwater discharge decreased the most in 2011, and
increased the most in 2012. The contribution by surface runoff decreased by about 38.4% in 2010-2011
and increased by 80.0% in 2011-2012. The contribution by lateral flow decreased by about 28.8% in
2010-2011 and increased by 56.4% in 2011-2012. The contribution by groundwater decreased by about
39.4% in 20102011 and increased by 81.9% in 2011-2012. It is worth noting that contributions to
the water budget may be carried over from year to year. For example, precipitation in 2012 was more
than in 2013, but surface runoff in 2012 was less than in 2013. The water balance in 2012 may have
been affected by the drought in the previous year. However, there was no significant change in ET,
which remained stable during the calibration and validation periods. The average annual change rate
for ET was only about 1.6%.
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Figure 9. Annual change in contribution by the hydrological elements to the water budget.

Figure 10 shows the variation in each element of the water balance at a monthly scale. ET was an
important loss in the basin water balance, and its change shows clear seasonal variations. There was
little ET in winter and high ET in summer. The seasonal variation in surface runoff, lateral flow, and
groundwater discharge was consistent with the change in precipitation. The proportion of surface flow
to precipitation was 0.1-40.4% at the monthly scale, and there was a noticeable difference between
the winter and summer percentages. The proportion of lateral flow to precipitation was 4.2-21.7%.
Lateral flow was a large proportion of precipitation in summer and a small proportion in winter.
The groundwater discharge was also consistent with changes in the precipitation. The proportion of
groundwater discharge to precipitation varies widely between summer and winter.
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Figure 10. Monthly change in the contribution by the hydrological elements to the water budget.
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The relationship between each water balance element and precipitation is shown in Figure 11.
The correlation between the contribution of each hydrological element and precipitation was analyzed
separately. In addition, the P-value is less than 0.01 in the significance test of precipitation and these
hydrological elements. Precipitation has an important influence on surface runoff. The surface flow
and precipitation in the Lijiang River Basin maintained a curvilinear relationship with a R? of 0.903.
This relationship between surface runoff and precipitation implies that high precipitation is likely
to rapidly increase surface runoff and cause floods in the Lijiang River Basin. Lateral runoff and
precipitation maintained a linear correlation, with a R? of 0.971. The relationship between groundwater
discharge and precipitation was also analyzed, and a R? of 0.926 was obtained. The relationship
between ET and precipitation in summer and winter was also analyzed. The correlation between ET
and precipitation in summer was 0.153. The correlation between ET and precipitation in winter was
0.094. The results show that there was no significant relationship between ET and precipitation in
the Lijiang River Basin.
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Figure 11. Regression analysis results for the hydrological elements and precipitation. (a) Surface flow
and precipitation; (b) Lateral runoff and precipitation; (c) Groundwater discharge and precipitation;
(d) ET and precipitation.

4. Conclusions

The present study used CMADS data and the SWAT model to successfully generate daily and
monthly scale runoff simulations for the Lijiang River Basin. The analysis of pair-wise correlations
between the parameters shows that the redundancy was small in the parameterization. Both
the R-factor and P-factor reached ideal values in the calibration and validation periods, which indicated
that there was low uncertainty in the simulation results and model parameters.

Using the model’s output, the average annual contribution to the water budget by hydrological
elements was analyzed. From 2009-2016, the average annual value of surface runoff, ET, lateral
flow, and shallow groundwater in the Lijiang River Basin were 518.36 mm, 750.60 mm, 129.21 mm,
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555.34 mm, respectively. The spatial distribution of surface runoff and groundwater discharge was
related to precipitation. The highest ET values were obtained in the west of the basin, where agriculture
is prevalent. The water budget of groundwater discharge, lateral flow, and surface runoff reached
the highest values in the flood year, and reached the lowest values in the driest year. The high
correlation between these elements and precipitation was reflected in the regression analysis. ET
remained stable during the calibration and validation period. The results for the hydrological
elements could provide valuable reference information for water resources management in the Lijiang
River Basin.
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Abstract: Hydrologic models are essential tools for understanding hydrologic processes, such as
precipitation, which is a fundamental component of the water cycle. For an improved understanding
and the evaluation of different precipitation datasets, especially their applicability for hydrologic
modelling, three kinds of precipitation products, CMADS, TMPA-3B42V7 and gauge-interpolated
datasets, are compared. Two hydrologic models (IHACRES and Sacramento) are applied to study
the accuracy of the three types of precipitation products on the daily streamflow of the Lijiang
River, which is located in southern China. The models are calibrated separately with different
precipitation products, with the results showing that the CMADS product performs best based on
the Nash—Sutcliffe efficiency, including a much better accuracy and better skill in capturing the
streamflow peaks than the other precipitation products. The TMPA-3B42V7 product shows a small
improvement on the gauge-interpolated product. Compared to TMPA-3B42V7, CMADS shows better
agreement with the ground-observation data through a pixel-to-point comparison. The comparison
of the two hydrologic models shows that both the IHACRES and Sacramento models perform
well. The IHACRES model however displays less uncertainty and a higher applicability than the
Sacramento model in the Lijiang River basin.

Keywords: precipitation; TMPA-3B42V7; CMADS; hydrologic model; uncertainty

1. Introduction

Hydrologic models are essential tools for understanding processes of the hydrologic cycle and
provide useful information for sustainable water-resource management [1]. Precipitation is the main
driving factor of hydrologic processes. Accurate estimation of precipitation is crucial for reliable
hydrologic predictions [2]. Traditionally, precipitation data from a ground observational network
have been used as the source of areal precipitation estimates used in watershed modelling. However,
ground-based precipitation observation networks are sparsely distributed and may be unable to
represent the spatial variability of the precipitation completely. Moreover, precipitation measurements
are frequently missing because of malfunctioning of devices [3]. Remote sensing [4] and modelling [5]
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of precipitation have become viable approaches to address these problems effectively and are often
used as input data to hydrologic models.

With regard to the development of remote-sensing technology, satellite-derived precipitation data
are an attractive alternative in data-sparse regions because of the relatively high resolution and complete
spatial coverage. A number of such remotely sensed precipitation products are currently available.
These include, for example, the Climate Prediction Center morphing method (CMORPH, [6]), the Global
Satellite Mapping of Precipitation (GSMaP) project [7], the Tropical Rainfall Measuring Mission (TRMM)
Multi-satellite Precipitation Analysis (TMPA) [8] and the Global Precipitation Measurement (GPM)
products [9]. Among them, the TMPA products developed by the National Aeronautics and Space
Administration (NASA) Goddard Space Flight Center (GSFC), with a spatial resolution of 0.25° x 0.25°
for multiple timescales (3 hourly, daily and monthly), has received much more attention [10]; the latest
research product of TMPA for post-real-time research (3B42) is version 7. Most of the applications
using the TMPA-3B42V7 product indicate an excellent potential to supply reasonably high spatial and
temporal resolution data for hydrometeorological applications [10-13]. However, remotely sensed
precipitation data suffer from uncertainty in their retrieval algorithms and observation errors [14] due
to the inference of rainfall based on observations of the conditions at the top of clouds.

While precipitation modelling is fairly accurate for coarse-scale (global-scale), organized,
synoptic systems, the modelling accuracy decreases rapidly for more localized events as spatial
and temporal features cannot be explicitly resolved by global models [2]. Reanalysis datasets,
which are produced by assimilating multi-source data into a climate model, are a viable option
of deriving reliable precipitation estimates [5]. Commonly used reanalysis datasets include the Climate
Forecast System Reanalysis (CFSR) [15] from National Center for Environmental Prediction (NCEP),
the European Centre for Medium-Range Weather Forecasts (ECMWF) Reanalysis from September
1957 to August 2002 (ERA-40 [16]) and the ECMWF Reanalysis-Interim (ERA-Interim [17]) products.
While these reanalysis datasets provide important basic data for global researchers for the analysis
of climate-water cycles, the spatial resolution of global reanalysis datasets is often too coarse to
be used reliably in local-scale studies. Hydrologic modelling forced by reanalysis datasets has
been conducted by, for example, Andreadis et al. (2017) [5], who reproduced flooding over large
scales by using the Twentieth Century Reanalysis (20CRv2, [18]) dataset and downscaling techniques.
Fuka et al. (2014) found the CFSR precipitation product provides a relatively reliable precipitation
input for the hydrologic modelling of large-area basins.

Given the strongly underconstrained nature of precipitation inversion, data assimilation
based on the large number of stations on regional scales has the potential to resolve fine-scale
structures and microphysical processes with more details. The China Meteorological Assimilation
Driving Datasets for the Soil and Water Assessment Tool (SWAT) model (CMADS,) developed
by Dr. Xianyong Meng from the China Agricultural University (CAU), has received worldwide
attention [19,20]. CMADS incorporate Space and Time Mesoscale Analysis System (STMAS)
assimilation techniques [21,22] and multiple other techniques, such as loop nesting of data, projection
of resampling models and bilinear interpolation. The precipitation data of the CMADS product
is generated by the assimilation of multi-satellite data and precipitation from ground stations.
Using CMORPH satellite products as the background field, the CMADS product assimilates hourly
precipitation products of nearly 40,000 regional automatic stations and 2421 national automatic stations
in China. Relative studies found the CMADS product significantly reduces the uncertainties of
precipitation input for the hydrologic modelling [19]. CMADS has been verified in several basins in
China and Korea [20,23-29]. However, reanalysis datasets are limited by the quality of precipitation
observations and the uncertainty from the assimilation model.

A number of spatial-interpolation methods [30] are commonly used for estimating precipitation
based on ground-observation data, even in data-sparse regions [31,32]. Conventional interpolation
methods, such as the Thiessen polygon [33,34] and inverse-distance weighting [35], are widely used
for precipitation interpolation [32]. Ordinary kriging [36] is a geostatistical technique requiring
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prior calibration of a semivariogram for its parameters (range, nugget and sill). These methods
are suitable for application over relatively flat areas. These methods assume that other potential
drivers (particularly topography) of the spatial variation in rainfall is captured by the gauge data and
information on other drivers is not needed. In data-sparse regions this is not correct and methods that
explicitly include the topography are preferred. Hutchinson found that the interpolating accuracy
of a precipitation surface would be enhanced significantly with an appropriate digital elevation
model (DEM) [37-39]. The advantages of the ANUSPLIN package (Hutchinson and Xu, 2013) over
kriging are its simplicity and there is no requirement of a separate calibration of the spatial-covariance
structure. The ANUSPLIN interpolation technique has been applied in a number of studies, proving to
be one of the best techniques for interpolating point precipitation data [40-42]. However, if the
meteorological stations are very sparse, obtaining an accurate distribution of precipitation values
through interpolation is impossible. The low density of precipitation stations is a major uncertainty
source, which potentially impacts the result. Moreover, interpolation of precipitation data is unable to
capture some extreme weather conditions. All interpolation techniques have difficulty in simulating
sharply varying climate transitions.

Spatially distributed precipitation datasets incorporate uncertainties or errors resulting from the
interpolation and retrieval algorithms, the quality of precipitation observations and the uncertainty
from the assimilation model. As different precipitation datasets are limited by quantitative inaccuracies,
they exhibit significant bias [43]. Smith and Kummerow [44] analyzed the water budgets of
precipitation datasets from in situ, reanalysis and satellite data over the upper Colorado River basin and
found the reanalysis datasets tend to overestimate in situ data, while satellite-derived precipitation data
underestimate in situ data. Pfeifroth et al. [45] evaluated satellite-based and reanalysis precipitation
data in the tropical Pacific and found reanalysis products overestimate small and medium precipitation
amounts but underestimate high amounts. Some studies have found that runoff-generation is highly
sensitive to the spatial and temporal variability of precipitation data, as a result this is found to be
the main source of uncertainty in rainfall-runoff modelling [46]. Therefore, assessing the accuracy
of different precipitation products and their applicability and uncertainty for hydrologic models
is of great importance; the uncertainties associated with hydrologic models also play a role in the
performance of hydrologic simulations [47].

Our main objective here is to assess and evaluate three general precipitation datasets in terms of
their accuracy and efficacy, including the CMADS, TMPA-3B42V7 and gauge-interpolated product.
The assessment is based on the simulation results from two well-known hydrologic models (IHACRES
and Sacramento models). In addition, the precipitation detection capability of TRMA-3B42V7 and
CMADS datasets is also evaluated through their pixel-to-point comparison to the ground-based
data. The applicability of these two models is assessed. Moreover, the parameter uncertainty of each
hydrologic model is also explored as this is another source of uncertainty in modelling streamflow.
This research will provide more insight into precipitation analyses and hydrologic modelling.

2. Material and Methods

2.1. Study Area

The Lijiang River basin (25°12'-25°55" N, 110°5’~110°40" E) is located in the northeastern Guangxi
Zhuang Autonomous Region of China and belongs to the upper reaches of the Guijiang River in the
Pearl] River system, with an area of 2591 km?. The basin is an important headwater for the downstream
Guilin City and has a sparse and unevenly distributed meteorological observation network.

The climate in this area is mainly sub-tropical monsoonal, with the wet season from March
to August and the dry season from September to February. From 1961 to 2016, the average
daily temperature was 19.10 £ 0.06 °C and the yearly average precipitation was 1900 £+ 50 mm,
varying between 1253.6 and 3011 mm. With elevation ranging from 32 m to 2037 m (Figure 1),
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the terrain is high in the north and low in the south, with highly complex topography consisting of
steep mountains and floodplains.

Lijiang River basin A

Legend .77-1 53

B CMADS stations
@ Meteorological stations
A Hydrological stations

— — Lijiang
[ Basin boundry
o High : 2037 m

-Low:32m

LR ;

Guangxi province

Figure 1. Location of Lijiang River basin, China and meteorological stations for the ANUSPLIN
interpolation technique.

The basin is one of the most famous karst areas in the world but suffers from the fragile ecology
of the karst geomorphology. The rapid development of tourism and urbanization has promoted the
economy, while also causing serious environmental issues. Therefore, the development of hydrologic
models in the basin is important for aiding understanding of the hydrologic processes and the
formulation of scientific strategies for the management of its water resources.

2.2. Dataset Acquisition

Assessment and analysis have been conducted using three kinds of precipitation data, including
in situ measurements, remote-sensing products and reanalysis data. The in situ measurements
of daily precipitation from 13 meteorological stations of the national weather station network are
interpolated with the ANUSPLIN technique. The mean density of meteorological stations (number
of gauges per 10* km?) is 0.91 (calculated using the kernel-density estimation for a search radius of
100 km; see Supplementary Materials for more details). The remote-sensing products are using the
TRMM-TMPA product (also denoted TMPA-3B42V7) available from the National Aeronautics and
Space Administration (NASA) official website (https://pmm.nasa.gov/trmm). The reanalysis data
originate from the CMADS V1.0 product available from World Data System for Cold and Arid Regions
(CARD) official website (http://westdc.westgis.ac.cn). The precipitation and maximum temperature
values from 13 national meteorological stations are available from the Meteorological Data network
(http://data.cma.cn/).

The ANUSPLIN method interpolates meteorological data from the station to the grid scale at
the surface. Precipitation and maximum temperature data from meteorological stations, as well as
precipitation from CMADS grid points, are interpolated to the surface grid by use of the ANUSPLIN
package version 4.4, which interpolates precipitation and temperature as a function of latitude,
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longitude and elevation, while accounting for the effect of topography [37-39,48]. This method
interpolates precipitation and the maximum temperature to grids of size of 0.01° x 0.01° (=1 km X
1 km), before combination with a digital elevation model (DEM) of the same resolution. The DEM for
integration of the final climate grid products is derived from Global Multi-resolution Terrain Elevation
Data 2010 (GMTED2010) 7.5-arc-second dataset using the Australian National University Digital
Elevation Model version 5.3 (ANUDEMS5.3) [49-51]. This the latest and possibly best global-terrain
product to date, since it uses ground surface elevation rather than a canopy top surface as found
in some satellite terrain products. Due to the smoother nature of climate surfaces relative to the
underlying topography, a rebuilt 1-km resolution DEM has been used to generate the resulting climate
surfaces, yielding climate grids with more realistic spatial-distribution patterns. Cross-validation
statistics were calculated to evaluate the overall predictive error of the ANUSPLIN precipitation data
from meteorological stations, with results demonstrating that the distributed precipitation interpolated
to the surface grid by the ANUSPLIN method provides a reliable precipitation distribution for input
into hydrologic models (see Supplementary Materials for more details).

The latest research product of TMPA for post-real-time research version 7 (TMPA-3B42V?7),
which has a spatial resolution of 0.25°, is used here. With a spatial resolution of the CMADS1.0 product
of 1/3°, this study includes 16 CMADS grid points within and around the basin (Figure 1).

The daily discharge data of the Guilin hydrologic station from 2008 to 2016 (9 years) is provided
by the Hydrological Bureau of the Guangxi Zhuang Autonomous Region. Time series of streamflow,
maximum temperature and rainfall were used as input for hydrologic models. The spatial distributions
of annual precipitation derived from CMADS, TRMM and ground-observation and maximum
temperature are shown in Figure 2 (the annual average precipitation and average daily maximum
temperature were calculated based on grid data from 2008 to 2016). The spatial distribution of
observed precipitation and maximum temperature is interpolated from meteorological stations shown
in Figure 1 using the ANUSPLIN interpolation technique. The annual precipitation estimation for
CMADS, TRMM and ground-observation have similar spatial distribution patterns, with a decreasing
pattern from south to north and from west to east. The average daily maximum temperature is higher
in the south than in the north.

2.3. Rainfall-Runoff Models

We used two well-known conceptual rainfall-runoff models with different complexities ranging
from 6-13 parameters (Table 1) to assess if the performance of the model improved with greater
complexity, as well as their applicability in streamflow prediction in the Lijiang River basin.
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Figure 2. Spatial distribution of annual precipitation and maximum temperature estimation.

The ITHACRES model (which has been used in various studies [52-54]) catchment moisture
deficit (CMD) version [55] is used here as it has more consistent physical meaning for the parameters.
There are two stores in the IHACRES model: the nonlinear store for the generation of effective rainfall,
which uses a nonlinear function to deal with the raw rainfall, as well as using accounting equations
to calculate the CMD output, and the linear store which converts the effective rainfall into quick and
slow flow using unit hydrographs.

The Sacramento model, which has been used in many studies [56,57], has five runoff components:
a direct runoff from an impervious area, surface runoff, interflow, supplementary base flow and
primary base flow, with the 13-parameter version of the Sacramento model used here [58]. Briefly,
excess rainfall becomes runoff through a unit hygrograph, with the rest of the rainfall filling various
depths of interconnected soil-moisture stores. Loss through evapotranspiration occurs at the soil stores,
with the remaining water becoming interflow and groundwater; the summation of the surface and
lateral flow forms the streamflow.

Table 1 gives a description of the parameters of the two rainfall-runoff models. We used the
Hydrological Model Assessment and Development (Hydromad) [59] modelling package to help us
construct the hydrologic models. Hydromad is an open-source software package in R and is available
at http:/ /hydromad.catchment.org. It provides a modelling framework for environmental hydrology
and supports simulation, estimation, assessment and visualization of flow response to time series of
rainfall and other drivers.

2.4. Model Performance Evaluation Criteria

The Nash-Sutcliffe efficiency (NSE) performance measure [60] is a form of the mean squared
error widely used in hydrology as a criterion for assessing hydrologic-model performance. The NSE
objective function focuses on fitting high flowrates [61]. Here, it is also computed in terms of
square-root-transformed and logarithmic-transformed flows (denoted NSEs; and NSE|,, hereafter),
which makes it possible to assess the model efficiency for low flowrates [62]. The use of these three
criteria (NSE, NSEg; and NSE|,,) gives a more general overview of the model efficiency and are
defined as
YL, (obs; — sim;)?

NSE=1- — 5
i (obsi fobs)

)
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" (\/obs; — \/simi)2

NSEg =1-— 5 @)
Yy (x/obs,- — \/obs)
n X o ‘. 2
NSEjg =1 Y (log(obs; +€) — log(sim; + €)) 3

[N
T (log(obsi +¢) — log(obs + s))
respectively. The relative bias (rel.bias [mm]) is also used as a model-performance criterion, with the

optimal value of zero and is defined as

Z?:l (simi — Oij)

rel.bias =
1
i—10bs;

©

where i is the index for individual days in the period, n the total number of days, sim denotes the
simulated runoff, obs the observed runoff and obs the mean observed runoff averaged over the period.

Table 1. Parameters for each model.

Parameter Name Unit Range Description
IHACRES-CMD
f - 0.01-3 CMD stress threshold as a proportion of d
e - 0.01-1.5 Temperature to potential evapotranspiration (PET) conversion factor
d mm 50-550 CMD threshold for producing flow
tau_s day 30-600 Time constant for slow flow store
tau_q day 1-10 Time constant for quick flow store
v_s - 0.1-1 Fractional volume for slow flow
Sacramento
UZTWM mm 1-150 Upper zone tension water maximum capacity
UZFWM mm 1-150 Upper zone free water maximum capacity
uzK 1/day 0.1-0.5 Upper zone free water lateral depletion rate
PCTIM - 0.000001-0.1 Fraction of the impervious area
ADIMP - 0-0.4 Fraction of the additional impervious area
ZPERC - 1-250 Maximum percolation rate coefficient
REXP - 0-5 Exponent of the percolation equation
LZTWM mm 1-500 Lower zone tension water maximum capacity
LZFSM mm 1-1000 Lower zone supplementary free water maximum capacity
LZFPM mm 1-1000 Lower zone primary free water maximum capacity
LZSK 1/day 0.01-0.25 Lower zone supplementary free water depletion rate
LZPK 1/day 0.0001-0.25 Lower zone primary free water depletion rate
PFREE - 0-0.6 Fraction percolating from upper to lower zone free water storage

The optimization evolutionary technique used to calibrate parameter values is the Shuffled
Complex Evolution (SCE) [63] algorithm, which is a popular method for parameter calibration and
has proven to be both effective and relatively efficient, providing a similar performance to other
evolutionary optimization algorithms [64]. The value of the objective functions for the calibration of
parameters can be used as model-performance statistics.

2.5. Performance of Precipitation Detection

The expression for these statistical measures are based on a contingency table (Table 2).

Table 2. Contingency table for the ground observations and the Satellite /reanalysis estimate with a
threshold of 1.0 mm.

Ground Observation

Satellite/Reanalysis Estimate

Observation > 1.0 mm Observation < 1.0 mm
Estimate > 1.0 mm H F
Estimate < 1.0 mm M V4
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Where H, F, M and Z represent the number of hits (true positives), the number of misses
(false positives), the number of false alarms (false negatives) and true negatives respectively, based on
a threshold of 1.0 mm. The precipitation detection capability of TRMA-3B42V7 and CMADS datasets
is evaluated through their pixel-to-point comparison with the ground-based data. We use six statistical
measures, including the Proportion Correct (PC), Probability of Detection (POD), Frequency Bias Index
(FBI), False Alarm Ratio (FAR), Critical Success Index (CSI) and Heidke skill score (HSS) to estimate
their precipitation detection capability. Those statistical measures are defined in Table 3 [14,43].

Table 3. Statistical measures for validation of precipitation detection capability.

Metric Formula Range Optimal Value
Proportion Correct PC = % 0-1 1
Probability of Detection POD = ﬁ 0-1 1
Frequency Bias Index FBI = % 0—+oc0 1
False Alarm Ratio FAR = HLH 0-1 0
Critical Success Index CSI = ﬁ 0-1 1
2+(ZxH—FxM) o1 1

Heidke Skill Score HSS = TR B (T

Notee N=H+F+ M+ Z.

The PC, POD, FBI and FAR were used to measure the misdetection and false alarms from
satellite/reanalysis data. CSI and HSS are more comprehensive contingency metric were used to
evaluate the strength of the correlation between the ground observations and the satellite/reanalysis
estimate. CSI combines the advantages of both POD and FAR. HSS can safely be compared on different
datasets and also measures the overall detection skill accounting for matches due to random chance.

2.6. Generalized Likelihood Uncertainty Estimation Method

Precipitation input and the uncertainties in the parameter values of a hydrologic model are the
two major factors affecting the performance of hydrologic and water-resource modelling in a basin.
These are assessed here using the generalized likelihood uncertainty estimation (GLUE) method [65,66],
which is a stochastic method for quantifying the uncertainty of model predictions. It can be summarized
in the following steps:

(1) A large number of models are run with randomly chosen parameter sets selected
from a probability distribution; here, 100,000 group parameters are chosen obeying a
uniform distribution.

(2) Definition of the “likelihood” function (here, the performance measures NSE and NSElog) and
calculation of likelihood values corresponding to each parameter set.

(3) Definition of a cut-off threshold value for the likelihood function to distinguish between the
“behavioral” parameter sets and the “non-behavioral” parameter sets.

(4) Rescaling of the cumulative likelihood values of all behavioral models to unity.

(5) Calculation of the percentiles of the cumulative distribution of the likelihood measure. The GLUE
method integrates the outputs of all behavioral models in an ensemble prediction. For each
timestep of the simulation, the output prediction is obtained as the median of the distribution of
all ensemble members, with its uncertainty bounds estimated as the 5% and 95% percentiles of
the distribution.
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3. Results

3.1. Evaluation of Model Performance

By setting one year as the warm-up period, with 2008-2012 as the calibration period and NSE as the
objective function, the shuffled complex evolution algorithm is used to calibrate the parameter values
of the two hydrologic models. Using the resulting calibrated parameters, the overall performance
(NSE) of observed and simulated values for the precipitation datasets and models for the period
2008-2016 is shown in Table 4. Tables 5 and 6 depict the calibrated optimal parameters sets and daily
NSE for each precipitation dataset applied respectively to the IHACRES model and Sacramento model
(2008-2012).

Table 4. Overall performance (daily NSE (monthly NSE)) of precipitation datasets for models using
NSE as the objective function for calibration.

IHACRES Sacramento
Gauged 0.57 (0.83) 0.52 (0.80)
TRMM 0.56 (0.89) 0.56 (0.87)
CMADS 0.69 (0.93) 0.70 (0.92)

Table 5. Calibrated optimal parameters sets and daily NSE for each precipitation dataset applied to the
IHACRES model (2008 to 2012).

Datasets f e d tau_q tau_s v_s NSE

Gauged 1.132  0.05149 80.55 2.420 30.00 0.10 0.61
TRMM 1.060 0.06742 14745 5.061 30.00 0.10 0.52
CMDAS 3.000 0.08322 50.00 3.055 30.00 0.10 0.69

Table 6. Calibrated optimal parameter sets and daily NSE values for each precipitation dataset applied
to the Sacramento model (2008-2012).

Datasets  uztwm uzfwm uzk pctim adimp zperc  rexp
Gauged 1.000 935 0.322 0.0499 0.0656 149.7 3420
TRMM 1.000 1401 0.102 1.01x10°® 176 x10°% 1408 1.205
CMDAS  1.002 1500 0.158 0.0509 948 x 1078 1594 4.844
Datasets  Iztwm Izfsm Izfpm Izsk Izpk pfree NSE
Gauged 1.000 9989 9447 0.250 0.250 0.0100  0.57
TRMM 1.320 1000.0 119.1 0.152 0.212 02156  0.51
CMDAS 1963 10000 1.00 0.227 0.228 0.0842  0.68

Selecting the years 2008-2012 as the calibration period and the years 2012-2016 as the validation
period, the daily and monthly performance of the IHACRES model for different precipitation products
are shown in Table 7, with daily and monthly observed and modelled flow and rainfall shown
in Figure 3. The additive merit of NSEs; and NSE,, is also calculated. Since NSEs; and NSE .
shift the focus from high flows to progressively lower flows, using NSEs; and N SE,Dg help us judge
the performance of the models in simulating over a broader range of flows. The performance of the
IHACRES model shows that the CMADS dataset has the best performance among all three precipitation
products during the calibration period. The TMPA-3B42V7 and gauge-interpolated product have
a similar performance but perform slightly worse than the CMADS dataset. During the validation
period, the NSE, NSEsq and NSE,, values when using the CMADS dataset show a better performance
than other precipitation datasets, which indicates the CMADS dataset performs better than other
precipitation datasets in simulating both high flow and low flows. Overall, all the three precipitation
datasets perform well, with the CMADS dataset performing slightly better.
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Table 7. Model performance of the IHACRES model (calibrated using NSE) for the calibration period
and validation periods.

Datasets Daily rel.bias ~ DailyNSE  DailyNSEs; Daily NSEj,; ~ Monthly NSE

Calibration period Gauged —0.18 0.61 0.63 0.51 0.86
Validation period Gauged —0.13 0.52 0.54 0.45 0.81
Calibration period = TMPA-3B42V7 —0.12 0.52 0.62 0.56 0.89
Validation period ~ TMPA-3B42V7 —0.15 0.61 0.59 0.49 0.89
Calibration period CMADS —-0.21 0.69 0.57 0.32 0.93
Validation period CMADS —0.07 0.70 0.63 0.49 0.93
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Daily NSE = 0.69
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Figure 3. Observed and IHACRES-model-simulated daily and monthly runoffs for (a) Gauge-
interpolated, (b) TMPA-3B42V7 and (c) CMDAS rainfall datasets (for the IHACRES model calibrated
using NSE as the objective function).

The daily and monthly model performance of the Sacramento model for different precipitation
products are shown in Table 8, with time series plotted in Figure 4. Again, the performance of the
Sacramento model show that the precipitation product of the CMADS dataset performs best for both
the calibration and validation periods, followed by the TMPA-3B42V7 datasets, with the performance
of the gauge-interpolated product slightly worse.
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Table 8. Model performance of the Sacramento model (calibrated using NSE) for the calibration and

verification periods.

Datasets Daily rel.bias DailyNSE DailyNSEs; ~ Daily NSEj,; ~ Monthly NSE

Calibration period Gauged —0.12 0.57 0.56 0.41 0.84
Validation period Gauged —0.11 0.47 0.41 0.29 0.77
Calibration period = TMPA-3B42V7 0.02 0.51 0.56 0.47 0.86
Validation period ~ TMPA-3B42V7 —0.06 0.61 0.54 0.42 0.89
Calibration period CMADS —0.05 0.68 0.63 0.46 0.93
Validation period CMADS 0.01 0.71 0.57 0.40 0.91
Daily NSE =0.52
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Figure 4. Observed and Sacramento-model-simulated daily and monthly runoffs for (a) Gauge-
interpolated, (b) TMPA-3B42V7 and (c¢) CMDAS rainfall datasets (for the Sacramento model calibrated
using NSE as the objective function).

These results show that, among the three precipitation datasets considered here for the Lijiang
River basin, the CMADS precipitation datasets have a higher accuracy and better applicability in
calibrating and validating the rainfall-runoff models. The reason that the gauge-interpolated rainfall
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always provides the worst result in flow simulations is due to the meteorological stations available in
the Lijiang river basin being too sparsely distributed to permit reliable interpolation.

3.2. Precipitation Detection

We examined the performance of TRMA-3B42V7 and CMADS using the six statistical measures
(PC, POD, FBI, FAR, CSI and HSS) through the pixel-to-point comparison with the ground-based
data. Following the studies of Dai [67] and Vu et al. [24], a minimum precipitation threshold of
1.0 mm per day was used for the precipitation and non-precipitation event for ground observation and
satellite /reanalysis estimate. The contingency statistics of TRMA-3B42V7 and CMADS were evaluated
each year through the precipitation datasets from 2008 to 2016. Figure 5 shows the contingency
statistics calculated for the TRMA-3B42V7 and CMADS.
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Figure 5. The box plots for the contingency statistics of (a) Proportion Correct (PC), (b) Probability
of Detection (POD), (c) Frequency Bias Index (FBI), (d) False Alarm Ratio (FAR), (e) Critical Success
Index (CSI), (f) Heidke Skill Score (HSS). The labelled asterisk dot represent the mean value and the
middle line in the box represent the median value. Each box ranges from the lower (25th) to upper
quartile (75th).
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For the statistics PC, POD and CSI, the CMADS scheme (with an average of 0.83, 0.79 and
0.61) shows higher values than TRMM (with an average of 0.74, 0.51 and 0.40). For the statistic
FBI, CMADS gives a mean of 1.1 (ranging from 1.03 to 1.16) and is closer to the perfect score than
the FBI of TRMM with a mean of 0.8 (ranging from 0.69 to 0.9). With respect to the FAR statistic,
CMADS has a smaller FAR with an average of 0.28 (ranging from 0.23 to 0.31) than TRMM with an
average of 0.36 (ranging from 0.30 to 0.42). Finally, the HSS statistic for CMADS has a larger value
with a mean of 0.63 (ranging 0.56 to 0.67) than TRMM with a mean of 0.39 (ranging from 0.33 to 0.45).
These results indicate that the CMADS scheme shows better performance than TRMA-3B42V?7 for all
the six contingency statistics. Overall, compared to TRMM data, CMADS show better agreement with
the ground observation data in Lijiang river basin.

3.3. Uncertainty Analysis

All precipitation products are limited by quantitative inaccuracies and they can exhibit significant
bias and errors in spatial and temporal variability. As the runoff-generation is highly sensitive to
the spatial and temporal variability of precipitation data, the spatial and temporal variability of
precipitation is one of the main source of uncertainty in rainfall-runoff modelling.

Parameter uncertainty is another source of uncertainty in rainfall-runoff modelling. The parameter
uncertainty of each hydrologic model has been explored in this study. A GLUE uncertainty analysis is
applied to assess parameter uncertainty of hydrologic models here.

In the first case, for the IHACRES model, 100,000 samples are chosen from a uniform distribution
for each parameter and the performance measures NSE and NSE|,, are used as the “likelihood”
functions. Using a threshold value of NSE > 0.67 (or NSEy, > 0.78) for the CMADS product, the GLUE
algorithm finds 2000 (1416) behavioral solutions in 100,000 simulations with the IHACRES model.
Using a threshold value of NSE > 0.56 (or NSE, > 0.69) for the TMPA-3B42V7 product, the GLUE
algorithm finds 3180 (2819) behavioral solutions in 100,000 simulations with the IHACRES model.

The red (blue) dots and lines in Figure 6 represent the distribution and boundary of behavioral
parameters when using NSEj,; (NSE) as the likelihood function, with the calibrated parameter set
for each rainfall dataset indicated. From the distribution of behavioral parameter sets, we see
the parameters d, f and tau_s have behavioral values distributed across the full parameter range,
indicating these have the greatest uncertainty. In comparison, the distribution of v_s for behavioral
parameter sets is constricted to smaller values (<~0.5), particularly when using considering NSE.
The values of tau_q are more constrained when considering NSE, due to the focus NSE gives to
high flows compared to NSElog. Generally, there is little interaction between most of the parameters.
The main exception is the e and f parameters. The value of the ¢ parameter is constrained to <~0.1
providing f > ~1, increasing rapidly for smaller values of f. This indicates a highly non-linear interaction
between these parameters. It should also be noted that the optimal value of the e parameter is
considerably smaller than that found in Australia (0.166) found by Chapman (2001) [68], due to the
influence of other factors (e.g., atmospheric transmissivity).

A similar analysis is applied for the Sacramento model, where 100,000 samples are chosen
obeying a uniform distribution, and NSE and NSE,,, are again defined as the likelihood functions.
Using a threshold value of NSE > 0.45 (or NSE|,, > 0.53), the GLUE algorithm finds 929 (359) behavioral
solutions in 100,000 simulations for the CMADS product with the Sacramento model. Using a threshold
value of NSE > 0.32 (or NSE}y, > 0.43), the GLUE algorithm finds 1294 (140) behavioral solutions
in 100,000 simulations for the TMPA-3B42V7 product with the Sacramento model. The pairwise
correlation of behavioral parameters for the Sacramento model is shown in Figure 7.
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Figure 6. Two-dimensional projections of pairwise correlation of behavioral parameters for the
ITHACRES model using the CMADS (above diagonal) and TMPA-3B42V7 (below diagonal) precipitation
datasets. The heavy dots represent the location of the best objective function value obtained from the
GLUE sample.

The meaning of the red (blue) dot and line in Figure 7 is similar to that in Figure 6. From the
distribution of behavioral parameters, we can see the parameters uztwm, adimp and lztwm show less
uncertainties overall. When NSE is selected as the likelihood function, the distribution of parameters
lzwm, uztwm and adimp are relatively low, while the distributions of parameters Izpk and Izsk are
relatively high; when NSE|,, is selected as the likelihood function, the distribution of the parameters
uztwm, Iztwm and adimp is relatively low and the distribution of the parameter pfree is relatively high,
which indicates that these parameters may be more sensitive and less uncertain.
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Figure 7. Two-dimensional projections of the pairwise correlation of behavioral parameters for the
Sacramento model using CMADS (above diagonal) and TMPA-3B42V7 (below diagonal) precipitation
datasets. The heavy dots represent the location of the best objective function value obtained from the
GLUE sample.

In the second case, model performance is considered satisfactory when NSE is greater than
0.5 [69,70], with likelihood-function values > 0.5 defined as behavioral parameter sets. The behavioral
parameter space may be used as further criteria for the evaluation of different precipitation products.
The behavioral parameter space describes the number (and percentage) of behavioral solutions in
100,000 simulations, with 100,000 parameter sets generated by the same Monte Carlo random sampling
method, with the same criteria of acceptability employed (i.e., the same threshold value and the
objective function) for the different precipitation datasets. The statistics of the number and percentage
of behavioral parameter sets for different precipitation schemes driving the IHACRES model are
shown in Table 9.
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Table 9. Number (percentage) of behavioral parameter sets for the IHACRES model.

NSE NSEjoq
Gauged 576 (0.58%) 9144 (9.14%)
TMPA-3B42V7 1056 (1.06%) 9929 (9.93%)
CMADS 5186 (5.19%) 12,095 (12.10%)

Using a threshold value of NSE > 0.5 (or NSEj; > 0.5), the GLUE algorithm finds 5186 (12,095)
behavioral solutions in 100,000 simulations for the CMADS precipitation product with the IHACRES
model, while the GLUE algorithm achieves 1056 (9929) and 576 (9144) behavioral solutions in
100,000 simulations for the TMPA-3B42V7 and gauge-interpolated products with the IHACRES
model. Therefore, the behavioral parameter space of the IHACRES model driven by the CMADS
precipitation is larger than the behavioral parameter space driven by the other two precipitation inputs.
The CMADS product gives a better performance than the TMPA-3B42V7 and gauge-interpolated
products, because CMADS assimilated datasets are based on the large number of stations (nearly
40,000 regional automatic stations and 2421 national automatic stations in China), which gives it any
priority in reflecting the actual processes of areal precipitation.

A similar analysis is applied for the Sacramento model as well. The statistics of the number and
percentage of behavioral parameter sets for different precipitation schemes driving the Sacramento
model are shown in Table 10. For the Sacramento model, the behavioral parameter space is very
sparse when using the GLUE method for the Lijiang River basin. Using a threshold value of NSE > 0.5
(or N. SElng > (.5), the GLUE algorithm finds 32 (60) behavioral solutions in 100,000 simulations for the
CMADS precipitation dataset within the Sacramento model, while the GLUE algorithm achieves 0 (11)
and 0 (5) behavioral solutions in 100,000 simulations for the TMPA-3B42V7 and gauge-interpolated
products with the Sacramento model. Similar to their performance with the IHACRES model,
the behavioral parameter space of the Sacramento model driven by the CMADS precipitation dataset is
larger than the behavioral parameter space driven by the other two precipitation inputs. The CMADS
product shows a better performance than the TMPA-3B42V7 and gauge-interpolated products, which,
as mentioned before, is probably because the CMADS assimilated datasets are based on the strongly
underconstrained large number of stations.

Table 10. Number (percentage) of behavioral parameter sets for the Sacramento model.

NSE NSEjoq
Gauged 0(0.00%) 5(0.01%)
TMPA-3B42V7 0(0.00%) 11(0.01%)
CMADS 32(0.03%) 60(0.06%)

4. Discussion

Our work presents a comparative analysis for different precipitation datasets and their
applicability for hydrologic modelling, including gauge-interpolated datasets, TMPA-3B42V7 and
CMADS precipitation products. Two hydrologic models; IHACRES and Sacramento, are evaluated
in the Lijiang River basin, as well as the accuracy of different precipitation datasets for
hydrologic modelling.

The results show that the [IHACRES and Sacramento models demonstrate a good and similar
performance in the Lijiang River basin. Driven by the CMADS precipitation, the NSE values of the
ITHACRES (Sacramento) model are 0.69 (0.68) and 0.70 (0.71) for the calibration and validation periods,
respectively. Figure 6 shows there are three sensitive parameters (f, e and v_s) for the IHACRES model.
Figure 7 shows there are three sensitive parameters (uztwm, adimp and Iztwm) for the Sacramento model.
The number of effective parameters is similar in both Sacramento model (with more parameters) and
IHACRES model (with less parameters), consistent with sensitivity results in Shin et al. [64].
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The uncertainty analysis carried out for the IHACRES and Sacramento models show that the
uncertainty in the model predictions is greater for the Sacramento model. To sum up, IHACRES and
Sacramento perform similarly in terms of simulation performance and number of effective parameters,
the latter model having far more insensitive parameters. What's more, the IHACRES model has a
reduced uncertainty compared with the Sacramento model. Based on these analyses, the authors
conclude that IHACRES generally outperforms Sacramento in Lijiang river basin. It confirms previous
findings (e.g., Orth et al. [71]) that more parameters may lead to over-fitting without an improved
performance of the hydrologic model.

Of the three precipitation datasets (gauge-interpolated product, TMPA-3B42V7 and CMADS
products), the CMADS product gives the best performance in simulating the rainfall-runoff process
in the Lijiang River basin. The overall performance (based on DailyNSE values) of the CMADS
product is 0.69 and 0.70 for the IHACRES and Sacramento models, respectively, with the overall
performance of the TMPA-3B42V7 (0.56 and 0.56) and gauge-interpolated (0.57 and 0.52) products
correspondingly much lower. From the analysis of Figures 3 and 4, the hydrologic model driven by the
CMADS product shows a superior skill in capturing the flow peaks because the CMADS reanalysis
data are based on a large number of stations. However, these datasets overestimate the simulated
flood peak and underestimate low flowrates, which is probably because the models are calibrated
using the performance measure NSE, being an objective function that puts more emphasis on high
flowrates. The model calibrated using Nash-Sutcliffe efficiency on transformed streamflow NSEj,,,
which gives more emphasis to low flowrates, is presented in the Supplementary Materials, as well as
the model performance calibrated using NSE;,, as an objective function. Similar conclusions can be
reached with the models calibrated using the performance measure NSE|,, as the objective function.
The CMADS precipitation datasets perform best in all three precipitation datasets, followed by
the TMPA-3B42V7 precipitation and then the gauge-interpolated product. Comparing the model
performance using NSE|,, and NSE as the objective functions for calibration, the model calibrated
using the performance measure NSE performed better in simulating peak flows, while underestimating
low flowrates. In contrast, the model calibrated using the performance measure NSE),, performs well
in simulating low flowrates but underestimates the flood peak in the simulations.

The GLUE pairwise correlation of behavioral parameters (Figures 5 and 6) give us an intuitional
view of parameter uncertainties. From the distribution of behavioral parameters for the IHACRES
model (Figure 5), we see the parameters d, tau_s and fau_gq have the greatest uncertainties overall.
Further analysis reveals that different precipitation products reshape the distribution of fau_g greatly.
The parameter tau_g, which represents the time constant for quick flow store, is very sensitive to the
precipitation input. For the Sacramento model (Figure 6), the parameters uztwm, adimp and Iztwm
show less uncertainties overall than other parameters.

The superiority of the CMADS product can also be found in the number of GLUE behavioral
parameters (or their occupation percentage among all the uniformly distributed parameter sets), as well
as their GLUE relative measurements coverage. From Tables 7 and 8, we find the CMADS driven
hydrologic models are responsible for more behavioral parameters than the hydrologic models driven
by the other two precipitation datasets.

Although the two hydrologic models introduced here are widely used, the precipitation input
data are basin-averaged precipitation. The comparison and applicability of different precipitation
datasets maybe be affected by this “average” precipitation, since the spatial distribution and variability
of different precipitation datasets may be weakened by the effect of spatial averaging. The improved
accuracy of the CMADS precipitation dataset may be more obvious with the simulation of a distributed
or semi-distributed model as the rainfall input. Moreover, different uncertainty-analysis methods may
affect the efficiency of the uncertainty analysis, which thus requires further research.
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5. Conclusions

Precipitation is a fundamental component of the global water cycle. Precipitation datasets range
from conventional ground-based datasets to remote-sensing products and reanalysis datasets, such as
the gauge-interpolated product, the TMPA-3B42V7 precipitation products and the CMADS datasets
invoked here. The two hydrologic models IHACRES and Sacramento) are introduced to evaluate
their applicability in the basin, the impact of model complexity and the applicability of different
precipitation datasets on the hydrologic modelling.

CMADS gives best results when used in IHACRES and Sacramento to simulate flow in the
Lijiang River basin. The CMADS precipitation datasets (DailyNSE = 0.69 for the IHACRES model;
DailyNSE = 0.70 for the Sacramento model) give improved applicability and accuracy compared with
the gauge-interpolated datasets (DailyNSE = 0.57 for the IHACRES model; DailyNSE = 0.52 for the
Sacramento model) and TMPA-3B42V7 datasets (DailyNSE = 0.56 for the IHACRES model; DailyNSE
= 0.56 for the Sacramento model) in the Lijiang River basin. From the analysis of Figures 3 and 4,
we conclude that the CMADS precipitation-driven hydrologic models give better skill in capturing
the streamflow peaks. Interpolation of gauge data performed worst, reflecting the impact of low
gauge density

The precipitation detection ability of TRMA-3B42V7 and CMADS is also evaluated using six
statistical measures (PC, POD, FBI, FAR, CSI and HSS) through a pixel-to-point comparison to the
ground-based data. CMADS (with an average of 0.83, 0.79, 1.1, 0.28, 0.61 and 0.63) shows better
performance and is closer to the perfect score than TRMM (with an average of 0.74, 0.51, 0.80, 0.36, 0.4
and 0.39).

Based on the analysis of Table 7, for the IHACRES model and using NSE as the likelihood
function, the number and percentage of behavioral parameters for the CMADS, TMPA-3B42V7 and
gauge-interpolated product are 5186 (5.19%), 1056 (1.06%) and 576 (0.58%). Using NSEj, as the
likelihood function, the number and percentage of behavioral parameters for the corresponding
precipitation datasets are 12,095 (12.1%), 9929 (9.93%) and 9144 (9.14%). Similar phenomena can
be found with the same analysis of the Sacramento model in Table 8 but the behavioral parameter
sets for that model are very sparse. We conclude that the CMADS precipitation-driven hydrologic
models are more accurate, as they are responsible for more behavioral parameters than the hydrologic
models driven by the other two precipitation datasets. The TMPA-3B42V7 datasets show slightly better
performance than the gauge-interpolated product in this case study, indicating that global datasets are
particularly useful in poorly gauged areas.

The performance of the IHACRES model (DailyNSE = 0.69 driven by the CMADS product)
and Sacramento model (DailyNSE = 0.70 driven by the CMADS product) give respectable results.
While both models work well, IHACRES gives lower predictive uncertainty compared to Sacramento,
which implies that the general applicability of the IHACRES model is preferable to the Sacramento
model in the Lijiang River basin.

Supplementary Materials: The following are available online at http:/ /www.mdpi.com/2073-4441/10/11/
1611/s1, Figure S1: Density map of precipitation stations over the region (units: gauges per km?)), Table S1:
Mean absolute error (MAE), root mean square error (RMSE) and relative error of cross-validation for daily
interpolated precipitation grids, Table S2: Overall performance (daily NSE;,; (monthly NSE)) of precipitation
datasets for models using NSE|,, as the objective function for calibration, Table S3 Model performance of
IHACRES model (calibrated using NSEj,,) for the calibration period and validation periods, Table S4 Model
performance of Sacramento model (calibrated using NSE,) for the calibration period and validation periods,
Figure S2: Observed and IHACRES-model-simulated daily and monthly runoffs for (a) Gauge-interpolated,
(b) TMPA-3B42V7 and (c) CMDAS rainfall datasets (for the IHACRES model calibrated using NSEj,, as the
objective function), Figure S3: Observed and Sacramento-model-simulated daily and monthly runoffs for (a)
Gauge-interpolated, (b) TMPA-3B42V7 and (c) CMDAS rainfall datasets (for the Sacramento model calibrated
using NSEj,, as the objective function)).
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Abstract: Hydrological models play an important role in water resource management, but they always
suffer from various sources of uncertainties. Therefore, it is necessary to implement uncertainty
analysis to gain more confidence in numerical modeling. The study employed three methods (i.e.,
Parameter Solution (ParaSol), Sequential Uncertainty Fitting (SUFI2), and Generalized Likelihood
Uncertainty Estimation (GLUE)) to quantify the parameter sensitivity and uncertainty of the SWAT
(Soil and Water Assessment Tool) model in a mountain-loess transitional watershed—Jingchuan River
Basin (JCRB) on the Loess Plateau, China. The model was calibrated and validated using monthly
observed streamflow at the Jingchuan gaging station and the modeling results showed that SWAT
performed well in the study period in the JCRB. The parameter sensitivity results demonstrated that
any of the three methods were capable for the parameter sensitivity analysis in this area. Among
the parameters, CN2, SOL_K, and ALPHA_BF were more sensitive to the simulation of peak flow,
average flow, and low flow, respectively, compared to others (e.g., ESCO, CH_K2, and SOL_AWC) in
this basin. Although the ParaSol method was more efficient in capturing the most optimal parameter
set, it showed limited ability in uncertainty analysis due to the narrower 95CI and poor P-factor and
R-factor in this area. In contrast, the 95CIs in SUFI2 and GLUE were wider than ParaSol, indicating
that these two methods can be promising in analyzing the model parameter uncertainty. However,
for the model prediction uncertainty within the same parameter range, SUFI2 was proven to be
slightly more superior to GLUE. Overall, through the comparisons of the proposed evaluation criteria
for uncertainty analysis (e.g., P-factor, R-factor, NSE, and R?) and the computational efficiencies,
SUFI2 can be a potentially efficient tool for the parameter optimization and uncertainty analysis. This
study provides an insight into selecting uncertainty analysis method in the modeling field, especially
for the hydrological modeling community.

Keywords: GLUE; hydrological model; ParaSol; SUFI2; uncertainty analysis

1. Introduction

Watershed systems are complex due to multiple influencing factors (e.g., climate, land use,
and other anthropogenic disturbances), and an accurate prediction of the hydrological processes
is indispensable to watershed management [1,2]. Hydrological models have been developed and
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applied to mathematical representation of hydrological processes, because they can improve the
understanding of the impact of natural and anthropogenic disturbances on hydrological features
and forecast water resource changes, thus supporting decisions in water resource management [3-5].
However, the model simulation can be highly uncertain due to the defects of the model itself and
the complexities of the watershed system, which is now a big concern in the hydrological modeling
community [6-9]. Without a realistic assessment of model uncertainty, it is hard to gain confidence in
modeling tasks, such as evaluating the responses of the water cycle to future shifts of climate and land
use [10]. Therefore, the uncertainty analysis is quite necessary to improve the accuracy and credibility
of hydrological simulation.

Uncertainties in hydrological modeling are associated with three possible sources: input data,
such as the precipitation data, who can alter the hydrological modeling procedure and simulation
results directly (e.g., surface runoff); model structure, which is mainly caused by the assumptions and
simplification of the model; and model parameters [6,11-13]. Among these three sources, parameter
uncertainty is the most common but relatively easy to control through appropriate calibrations [14].
In general, there exist numerous key parameters in a certain watershed, depicting watershed properties
and hydrological processes. These parameters are usually difficult to measure directly, and they
are generally derived from the empirical estimation and literature reference, which may introduce
uncertainties into the modeling system [12,15,16]. In addition, parameters obtained from calibration
are also affected by several factors such as correlations among parameters, sensitive or insensitive in
parameters, spatial and temporal scales and statistical features of model residuals, and these may lead
to so-called equifinality [17,18].

Numerous studies have focused on parameter uncertainty issues in the hydrological
modeling [1,10,19-23]. Several techniques for addressing model uncertainty have been proposed
over recent decades. Among those, Parameter Solution (ParaSol) [24], sequential uncertainty fitting
(SUFI2) [25], and generalized likelihood uncertainty estimation (GLUE) [26] are three robust ones
in the parameter sensitivity and uncertainty analysis in the hydrological simulation [12,14,27,28].
In recent years, there have been a number of studies involving uncertainty analysis using these three
methods as well as comparisons of the capabilities for the methods in hydrological simulation and
uncertainty analysis [12,14,27,29]. However, the key parameters’ identification and the magnitude
of their uncertainties vary with the study area/location; it is, therefore, necessary to implement the
parameter sensitivity and uncertainty analysis before further hydrological analyses, especially in
some distinctive watersheds. The present study aimed to apply these three methods to a distributed
hydrological model —SWAT (Soil and Water Assessment Tool) [30]—a physically based distributed
hydrological model, which has been increasingly applied to simulate most of the key hydrological
processes and assess the water resource management at the watershed scale. We took a typical
mountain-loess transitional watershed (Jingchuan River Basin, JCRB) on the Loess Plateau as a case
study to: (1) examine the performance and feasibility of SWAT in simulating the streamflow in the
JCRB; (2) implement the sensitivity and uncertainty of the parameters using ParaSol, SUFI2, and GLUE;
(3) compare the capabilities of these three methods in the parameter uncertainty analysis.

2. Materials and Methods

2.1. Study Area

The JCRB (Figure 1), controlled by the Jingchuan gaging station, lies in the western part of the
Jinghe River Basin (106°11'~107°21" E, 35°15'~35°45’ N). The JCRB is a mountain-loess transitional
zone (Figure 1) with a total area of 3164 km?. In this basin, 39% is mountainous/ rocky terrain, which
is mainly located in the high-elevation (>2000 m) area, while 61% is loess area [31]. The region is
controlled by the continental climate, which is hot and humid in summer and cold and dry in winter.
The mean annual temperature and precipitation is 8.8 °C and 475 mm in the loess area, and 6.5 °C
and 614 mm in the mountainous area, respectively [31]. Topographically, the elevation drops from the
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mountainous area to the loess area with a range of 2898 to 1022 m. The major land use and land cover
(LULC) types of this region are forest, cropland, and grassland. The forests are mainly distributed
in the mountainous area, whereas the grasslands and croplands are mainly in the loess area. The
dominant soil type of the JCRB is Cambisols (Figure 1), which is mainly distributed in the loess area.
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Figure 1. DEM, soil types, and land use types of the Jingchuan River Basin (JCRB).

2.2. Model Description

The SWAT model is a continuous, spatially distributed simulator developed to assist water
resource managers in predicting impacts of land management practices on water, sediment, and
agricultural chemical yields [30,32]. Fundamentally, the water cycle simulated by SWAT is based on
the water balance, whose mathematically equation was reported by Neitsch [32]. The SWAT model
is operated at the hydrologic response unit (HRU), which consists of same land use, management,
and soil characteristics. The model has been successfully applied around the world for addressing
numerous watershed issues under climate shifts and human activities [32,33]. Major outputs of SWAT
include surface runoff, baseflow, lateral flow, evapotranspiration (ET), soil water, and water yield.

2.3. Model Input and Setup

The SWAT model requires several specific information such as Digital Elevation Map (DEM),
weather, soil properties, and land use and cover types [34]. The DEM with a 90-m resolution was
from Shuttle Radar Topography Mission (SRTM). The soil and LULC maps (1 km x 1 km) were from
the Ecological and Environmental Science Data Center for West China (http://westdc.westgis.ac.cn).
The daily meteorological data from 2008 to 2014 were from the China Meteorological Assimilation
Driving Datasets for the SWAT model Version 1.1 (CMADS V1.1, http://www.cmads.org), which
was developed by Dr. Xianyong Meng from the China Institute of Water Resources and Hydropower
Research (IWHR) and has received worldwide attention [35]. The CMADS V1.1 provides daily
precipitation, maximum/minimum temperature, relative humidity, wind speed, and solar radiation.
In this study, to ensure that an equilibrium state is attained before the actual simulation (that is,
the year of 2008), we took both the year 2006 and 2007 as the warm-up period using the actual weather
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information in this area. The Geographic Information System (GIS) interface was used to delineate the
watershed, resulting in 30 sub-basins and 813 HRUs. The average monthly runoff data from 2008 to
2012 were obtained from the Yellow River Hydrology Year Book.

2.4. Methodology

All of the uncertainty analysis techniques (i.e., ParaSol, SUFI2, and GLUE) used in this study
are embedded into a platform—SWAT-CUP [25]—an interface that allows the users to implement the
uncertainty analysis for SWAT with multiple-methodological choices. A brief introduction of the three
methods is provided in the following sections.

2.4.1. ParaSol

The ParaSol method combines the objective functions (OFs) with a global optimization criterion
and implements the simulation and uncertainty analysis using the Shuffle Complex (SCE-UA)
algorithm [36]. The SCE-UA is a global search algorithm for the minimization of a specific function [36].
It combines the direct search method of the simplex procedure with the concept of a controlled random
search, a systematic evolution of points in the direction of global improvement, competitive evolution,
and the concept of complex shuffling [25]. In the operation of SCE-UA, it firstly selects the initial
‘population’ by random sampling to optimize a certain parameter in feasible parameter space. After the
optimization, the simulations are divided into behavioral and non-behavioral simulations according to
the criterion value. The ParaSol is efficient in seeking the optimal parameters, because the algorithm
samples over the entire parameter space with a focus on solutions near the optimum/optima [24].
The method has been widely applied in the uncertainty analysis in the hydrological simulation,
especially for the SWAT model.

2.4.2. SUFI2

Based on a Bayesian framework, SUFI2 quantifies the uncertainties through the sequential and
fitting processes. In SUFI2, the parameter uncertainty is calculated from all sources such as the
indeterminacy of input variables (e.g., rainfall data, temperature and land use), model structure, and
measured data (e.g., surface runoff) [12]. The P-factor, the percentage of observed data bracketed by
95% prediction uncertainty (95PPU), is used to quantify the degree of all uncertainties. The 95PPU
is calculated at the 2.5% and 97.5% levels of the cumulative distribution of output variables through
Latin hypercube sampling method [18]. For streamflow, a value of P-factor > 0.7 or 0.75 has been
reported to be adequate, which illustrates most of the observed data within 95PPU band and the
model have been well calibrated [18,23,37]. The R-factor is another index to quantify the strength of a
calibration and uncertainty analysis and it reflects the average thickness of the 95PPU band divided by
the standard deviation of the measured data. Theoretically, a P-factor of 1 and R-factor of 0 indicate
that the simulation exactly corresponds to the measured data [18,25]. Further goodness of fit can be
quantified by the R? and /or Nash-Sutcliffe model efficiency (NSE) between the observations and the
best simulation. SUFI2 can currently handle six different objective functions (e.g., two types of root
mean square error, Chi square, NSE, R?, and bR?) and the step-by-step operation of SUFI2 can be found
in Abbaspour [25].

2.4.3. GLUE

The Generalized Likelihood Uncertainty Estimation (GLUE) method is an uncertainty analysis
technique which was introduced by Beven and Binley [26] to allow for the possible non-uniqueness of
parameter sets during the estimation in over-parameterized models. The method is used to derive
the predictive probability of output variables based on the estimation of the weights or probabilities
associated with different parameter sets [26]. In the GLUE operation, it assumes that in the case of the
large over-parameterized models, there is no unique set of parameters. In addition, GLUE determines
‘good’ or ‘not good” simulations by a combination of parameters, and the capability of the GLUE
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method in uncertainty analysis can also be evaluated by the P-factor and R-factor. GLUE can currently
support a likelihood measure expressed as the NSE, and the method has also been increasingly applied
in the parameter uncertainty analysis and hydrological simulation.

3. Results

3.1. Global Sensitivity

Based on the previous publications related to hydrological simulation using SWAT [38—40] as well
as our own experience [41], we selected six key parameters (see Table 1) to implement sensitivity and
uncertainty analysis by using the three methods, and the sensitivity ranks were shown in Figure 2. It is
important to point out that we performed 1800 model runs in ParaSol and 2000 model runs in SUFI2 or
GLUE. Obviously, the ranks of the six parameters yielded by the three methods showed that CN2 was
the most sensitive parameter, followed by SOL_K, and the other four parameters showed relatively
less sensitivity for streamflow. To accurately identify the parameter sensitivity towards the streamflow,
we also tested the individual effect of the six parameters at three levels—the 25th (1st Quantile),
the 50th (medium), and the 75th (3rd Quantile) percentiles of the parameter distributions, and their
relationships were shown in Figure 3. For the peak flow, the parameter CN2 showed obviously positive
relationship, especially in SUFI2, suggesting that CN2 played a key role in simulating the peak flow in
this basin. For the average flow, SOL_K exhibited slightly positive relationship, while others showed
no obvious relationships with the average flow. Significantly, the parameter ALPHA_BF negatively
correlated with the low flow using the three methods. However, the obvious relationships were not
found for other parameters. Additionally, the ranks of the sensitivity and relationships between the
streamflow and each parameter yielded by ParaSol, SUFI2, and GLUE demonstrated that all the three
methods can be used for parameter sensitivity analysis.

Table 1. Calibrated parameter values for monthly streamflow in the Jingchuan River Basin using
Parasol, SUFI2, and GLUE.

s Calibrated Value
Parameter Description Range

ParaSol SUFI2 GLUE
r_CN2 SCS curve number for soil condition II —50% to +10% —46% —38% —29%

v_ALPHA_BF Baseflow alpha factor (day) 0.01-0.1 0.04 0.05 0.04

v_ESCO Soil evaporation percolation fraction 0.1-1.0 0.93 0.5 0.16

v CH K2 Effective hydraulic COndl.lctIVIty in main 8.0-18.0 8.0 8.4 8.06

channel alluvium
r_SOL_AWC Available water capacity of soil layer —20% to +10% —17% 9% 6%
r_SOL_K Saturated hydraulic conductivity (mm/h) ~ —10% to +40% —10% —4% —4%

Note: r means the relative change (%); v means replacing the existing parameter value with the given value.
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Figure 2. Graphical representation of the parameter sensitivity rank for streamflow yielded by ParaSol,
SUFI2, and GLUE. The sensitivity result has been normalized, and a value close to one indicates
the parameter is more sensitive to streamflow. The green box means the sensitivity magnitude of
a parameter.
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Figure 3. The effect of each parameter generated by the three methods on the peak flow, average flow,
and low flow. 1st Quantile, medium, and 3rd Quantile are denoted by 25th, 50th, and 75th percentiles
of the parameter distributions, respectively.

3.2. Model Calibration and Validation Results

We compared the capabilities of ParaSol, SUFI2, and GLUE in capturing the optimal parameter
sets (in terms of the evaluation criteria) during both the calibration and validation periods in the JCRB.
A three-year (2008-2010) record of monthly streamflow at the basin outlet was used for calibration
and another two-year (2011-2012) dataset was used for validation. The three sets of the calibrated
parameter values derived from the methods were listed in Table 1 and the graphical comparisons
(scatterplots) between the observed streamflow and the best simulation were shown in Figure 4. It can
be seen from Table 1 and Figure 4 that the calibrated parameter sets of the three methods were not
completely in accordance with each other, implying that the three algorithms could recognize the
different parameter sets that were able to produce similarly good performance. As can be seen from
Table 2, in calibration, the RMSE and RSR yielded by ParaSol (1.24 m3/s and 0.31) were less than
those generated by SUFI2 and GLUE (1.3 m?/s and 0.33 for SUFI2 and GLUE, respectively). Also,
the NSE and R? in ParaSol (0.90 and 0.91) were higher than those yielded by SUFI2 (0.89 and 0.89) and
GLUE (0.89 and 0.89), suggesting that ParaSol had its advantage on accurately seeking the optimized
parameter set compared to SUFI2 and GLUE. In addition, based on the evaluation criteria (see Table 2)
and according to Moriasi et al. (2007) [42], the overall model performance can be rated as “good” in
both the calibration and validation periods.
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Table 2. Evaluation of model performance in streamflow simulation during the 3-year (2008-2010)
calibration and 2-year (2011-2012) validation periods.

Method Period RMSE (m3/s) NSE R? RSR PB (%)
Parase] | Calibration 12 0.90 0.91 031 6.6
araso Validation 26 0.74 0.75 0.50 —6.8
SUFD2 Calibration 13 0.89 0.89 0.33 2.3
Validation 29 0.69 0.75 0.54 —~182
Calibration 13 0.89 0.89 0.33 0.9
GLUE Validation 29 0.68 0.76 0.55 ~18.8
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3.3. Uncertainty Analysis

It is important to point out that the uncertainty analysis was firstly implemented in the
calibration period (2008-2010) and then enlarged to validation (2011-2012) due to the short time
of the observed data.

3.3.1. Parasol

Implementation of ParaSol is relatively easy and the computation depends only on the
convergence of the optimization process. The upper (97.5%) and lower (2.5%) bounds of the
posterior parameter values, expressed as the 95% confidence interval (95CI), and the model prediction
uncertainty were shown in Table 3 and Figure 5 (top panel), respectively. The 95CI widths for most
parameters were narrower than the initial ranges, except for ESCO and SOL_AWC. Since the optimal
values of the latter parameters remained either at the lower or at the upper bounds (see Table 3),
indicating that ESCO and SOL_AWC were more uncertain. In general, a higher P-factor means
more observations fall inside 95PPU. As can be seen from Figure 5, the uncertainty band was very
narrow and the P-factor was only 0.39 and 0.46 in the calibration and validation periods, respectively.
This demonstrated that ParaSol had the limited ability for conducting uncertainty analysis though the
best simulation matched the observation very well with good NSE and R?. Figure 6a, b showed the
distribution of the model response as a function of the parameter values and the change of standard
residuals following the simulated streamflow. It was significant that there existed an overestimation
of prediction uncertainty in the wet month (high streamflow), suggesting that more attention should
be paid to the wet season in the hydrological simulation. This phenomenon can also be seen from
Figure 5 (top panel), where the width of 95PPU band was relatively larger in the high-rainfall seasons.
Also, the variance of the residuals was not constant and changed with the streamflow, and this may
illustrate that there existed heteroscedasticity in ParaSol. In addition, the correlation matrix showed
relatively strong correlations (r ranging from —0.40 to 0.57) among the model parameters, especially
the r_SOL_K and v_CH_K2 (r = 0.57), the v_CH_K2 and r_CN2 (r = 0.48).

3.3.2. SUFI2

The SUFI2 method is also convenient to use, though it is semi-distributed and needed for some
knowledge of parameters’ effects on model output. For the SUFI2 approach, we did one iteration with
2000 model runs using the same parameter ranges for the sake of comparison of the three methods.
The 95CI of most parameters yielded by SUFI2 showed a narrower range, though the parameter
ALPHA_BF was the same as the initial setting (Table 3), suggesting ALPHA_BF was more uncertain in
SUFI2. For the model prediction, it can be seen from Figure 5 (medium panel) that the 95PPU bracketed
83% and 71% of the observations in the calibration and validation periods, respectively, illustrating
that SUFI2 was more capable of capturing the observations in spite of a large R-factor. Further, the
95PPU was more suitable to bracket the observations of year 2010, while it slightly overestimated
the runoff in winter seasons of year 2008 and 2009. For validation, it underestimated the streamflow
from the autumn in 2011 to the summer in 2012, resulting in a relatively poor performance. Similarly,
the sensitivity range (Figure 6¢) also indicated that the effect of parameter on model outcome was
relatively higher in wet seasons (i.e., months with high precipitation). This may be attributed to the
uncertainty involved in computing baseflow recession in SWAT and the coarse observations [27].
The residuals were also not normally distributed with constant variance (Figure 6d), which may lead
to biased parameter estimation due to the systematic error [43,44]. In addition, the correlation matrix
(Table 4) showed very weak correlations among the parameters, and thus, the parameter correlations
can be neglected in SUFI2.
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Table 3. Uncertainty ranges of aggregate parameters from the three methods.

. 95CI (Confidence Interval)
Parameter Initial Range
ParaSol SUFI2 GLUE

r_CN2 —50% to +10% (—48.0,0.2) (—48.5,8.5) (—48.5,8.5)

v_ALPHA_BF 0.01-0.1 (0.01, 0.09) (0.01,0.1) (0.01,0.1)
v_ESCO 0.1-1.0 (0.14, 0.98) (0.13, 0.98) (0.12, 0.98)

v_CH_K2 8.0-18.0 (8.5,16.7) (8.3,17.7) 8.3,17.7)
r_SOL_AWC —20% to +10% (—18.2,8.5) (—19.2,9.2) (—=19.2,9.2)
r_SOL_K —10% to +40% (—8.9,29.5) (—8.7,38.7) (—8.7,38.7)
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Figure 5. Comparison of best-simulated monthly streamflow with 95PPU against observed streamflow
by ParaSol (top), SUFI2 (medium), and GLUE (bottom). P-factor indicates the percentage of observed
data bracketed by 95% prediction uncertainty; R-factor reflects the average thickness of 95PPU band
divided by the standard deviation of the measured data.
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Figure 6. Sensitivity range of monthly streamflow (left column) based on the parameter distribution as
generated by ParaSol (a), SUFI2 (¢) and GLUE (e) during the 3-year calibration (2008-2010), sd refers
to the standard deviation of the model response. The light grey shade by Mine-Max represents the
minimum and maximum model response at each time step, whereas the dark grey shade by Mean +
sd refers to the mean model response plus/minus one standard deviation. The right column indicates
the standard residuals versus simulated streamflow obtained from ParaSol (b), SUFI2 (d) and GLUE (f)
during the calibration period.

3.3.3. GLUE

GLUE is convenient and easy to use and has been widely applied in hydrological field. We also did
2000 runs in GLUE implementation within the same parameter ranges to compare the capabilities of
the three methods in parameter uncertainty analysis. The 95CI showed that the parameter uncertainty
ranges generated by GLUE were similar with those yielded by SUFI2 but obviously larger than ParaSol,
especially for CN2 and SOL_K (Table 3). It can be seen from Figure 5 (bottom panel) that 81% of
the observations were bracketed by the 95PPU and the R-factor equaled 1.21 in calibration, which
was similar to SUFI2, suggesting that GLUE was also able to capture the observations in calibration.
In validation, 63% of the observations were bracketed by the 95PPU, which was slightly less than
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SUFI2. Also, GLUE overestimated the streamflow in the winter seasons of year 2008 and 2009, while it
somewhat underestimated the streamflow of year 2012. The parameter uncertainty was also found to
be higher in the wet seasons during the calibration period (see Figure 6e). The change of residuals
demonstrated that the parameter uncertainty estimation may be somewhat biased (Figure 6f). Similar
to SUFI2, there was almost no correlations among the parameters yielded by GLUE, and thus the
parameter correlations could also be neglected in GLUE.

Table 4. Correlation matrix of the streamflow parameters yielded by ParaSol, SUFI2, and GLUE.

Method Parameter r_CN2 v_ALPHA_BF v_ESCO v_.CH_K2 r SOL_AWC r SOL_K
r_CN2 1 0.11 —0.24 048 0.11 0.37
v_ALPHA_BF 1 —0.27 0.27 0.25 0.21
ParaSol v_ESCO 1 —0.24 —0.40 —0.25
araso v_CH_K2 1 0.20 0.57
r_SOL_AWC 1 0.15
r_SOL_K 1
r_CN2 1 —0.01 0.02 —0.02 —0.02 —0.02
v_ALPHA_BF 1 0.01 0.02 ~0.03 —0.02
v_ESCO 1 0.03 —0.00 —0.00
SUFI2 v_CH_K2 1 ~0.02 ~0.02
r_SOL_AWC 1 0.03
r_SOL_K 1
r_CN2 1 —0.02 —0.03 —0.02 0.01 —0.02
v_ALPHA_BF 1 0.01 0.02 ~0.02 ~0.01
v_ESCO 1 0.01 —0.01 —0.00
GLUE v_CH_K2 1 0.03 0.01
r_SOL_AWC 1 —0.00
r_SOL_K 1

4. Discussion

4.1. Model Parameterization and Performance

For a better streamflow simulation, the accurate identification of key parameters is important.
In this study, we identified six key parameters related to streamflow simulation by using the three
popular methods in the JCRB. As can be seen from Table 1, ParaSol provided the least CN2, SOL_AWC,
and SOL_K values compared to those yielded by SUFI2 and GLUE. Most of the parameter values
generated by SUFI2 were similar with those yielded by GLUE. The phenomenon may be attributed to
the objective functions of the methods and the initial parameters’ ranges. In our study, the objective
function in ParaSol was limited to the sum of the squares of the residuals [25], indicating that ParaSol
aimed to find the least bias when seeking the best parameter set. However, the NSE was the objective
function in both SUFI2 and GLUE, which may handle a different pathway in finding the best fitting
parameter set. In addition, the initial parameter ranges may also play an important role in seeking
appropriate parameter sets because the initial ranges can decide both the parameters’ combination
and applicability. Therefore, the above conditions may result in different calibrated parameter values
using the three methods.

The comparisons of the SWAT model performance generated by the three methods were listed in
Table 2. In terms of the evaluation criteria, ParaSol provided slightly higher NSE and R? and achieved
less predicting errors (see Table 2) in both the calibration and validation periods, showing its advantage
in accurately capturing the optimal parameter set, which was also confirmed by others [1,14,27]. This is
because ParaSol is based on the global optimization algorithms and thus samples over the entire
parameter space with a focus on solutions near the optimum [45]. This algorithm is much more
efficient in finding the maximum or minimum of the objective function than random or Latin hypercube
sampling [27,46]. Therefore, ParaSol can be a reasonable choice in seeking the best parameter set in
hydrological modeling.
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4.2. Parameter Sensitivity and Uncertainty

For parameter sensitivity, the results showed that the parameter CN2 was the most sensitive
(Figure 2) using any of the three methods and CN2 played a key role in peak flow simulation (Figure 3).
CNB2 is a function of soil’s permeability, land use, and initial soil water condition, which suggests the
potential of surface runoff from rainfall in a watershed [47]. CN2 had positive effects on the peak flow
(Figure 3), and this may be because of concentrated distribution of rainfall in the wet season, causing
infiltration excessed surface flow and a significant increase in peak flow. The parameter SOL_K, which
represents soil hydraulic conductivity and closely relates to the movement of water in soil profiles, had
a positive effect on average streamflow. In the study area, Cambisols is widely distributed (see Figure 1)
and is mainly made up of sandy loam that is characterized with medium percolation capacity. Water
in this soil can be easier to percolate to the shallow aquifer and further contributed to the baseflow
and then the streamflow. ALPHA_BF is the baseflow recession factor, a high value of ALPHA_BF
means quick recession of baseflow (i.e., the less water retention in the aquifer), and this was why this
parameter played a key role in the relationship between the low flow and ALPHA_BE.

For parameter uncertainty, our study showed that GLUE and SUFI2 provided the wider 95CIs
than ParaSol (see Table 3). Most of the uncertainty intervals derived by GLUE and SUFI2 contained the
corresponding intervals from ParaSol. Based on SCE-UA, ParaSol was very efficient in seeking the most
suitable parameter set near the maximum or minimum objective function value [27], which suggested
that the parameter can be narrowed to a relatively small extent. The wider parameter ranges in SUFI2
and GLUE may be because they considered all sources of uncertainty and thus may lead to relatively
larger ranges of parameter uncertainty [46]. As we know, the GLUE method considers the parameter
correlation in uncertainty analysis, but Table 4 showed that there were almost no correlations among
the parameters, which was the same as SUFI2. Therefore, through the comparisons of the parameter
uncertainty ranges as well as the parameter correlations, both SUFI2 and GLUE showed advantages in
providing similarly good parameter uncertainty ranges [1,12,14,27].

4.3. Model Prediction Uncertainty

For model prediction uncertainty analysis, we found that SUFI2 was a superior tool because
of its relatively larger P-factor and reasonable R-factor. As seen from Figure 5, ParaSol did not
derive reasonable prediction uncertainty and only 39% and 46% measurements were bracketed by
the 95PPU in calibration and validation, respectively, in spite of the good R?> and NSE. This was
because ParaSol does not consider the error in the measured data, model structure, and measured
response, leading to an underestimation of the prediction uncertainty [17,27]. As stated previously,
the parameter uncertainty yielded by Parasol only accounted for a small part of the whole uncertainty;
whereas, SUFI2 and GLUE took into account all sources of uncertainties, and the corresponding
parameter ranges (95CI) were also larger than ParaSol, leading to the wider 95PPU bands. In addition,
according to Abbaspour et al. [18], the 95PPU should bracket at least 80% of the observed data if the
measurements are of high quality. In terms of our results, SUFI2 and GLUE bracketed above 80%
of the observed streamflow in the calibration period, although we recognized that there still existed
a certain uncertainty in SWAT (1.36 and 1.21 of R-factor in SUFI2 and GLUE, respectively), which
may be because of the overestimation of the errors in the input, output, and model structure. It was
also worth noting that the coverage (P-factor) of GLUE can be increased at the expense of increasing
R-factor, and in SUFI2 this can be done by performing one more iteration. Compared to GLUE,
the 95PPU in SUFI2 bracketed 83% and 71% measurements in calibration and validation, respectively,
suggesting that SUFI2 was more capable of capturing the observations. The main reason could be all
these sampled parameter sets were taken as behavioral samples and contributed to the 95PPU [12].
Additionally, based on the previous studies and our own experience [1,14,16,27], the SUFI2 method
has a high efficiency in computation because of the advantages in taking into account the discrete
parameter space of the Latin hypercube sampling [27]. In contrast, GLUE makes use of the Monte
Carlo simulation for random sampling and needs a certain number of sampling runs to derive the most
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reasonable outputs, especially for the complex models [6,12,14]. Therefore, SUFI2 is more efficient
for uncertainty analysis in the hydrological simulation when handling some high dimensional and
complex hydrological models.

5. Conclusions

This study examined the capabilities of three uncertainty analysis methods through a distributed
hydrological model—SWAT with a case study in the JCRB on the Chinese Loss Plateau. The modeling
results showed that the SWAT model was acceptable in the streamflow simulation in the JCRB with NSE
and R? being 0.90 and 0.91 for calibration, and 0.74 and 0.75 for validation, respectively. The sensitivity
analysis of the selected six key parameters indicated that ParaSol, SUFI2, and GLUE could be used for
parameter sensitivity analysis in the study area. The sensitivity results showed that CN2, SOL_K, and
ALPHA_BF were more sensitive to the simulation of peak flow, average flow, and low flow, respectively,
compared to others (e.g., ESCO, CH_K2, and SOL_AWC) in this area. Although ParaSol was more
efficient in capturing the optimal parameter set, it did not derive the suitable parameter and prediction
uncertainty ranges due to its relatively narrower 95CI and poor P-factor and R-factor. Compared to
ParaSol, SUFI2 and GLUE were proven to be more capable in predicting the parameter uncertainty,
and SUFI2 was superior to GLUE in terms of the P-factor and R-factor. In summary, through the
comparisons of the evaluation criteria for uncertainty analysis (e.g., P-factor, R-factor, NSE, and R?)
and the computational efficiencies, the SUFI2 method performed better than the other two methods
for the parameter uncertainty analysis of the SWAT model in the JCRB. The study provides an insight
into the identifiability of more reliable methods for uncertainty analysis, especially in the hydrological
modeling community.

Finally, although this study was informative by implementing the three popular parameter
uncertainty analysis methods, the generality of such findings is to be evaluated with more applications
in other areas. Moreover, in addition to the parameters” uncertainty, the uncertainty in model structure
and input data should be examined for the complete and deep understanding of the modeling behavior.
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Abstract: Hydrological model parameters are generally considered to be simplified representations
that characterize hydrologic processes. Therefore, their influence on runoff simulations varies with
climate and catchment conditions. To investigate the influence, a three-step framework is proposed,
i.e., a Latin hypercube sampling (LHS-OAT) method multivariate regression model is used to conduct
parametric sensitivity analysis; then, the multilevel-factorial-analysis method is used to quantitatively
evaluate the individual and interactive effects of parameters on the hydrologic model output. Finally,
analysis of the reasons for dynamic parameter changes is performed. Results suggest that the
difference in parameter sensitivity for different periods is significant. The soil bulk density (SOL_BD)
is significant at all times, and the parameter Soil Convention Service (SCS) runoff curve number
(CN2) is the strongest during the flood period, and the other parameters are weaker in different
periods. The interaction effects of CN2 and SOL_BD, as well as effective hydraulic channel conditions
(CH_K2) and SOL_BD, are obvious, indicating that soil bulk density can impact the amount of loss
generated by surface runoff and river recharge to groundwater. These findings help produce the best
parameter inputs and improve the applicability of the model.

Keywords: CMADS dataset; parameter sensitivity; SUFI-2; Yellow River

1. Introduction

Hydrological models play a crucial role in simulating the hydrological process of river basins.
These hydrological models are generally composed of several parameters, whose values cannot be
directly determined by field observations but which can be calibrated through input/output records,
which inevitably contain the basin error response [1]. Among many hydrological models, the Soil
and Water Assessment Tool (SWAT) model has been widely used in many countries for its ability to
completely reflect the influence of spatiotemporal heterogeneity, such as topography, soil, and land use,
on the water cycle of the river basin [2-4]. However, the uncertainty of the SWAT model parameter
is difficult to evaluate, because the model parameters are numerous and difficult to obtain. It also
brings difficulties to decision-makers when the hydrological process is accurately described, as well
as the regional relationship between the model parameters and the watershed characteristics. Thus,
more effort is required to quantify the uncertainty in the hydrological simulation.

To date, a variety of optimization algorithms have been developed for calibration and
uncertainty analysis, and good results have been achieved [5-8]. Kouchi et al. [9] use three different
optimization algorithms (sequential uncertainty fitting 2 (SUFI-2), particle swarm optimization (PSO),
and generalized likelihood uncertainty estimation (GLUE)), as well as eight evaluation indexes in a
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SWAT model for emphasizing that the combination of target functions of each optimization algorithm
may lead to different optimal parameter sets, and have the same performance at the same time.
Trudel et al. [10] use seven different objective functions to study hydrological model calibration and the
structural uncertainty in low-flow simulations under climate change conditions. Muleta et al. [11] use
comparative analysis of parameter sensitivity in the high- and low-flow period, and found that there
was a significant difference in the parameter sensitivity between the high- and the low-flow periods,
and the same parameters were different in different periods. However, the algorithm limitations,
such as with GLUE and SUFI-2, lie in the quantitative analysis of the impact of their parameters
on system performance. In fact, model parameters describing different hydrological processes have
different individual effects on the model output. Factorial analysis can help study the individual and
interaction effects of the parameters [12]. The factorial-analysis-of-variance method is used to diagnose
the curve relationship between the parameters and the response [13-15]. Nevertheless, no previous
study has been conducted to investigate the dynamic influence of hydrological model parameters on
runoff simulation using the SUFI-2-based multilevel-factorial-analysis method.

As a case study, this study regarded the source region of the Yellow River, which is known
as the “water tower” of the Yellow River basin and contributes 35% of total annual runoff from
about 16.2% of the basin area [16]. More importantly, the Yellow River plays a key role in the water
supply for 107 million people and for about 13% of the agricultural production of the country’s total
cultivated area.

The objective of this study was to develop a SUFI-2-based multilevel-factorial-analysis method to
address the dynamic influence of hydrological model parameters on runoff simulation. The main steps
of the study included (i) the China Meteorological Assimilation Driving Datasets (CMADS), which were
used to drive the SWAT model; (ii) a multivariate regression model to conduct parametric sensitivity
analysis, which was based on the results of the Latin hypercube sampling (LHS) method; (iii) the
confidence interval of each sensitive parameter, found using the SUFI-2 algorithm; and (iv) using the
SUFI-2-based multilevel-factorial-analysis method, we quantitatively evaluated the individual and
interactive effects of parameters on the hydrologic model output. The results of the study are helpful
for improving the simulation and prediction ability of the hydrologic model for water resources.

2. Study Area

The source region of the Yellow River (Figure 1) is located in the northeast Qinghai-Tibet Plateau
between longitudes 95°50' E and 103°30’ E and latitudes 30°30' E and 35°0' E, covering 12.19 x 104 km?
and occupying 16.2% of the entire Yellow River basin (75.24 x 104 km?) [17,18]. The average
temperature is about 5 °C, and the temperature here varies greatly between day and night. The average
annual precipitation varies between 320 and 750 mm. Precipitation in June to September accounts
for 80% of the total year. Alpine vegetation and alpine meadows are the major vegetation types,
accounting for the total area of 70% in 2010. The major soil type in the watershed is loam, and most of
the soil has poor water retention and low fertility.
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Figure 1. Locations of the Yellow River source region.

3. Methodology

This paper uses the CMADS data set to drive the SWAT model. The constructed SWAT model
employs parameters to depict the characteristics of the hydrological process. To identify the parameter
sensitivity to the runoff simulation of the SWAT model, we applied the LHS-based multivariate
regression model. Then, the SUFI-2 algorithm was used to explore the confidence interval of these
identified sensitive parameters. We employed the multilevel-factorial-analysis method to quantitatively
evaluate the individual and interactive effects of the parameters on the hydrological model output,
i.e., the simulated discharge. Finally, the physical mechanism of the parameters involved in the
hydrological process was traced.

3.1. Construction of the Soil and Water Assessment Tool Model

The inputs required for the SWAT model include a DEM (digital elevation model), land use,
and soil data sets. The DEM is the Shuttle Radar Topographic Mission (SRTM) (90) DEM, which comes
from the geospatial data cloud (http://www.gscloud.cn). The soil data were obtained from the
China Soil Data Set (v1.0), based on the World Soil Database (HSDW). The land use data
(LCC2010) of the study region were derived from the dry area scientific data center in the cold
region. The China Meteorological Assimilation Driving Datasets for the SWAT model Version 1.1
(CMADS V1.1, http:/ /www.cmads.org), which was developed by Dr. Xianyong Meng from the China
Agricultural University (CAU), has received worldwide attention [19]. This data set is widely used
by countries throughout the world [20-26]. Meng et al. [27] chose the Manas River Basin (MRB) in
China as a research area, in order to verify the adaptability of the China Meteorological Assimilation
Driving Datasets for the Soil and Water Assessment Tool model (CMADS); the results showed that the
SWAT model could reproduce the runoff process of two stations (Kenswat and Hongshanzui) in the
research area well using data from CMADS. Zhang et al. [28] used CMADS to drive the SWAT model
for a runoff simulation in the Hunhe River Basin, and the results showed that both Nash-Sutcliffe
efficiency coefficient (NSE) values and R? were found to be greater than 0.74 in calibration, and are
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greater than 0.58 in validation. Related results indicate that CMADS performs particularly well in
runoff simulation.

3.2. Parameter Sensitivity Analysis

There are many parameters in the SWAT model. Different parameters have different sensitivities
to the model simulation [29-31]. The model can eliminate the parameters that have little influence on
the model results from sensitivity analysis, and then reduce the influence of the uncertain transmissions.
This study used NSEs as an objective function, defined as

(Qobsi — Qsimyi)”
NSE=1-H-—

)

M= 1=

(Qobs,i - @abs )2

I
—_

where Qg ; is the ith simulated discharge, Qpps,; is the ith observed discharge, Q,, is the mean of the
observed data, and 7 is the simulation period.

According to the physical meaning of each parameter, we calibrated the SWAT model using the
same initial parameter ranges, according to the calibration protocol presented by Abbaspour [32].
The sensitivity analysis of the parameter values is generated by LHS sampling, and the value of
the target function by the multiple regression model. The calculation expression of the parameter
sensitivity is written as

g=a+) Bib; (2
=1

where g is the objective function value, « is the regression constant, f is the coefficient of parameters,
b; is the parameter value, and the m is the number of parameters. The t-test method is used to determine
the sensitivity of each parameter.

The following method is used to deduce the confidence interval of each parameter. First,
the sensitivity matrix calculation formula for the objective function is

Jij = Agi/Ab; i=1,---,C3,j=1,---,m 3)

where C7 indicates the number of rows in the sensitivity matrix, j represents the number of parameters,
i means the group number, Ab; is the parameter of the j rate, and Ag; represents the parameter
sensitivity. The Hessian matrix calculation formula for the objective function is

H=]"] @)

where H indicates the haessen matrix, | represents the matrix of the number of parameter columns.
According to Kramer’s theorem, the covariance matrix C for estimating the lower limit of the
parameter is calculated as

c=2(m)" 6

where sé is the deviation of the result of the n simulation of the target function.

The standard variance of parameter b; and its 95% confidence interval (CI) are calculated by the
diagonal elements in C, as follows:

S]‘ = C/ (6)
bj,lower = b]* — 14,0025 - S] 7)
bjupper = b7 + ty,0005 + S; (8)
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where b]* is the optimal solution of the parameter b, v is the degree of freedom (n — m), b} joyer is the
lower limit of the confidence interval, and bj,uppgr is the upper limit of confidence interval.
3.3. Parameter Uncertainty Evaluation Index

In order to judge the influence of parameter uncertainty on runoff simulation under different
levels, this paper uses the two indexes of variation rate (VR) and the relative length of the confidence
interval (RL) as the model uncertainty evaluation index. These can be expressed as

VR = Abs|Qsim — Qobs‘

9
Qabs ( )

Qupper - Qlower
RL=—F——7—— 10
Qabs ( )

where VR is the variation rate, RL is the relative length of confidence interval, Quppg, is the upper limit
of the runoff simulation under the 95% confidence interval, and Qj,;, is the lower limit of the runoff
simulation under the 95% confidence interval.

3.4. Multilevel Factorial Analysis

The factorial analysis is a multivariable reasoning method. It performs excellently in testing the
effects of individual variables and their interactions on the dependent variable [33-35]. Factors A and
B have m and n levels, respectively. Thus, a full-factor factorial design contains all possible factor
combinations. The factor model for this factorial experiment can be expressed as

i=1,2...a
Yijk = ]1+Ti+,3]'+(Tﬁ)ij+£i]‘k j=12...b (11)
k=1,2...n

where y is the total average effect, ¢ is a random error effect, 7; is the effect of factor A at the ith
level, f; is the effect of factor B at the jth level, and (T,B)i]» is the interaction effect when A is at the ith
level and B is at the jth level. There is a total of abn experiments, where 1 is the number of repeated
experiments. In order to test the influence of the parameter main effect and the interaction effect on
the runoff simulation, the F-statistic can be used as follows:

MSA SSA/ll—l

Fa= MSg ~ SSg/ab(n—1)

(12)

MSg SSg/b—1
Fp=-"_28_-_228/ 77" 13
B= MS; ~ SSg/ab(n—1) 13
Foo_ MSap _ SSap/(a—1)(b—1)
AB= TMSE T T SSp/ab(n—1)
where MS4, MSg, MSsp, and MSg are the mean squares for factors A, B, their interaction with each
other, and the error component, respectively. The SS4, SSp, SSap, and SSg are the sum of squares for
factors A and B, their interaction, and the error component, respectively. Each mean square deviation
is the squared sum of the corresponding effects, divided by its degree of freedom. SSt is the sum of
the total effect square. This can be calculated by

(14)

§S, = ii 2 ,i (15)
AT bnizlyi” abn
¢, v

SSp = E}; Vi (16)
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SSt=3. ). Y Vik— op, (18)
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SSg =SSt — SS4p — SS4 — SSk (19)

where y; , y.;, and y;; represent the ith level of the factor A, the jth level of the factor B, and the ijth
interaction between factors A and B, respectively.

In particular, there are k factors in the 3* factorial design. Each factor has three levels, so there
is a total of 3k factor level combinations and 3k degrees of freedom. There is a total of k main effects,
each of which is two degrees of freedom. There is an interaction effect of k factors, and the degree of
freedom is 2k — 1. If n repeated tests are performed for each factor level combination, the total degree
of freedom is n3k — 1, and the degree of freedom of the error is 3k(n — 1). The sum of squares for the
main effects and interaction effects is usually obtained by the factorial analysis method.

4. Results and Discussion

4.1. Parameter Sensitivity Analysis, Calibration, and Verification of Model

Parameter sensitivity analysis is an indispensable part of the evaluation model, and it is helpful
in developing a deep understanding of the model characteristics. Hence, this paper takes NSE as the
objective function, and uses LHS-based multiple regression models to analyze the parameter sensitivity.
The t-test method is used to determine the parameter sensitivity—the higher the absolute value of t,
the stronger the sensitivity of the parameters. The related CI of the parameters was determined by
the SUFI-2 algorithm. Parameters’ descriptions and their CIs are listed in Table 1. For the most part,
specific values are given for the parameters. However, some parameters, such as the runoff curve
number, can take on a variety of values. During calibrations, these parameters may be changed by
increasing or reducing them by a certain percentage, until the calibration objective function is met.
Thus, values of these parameters have been reported as a percentage change from a specified value.
The Latin Hypercube sampling (LH-OAT) method was performed for 10 parameters, in order to screen
out the most sensitive parameters of the model, and the results are illustrated in Figure 2.

GWQMN
HRU SLP
ALPHA_BF 1
SETMP 1
SOL AWC 1
SOL K 1
CH K2 ~
ESCO ]
CN2
SOL_BD

Parameter

0 Rank order |

Figure 2. Graphical representation of the sensitivity ranking of the parameters (longer bars indicate
greater parameter sensitivities).
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As we can see from Figure 2 and Table 1, the most sensitive parameters for runoff simulation
are followed by SOL_BD, CN2, ESCO, CH_K2, SOL_K, SOL_AWC, SFTMP, ALPHA_BF, HRU_SLP,
and GWQMN. In order to design the experimental scheme, the four most sensitive parameters are
selected: The soil bulk density (SOL_BD) was the most sensitive parameter, followed by the Soil
Convention Service (SCS) runoff curve number for moisture conditions II (CN2), the soil evaporation
compensation coefficient (ESCO), and effective hydraulic channel conductivity (CH_K2). A detailed
interpretation of these parameters will be provided in the following section.

Table 1. Final value range of sensitivity parameters.

- a Calibrated

Parameter Description Min  Max  Value t Value

GWQMN Threshold depth of water in the shallow required for 70061 780.61 74293 117

return flow to occur (mm)

HRU_SLP Average slope steepness (m/m) 0.24 0.26 0.25 15
ALPHA_BF Baseflow regression constant (days) 0.00 0.20 0.02 —1.52

SFTMP Snow temperature (°C) 343 3.63 3.45 -2

SOL_AWC Effective water capacity of soil layer (mmH,O/mm soil) 0.15 017 0.16 2.19
SOL_K Soil hydraulic conductivity (mm-hr~1) -032  -0.29 -0.32 —4.04

CH_K2 Effective hydraulic conductivity of channel (mm /h) 110.97  125.97 121.19 4.59
ESCO Soil evaporation compensation coefficient (mm/h) 0.73 0.75 0.73 —7.36
CN2 Initial SCS runoff curve number to moisture conditions I 0.26 0.28 0.26 —15.28
SOL_BD Soil bulk density (g/cm?) 0.45 0.47 0.46 —58.26

SWAT parameter ranges (and allowable percentage changes): 0 < GWQMN < 5000; 0 < HRU_SLP < 0.6;
0 < ALPHA_BF < 1; =5 < SFTMP < 5; 0 < SOL_AWC < 1 (—50% < SOL_AWC < 50%); 0 < SOL_K < 2000 (—80%
< SOL_K < 80%); 0.01 < CH_K2 < 150; 0 < ESCO < 1; 35 < CN2 < 98 (—50% < CN2 < 50%); 0.9 < SOL_BD < 2.5
(—50% < SOL_BD < 50%); reference [36].

On the basis of CMADS (2008-2015), this paper selected years 2008-2009, 2010-2013,
and 2014-2015 as warm-up, calibration, and validation periods, respectively. The NSE, R?, and the
absolute value of relative error (| Re|) indicators were used to evaluate the model for calibration and
validation periods. The results show that the NSE values were 0.73 and 0.81, respectively, R? was
0.82 and 0.87, respectively, and |Rel was less than 10% for both periods. The results indicate a good
performance of SWAT in describing the runoff simulation, based on the CMADS data in the source
region of the Yellow River. Che [37] investigated the source area of the Yellow River, and used the
SWAT model to simulate the daily runoff. The results of the study showed that both NSE values and
R? were less than 0.74 in calibration (validation), which means that CMADS data is superior to other
data in watershed runoff simulation.

Figure 3 shows the simulated daily runoff from 20102015 (i.e., the calibration and validation
periods) for the Tangnaihai hydrological station. Specifically, this figure indicates that the 95% CI
width of the daily runoff simulation varies with the flow amount. To further examine the above results,
three different frequencies are set, in order to identify the influence of parameter uncertainty on flow
of different levels (i.e., more than 75%, between 25% and 75%, and less than 75%).

7000

Observed diseh ‘ ‘
Served AISEAAEE 4 libration! Validation

6000} - Simulated discharge

I 95% CI
5000

Streamﬂow(ms/s)

0
2010/ 2011/1  2012/1  2013/1  2014/1  2015/1

Figure 3. The 95% confidence interval (CI) for daily discharge.
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Figure 4 shows that when the flow at the high level, the variation rate and the relative length of
confidence interval are small; on the contrary, as the flow reaches the lower level, the variation rate
and the relative length of confidence interval are larger. Given this, we can preliminarily infer that the
physical mechanism of runoff generation dynamically changes during different periods.
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Figure 4. (a) The influence of parameter uncertainty on variable rates under different levels;
(b) the influence of parameter uncertainty on the relative length of the confidence interval under
different levels.

4.2. Multilevel Factorial Analysis and Dynamic Changes in Parameter Sensitivity

As mentioned, the physical mechanism of runoff generation varies at different periods. In the
SWAT model, parameters reflect the characteristics of the hydrological processes. Thus, based on the
above identified sensitive parameters, we used the analysis of variance method (ANOVA) to quantify
the response of individual and interactive parameters in the runoff simulation.

Four parameters, CN2, ESCO, CH_K2, and SOL_BD, were selected as factorial experimental
factors (denoted by A~D, respectively). Subsequently, we designed the 3* factorial design scheme
shown in Table 2.

Table 2. The 3* factorial design scheme.

Level
Parameter N N
Low Medium High
CN2 0.257 0.267 0.277
ESCO 0.726 0.736 0.746
CH_K2 110.97 120.96 130.97
SOL_BD 0.431 0.452 0.471

Figure 5 shows the parameter contributions for the hydrological responses. The results show that
parameter D is significant at different times, especially in the non-flood period (November to March),
when its contribution reached 0.98. The contribution of parameter A in the pre-flood period (April to
May) increased, but the effect was relatively small, and D was still dominant. The contributions of A, B,
and C during the flood period (June to September) gradually increased, whereas D gradually weakened.
The linear individual effects of A, B, and D, as well as the AC and CD interaction effects, are thus
significant for modelling runoff simulation. During the post-flood period (October), the contributions
of A, B, and C weaken, while parameter D increases.
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Figure 5. Dynamic characteristics of the parameter sensitivity contribution.

4.3. The Individual and Interactive Effects of Parameters on the Hydrologic Model Output in Different Periods

From the previous section, we find that the parameter sensitivity in different years shows similar
characteristics in the non-flood, pre-flood, flood, and post-flood periods. To quantitatively evaluate
the dynamic effect of the parameters on the runoff simulation, we selected 2012 as a typical year,
and three consecutive days of non-flood, pre-flood, flood, and post-flood periods in a typical year.
The objective is to explore the dynamic parameter individual and interaction effects on the runoff
simulation. For simplicity, this article only presents the first-day results of the four periods in a typical
year, and the other results are attached to Supplementary Materials.

4.3.1. The Statistically Significant Individual and Interaction Effects on Runoff Simulation in
Non-Flood Period

Table 3 presents the results of variance analysis for the simulation of daily runoff in the non-flood
period. In this paper, a p-value of less than 0.05 indicates that parameters A, B, and D have significant
effects on the model output in the non-flood period. In particular, the influence of D is more significant.
Moreover, the interaction effects of AB, AD, and BD have statistical significance.

Table 3. Results of ANOVA for the runoff simulation in the non-flood period.

Model Term Sum of Squares F Value p-Value Significance
A 28.47 16,998.37 0.00 **
B 0.76 456.16 0.00 *
C 0.00 0.00 1.00
D 12,890.57 7,695,860.81 0.00 xx

AB 0.12 34.59 0.00 *
AC 0.00 0.00 1.00

AD 2.73 814.23 0.00 *
BC 0.00 0.00 1.00
BD 0.12 34.83 0.00 *
CD 0.00 0.00 1.00

Error 0.04

Total 12,922.80
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For the non-flood period, the main effects of these parameters on the runoff simulation are shown
in Figure 6. From this, we see that changes in the levels of A, B, and C have a weak effect on the
runoff simulation, while changes in the level of parameter D have significant negative effects on the
runoff simulation.

In essence, during the non-flood period, D is an important parameter affecting the model
simulation, which is closely related to the high elevation and cold temperatures of the source region of
the Yellow River, characterized by low rainfall and low temperature. Moreover, lower flow values relate
to lower compensation for glaciers and snowmelt in soil water, resulting in decreased streamflow [38,39].
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Figure 6. Individual effects of parameters in the non-flood period.

Figure 7 presents the parameter interaction effects in the non-flood period of the runoff simulation.
Results show that the AD, BD, and CD interaction effects are significant in this period, while the others
have less influence on the runoff simulation. The main reason for this is that the soil bulk density
(i.e., parameter D) is the parameter that has the greatest impact on the runoff simulation.

Note that for the AD interaction plot in Figure 7 (bottom left), the red, blue, and black lines
represent parameter D at low, medium, and high levels, respectively. This plot discloses that the changes
differ across the three levels of parameter D, depending on the level of parameter A. When D is at the
high level, A has obvious negative effects. However, when D is at the middle level, the negative effect
of A is weakened. This result further indicates that A has a significant impact on the runoff simulation.

00 0.7260.7360.746 0.431 0.4520.471
A: CN2
50| —— 0257
—— 0267 /\
o) 027 100
-——e
—~ B: ESCO
= —— 0726
£ ——0736 50
5 ——0.746 ,/\
2100 0
E |~ | C cHK2
8 ——110.97
& 0 —e— 12097
—— 13096 ./\
0 100
D: SOL BD
——0.431
oazm [P
—_— | —— |— —— 0471
0
0.2570.2670277 110.97 12097 130.97

Figure 7. Interaction effects of parameters in the non-flood period.
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4.3.2. The Statistically Significant Individual and Interaction Effects on the Runoff Simulation in the
Pre-Flood Period

The parameters and their interactions have statistically significant effects on the runoff simulation
(Table 4). The linear individual effects of A, B, and D on the runoff simulation are significant in the
pre-flood period, while other parameter effects (individual and interaction) have little impact on
the response.

Table 4. Results of ANOVA for the pre-flood period runoff simulation.

Model Term Sum of Squares F Value p-Value Significance
A 145.81 591,251.63 0.00 o
B 2.36 9586.61 0.00 **
C 0.00 5.42 0.01 *
D 420.67 1,705,827.37 0.00 o

AB 0.00 7.40 0.00 *
AC 0.00 0.94 0.45
AD 0.03 66.12 0.00 *
BC 0.00 1.39 0.25
BD 0.00 1.96 0.12
CD 0.00 0.46 0.76

Error 0.01

Total 568.88

Figure 8 presents the individual effect plot for the four parameters in the pre-flood period.
Results show that A has a positive effect on the runoff simulation, while D has a negative effect.
Nevertheless, parameters B and C have a slight effect on the flow.

The flow value reaches 112.12 m>/s when A is at the high level. In contrast, the simulated flow
value is only 96.20 m3/s. Furthermore, compared with other levels of runoff simulation, the three levels
of D lead to smaller runoff simulation values. These results are attributed to a higher compensation for
snow melt, and thus increased flow [40]. However, the slope of D is irregular, implying an obvious
nonlinear effect on the runoff simulation, owing to the complex topography and soil characteristics of
the basin.
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Figure 8. Individual effects of parameters in the pre-flood period.

Figure 9 depicts the parameter interaction effects in the pre-flood period. If the slope of one
curve differs from another, there are interactive effects between the parameters. The parallel lines in
the interaction plots of parameters A, B, C, and D indicate tiny parameter interactions. Specifically,
the interaction of A and B, as well as B and C, are not apparent in Figure 9.
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In addition, the results indicate that parameter A has the largest nonlinear effect on the runoff
simulation, while the other nonlinear effects are weak. The identical results of these plots can be used
to confirm the findings in the above numerical value model.
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Figure 9. Interaction effects of parameters in the pre-flood period.

4.3.3. The Statistically Significant Individual and Interaction Effects on the Runoff Simulation in the
Flood Period

The results of ANOVA for the runoff simulation during the flood period are shown in Table 5.
Results indicate that parameters A, B, C, and D have significant linear main effects on the runoff
simulation. Among them, the significance of A is the strongest, followed by D, B, and C. Meanwhile,
parameters AC, AD, and CD interaction effects are of important significance.

Table 5. Results of ANOVA for the flood period runoff simulation.

Model Term Sum of Squares F Value p-Value Significance
A 31,490.77 3587.56 0.00 x
B 3800.32 432.95 0.00 *
C 745.95 84.98 0.00 *
D 15,926.84 1814.45 0.00 i

AB 1.53 0.09 0.99
AC 287.46 16.37 0.00 *
AD 177.23 10.10 0.00 *
BC 37.23 2.12 0.09
BD 26.79 1.53 0.21
CD 263.16 14.99 0.00 *
Error 210.67
Total 52,967.95

The influence of the main parameter effects on the runoff simulation during the flood period is
shown in Figure 10. It shows the influence of the parameters on the runoff simulation and compares
the relative size of the influence. Parameter A has the largest positive individual effect when A is at
low, middle, and high levels, when the simulated flow value is 2375.24, 2398.45, and 2420.22 m3/s,
respectively. Parameter A is a comprehensive reaction of the underlying surface characteristics,
which directly determines the size of the flow. However, parameter D has the greatest nonlinear effect.

Therefore, the smaller the soil bulk density, the weaker the ability to resist precipitation and thus
increased flow. However, with the increase of D, the ability to resist precipitation is enhanced, which aids
infiltration; however, the flow is then increased, due to a sharp decrease in soil porosity [41,42].
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Figure 11 plots three level interaction effects of the flood period for the four parameters.
Results disclose that AC, AD, and CD have noticeable interaction effects, while the others have
almost no interaction effect.

Take the plot on the bottom left, with the interaction of parameters A and D as an example.
The plot depicts the changes in D at its low, middle, and high levels, depending on the level of A,
as well as the interaction between the low level and the middle level curve of D. This reveals the
interaction of A and D has a significant influence on the runoff simulation. Therefore, the parameter
interaction must be emphasized at calibration.
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Figure 10. Individual effects of parameters in the flood period.
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Figure 11. Interaction effects of parameters in the flood period.

4.3.4. The Statistically Significant Individual and Interaction Effects on the Runoff Simulation in the
Post-Flood Period

Table 6 shows the ANOVA results for the runoff simulation in the post-flood period. Results reveal
that the selected parameters, A, B, and D, have a significant (p < 0.05) effect on the runoff simulation;
among them, the significance of D is the strongest. Similarly, the interaction effects of A and C have an
important impact on the runoff simulation (Table 6).

The individual parameter effects for the runoff simulation in the post-flood period are shown in
Figure 12. The result shows that the level change of D has the greatest negative effect on the runoff
simulation. In essence, the above results are attributable to the continuous precipitation decrease,
and the river runoff mainly depends on the recharge of the interflow, e.g., the greater the A value,
the less recharge in the soil. Moreover, a decrease in soil evaporation is caused by lower temperature.
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The nonlinear variation of the D curve is mainly due to the complex physical characteristics of soil.
When D is at the low level, the soil viscosity is larger, and the interflow has less recharge for the runoff.
As D reaches the high level, less precipitation and lower porosity combine to reduce runoff in the
post-flood period [43].

Table 6. Results of ANOVA for the post-flood period runoff simulation.

Model Term Sum of Squares F Value p-Value Significance
A 1267.75 258,334.54 0.00 o
B 662.22 134,942.54 0.00 *
C 0.03 5.48 0.01 *
D 66,212.33 13,492,324.58 0.00 i
AB 0.05 4.88 0.00 *
AC 0.00 0.35 0.84
AD 27.18 2769.41 0.00 *
BC 0.00 0.50 0.73
BD 4.98 507.67 0.00 *
CD 0.00 0.50 0.73

Error 0.12
Total 68,174.67
830 830
“c A: CN2 e B: ESCO
H —_ H -
S 820 S 820
z::% e— E /
g g
7 810 810
0.257  0.267 0.277 0.726  0.736  0.746
830 700
mTE C: CHK2 m\E D: SOLBD
¥ 2 650
S 820 =]
= =
: 5 60 AN

810
110.97 12097 130.97 0.431 0.452 0471

Figure 12. Individual effects of parameters in the post-flood period.

The interaction effects of parameters in the post-flood period are shown in Figure 13. The results
disclose that the interaction effects of D and other parameters are negative for the runoff simulation,
particularly the interaction effects of A and C.
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Figure 13. Interaction effects of parameters in the post-flood period.
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4.3.5. Contributions of Parameter Individual and Interaction Effects for the Runoff Simulation in
Four Periods

Figure 14 accurately quantifies the contribution of individual and interaction parameter effects to
runoff in the four periods. The results show that the parameter contribution to the runoff simulation is
significant for the different periods.

In detail, the parameter D have the greatest impact on the runoff simulation in the non-flood
and post-flood period, contributing 0.99 and 0.97, respectively. The contribution of D to the runoff
simulation is reduced while others increase in the pre-flood period—especially A, which contributes
0.26 (i.e., 26%). However, the contribution of A to the runoff simulation is the most significant in the
flood period (0.60), implying that the infiltration-excess runoff production caused by concentrated
precipitation has a great influence on this parameter, while soil porosity and soil moisture have great
influence on D. The influence of temperature on B is also significant.
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Figure 14. Contribution of individual and interaction parameters to the runoff simulation in
different periods.

5. Conclusions

In this study, using CMADS to drive the SWAT model, we developed a SUFI-2-based
multilevel-factorial-analysis method in order to disclose the effect of parameters in the SWAT model
on runoff simulations. Here, the SUFI-2 was used to explore the CI of identified sensitive parameters.

Subsequently, we applied the multilevel-factorial-analysis method to explore the individual and
interactive effects of parameters on the runoff simulation in different periods (i.e., non-flood, pre-flood,
flood, and post-flood). The developed method was exemplarily applied to the source region of the
Yellow River, due to its key role in water resource supply. Important conclusions drawn from this
study are as follows:

(1)  The influence of parameters CN2, ESCO, CH_K2, and SOL_BD (i.e., A, B, C, and D, respectively)
on the runoff simulation is significant in different periods (Figure 2, Tables 3-6). In general,
the linear individual effects of factors A, B, and D, as well as the AD interaction effects, are thus
significant, while the others have little influence on the response.

(2) The contributions of different parameters to the runoff simulation are different in different periods
(Figure 14). The effect of soil bulk density (D) on the runoff simulation is significant in four
periods, contributing 0.99, 0.73, 0.30, and 0.97, respectively. The effect of the initial SCS runoff
curve number (A) on the runoff simulation is significant in the non-flood and flood periods,
contributing 0.26 and 0.60, respectively.
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(3) The interaction effects of parameters on runoff simulation are significant in the flood period.
Take parameters A and D as an example: The changes differ across the three levels of parameter D,
depending on the level of parameter A. The slope curve is distinctly different between parameters
Aand D. This reveals the interaction of A and D has a significant influence on the runoff simulation.
Therefore, the parameter interaction must be emphasized in flood periods.

(4) Inessence, the soil bulk density moisture content and infiltration-excess runoff production are
important water inputs for the hydrological system in the source region of the Yellow River.
It is further explained that soil bulk density will affect the loss of surface runoff and river
recharge groundwater.

Supplementary Materials: The following are available online at http:/ /www.mdpi.com /2073-4441/10/9/1177 /s1.
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the second days, Figure S4: Individual effect of post-flood period parameters for the second days, Figure S5:
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parameters for the third days, Figure S17: Dynamic change characteristics of second day parameters on the time
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Abstract: Satellite-based and reanalysis precipitation products provide a practical way to overcome
the shortage of gauge precipitation data because of their high spatial and temporal resolution.
This study compared two reanalysis precipitation datasets (the China Meteorological Assimilation
Driving Datasets for the Soil and Water Assessment Tool (SWAT) model (CMADS), the National
Centers for Environment Prediction Climate Forecast System Reanalysis (NCEP-CFSR)) and
two satellite-based datasets (the Tropical Rainfall Measuring Mission 3B42 Version 7 (3B42V7)
and the Precipitation Estimation from Remotely Sensed Information using Artificial Neural
Networks-Climate Data Record (PERSIANN-CDR)) with observed precipitation in the Xiang River
basin in China at two spatial (grids and the whole basin) and two temporal (daily and monthly) scales.
These datasets were then used as inputs to a SWAT model to evaluate their usefulness in hydrological
prediction. Bayesian model averaging was used to discriminate dataset performance. The results
show that: (1) for daily timesteps, correlations between reanalysis datasets and gauge observations
are >0.55, better than satellite-based datasets; The bias values of satellite-based datasets are <10%
at most evaluated grid locations and for the whole baseline. PERSIANN-CDR cannot detect the
spatial distribution of rainfall events; the probability of detection (POD) of PERSIANN-CDR at most
evaluated grids is <0.50; (2) CMADS and 3B42V7 are better than PERSIANN-CDR and NCEP-CFSR
in most situations in terms of correlation with gauge observations; satellite-based datasets are better
than reanalysis datasets in terms of bias; and (3) CMADS and 3B42V7 simulate streamflow well for
both daily (The Nash-Sutcliffe coefficient (NS) > 0.70) and monthly (NS > 0.80) timesteps; NCEP-CFSR
is worst because it substantially overestimates streamflow; PERSIANN-CDR is not good because of
its low NS (0.40) during the validation period.

Keywords: reanalysis products; satellite-based products; hydrological model; bayesian model
averaging; Xiang River basin

1. Introduction

Precipitation is one of the primary drivers of the hydrological cycle and, thus of great importance
in hydrological simulation [1], which is a major water resources management tool for forecasting
floods and droughts. The accuracy of hydrological simulation depends on the spatial and temporal
resolution of precipitation data [2]. Precipitation is more difficult than other atmospheric variables,
such as temperature and relative humidity, to measure accurately because of its great spatial and
temporal variability. Precipitation data are usually observed and collected using rainfall gauges and
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meteorological radar networks, but these measurement devices are usually geographically sparse and
inadequate to fully capture the spatial and temporal variability of precipitation [3,4]. This situation is
serious in China because of the country’s complex topography and relatively unevenly distributed
economic resources [5]. Satellite-based and reanalysis precipitation datasets have been effective in
complementing traditionally obtained precipitation data as remote sensing and computing technologies
have developed [6-8].

Satellite-based precipitation measurement technology uses visible data, infrared imaging,
and passive microwave detection to gather precipitation data [9,10]. However, satellite-based
datasets inevitably contain errors due to the measurement technology [11], the sampling method [12],
and the retrieval algorithms [13]. Reanalysis datasets are created from a combination of observed
data and model forecasts [14]. The accuracy of reanalysis datasets is determined by the observed
forcing data, the data assimilation method, and the prediction model(s) used [15]. Many studies
have shown that the accuracy of reanalysis datasets is highly related to both the observing system
and the assimilated data [16,17]. Hodges et al. [18] showed that newer reanalysis datasets,
including the European Centre for Medium-Range Weather Forecasts (ECMWF) Interim Re-Analysis
(ERA-Interim, https:/ /www.ecmwf.int/en/forecasts/datasets /archive-datasets/reanalysis-datasets /
era-interim), the National Aeronautics and Space Administration Modern Era Retrospective-Analysis
for Research and Applications (NASA’s MERRA, https:/ /climatedataguide.ucar.edu/climate-data/
nasa-merra), and the NCEP-CFSR (http://globalweather.tamu.edu) perform better than older
datasets (such as the 25-year Japanese Reanalysis (JRA-25, http://jra.kishou.go.jp/JRA-25/index_
en.html)) in identifying recurrent extratropical cyclones because of the improvements in models,
observations, and data assimilation in numerical weather prediction model (NWP) systems.
Ebisuzaki and Zhang [19] compared NCEP-CFSR to a set of operational analyses for 2007 and
found that NCEP-CFSR captured daily variability in precipitation better than the older reanalyses.
The performance of NCEP-CFSR was attributed to major improvements in modeling, observation,
and the method of data assimilation. Dee et al. [20] found that observed data have a significant
effect on the initialization of an NWP model and thus on the quality of reanalysis data. They also
found that successive generations of atmospheric reanalysis data have improved in quality as a
result of better models, better input data, and better assimilation methods. Smith et al. [21] showed
that even when the model and data assimilation method do not change, observational data density,
type, and quality change over time. These observational changes can introduce spurious errors
into reanalysis data. Model bias can also act on the data to introduce errors, as can the method
of observations. There are many widely used satellite-based and reanalysis datasets, such as
PERSIANN-CDR, 3B42V7, and NCEP-CFSR, available on the internet. Detailed information about
these datasets, such as resolution, coverage, and data sources, is shown in Table 1. However, because
of the errors inherent in satellite-based datasets and the high dependency of reanalysis datasets on the
observation system, these datasets may not be suitable for hydrological applications in East Asia [22].
The CMADS were developed by Dr. Xianyong Meng from the China Agricultural University (CAU)
and has received worldwide attention [5,23-30]. It using STMAS assimilation techniques as well as big
data projection and processing methods to compensate for the fact that few specialized meteorological
products were developed for East Asia [22].

In this study, four precipitation products that include two precipitation reanalysis
datasets (NCEP-CFSR and CMADS) and two satellite-based precipitation datasets (3B42V7 and
PERSIANN-CDR) were analyzed and evaluated in a hydrological application for the Xiang River basin,
a humid watershed in central China. These datasets all have high spatial and temporal resolution.
3B42V7 is the latest release of the post-real time product (ftp://disc2.nascom.nasa.gov/ftp/data/s4pa/
/TRMM_L3/). Precipitation estimates from 3B42V7 have been evaluated in many studies [31-34].
PERSIANN-CDR is a new retrospective multi satellite-based precipitation dataset for long hydrological
and climate studies [35], which is available online (ftp://data.ncdc.noaa.gov/cdr/persiann/files/).
The dataset is produced by the PERSIANN algorithm [36] using gridded satellite (GridSat-B1) infrared
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data. Studies of precipitation estimates from PERSIANN-CDR are relatively few, and most of
them compare PERSIANN-CDR predictions with ground-based precipitation observations [37-39].
only a small number are related to hydrological applications of PERSIANN-CDR [40]. The daily
NCEP-CFSR data, which are in a format that the SWAT model can use, are available online
(http:/ /globalweather.tamu.edu). NCEP-CFSR datasets are widely used in many studies [41-43].
CMADS, which we use in this study, is a new reanalysis product which can be downloaded from the
internet (www.cmads.org). There are very few studies that use CMADS because of its novelty, and they
investigate northern arid areas such as the Juntanghu watershed [26,27,44], the Manas River basin [28],
and the Qinghai-Tibet Plateau [30]. However, the error characteristics of precipitation products vary
with climatic regions, seasons, surface conditions, storm regimes, and altitudes [45] which necessitates
the analysis and evaluation of hydrological applications of precipitation dataset products in different
regions. To the best of our knowledge, this is the first study of a hydrological application of CMADS in
Central China.

This paper is organized as follows. Section 2 describes the materials and methods used in the
study. Section 3 presents a detailed evaluation of the results given by the precipitation products, and a
further discussion is given in Section 4. Lastly, Section 5 provides a short conclusion based on the
results of our study.

2. Materials and Methods
2.1. Study Area

The Xiang River basin was selected as our study area. Xiang River is one of the largest tributaries
of Yangtze River, flowing northward towards Dongting Lake, the second largest freshwater lake in
China. The Xiang River Basin is located in Hunan Province, between between 24.5-28.25° N and
110.5-114.25° E. The outlet of the Xiang River Basin is Xiangtan station and the area of the basin is
82,375 km?. The basin is dominated by subtropic monsoon climate, with a meaning annual precipitation
of 1400 to 1700 mm and an average annual temperature of 17 °C. Most of the rainfall occurs between
April and June. The basin suffers from frequent floods and droughts due to the uneven seasonal
distribution of rainfall. The primary terrain of the Xiang River Basin is plain while the elevation of this
area ranges from 1 m to more than 2000 m (based on China National Height Datum). The overview
of Xiang River basin is shown in Figure 1. For more information about the study area, readers are
referred to Zhu et al. [40].

2.2. Meteorological Data

In this section, the data used in the study, including gauge observations, that are required for
the SWAT model, as well as the four precipitation dataset products, are briefly described. The spatial
distribution of the CMADS, the locations of the precipitation and discharge gauges used in the
study are shown in Figure 1. The spatial distribution of other datasets in the studied basin refers to
Zhu et al. [40].

2.2.1. Satellite-Based and Reanalysis Precipitation Estimates

PERSIANN is a satellite-based precipitation retrieval algorithm based on infrared brightness
temperature imagery generated by geostationary satellites [36]. The PERSIANN-CDR dataset is
generated by the PERSIANN algorithm using gridded satellite (GridSat-BI) infrared data. NCEP
Stage IV radar data is used to train the Artificial Neural Networks model and create nonlinear
regression parameters. The model prediction (precipitation estimates) is then calibrated using
the monthly Global Precipitation Climatology Project (GPCP) version 2.2 product that contains
precipitation gauge data generated by the GPCP mission in order to increase the reliability of the
PERSIANN-CDR data [35].
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The Tropical Rainfall Measuring Mission (TRMM) is a joint mission between the U.S. National
Aeronautics and Space Administration (NASA) and the Japan Aerospace Exploration Agency (JAXA)
to study rainfall for weather and climate research. To increase the accuracy of the precipitation
estimates, 3B42V7 integrates microwave and infrared measurements and incorporates the new Global
Precipitation Climatology Center monthly precipitation data [40,46]. The TRMM satellite stopped
collecting data on 15 April 2015 (https:/ /trmm.gsfc.nasa.gov/). The Global Precipitation Measurement
Mission Integrated MultisatellitE Retrievals for Global Precipitation Measurement (GPM IMERG),
which has more accurate spatiotemporal resolution (half-hourly and 0.1) is a successor to TRMM [47].
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Figure 1. Spatial distribution of CMADS, precipitation gauge stations, and runoff stations in the Xiang
River basin with elevations and subbasin divisions (Zhzh represents Zhuzhou site, Shf represents
Shuangfeng site, Ny represents Nanyue site, Hy represents Hengyang site, Chn represents Changning
site, Yzh represents Yongzhou site, Chzh represents Chenzhou site, and Dx represents Daoxian site,
the site after is denoted by the above abbreviation).

CFSR is a global coupled atmosphere-land-ocean—sea-ice assimilation system developed at
NCEP [48]. Its spatial resolution is approximately 38 km. CFSR includes the coupling of atmosphere
and ocean during the generation of the 6-h guess field, an interactive sea-ice model, and assimilation
of satellite radiance data by grid point statistical interpolation over the entire period (https://rda.ucar.
edu/#!pub/cfsr.html). All available conventional and satellite observations were included in CFSR.

CMADS is constructed using multiple technologies and scientific methods, including loop nesting
of data, projection of resampling models, and bilinear interpolation (www.cmads.org). Data sources for
CMADS include nearly 40,000 regional automatic stations under the oversight of China’s 2421 national
automatic and business assessment centers [29]. CMADS precipitation data use Climate Prediction
Center morphing technique (CMORPH) global precipitation products and data from the National
Meteorological Information Center of China. The spatial resolution of CMADS V1.1 (www.cmads.org),
used in this study, is 0.25°.
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2.2.2. Ground Gauge Observations

The daily meteorological observations used to drive the SWAT model include precipitation,
maximum and minimum temperatures, solar radiation, wind speed, and relative humidity from 1987
to 2013 at 8 meteorological stations. The data were obtained from China Meteorological Administration.
The daily discharge record from 1970 to 2013 was available from Xiangtan station. The locations of
these meteorological stations and runoff gauges are shown in Figure 1. An overview of all datasets is
given in Table 1.

Table 1. Overview of precipitation datasets.

Spatial Temporal

Datasets Resolution  Resolution Available Period Coverage Source of Data
Gauge Point Daily 1987-2013 Xiang River Basin China Meteorological Administration
CMADS 0.25° Daily 2008-2016 East Asia www.cmads.org
3B42V7 0.25° Daily 1998-present 50° S-50° N Goddard Space Flight Centre
NCEP-CFSR 38 km Daily 1979-present Global National Centers for Environment precipitation
PERSIANN-CDR 0.25° Daily 1983-present 60° S-60° N University of California, Irvine, CA, USA

2.3. Straightforward Comparison

A straightforward comparison was made on two scales: a grid and the whole basin. At the
grid scale, only the precipitation estimates for those grids where gauges are located were evaluated.
Grid squares were created with the same native resolution for all datasets to identify the grid-gauge
pair. Pairwise statistical analyses were conducted between satellite-based /reanalysis precipitation
estimates for the grid square and the observations from the gauge located in the grid square [49]. For the
whole basin, areal precipitation from precipitation estimates and gauge observations were calculated
and compared. The comparisons for both spatial scales were made for daily and monthly timesteps.

Diagnostic Statistics

Seven statistical indexes are used to quantify the accuracy of precipitation predictions:
the correlation coefficient (CC), the root mean squared error (RMSE), the mean error (ME), relative bias
(BIAS), the probability of detection (POD), the false alarm ratio (FAR), and the critical success index
(CSI). The values of the indices are calculated by the following Equations [40,50]:

" (Gi—G)(S;—3) O
@ 1(Gi— G2y /Ty (i — §)2
1 n
RMSE = 51:21(5 i — G2 )
ME ==Y (S; - G)) 3
i=1
BIAS = llgs' Gi) & 100% ()
i 1Gi
H
POD = WY, ()
F
FAR = ;o (6)
H
CSl= HM+F @

147



Water 2018, 10, 1225

where G; is the observed precipitation from gauges, S; is the precipitation estimates from
PERSIANN-CDR, 3B42V7, NCEP-CSFR, and CMADS; H is the observed precipitation correctly
detected; M is the observed precipitation not detected; F is the precipitation detected but not observed.

CC reflects the degree of linear correlation, ranging from —1 to 1. The result get the best when
the value is equal to 1. ME reflects the average difference between precipitation products and gauge
observation. The range of ME is [0, +o0), with the perfect value of 0. RMSE reflects the average error
between precipitation products and gauge observations, imparting bigger weights to larger errors. The
range of RMSE is [0, +o0), and the perfect value of this index is 0. BIAS measures the relative degree
of the systematic error of the precipitation estimation, ranging from 0 to positive infinite. The perfect
value of BIAS is 0. POD gives the fraction of rain occurrences that are detected. It ranges from 0 to 1,
with the perfect value of 1. FAR measures the fraction of rain detections that are wrongly detected. The
value field of this index is [0, 1], and the perfect value is 0. CSI gives the fraction of observed and/or
detected rain but is correctly detected. The value field of this index is [0, 1], and the perfect value is 1.
The precipitation threshold between wet day and dry day is 1 mm in this study.

2.4. Ensemble Bayesian Model Averaging

We used Bayesian model averaging (BMA) to determine which precipitation product is most
accurate in simulating streamflow in comparison with streamflow gauge observations by comparing
the weights of simulated streamflows predicted by the precipitation products.

The BMA method is as follows. Assume that f = f1,- - -, fx is a set of predictions obtained from
K different models, and A represents the quantity of interest. In BMA, each ensemble member forecast,
fik=1,---,K, is associated with a conditional probability density function (pdf), gx (A|fx), which
can be interpreted as the conditional pdf of A on f}, given that f is the best forecast in the ensemble.
The BMA predictive model for dynamic ensemble forecasting can be expressed as a finite mixture
model [51]:

K
pAlf, o fi) = kZ wigx (Al fr) ®)
=1

where, wy denotes the posterior probability of forecast k being the best one. The wys are nonnegative
and add up to 1. They can be viewed as weights reflecting an individual model’s relative contribution to
predictive skill over the training period [51]. gx (A|fx) of the different ensembles can be approximated
by a normal distribution centered at a linear function of the original forecast, aj + by fy and standard
deviation .

Alfi ~ N (o +bifi 0?) ©)

The values for a; and by are bias-correction terms derived by linear regression of A on f for each
of the K ensemble members.

The values for wy, k = 1,---,K and ¢? in Equations (8) and (9) are estimated by maximum
likelihood (ML) from a calibration data set. Assuming the forecast errors in space and time are
independent, the log-likelihood function for the BMA predictive model is:

n K
I(wy, -+, fx,0) =) log (Z Wik (Astfks/)> (10)
s,t k=1

where, n denotes the total number of measurements in the training data set, s and t denote the number
of each dimension of the training data set, As; denotes quantities of interest in the training data set,
and fys denotes predictions from K different models in the training data set. However, there are no
analytical solutions conveniently maximizing Equation (10). In this study, the DiffeRential Evolution
Adaptive Metropolis (DREAM) adaptive Markov chain Monte Carlo (MCMC) algorithm is used to
estimate the parameters in Equation (10).
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Specific to this study, the ensemble models are the simulated streamflows forced by gauge
observations and precipitation estimates from PERSIANN-CDR, 3B42V7, NCEP-CFSR, and CMADS,
while the A is the observed runoff. According to others’” studies, the bias-correction of the value of
ensemble models can be ignored (a; = 0, by = 1in Equation (9)) when used in hydrological studies [52].
After maximizing, the probability wj can denote the relatively applicability of those datasets.

2.5. Model Creation

SWAT was used to create the hydrological model. Details of SWAT, and the model creation are
given in Zhu et al. [40].

2.6. Model Calibration and Validation

Two model calibration strategies have mainly been used in previous studies: (1) the SWAT model is
calibrated separately for different precipitation datasets; and (2) the best model parameters are obtained
from calibrating the SWAT model using observed (gauge) precipitation data and observed streamflow
data, and the model is then used for hydrological simulation with other precipitation datasets, such as
(in this study) PERSIANN-CDR, NCEP-CFSR, 3B42V7, and CMADS. The first calibration strategy is
used in this study because the SWAT model is a semi-distributed model and some sensitive parameters
are empirically determined. Model parameters are surrounded by substantial uncertainties because
they are inherently non-unique in inverse modeling, and thus it may be that many different sets of
parameters will produce the same output signal. In other words, there are no best parameters for a
hydrological model because of the inherent uncertainty, but the first calibration strategy guarantees a
relatively good simulation result. However, this strategy can confuse because it may result in model
predictions that are not comparable. Luckily, some researchers find that there is no obvious difference
to the simulated streamflow obtained with the second strategy [40].

The model parameters were calibrated and validated using daily streamflow observed by gauges
and simulated streamflow determined by PERSIANN-CDR, NCEP-CFSR, 3B42V7, and CMADS [53,54].
NS, given in Equation (11), and BIAS are used to evaluate the performance of the simulations.

Z;’:l (Qoi - Qsi)2
! (Qoi — Qo)

where, Q,; is observed streamflow; Q,; is simulated streamflow; and Q,, is the mean of observed streamflow.

In view of the overlapping periods of precipitation estimates and streamflow records for the
Xiang River basin, the modeling period chosen was from January 2008 to December 2013. The total
period was divided into three parts: a warming-up period (1 year from January 2008 to December
2008), a calibration period (calibration; 3 years from January 2009 to December 2011), and a validation
period (validation; 2 years from January 2012 to December 2013).

NS=1- 11)

3. Results

3.1. Comparison of Precipitation Estimates

As described in Section 2, precipitation estimates from CMADS, 3B42V7, NCEP-CFSR, and
PERSIANN-CDR were compared with daily and monthly gauge observations for the Xiang River
basin. The comparisons between precipitation estimates and gauge observations were performed in
two spatial scales: grid and the whole basin. At grid scale, the gauge precipitation was compared
with the precipitation estimates of the grid where the gauge is located. At the whole basin scale, areal
precipitation calculated from precipitation estimates and gauge observations was compared. It should
be noted that the comparison method for grid scale used in this paper may introduce errors and
uncertainties because the estimate is the average value within a grid while the gauge observation is
the value of a point located in the grid.
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3.1.1. Spatial Distribution of Annual Precipitation Estimates

The spatial distributions of annual precipitation derived from CMADS, 3B42V7, NCEP-CFSR,
PERSIANN-CDR and gauges are shown in Figure 2. The spatial distribution of observed precipitation
is interpolated from gauge observations shown in Figure 1 using Kriging method. The results show
that the annual precipitation estimates for these four datasets have similar spatial distribution patterns,
consistent with observed annual precipitation. The annual precipitation in this area decreases from
south to north, and from east to west. As errors and uncertainties may be introduced by interpolation,
we did not compare the precipitation magnitudes between estimates and interpolations for each grid
in this section. The comparison of precipitation magnitudes was proceeded between stations and the

grids where these stations are located in the following sections.
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Figure 2. Spatial distribution of annual precipitation estimates.

3.1.2. Comparison at Monthly Scale

The temporal distribution patterns of all the precipitation datasets and gauge observations for the
included grid squares and the whole basin across different months are similar (Figure 3). In the rainy
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season (from April to September), NCEP-CFSR overestimates the monthly average precipitation, while
CMADS underestimates it. Precipitation estimates from PERSIANN-CDR and 3B42V?7 are consistent
with gauge observations.

Values of CC, RMSE, ME, and BIAS between monthly precipitation estimates and observed (gauge)
precipitation for grid station locations and the whole basin are summarized in Table 2. The performance
of the datasets in terms of correlation with monthly observed precipitation differs from the daily
estimates. There is no obvious correlation between the reanalysis datasets and the satellite-based
datasets. CMADS and 3B42V7 perform better than PERSIANN-CDR and NCEP-CFSR in most locations.
A comparison of Table 2 with Table 3 shows that precipitation estimates have a greater linear correlation
with gauge observations on the monthly scale than the daily scale. This conclusion is consistent
with the research of Omranian and Sharif [47]. The monthly BIAS values between precipitation
estimates and gauge observation are similar to the daily values. Satellite-based estimates perform
better than reanalysis estimates. CMADS tends to underestimate precipitation while NCEP-CFSR
tends to overestimate precipitation.
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Figure 3. Multi year average monthly precipitation (OBS represents gauge observations).
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Table 2. Monthly statistical indexes.

Datasets CcC RMSE (mm) ME (mm)  BIAS
CMADS 0.96 49.57 —33.29 —34.24
PERSIANN-CDR  0.79 7227 —27.75 —27.01
3B42V7 0.93 40.14 —7.27 —5.90
NCEP-CFSR 0.61 159.76 85.86 39.68
(a) Station Dx
Datasets CC RMSE (mm) ME (mm)  BIAS
CMADS 0.97 23.84 —13.21 —13.69
PERSIANN-CDR  0.67 66.34 —2.74 —2.56
3B42V7 0.92 33.24 3.46 3.05
NCEP-CFSR 0.73 101.79 64.97 37.21
(b) Station Chzh
Datasets (de RMSE (mm) ME (mm)  BIAS
CMADS 0.97 27.04 —14.85 —15.54
PERSIANN-CDR  0.76 62.41 —7.48 —7.26
3B42V7 0.94 29.41 0.44 0.40
NCEP-CFSR 0.66 98.07 41.59 27.35
(c) Station Yzh
Datasets cC RMSE (mm) ME (mm)  BIAS
CMADS 0.55 81.06 —17.80 —20.09
PERSIANN-CDR  0.72 62.25 —7.20 —7.26
3B42V7 0.87 38.98 —5.59 —5.55
NCEP-CFSR 0.67 142.98 98.02 47.95
(d) Station Chn
Datasets cC RMSE (mm) ME (mm)  BIAS
CMADS 0.89 41.28 —28.12 —41.37
PERSIANN-CDR  0.65 63.98 116 1.19
3B42V7 0.86 36.86 —2.01 —2.14
NCEP-CFSR 0.62 146.09 87.04 47.53
(e) Station Hy
Datasets CcC RMSE (mm) ME (mm)  BIAS
CMADS 0.84 82.35 —63.46 —73.29
PERSIANN-CDR  0.73 84.28 —51.63 —52.46
3B42V7 0.92 52.79 —37.18 —32.94
NCEP-CFSR 0.77 105.36 49.44 24.78
(f) Station Ny
Datasets CC RMSE (mm) ME (mm)  BIAS
CMADS 0.93 31.18 —5.11 —5.00
PERSIANN-CDR  0.79 55.38 —9.27 —9.47
3B42V7 0.88 40.13 —0.33 —0.31
NCEP-CFSR 0.74 102.18 57.05 34.74
(g) Station Shf
Datasets (de RMSE (mm) ME (mm)  BIAS
CMADS 0.83 55.42 —24.80 —25.83
PERSIANN-CDR  0.76 60.80 —18.90 —18.55
3B42V7 0.90 37.88 —5.08 —4.39
NCEP-CFSR 0.84 72.31 36.28 23.10
(h) Station Zhzh
Datasets cC RMSE (mm) ME (mm)  BIAS
CMADS 0.98 31.86 —25.41 —28.67
PERSIANN-CDR  0.93 30.07 —9.14 —8.71
3B42V7 0.98 16.78 —-0.37 —0.33
NCEP-CFSR 0.81 93.90 61.17 34.91

(i) Areal average

The spatial distributions of monthly precipitation estimates” RMSE are shown in Figure 4.
The results show that the spatial distribution patterns of RMSE for the evaluated satellite-based
and reanalysis datasets are similar. The gauges located in mountainous regions (Dx and Ny) have
much larger RMSE than those located in plain regions, which illustrates that the precipitation estimates
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derived from both satellite-based datasets and reanalysis datasets perform better in plain regions than
in complex orographic areas.
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Figure 4. Spatial distribution of the RMSE of monthly precipitation estimates.

3.1.3. Comparison at Daily Scale

Values of the seven diagnostic indexes (CC, RMSE, ME, BIAS, CSI, FAR, and POD) between
daily precipitation estimates provided by the reanalysis and satellite datasets and observed (gauged)
precipitation for the station locations and for the whole basin are given in Table 3. The results
show that reanalysis datasets (CMADS and NCEP-CFSR) are better than satellite-based datasets
(PERSIANN-CDR and 3B42V7 ) in terms of correlation with gauge observations for all evaluated grid
squares and for the whole basin. The correlations between precipitation estimates from reanalysis
datasets, CMADS and NCEP-CFSR, and observed precipitation are >0.55 for all evaluated grid squares
and for the whole basin. The performance of CMADS is similar to NCEP-CFSR in terms of correlation
with observed precipitation. The satellite-based dataset precipitations, PERSIANN-CDR and 3B42V7,
have relatively low linear correlation with observed precipitation for all grid squares considered.
The same results do not hold for the whole basin. The correlation between the 3B42V7 precipitation
and observed precipitation over the whole basin is 0.60. It can be deduced from the results that
the correlation between dataset precipitation estimates and gauge observations become stronger as
the spatial resolution decreases. This conclusion is consistent with the research of Omranian and
Sharif [47]. However, the satellite-based datasets (PERSIANN-CDR and 3B42V?7) give better estimates
than the reanalysis datasets (CMADS and NCEP-CFSR) at most grid locations except for BIAS at
station Dx and Ny. All dataset precipitation estimates show much larger BIAS values for this station
than for other stations. This result is because station Dx and Ny are located in a mountainous region
while other stations are on plains Figure 1. For the whole basin, 3B42V7 shows much lower BIAS
than PERSIANN-CDR. CMADS clearly tends to underestimate precipitation. NCEP-CFSR tends
to greatly overestimate precipitation at the selected grid squares and for the whole basin because
fewer observations were available to initialize the model. NCEP-CFSR is one of a new generation
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of numerical weather prediction models, and it is very sensitive to the observed data that is used to
initialize it [19]. The values of POD, FAR, and CSI show that PERSTANN-CDR cannot accurately detect
rainfall events at the grid square level. CMADS and 3B42V7 have a greater probability of detecting
rainfall events at the grid scale and for the whole basin but NCEP-CFSR is more accurate in detecting
rainfall events.

Table 3. Daily statistical indexes.

Datasets CC RMSE (mm) ME(@mm) BIAS(%) POD FAR CSI
CMADS 0.59 10.13 —-1.09 —34.24 072 026 0.58
PERSIANN-CDR  0.36 12.78 —0.91 —27.01 047 048 0.33
3B42V7 0.51 11.77 —0.24 —5.90 062 049 039
NCEP-CFSR 0.55 12.76 2.82 39.68 047 007 045
(a) Station Dx
Datasets CC RMSE (mm) ME(@mm) BIAS(%) POD FAR CSI
CMADS 0.60 7.83 —0.43 —13.69 074 025 0.59
PERSIANN-CDR  0.32 11.15 —0.09 —2.56 0.51 045 036
3B42V7 0.50 10.25 0.11 3.05 065 051 0.39
NCEP-CFSR 0.58 9.98 213 37.21 052  0.09 0.50
(b) Station Chzh
Datasets CC RMSE (mm) ME(mm) BIAS(%) POD FAR CSI
CMADS 0.62 7.94 —0.49 —15.54 069 027 055
PERSIANN-CDR  0.39 10.97 —0.25 —7.26 049 045 0.35
3B42V7 0.50 10.33 0.01 0.40 062 052 037
NCEP-CFSR 0.55 9.56 1.37 27.35 052 010 049
(c) Station Yzh
Datasets CC RMSE(mm) ME(@mm) BIAS(%) POD FAR CSI
CMADS 0.55 8.13 —1.20 —53.50 069 034 0.51
PERSIANN-CDR  0.34 10.97 —0.24 —7.26 049 046 035
3B42V7 0.44 10.43 —0.18 —5.55 066 055 037
NCEP-CFSR 0.56 11.24 3.22 47.95 0.51 0.09 048
(d) Station Chn
Datasets CC RMSE(mm) ME(@mm) BIAS(%) POD FAR CSI
CMADS 0.55 7.32 —0.92 —41.37 069 033 0.51
PERSIANN-CDR  0.31 10.54 0.04 1.19 046 048 0.32
3B42V7 0.42 9.98 —0.07 —2.14 065 054 037
NCEP-CFSR 0.55 10.32 2.86 47.53 049 011 046
(e) Station Hy
Datasets CC RMSE(mm) ME(mm) BIAS(%) POD FAR CSI
CMADS 0.58 10.50 —2.08 —73.29 0.71 036 051
PERSIANN-CDR  0.28 13.63 —1.70 —52.46 054 047 036
3B42V7 0.39 13.29 —1.22 —32.94 070 055 0.38
NCEP-CFSR 0.60 11.33 1.62 24.78 058 0.2 054
(f) Station Ny
Datasets CC RMSE(mm) ME(@mm) BIAS(%) POD FAR CSI
CMADS 0.59 9.12 -0.17 —5.00 067 030 0.53
PERSIANN-CDR  0.31 11.82 —0.30 —9.47 048 044 035
3B42V7 0.43 11.29 —0.01 —0.31 065 050 0.39
NCEP-CFSR 0.62 9.86 1.87 34.74 0.51 011 048
(g) Station Shf
Datasets CC RMSE (mm) ME(mm) BIAS(%) POD FAR CSI
CMADS 0.65 9.33 —0.81 —25.83 069 026 056
PERSIANN-CDR  0.33 12.73 —0.62 —18.55 046 042 0.34
3B42V7 0.48 12.32 —0.17 —4.39 063 051 0.38
NCEP-CFSR 0.66 9.95 1.19 23.10 056  0.09 0.53
(h) Station Zhzh
Datasets CC RMSE(mm) ME(@mm) BIAS(%) POD FAR CSI
CMADS 0.70 5.77 —0.83 —28.67 077 021 0.64
PERSIANN-CDR  0.49 7.85 —0.30 —8.71 062 036 046
3B42V7 0.60 7.35 —0.01 —0.33 0.71 031 054
NCEP-CFSR 0.78 6.08 2.01 3491 062 0.04 0.60

(textbfi) Areal average
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The spatial distributions of the RMSE of daily precipitation estimates are similar as that of
monthly precipitation estimates (Figure 5). Mountainous areas (Dx and Ny) have larger RMSE than
plain areas. In addition, CMADS has the minimum RMSE than other datasets, ranging from 7.32 mm
to 10.50 mm.
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Figure 5. Spatial distribution of the RMSE of daily precipitation estimates.
3.2. Comparison of Streamflow Simulations

Simulation accuracy in mature hydrological models is mainly determined by meteorological
inputs, especially precipitation. Both the total volume and the spatial and temporal distribution of
precipitation significantly influence the output of a hydrological model. This section assesses the
performance of the different precipitation datasets as drivers (or forcers) of a hydrological model and
evaluates the capability of the precipitation datasets to capture the spatial and temporal characteristics
of precipitation over the basin as shown by the performance of the hydrological model. The SWAT
model is used because it well describes the hydrology of this area [40]. The evaluation is made for both
daily and monthly timesteps.

3.2.1. Comparison at Monthly Scale

A comparison of simulated monthly streamflow using the precipitation datasets of observed data,
CMADS, 3B42V7, NCEP-CFSR, and PERSIANN-CDR with observed streamflow is shown in Figure 6.
The evaluation statistics (NS efficiency coefficient and BIAS) of the monthly simulations are shown in
Table 4. As in the daily simulations, NCEP-CFSR greatly overestimates streamflow and is the worst
of all the precipitation datasets, having the lowest NS values (—0.12 during calibration and —0.12
during validation) and extremely large BIAS values (36.49% during calibration and 31.31% during
validation). Of the other precipitation products, 3B42V7 performs better than others in terms of both
NS (0.94 during calibration and 0.88 during validation) and BIAS (—7.20 during calibration and 3.69
during validation). The NS and BIAS for CMADS are 0.92 and —12.06% (calibration) and 0.80 and
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2.17% (validation), which indicates that the performance of CMADS is acceptable. PERSIANN-CDR
performs well during calibration (NS = 0.89) but not during validation (NS = 0.63). However, the BIAS
of PERSIANN-CDR is relatively good, intermediate between CMADS and 3B42V7.
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Figure 6. Monthly simulated flow in Xiangtan station with precipitation from gauge (a),
PERSIANN-CDR (b), NCEP-CFSR (c), CMADS (d), and 3B42V7 (e) (In the scatter plot, pearsonr
represents Pearson’s correlation coefficient, p represents the significance of paired t-test, and the shade
represents the 0.95 confidence interval).

Table 4. NS coefficient and BIAS of monthly simulated streamflow (The number outside and inside the
parenthesis is for the calibration period and validation period respectively).

Datasets NS in Calibration NS in Validation BIAS in Calibration (%) BIAS in Validation (%)
Gauge 0.95 0.94 —2.06 —1.36
CMADS 0.92 0.80 —12.06 217
3B42V7 0.94 0.88 —7.20 3.69
NCEP-CFSR —-0.12 —-0.12 36.49 31.31
PERSIANN-CDR 0.89 0.63 —8.91 1.66

3.2.2. Comparison at Daily Scale

The simulated flows predicted by the SWAT model, using observed (gauge) data and data from
CMADS, 3B42V7, NCEP-CFSR, and PERSIANN-CDR, are shown in Figure 7. The NS efficiency
coefficient and the BIAS values of the simulations are shown in Table 5. The calibration and validation
periods for the simulations were 1 January 2009-31 December 2011 (calibration) and 1 January
2012-December 2013 (validation). NS and BIAS for the simulation using observed precipitation
were 0.86 and —1.58% (calibration) and 0.72 and 3.07% (validation). The flow hydrograph for
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the simulation using observed precipitation is highly consistent with that for observed streamflow.
The results indicate that the SWAT model well predicts daily hydrological response in the Xiang
River basin. The NS efficiency coefficients show that the precipitation products, except NCEP-CFSR,
predict the streamflow well during calibration. The NS efficiency coefficients for CMADS, 3B42V7,
PERSIANN-CDR, and NCEP-CFSR are 0.83, 0.83, 0.71 and —0.46 respectively. The NS efficiency
coefficients for PERSTANN-CDR during validation was 0.40, illustrating that the performance of
PERSIANN-CDR is not stable during the entire simulation. The NS efficiency coefficients for
simulations using observed data (0.72), data from 3B42V7 (0.73), and from CMADS (0.71) during
validation are acceptable. The BIAS values show that for simulated streamflow, compared with
observed streamflow, observed (gauge) precipitation data gives the best results (—1.58% during
calibration and 3.07% during validation), followed by 3B42V7 (—10.84% during calibration and —0.17%
during validation) and CMADS (—12.06% during calibration and 2.20% during validation). However,
simulation using NCEP-CFSR data greatly overestimates streamflow, with BIAS values of 36.58%
(calibration) and 31.40% (validation). The hydrographs (Figure 7) of the simulations show that most
datasets, except NCEP-CFSR, which overestimates streamflow during almost the entire simulation
period, produce good baseflow predictions during both calibration and validation. However, when
streamflow is high, most datasets (observation, PERSTANN-CDR, CMADS, and 3B42V7) underestimate
the streamflow to different extents. To eliminate the inherent contribution of the SWAT model to
the underestimation of high streamflow, the simulation using observed precipitation is taken as a
baseline to judge the performance of the other precipitation datasets in predicting high streamflow
(Figure 8). The result shows that NCEP-CFSR overestimates high streamflow substantially, while
PERSIANN-CDR overestimates high streamflow slightly. However, there is no obvious overestimation
or underestimation for CMADS and 3B42V7 compared with simulation based on gauge precipitation.
This implies that CMADS and 3B42V7 perform as well as gauge in capturing temporal features of
high streamflow.

NS and BIAS assess the efficiency and water balance predictions of the model and data.
Observed data performs best because it has the highest NS efficiency coefficient and lowest BIAS.
The differences between NS efficiency coefficients and BIAS values for 3B42V7 and CMADS are
insignificant, so it is difficult to discriminate between them in hydrological terms. Bayesian model
averaging (BMA) was thus used to distinguish between 3B42V7 and CMADS precipitation. BMA is
commonly used to handle conceptual model uncertainty in the analysis of environmental systems and
to derive predictive distributions of model output [52]. Comparison of the BMA model weights can
show which precipitation dataset performs better in hydrological simulation. A detailed description of
BMA analysis was given in Section 2.4. The BMA model weights for simulated flow forced by CMADS
and 3B42V7 are shown in Table 6. The results show that CMADS performs better than 3B42V7 when
synthetically considering the consistency of simulated and observed streamflow.

Table 5. NS coefficient and BIAS of daily simulated streamflow.

Datasets NS in Calibration NS in Validation BIAS in Calibration (%) BIAS in Validation (%)
Gauge 0.86 0.72 —1.58 3.07
CMADS 0.83 0.70 —12.06 2.20
3B42V7 0.83 0.73 —10.84 —0.17
NCEP-CFSR —0.46 —0.46 36.58 31.40
PERSIANN-CDR 0.71 0.40 —16.66 —6.44

Table 6. BMA weights of simulated streamflow forced by different precipitation products.

3B42V7 CMADS
Weights 0.47 0.53
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Figure 7. Daily simulated flow in Xiangtan station with precipitation from gauge (a), PERSIANN-CDR
(b), NCEP-CFSR (c), CMADS (d), and 3B42V7 (e) (In the scatter plot, pearsonr represents Pearson’s
correlation coefficient, p represents the significance of paired t-test, and the shade represents the 0.95
confidence interval).
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3.3. Analysis of Anomalies in Hydrological Simulation

NCEP-CFSR and PERSIANN-CDR are relatively poor in simulating hydrology. The reasons for
the poor performances of these two datasets are different. NCEP-CFSR overestimates precipitation
during almost the entire simulation period (Table 3). This overestimation is probably the main reason
for the extremely low NS values of NCEP-CFSR since calibration with low flows tends to give higher
NS values. The cumulative distribution curves of areal precipitation derived from PERSTANN-CDR
and that of gauge precipitation for calibration period and validation period are shown in Figure 9.
It should be noted that only the precipitation larger than 20 mm is shown in the chart to illustrate
the results more clearly. The results show that the relative position of cumulative distribution curves
for PERSIANN-CDR and gauge observations is different between calibration period and validation
period. This means that the high precipitation characteristics varies between calibration period and
validation period. The SWAT model parameters calibrated with precipitation during calibration period
are thus not suitable for validation period.

Table 5 shows that relative water volume during validation is greater than during calibration.
This is probably caused by the workings of the SWAT model itself. The performance of the SWAT
runoff module depends on the calibration. In this study, there was an extreme peak flow during the
calibration period. Thus the SWAT parameters were calibrated to fit to high flows. Consequently, the
simulated streamflow during validation, using the parameters determined during calibration, tends to
be high.
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Figure 9. Cumulative distribution curves of gauge precipitation and PERSIANN-CDR estimates.
4. Discussion

Hydrological simulation is thoroughly influenced by the inputs to the hydrological models.
Clearly, there is some linkage between the precipitation estimates and the hydrological simulation.
However, a precipitation dataset that shows good linear correlation with gauge observations does
not necessarily produce a good hydrological simulation. For example, NCEP-CFSR was best linearly
correlated with gauge observations but produced the worst hydrological simulation because of its
substantial overestimation and relatively low probability of detecting rainfall events. A comparison
of the CC and BIAS values for CMADS and NCEP-CFSR shows that these two precipitation
datasets perform similarly. However, CMADS produces a much better hydrological simulation
than NCEP-CFSR. This shows that the POD of precipitation estimates has a significant effect on
hydrological simulation. Streamflow responds to rainfall events. If a precipitation dataset does not
detect most of the rainfall events, it cannot adequately capture streamflow. The influence of FAR
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on the hydrological simulation cannot be determined from the results; however, it can be analyzed
conceptually. If other indexes of precipitation datasets, such as CC, BIAS, and POD, are kept constant,
a lower value of FAR will indicate a better hydrological simulation. In addition, the estimates of a
precipitation dataset are not always consistent with its hydrological predictions. For example, the
BIAS for precipitation estimates and for hydrological simulations are not consistent. The value of
BIAS for the CMADS precipitation estimate was —28.67% at the whole basin scale but —12.06% for
the simulated streamflow in both daily and monthly timesteps. Many factors may contribute to a
difference between precipitation estimates and their corresponding hydrological outputs, such as:
(1) areal precipitation is calculated by the Theissen polygon method, which does not consider the
impact of topography whereas the SWAT model considers the elevation of precipitation grids; (2) the
transformation of precipitation to streamflow is a very complicated nonlinear process, so error will not
be transferred from precipitation to streamflow linearly; and (3) there are simplifications in the SWAT
model, such as the assumptions in the universal soil loss equation for estimating sediment loss, the
assumptions in calculating flow velocity in a river, and the ignoring of some hydrological processes
that are considered to have relatively small impact on total hydrology.

The spatial resolution of the areas of comparison (from grids of different sizes to the whole basin)
can substantially affect the results of the evaluation. Omranian and Sharif [47] used the GPM IMERG
dataset and found that the spatial resolution of the areas compared had a significant effect on the results.
The dataset gives better results when the temporal and spatial resolutions are downscaled. However,
the spatial resolution of a precipitation dataset has a significant impact on the hydrological simulation.
Many studies have shown that in hydrological modeling with high spatial and temporal resolutions,
datasets can better characterize streamflow [55]. Thus precipitation datasets with higher spatial and
temporal resolution are needed to provide good hydrological simulations. However, as mentioned
above, increased spatial and temporal resolution of these datasets worsens the model performance
when compared to observation datasets, which can adversely affect the simulation. High-resolution
datasets also increase model processing time. From a practical engineering perspective, a more
efficient way to combine the input data preparation and the hydrological modeling, that considers
both modeling accuracy and modeling efficiency, needs to be further studied [56]. In this study,
CMADS performs better in modeling accuracy and is more usable because of its SWAT compatible
data structure. Hence, considering the modeling accuracy and modeling efficiency, CMADS are more
applicable in practical streamflow simulation.

5. Conclusions

The performance of two reanalysis precipitation datasets (CMADS and NCEP-CFSR) and two
satellite-based precipitation datasets (PERSIANN-CDR and 3B42V7) was evaluated at two spatial
scales (a grid square and the whole basin) and two timesteps (daily and monthly), and the ability
of these datasets to simulate streamflow is assessed for both temporal scales. The results show that:
(1) for daily timesteps, the reanalysis datasets perform better than satellite-based datasets in terms
of correlation with gauge observations, while satellite-based datasets perform better than reanalysis
datasets in most situations in terms of bias. The correlations between reanalysis datasets and gauge
observations at both spatial scales are >0.55. The absolute bias values of the two satellite-based datasets
are <10% at most grid squares and also for the whole basin. CMADS underestimates precipitation
while NCEP-CFSR overestimates it. PERSIANN-CDR cannot accurately detect the spatial distribution
of precipitation events compared with other datasets. The POD of PERSTANN-CDR at most grid
squares is <0.50; (2) CMADS and 3B42V7 perform better than PERSIANN-CDR and NCEP-CFSR in
most situations in terms of correlation with gauge observations and satellite-based datasets perform
better than reanalysis datasets in terms of bias; (3) CMADS and 3B42V7 simulate both daily (NS > 0.70)
and monthly (NS > 0.80) streamflow well; CMADS performs a little better than 3B42V7 at a daily
timestep according to the weights of BMA model, and vice versa for a monthly timestep; NCEP-CFSR
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performs worst because of its substantial overestimation; PERSIANN-CDR performs badly because of
its poor capability to capture the characteristics of streamflow during validation.

Some other studies have shown that precipitation products tend to underestimate flood peaks
by directly comparing modeled streamflow driven by precipitation products to observed streamflow.
In this study, we eliminated the effects of the model structure on underestimation by comparing
modeled streamflow driven by precipitation data from products with streamflow driven by observed
precipitation, and we found that there is no obvious underestimation of flood peaks when using
precipitation products such as CMADS and 3B42V7 in the Xiang River basin. On the whole, CMADS
has great potential in hydrological application in the studied area because that (1) the accuracy of
simulated streamflow forced by CMADS is good in the studied area; (2) the dataset is well organized
and can be used as inputs of SWAT model directly; (3) as a reanalysis dataset, CMADS can be used in
areas with sparse gauges and improved in spatiotemporal resolution in further versions with relatively
small cost. (4) Compared with satellite-based datasets, reanalysis datasets such as CMADS usually
have much longer time series.
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Abstract: Highly accurate and high-quality precipitation products that can act as substitutes for
ground precipitation observations have important significance for research development in the
meteorology and hydrology of river basins. In this paper, statistical analysis methods were employed
to quantitatively assess the usage accuracy of three precipitation products, China Meteorological
Assimilation Driving Datasets for the Soil and Water Assessment Tool (SWAT) model (CMADS),
next-generation Integrated Multi-satellite Retrievals for Global Precipitation Measurement (IMERG)
and Tropical Rainfall Measuring Mission (TRMM) Multi-satellite Precipitation Analysis (TMPA),
for the Jinsha River Basin, a region characterized by a large spatial scale and complex terrain.
The results of statistical analysis show that the three kinds of data have relatively high accuracy
on the average grid scale and the correlation coefficients are all greater than 0.8 (CMADS:0.86,
IMERG:0.88 and TMPA:0.81). The performance in the average grid scale is superior than that in grid
scale. (CMADS: 0.86(basin), 0.6 (grid); IMERG:0.88 (basin),0.71(grid); TMPA:0.81(basin),0.42(grid)).
According to the results of hydrological applicability analysis based on SWAT model, the three
kinds of data fail to obtain higher accuracy on hydrological simulation. CMADS performs best
(NSE:0.55), followed by TMPA (NSE:0.50) and IMERG (NSE:0.45) in the last. On the whole,
the three types of satellite precipitation data have high accuracy on statistical analysis and average
accuracy on hydrological simulation in the Jinsha River Basin, which have certain hydrological
application potential.

Keywords: CMADS; IMERG; statistical analysis; SWAT hydrological simulation; Jinsha River Basin

1. Introduction

Precipitation is one of the major factors affecting the global water cycle and water balance. Heavy
precipitation will cause floods, landslides and other disasters and pose a serious threat to people’s
safety and national property [1-3]. Precipitation has significant variability in different spatial and
temporal scales. Accurate measurement of precipitation distribution can help to is master the spatial
distribution characteristics of precipitation and it is of great significance for hydrological and water
situation analysis, water resource management, drought and flood disaster prediction and hydrological
and ecological simulation [4,5].

At present, the estimation of precipitation based on the data of ground precipitation stations
is the main component of quantitative estimation of precipitation. The observation data of ground
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precipitation stations can provide the real information of a certain point of ground precipitation
and have high accuracy. However, the spatial and temporal distribution of precipitation in the
basin cannot be accurately reflected due to the limitation of site location and quantity. With the
development of remote sensing and computer technology, satellite precipitation products based on
data inversion of various sensors are a new source for quantitative estimation of precipitation. Satellite
precipitation products have many advantages, such as wide coverage, continuous distribution in space
and easy access to data [6,7] and have great application potential in basins without data or lacking
data. However, they are not directly measured, so accuracy evaluation and applicability analysis are
required for further use [8,9]. Now, the precision evaluation of satellite precipitation products mostly
takes the observation data of ground precipitation stations or ground-based radar as the reference
value, which can meet the verification requirements to a certain extent. In addition, increasing numbers
of researchers turn their attention to the fusion verification based on distributed hydrological models,
analyse the hydrological prediction errors caused by satellite precipitation products and test the
substitutability of satellite precipitation products to the ground station precipitation in hydrological
simulation [10-12].

The China Meteorological Assimilation Driving Datasets for the SWAT model (CMADS) is a public
dataset developed by Dr. Xianyong Meng from China Agriculture University (CAU). [13-15]. CMADS
provides standard weather model-driven data for SWAT model and other models. CMADSV1.1
used in this paper is an updated version of CMADS V1.0. The TRMM (Tropical Rainfall Measuring
Mission Multi-satellite) satellite is mainly used to monitor and study the precipitation in tropical
regions [16]. The satellite was launched in Japan in November 1997 and officially retired in June 2015.
Presently, the commonly-used TMPA (Tropical Rainfall Measuring Mission Multi-satellite Precipitation
Analysis) precipitation data include non-real-time precipitation products 3B42 and 3B43 calibrated
by GPCC (the Global Precipitation Climatology Centre) ground stations and real-time precipitation
products 3B42RT and so forth [17]. As the follow-up satellite precipitation observation plan of TRMM,
GPM (global precipitation measurement) is superior to TRMM in terms of spatial coverage, spatial and
temporal resolution and rain and snow data observation. GPM core observation platform (GPM core
observatory, GPMCO) was successfully launched in February 2014. Currently, the commonly-used
IMERG (Integrated Multi-satellite Retrievals for Global Precipitation Measurement) precipitation data
include IMERG-F, a non-real-time precipitation product calibrated by GPCC ground precipitation
station, IMERG-E and IMERG-L, quasi-real-time precipitation product [18]. The emergence of these
precipitation fusion products provides more basic hydrological and meteorological data for the study
of basin water resources.

A lot of researchers evaluate the applicability of the above fusion data, including the applicability
of 3B42V7 and IMERG-F satellite precipitation products and their comparative evaluation [19-28].
For example, some researchers evaluate the product quality of IMERG, as well as its diversity
and continuity, with the generation of TMPA products within the scope of Mainland China [29];
some evaluate the accuracy and hydrological simulation utility of IMERG-E, IMERG-L, IMERG-F and
3B42V7 product in the Beijiang River Basin in China [30]; some assess the fitness of IMERG-F and
3B42V7 products with the basin and CGDPA, as well as the precipitation drive simulation results
under different hydrologic model parameters. Some evaluated the applicability of the above fusion
data in Singapore [31], the southern plains [32] and other countries. The verification results show that
TMPA and IMERG products have application potential in different studies.

CMADS has received domestic and worldwide attention in the past few years because it is
high-resolution and high-quality meteorological data. Research shows that it has shown a good
application effect in the basin and region hydrology simulation [33-36]. So far, many achievements
have been obtained in the related research in the process of precipitation and runoff through CMADS
drive SWAT model. For example, some researchers evaluate the application of CMADS reanalysis
data set in China PET [37] and some evaluate the data adaptability on the Qinghai-Tibet plateau of
the inland alpine region with sparse distribution weather stations [38]. Some researchers conduct
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hydrological simulation in South Korea Han River watershed and evaluate the precision of data set [39].
In fact, as basic data, there are few researchers on the statistical accuracy assessment and evaluation of
hydrological effect on different climate areas and watersheds and few use TMPA and IMERG in the
analysis process of the influence of hydrological model parameters on runoff simulation. Therefore,
the study of the application effect on CMADS in more fields has certain significance and can provide
more and reliable data set source and theoretical support for the future water resources management,
hydrology and meteorology research.

The research contents of the paper are as follows: 1. Statistical analysis part: the accuracy of
precipitation data of satellite precipitation fusion products CMADS, TMPA and IMERG in Jinsha River
Basin was statistically evaluated by selecting R, RMSE and other statistical analysis indicators and
using the hourly precipitation product comparison between CMPA-Hourly (China Hourly Merged
Precipitation Analysis combining observations from automatic weather stations with CMORPH) as
the reference value 2. Hydrological suitability analysis part: based on SWAT distributed hydrological
model, the daily runoff process of the outlet section of Jinsha River Basin was simulated by selecting
TMPA, IMERG and CMADS data as precipitation input respectively and the indirect evaluation of
precipitation input was realized through hydrological simulation.

This paper is organized as follows: Section 2 introduces the research basin and data; Section 3
introduces the evaluation scheme and corresponding evaluation indexes; Section 4 presents the
statistical evaluation of precipitation product CMADS, IMERG and TMPA; Section 5 evaluates the
effectiveness of hydrological simulation under the SWAT hydrological model driven by three kinds of
precipitation products. Sections 6 and 7 are discussion and summary. The organization flow chart of
this paper is shown in Figure 1.

Statistical analysis

Total analysis ——————4——————————————————— I Scatter plot~ Box plots~ Taylor diagrams
T % | Spatial analysis ==~~~ Statistical Marks [—————- Spatial distribution graph
’ Time series analysis - —f-——————————————————4———————— Time series graph

Reference value: CMPA-Hourly

IMERG
Hydrological simulation

Hydrological Suitability assessment: SWAT hydrological
CMADS > model data simulation and calibration (2014-2016) _|

—I Hydrologic Marks: BIAS, NSE |

Streamflow process graph |

Reference value: The true Streamflow |

Figure 1. Flowchart of this study.

2. Study Site and Data

2.1. Study Site

The Jinsha River Basin is located at the upper reaches of the Yangtze River and originates from
the Tibetan Plateau. The Jinsha is one of the largest rivers in southwest China. The basin is located
between 90-105°E and 24-36°N. The length of the river is 2316 km and the area of the river basin
is 340,000 km?. The river begins in Yushu County, Qinghai Province and flows through 5 major
terrain and geomorphological units (Tibetan Plateau, West Sichuan Plateau, Hengduan Mountains,
Yunnan-Guizhou Plateau and the Mountainous Area of Southwest Sichuan). The river is located in
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Qinghai, Tibet, Yunnan and Sichuan. The river is cross-distributed across plateaus, valleys, basins
and hills. The basin is covered by plateau alpine meadows, hilly temperate dry river valley shrubs,
hilly subtropical arid shrubs, subtropical xerophytic shrubs and subtropical semi humid evergreen
broadleaf plants. The climate of the Jinsha River Basin exhibits regional characteristics: The upper
and middle reaches experience a southwest monsoon climate with distinct dry and wet seasons (rainy
season from May-October and dry season from November—April). The climate includes significant
variations with altitude. The lower reaches belong to the central subtropical belt and experience a
southeast monsoon climate. In this region, rainfall is characterized by pronounced seasonality and
high intensity. In addition, the dry and hot river valley summer season in the lower reaches of the river
basin is long and there is no winter [40-44]. Figure 2 shows the study site and its major water systems.
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Figure 2. The Jinsha River Basin.
2.2. Study Site Data

In this paper, we assess the suitability of precipitation data from different sources in our research
on the Jinsha River Basin. The following paragraphs summarize the spatiotemporal resolution and
coverage range of precipitation data types:

1) CMADS

The China Meteorological Assimilation Driving Datasets for the SWAT model (CMADS) are
public datasets that were developed by Professor Xianyong Meng from China. The CMADS V1.1
dataset series covers the entire East Asia region (0-65°N, 60-160°E) and has a spatial resolution of
0.25°. The dataset includes precipitation, atmospheric temperature, atmospheric pressure, specific
humidity, wind speed and other datasets. These datasets are available in .dbf and .txt formats in order
to facilitate analysis and access by researchers from different disciplines [45-47].

The hydrological simulation results of the CMADS + SWAT model can reflect the spatiotemporal
distributions of various surface components in different regions and river basins [48]. The CMADS
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dataset developed by Dr. Xianyong Meng provides 2008-2016 precipitation data to users free of charge
and also provides scientific research support. More and more researchers are trusting this dataset and
utilizing it to study complex and unique problems [49-52].

2) TMPA

The Tropical Rainfall Measuring Mission (TRMM) was jointly developed and designed by the
National Aeronautics and Space Administration (NASA) and the Japan Aerospace Exploration Agency
(JAXA). The TRMM tropical satellite precipitation plan covers an area that encircles the globe from
38°N-38°S. The TRMM Multi-satellite Precipitation Analysis (TMPA) is a precipitation product that
uses multiple modern satellite precipitation sensors and ground rain gauge networks. TMPA provides
2 standard satellite products, quasi-real-time and non-real-time post-processing. The TRMM plan
provides free global 50°N-50°S and multiple time interval precipitation data. The temporal resolution
is 3 hours and the spatial resolution is 0.25° [6]. The RMM PR (Ku band) is the world’s first space
borne precipitation radar and its multiple years of operation have played a major role in improving
the understanding of tropical and subtropical precipitation. In this paper, we employed the TMPA
3B42V7 post-real-time processing precipitation product (hereafter termed TMPA).

3) IMERG

The global precipitation measurement (GPM) is a TRMM post-precipitation plan. IMERG
represents an improvement of the TRMM in terms of spatial coverage range, spatiotemporal resolution
and rain and snow observation data. The GPM DPR (Ku and Ka bands) is the first space borne
dual-frequency precipitation radar [53]. As a subsequent satellite of the TRMM, it covers a global
range of 65°N-65°S. The Integrated Multi-satellite Retrievals for GPM (IMERG) level-3 product
extends the coverage range to the north and south poles and provides a precipitation product
with a global temporal resolution of 30 minutes and a spatial resolution of 0.1°. The greater
coverage range, higher spatiotemporal resolution, more accurate capture capabilities for trace
amounts of precipitation and solid precipitation and overall application accuracy of IMERG have
compelled more and more researchers to rely on it. In this paper, we employed the ground
station-calibrated non-real-time post-processing satellite precipitation product with an accuracy
exceeding that of the quasi real-time/real-time satellite precipitation product, that is, the “final”
run IMERG (IMERG-F) product.

3. Statistical Assessment Protocol and Markers

3.1. Statistical Assessment Protocol

CMPA-Hourly (China Hourly Merged Precipitation Analysis combining observations from
automatic weather stations with CMORPH) was produced by the meteorological data laboratory
of the China Meteorological Data Service Centre [54]. This product is based on the global 30-min
and 8-km resolution Climate Prediction Centre MORPHing technique (CMORPH) satellite inversion
precipitation product developed by the U.S. Climate Prediction Centre following quality control and
correction of hourly precipitation data from 30,000 automated weather station observations in China.
This precipitation fusion product effectively combines ground observation data from automated
stations in China. Shen et al. validated that an hourly precipitation product with a resolution of 0.1°
has an overall error level within 10% and an error level for heavy precipitation and regions with
sparse stations within 20%. The fusion product can more accurately capture pronounced precipitation
processes in typical regions. This product can provide important input parameters for precipitation in
atmospheric and hydrological studies [55].

In the statistical analysis section of this study, the precipitation volume in the Jinsha River Basin
from the hourly precipitation 0.1° grid data resulting from the fusion of China’s automated stations
and CMORPH was used as the observation data to calculate the error markers for TMPA, IMERG
precipitation and CMADS precipitation for 910 grid precipitation observations in the Jinsha River
Basin. The spatial resolution used for the precipitation calculation was 0.25°.
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In this paper, 3 analyses were used to assess the precipitation accuracy of TMPA, IMERG and
CMADS in the Jinsha River Basin.

1) Total analysis: Comparative analysis of the error markers of precipitation at all-time points
for all 910 grid squares in the river basin, that is, total analysis at the river basin grid scale and the
comparative analysis of error markers in precipitation at all-time points after the 910 grid values in the
river basin were averaged, that is, total analysis at the average river basin grid scale.

2) Spatial analysis: Comparative analysis of the error markers of precipitation at all-time points
for all grids in the river basin, that is, spatial analysis at the river basin grid scale.

3) Time series analysis: Comparative analysis of the error markers of precipitation for all grids at
all-time points, that is, analysis of the temporal changes in precipitation in the river basin.

3.2. Assessment Markers

Several widely used assessment markers were selected to quantitatively evaluate the accuracy and
error of three precipitation products, including accuracy assessment markers and classification markers.
The accuracy assessment markers include the correlation coefficient (R), mean error (ME), relative
bias (BIAS), root-mean-square error (RMSE), centred root-mean-squared error (CRMSE), standard
deviation (SD) and Nash-Sutcliffe model coefficient of efficiency (NSE). The classification markers
include the probability of detection (POD), false alarm ratio (FAR) and critical success index (CSI).
Table 1 shows the calculation formulas and optimal values for the various markers.

Table 1. List of accuracy assessment markers.

Evaluation Index Formula Value

correlation coefficient (R) R= = — = N 1
JE@-D £ @r-0)
n
mean error (ME) ME = 4 ¥ D} = D; 0
i=1
ﬁ 3 (D,’*D,)
relative bias (BIAS) BIAS = —=—— x 100% 0
i=1 Dl
n
root-mean-square error (RMSE) RMSE = |+ ¥ (Df - D,~)2 0
i=1
CRMSE =
centred root-mean-squared error (CRMSE) 1 ¢ . = 12
q J4E[(0-5) - 01-D)
i=1
o/ox*
Ly (D; - D)
o=/~ —
standard deviation (SD) NS 0

D;-D;)’

Nash-Sutcliffe model coefficient of efficiency (NSE) NSCE=1-— % 1
El (Di—Dy)

probability of detection (POD) POD = ”“"an1 1

false alarm ratio (FAR) FAR = -1 0

critical success index (CSI) CSI = m 1

In the accuracy assessment markers in Table 1, D; is the observed precipitation data in mm, D7 is
the test precipitation data in mm, D is the mean observed precipitation data in mm, D is the mean
test precipitation data in mm and N is sample size. R can be used to assess the consistency between
the test precipitation data and the reference precipitation data. The closer R is to 1, the greater the
consistency between the test precipitation data and the reference precipitation data. The closer the ME
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is to 0, the smaller the mean error between the test precipitation data and the observed precipitation
data and thus the better the assessment results. The closer the BIAS is to 0, the lower the systematic
error between the test precipitation data and the observed precipitation data. The closer the RMSE is
to 0, the lower the bias between the test precipitation data and the observed precipitation data and
the closer the test precipitation data is to the observed precipitation data. The closer the CRMSE is to
0, the closer the deviation of the test data is to the deviation of the observed data. The closer % is to
0, the lower the dispersion of the measured precipitation data/observed precipitation dataset. As a
hydrological simulation assessment marker, the closer the NSE is to 1, the greater the accuracy of the
hydrological simulation.

Among the classification markers, 111 represents the precipitation events detected by both the
test data and observation data, 11p; represents precipitation events detected by the observation data
but not detected by the test data and 71 represents precipitation events detected by the test data but
not detected by the observation data. POD is the frequency that precipitation events are detected by
both test and observation data and reflects the ability of the test data to identify precipitation events.
The closer POD is to 1, the more optimal it is. FAR is the frequency of precipitation events that are
detected in test data but not in observation data. The closer FAR is to 0, the more optimal it is. CSI is
the probability of accurate judgment when there are precipitation events in either the test data or
observation data. A CSI of 1 is the most optimal.

4. Statistical Analysis and Evaluation Results

4.1. Total Analysis

In this paper, the entire hydrological research cycle lasted from November 2014 through October
2016. Table 2 shows the error markers for precipitation.

Table 2. Error markers (the whole study period).

Evaluation Index Grid 910 Basin (average of 910grids)
3B42 IMERG CMADS 3B42 IMERG CMADS

R- 0.42 0.71 0.6 0.81 0.88 0.86

RMSE (mm day 1) 542 3.82 5.18 1.39 1.19 117

CRMSE (mm day ) 541 3.79 5.17 1.35 112 1.13

BIAS (%) 0.00 0.00 0.00 0.03 0.04 0.03

ME (mm day’l) 0.32 0.40 0.28 0.32 0.40 0.28

SDgauce (mm day 1) 4.54 1.91

SD (mm day’]) 5.42 5.24 6.41 2.30 2.36 2.55

POD 0.49 0.70 0.77 0.83 091 0.92

FAR 0.58 0.46 0.35 0.32 0.26 0.19

CsI 0.29 0.44 0.54 0.60 0.69 0.76

From Table 2, we can see that in terms of the accuracy assessment markers, the errors after the
910 grid squares were averaged were smaller than the errors from the 910 grid squares in the river
basin. This may be due to the fact that the river basin has a large area and averaging the grid squares
will eliminate some positive and negative errors. Therefore, the average values of the river basin grid
squares exhibited smaller error values. Since the BIAS and ME error values in the river basin grid and
the river basin mean range are equivalent, there was no comparison made between the 2. However,
the BIAS marker demonstrated satisfactory error calculation results for this river basin. This indicates
that the systematic bias between the satellite precipitation data TMPA, IMERG and CMADS datasets
and the observed data was low. In terms of classification markers, the mean index error of the
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river basin still exhibited better performance than the river basin grid scale. For the full cycle error,
we referenced the study results of Tang et al. (2016) [56] for R, RMSE, CRMSE, POD, FAR and CSI and
found these errors to be acceptable. From the error marker perspective, the 3 precipitation products as
well as the observation precipitation product all demonstrated good overall consistency.

In the Jinsha River Basin, the dry season lasts from November through April of the following
year, while the rainy season lasts from May through October. In order to better characterize the
accuracy performance of the dry season and rainy season data, we divided the study cycle (November
2014-October 2016) into 4 hydrological cycles, with 2014-2015 as the first hydrological cycle (of which
November 2014-April 2015 was the first dry season of the hydrological cycle and may 2015-October
2015 was the first rainy season) and 20152016 as the second hydrological cycle (of which November
2015-April 2016 was the second dry season of the hydrological cycle and may—October 2016 was the
second rainy season). The hourly precipitation grid dataset obtained by the fusion of automated station
and CMORPH data was used as observation data for comparative analysis of the corresponding error
markers. Table 3 lists the error markers.

We further compared the precipitation data performance of the satellite precipitation data during
the 2014-2016 cycle for the full 2-year cycle, first dry season, first rainy season, second dry season and
second rainy season. Figure 3 shows the unary linear relationship scatterplot for the TMPA, IMERG,
CMADS and observed precipitation data. By combining Figure 3 with Tables 2 and 3, we can see
that the fitting line of data (a3,b3 and ¢3) in the unitary linear scatter plot of flood season is closer to
the standard line than the dry season fitting line (a4,b4 and c4),So the data performance for the dry
season was weaker than that for the rainy season. Overall, the Jinsha River Basin experiences mainly
light rainfall. Moderate to heavy precipitation generally occurs over the middle and lower reaches of
the river basin, while the area in which very heavy rain occurs is even smaller [40]. Since the three
precipitation products were based on satellite detection or corrections based on satellite detection
data, the detection errors for light rain by high-altitude satellites were more affected by other factors.
Therefore, the detection efficiency was lower for the dry season than the rainy season since the
former is characterized by lighter precipitation. The linear relationship of the full 2-year cycle of
precipitation by CMADS and IMERG with the observed precipitation was better than that of the TMPA.
The TMPA precipitation product exhibited poor performance in the full cycle and its linear relationship
was weaker than that of IMERG and CMADS. One reason for this is due to the fact that the study
period experienced instability in the detected precipitation during the 2 dry seasons and some bias
occurred when the precipitation was high during the rainy season. Another reason was that the TMPA
was calibrated using monthly rain gauges that were relatively sparse, which impacted its overall
performance to some extent. IMERG showed improved performances in both dry and rainy seasons
compared with the previous generation of TMPA products. Longitudinally, the relative bias of the first
dry season was greater than the rainy seasons and the second dry season. The overall performance
of CMADS was close to that of IMERG and was relatively good. The bias in the first dry season was
greater than that of the other seasons during the study period. The low POD for precipitation during
the dry season may stem from the fact that the ability of the satellite to detect solid precipitation is
limited by its physical components, thus weakening its detection capability.

Figure 4 shows the box plot of the different error markers. Comparative analysis of the distribution
status of various precipitation error markers can be carried out by combining Figure 4 with Tables 2
and 3. Taylor diagrams were plotted by combining SDgauge, SD, R, RMSE and CRMSE (Figure 5).
A comparison of the performance of different data at the river basin grid scale and the average river
basin grid scale was made by combining Figure 5 with Tables 2 and 3.
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Table 3. Error markers (markers related to the dry season and rainy season).

Evaluation Index

Grid 910

Basin (average of 910grids)

3B42 IMERG CMADS 3B42 IMERG CMADS
first dry season 0.43 0.74 0.18 0.64 0.89 0.32
R first rainy season 0.40 0.68 0.74 0.76 0.85 0.89
second dry season 0.27 0.61 0.82 0.54 0.85 0.95
second rainy season 0.38 0.70 0.80 0.72 0.82 0.93
first dry season 1.83 1.28 8.34 0.55 0.32 1.77
RMSE first rainy season 7.46 5.49 4.58 1.91 1.69 1.12
(mm day~") second dry season 1.96 128 090 053 030 0.15
second rainy season 7.35 4.95 4.02 1.85 1.62 1.01
first dry season 1.83 1.28 8.34 0.55 0.31 1.76
CRMSE first rainy season 7.43 5.43 4.56 1.79 1.48 1.05
(mm day ™) second dry season 1.96 128 090. 053 030 0.14
second rainy season 7.32 4.89 4.00 1.76 141 0.90
first dry season 0.00 0.00 0.00 -0.04 -0.06 0.33
BIAS first rainy season 0.00 0.00 0.00 0.15 0.19 0.09
(%) second dry season 0.00 0.00 0.00 0.09 0.08 0.10
second rainy season 0.00 0.00 0.00 0.13 0.17 0.10
first dry season —0.03 —0.04 0.23 —0.03 —0.04 0.23
ME first rainy season 0.66 0.81 0.39 0.66 0.81 0.39
(mm day™") second dry season 005 004 006 005 004 0.06
second rainy season 0.57 0.79 0.46 0.57 0.79 0.46
first dry season 1.65 0.58
SDGAUGE first rainy season 6.10 212
(mm day~") second dry season 1.38 0.42
second rainy season 5.99 2.31
first dry season 1.79 1.85 8.48 0.69 0.68 1.86
SD first rainy season 7.35 7.19 6.44 2.74 2.76 2.32
(mm day ) second dry season 1.81 1.50 1.55 0.62 0.55 0.45
second rainy season 7.03 6.62 6.59 2.38 2.39 2.39
first dry season 0.25 0.40 0.64 0.40 0.80 1.00
POD first rainy season 0.51 0.72 0.75 0.83 0.91 0.95
second dry season 0.23 0.43 0.69 0.00 0.00 1.00
second rainy season 0.54 0.78 0.82 0.86 0.93 0.95
first dry season 0.75 0.52 0.49 0.33 0.00 0.38
FAR first rainy season 0.57 0.48 0.37 0.36 0.26 0.16
second dry season 0.80 0.61 0.42 1.00 1.00 0.00
second rainy season 0.53 0.43 0.30 0.25 0.25 0.16
first dry season 0.14 0.28 0.40 0.33 0.80 0.63
sl first rainy season 0.30 0.43 0.53 0.57 0.69 0.80
second dry season 0.12 0.26 0.46 0.00 0.00 1.00
second rainy season 0.34 0.49 0.61 0.67 0.70 0.80
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Figure 3. Unary linear scatterplot (al-a5), (b1-b5) and (c1-c5) represent the full 2014-2016 cycle,
first dry season, first rainy season, second dry season and second rainy season for the TMPA, IMERG
and CMADS precipitation products.
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Figure 4. Box plots of assessment markers: T1-T5, I1-I5 and C1-C5 show T (TMPA), I (IMERG) and C
(CMADS) in the full 2014-2016 cycle, first dry season, first rainy season, second dry season and second
dry season.

177



Water 2019, 11, 253

If the precipitation product has an R that approaches 1 and SD, RMSE, BIAS and ME that approach
0, this indicates that the error of its precipitation data is small. If the precipitation product has a POD
and CSI that approach 1 and a FAR that approaches 0, this indicates that the precipitation data have
good detection capabilities for precipitation and non-precipitation events. The solid black lines in the
box plot represent the median. The 4 horizontal lines from top to bottom represent the maximum,
third quartile, first quartile and minimum. The symbol o represents discrete values and * represents
extreme values. From the box plots of the different markers, we can see the median error and the
deviation of the integrated error from the median error. From Figure 4d,fh, we can see that the
3 markers in CMADS are better than those of the TMPA and IMERG precipitation products when
the PODs for precipitation events are compared. The frequency of actual precipitation events that
were detected by CMADS was optimal. The POD and CSI of the CMADS data were closer to 1
and its FAR was closer to 0, which is optimal. The comparison of the different accuracy assessment
markers can be seen in the Taylor diagrams in Figure 5. From the full cycles in Figure 5a-d, we can
see that the averaged error markers for the river basin grid were better than those of the river basin
scale. The average river basin scale exhibited smaller SD errors. The CMADS of the grid scale and
average grid scale for the first dry season all showed lower correlation coefficients and achieved better
performances in the second dry season and first rainy season. IMERG is an upgraded precipitation
product of the TMPA. From the few comparison cycles, we can see that the errors of IMERG were
slightly smaller than those of the TMPA. Using the grid scale and average river basin scale of the first
rainy season as an example, we can see that at the grid scale (Figure 5e), Remads > Rimerg > Rtmpa—that
is, the correlation coefficient for CMADS was the greatest and the correlation coefficient of TMPA
was the smallest, with that of IMERG falling in between. In addition, RMSEcmads < RMSEimerg <
RMSEmpa—that is, the RMSE was the smallest for CMADS, followed by IMERG. The average river
basin scale (Figure 5f) produced identical error values as the river basin grid scale, although the mean
error was smaller and the correlation coefficient was greater.

In summary, the overall errors for the TMPA, IMERG and CMADS in the river basin in this
study were found to be acceptable. These datasets showed better performances at the average grid
scale. CMADS demonstrated better performance for the POD marker. The overall error performance
of the IMERG precipitation data was better than that of the TMPA precipitation product. CMADS
and IMERG exhibited their own strengths and weaknesses in the performances of different markers.
The subsequent text will further compare and analyse these 3 types of precipitation data in driving
hydrological simulation and actual measured runoff data will be used to further test the performance
of the precipitation data.
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Figure 5. Accuracy assessment Taylor diagrams for satellite precipitation products: (a,b) full 2014-2016
cycle; (c,d) first dry season; (e,f) first rainy season; (g,h) second dry season; (i,j) second rainy season.
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4.2. Spatial Analysis

The 910 grid squares were used as study objects and the 2014-2016 study period was taken as
the entire cycle when analysing the spatial distributions of relevant precipitation markers at the river
basin grid scale. Figure 6 shows the spatial distribution status.

From 6al—cl, we can intuitively see the performances of precipitation-related markers over
the entire study period. The spatial distribution of precipitation in the Jinsha River Basin is not
uniform. This is because the northwest plateau blocks moist air flow, resulting in less precipitation.
In the southeast, the effects of precipitation air flow and oceanic monsoon winds causes increased
precipitation. The middle of the basin is a transition zone between these 2 regimes. All 3 precipitation
data products demonstrated better performance in the middle and lower reaches of the basin, areas
with abundant precipitation. Due to the effects of the plateau westerly winds, the detection correlation
of the precipitation data was relatively weak for the comparatively dry middle and upper reaches of the
river basin. From the correlation coefficients of the 3 different precipitation products in Figure 6al—c1,
we can see that the correlation coefficients for the middle and lower reaches of the basin were greater
than those of the upper reaches and the precipitation data from the middle and lower reaches exhibited
better performance(The more blue grids, the better the correlation coefficient). In comparison, CMADS
showed more grid correlation coefficients that were close to 1 in the upper and middle reaches.
The spatial distribution maps of PODs (Figure 6a4—c4) proved once again that CMADS displayed
relatively high POD for precipitation and its POD and CSI for precipitation in the middle and lower
reaches were significantly higher than those of the upstream plateau region, while FAR was relatively
low. From Figure 6a2—c2, we can see that the RMSE markers for IMERG and CMADS generally fell
within the range of 10 mm, while there was 1 downstream site in the TMPA precipitation product that
was greater than 10 mm. The MEs (Figure 6a3-c3) of the 3 products all displayed good performance.
These values in the grids were generally within the 0.5 range. In addition, the ME error markers for
the 3 different precipitation products all tended towards 0. This indicates that when either TMPA,
IMERG or CMADS were used in the study site, both the mean error and the observed precipitation
error were very small. Thus, the precipitation input can be applied to relevant studies in this river
basin within a certain range. From the comparison data, we can see that the overall performances of
the spatial distributions of these 3 products were consistent and the error markers and PODs for the
plateau region in the upper reaches were all lower than those of the basins and plains in the middle
and lower reaches. The overall correlation coefficients showed better performance in the middle and
lower reaches than in the upper reaches. The overall mean errors were all within 0.5. IMERG showed
slightly better POD, FAR and CSI for detection of precipitation events than TMPA and slightly poorer
POD than CMADS.
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Figure 6. Spatial distribution of precipitation error markers in the Jinsha River Basin: (al,b1,c1) R;
(a2,b2,c2) RMSE; (a3,b3,c3) ME; (a4,b4,c4) POD; (a5,b5,c5) FAR; (a6,b6,c6) CSI.

4.3. Temporal Analysis

Analysis of time series distribution maps:

The 910 grids squares were used as study objects for the analysis calculations in order to obtain
the changes of error markers over the full cycle of the 2014-2016 study period (Figure 7).

From Figure 7a, we can see that the correlation coefficients (Rs) of the 3 different precipitation
products all tended to approach 1 during the 2 rainy seasons and their RMSE markers exhibited
dry-rainy season cyclical changes. The ME showed fluctuation errors around the optimal error value
line of 0. The fluctuations of the mean errors for the entire observation data were all within 10 mm.

The correlation coefficients for CMADS and IMERG were better than those of TMPA the majority
of the time. In July 2015, the 3 products all had lower correlation coefficient values. This was the month
there were more missing values when processing the MERG data of the satellite precipitation data
since the TRMM satellite had just entered the atmosphere in June 2015. The subsequent substitute
fusion precipitation product, TMPA, may show signs of instability in the first month. During the
November 2015-April 2016 dry season, CMADS had a better correlation coefficient than either IMERG
or TMPA. As the rainfall station data in China were corrected over the entire coverage range of CMADS,
the correction results of the precipitation data from the Jinsha River Basin during this period improved.
The mean annual precipitation totals for the rainy season and dry season of the Jinsha River Basin range
from 244-886 mm and 12-130 mm, respectively [57]. Since the Jinsha River Basin is characterized by a
pronounced vertical gradient, the annual mean precipitation range varies significantly with elevation
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and climate conditions. The RMSE marker demonstrated significant periodicity during the validation
period. Although the deviation of the RMSE marker was greater during the rainy season and its
maximum controllable range was 20 mm, comparison of the RMSE of 20 mm with the maximum
precipitation of 886 mm during the same period indicated that its relative effects on deviation was
not prominent. The precipitation totals detected by TMPA and IMERG from November 2014-April
2015 were less than those detected by CMADS, which is particularly apparent in Figure 7a. Winter
precipitation is relatively scarce and plateau temperatures are relatively low, with a mean annual air
temperature less than 0 °C. Subsequently, there will be some solid precipitation and plateau radiation
that will test the detection capabilities of the satellite. CMADS has sparsely distributed ground station
data available for correction, which provides an advantage in the form of relatively small errors.
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Figure 7. Time series graph of error markers: (a) R; (b) RMSE; (c) ME.

2016-09-01

5. Suitability Assessment for Precipitation Products in the River Basin

5.1. Construction and Calibration of River Basin Hydrological Models

In order to further validate the accuracy and suitability of precipitation data in the study region,
we input the precipitation datasets into hydrological models and drove model operation to simulate
the variation trends of cross-sectional runoff at the river basin outlet. The model output was then
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compared with actual runoff data. Comparative analysis was used to validate the results when
different precipitation inputs were used to drive runoff at the river basin outlet and to provide
theoretical support for applications in water resources and water environment management in this
river basin. In this paper, the SWAT distributed hydrological model was used for runoff simulation.
This model has demonstrated good simulation results and accuracy for many river basins and its
construction is relatively mature.

The Soil and Water Assessment Tool (SWAT) model was developed in 1994 by Dr. Jeff Arnold for
the United States Department of Agriculture (USDA) Agriculture Research Service. This is a GIS-based
distributed river basin hydrological model. In recent years, the SWAT model has undergone rapid
development and application [58]. The physics-based SWAT distributed hydrological model takes into
consideration meteorological factors, land use, soil and other elements and divides an entire river basin
into different sub-basins. Each sub-basin has different current soil and land use statuses. The model
can be used to simulate hydrological processes, soil erosion, chemical processes and biomass changes
in a river basin [59]. Its user-friendly interface, open-source program and high simulation accuracy
have enabled it to be used in river basin water quality and water quantity simulations worldwide.

5.2. SWAT Hydrological Model Data Simulation and Calibration

In order to accurately simulate the precipitation-runoff process in the Jinsha River Basin and
to allow for the effects of terrain in the river basin on surface runoff, the model first extracted the
catchment area, elevation, gradient and other information based on digital elevation model (DEM) data.
Next, the soil type, land use type and gradient levels in the sub-basin were determined. The sub-basin
was further divided into hydrologic response units (HRUs). After this was completed, the compiled
meteorological data (including precipitation, temperature, wind speed, air pressure, solar radiation
and so on) were uploaded into the model. Following that, the runoff volume at the outlet of this
sub-basin was added. SWAT Calibration and Uncertainty Procedures (SWAT-CUP) were used for
parameter sensitivity analysis and SUF12 was used to calibrate the accuracy of model parameters.
The parameters selected for sensitivity analysis were CN2, ALPHA_BE, GW_DELAY, GE_REAVP,
ESCO, CH_N2, CH_K2, ALPHA_BNK, SOL_AWC, SOL_K, SOL_BD and SFTMP.

In this paper, 20142016 was the study period. The Pingshan hydrological station was used as the
river basin control outlet. The 3 different precipitation products were used as precipitation input to
simulate the daily mean runoff volume of this river basin. Based on CMADS datasets, the simulation
period was used for parameter calibration and data fitting. During the validation period, we compared
and analysed the performances of these 3 types of precipitation data in driving runoff and further
validated the suitability of different precipitation data for the study site of this paper.

5.3. Hydrological Model Simulation Results and Analysis

In this study, the runoff simulation data during the 2014-2016 validation cycle was used for error
analysis. BIAS and NSE were used as error markers to assess the runoff simulation results and to
validate the runoff simulation results. Table 4 shows the error markers for the full cycle of the study
site. Figure 8 is the comparison chart for the simulated runoff and actual runoff in the full cycle of the
study site.

Table 4. Comparison of hydrological model simulation accuracy.

Precipitation Product

Time Evaluation Index
TMPA IMERG CMADS
November 2014—December 2016 BIAS (%) —002 —0.02 —008
NSE 0.39 0.35 0.53
May 2015—December 2016 BIAS (%) —oot 0.00 —003
NSE 0.50 0.45 0.55
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Figure 8. Comparison of runoff results from hydrological model simulation of the Jinsha River Basin
from November 2014-October 2016: (a) TMPA; (b) IMERG; (c) CMADS.

By combining Figure 8 with Table 4, we can see from the runoff volume calculation results
and runoff simulation error analysis at all timepoints in the validation cycle for the SWAT model
simulation that good overall variation trends, as well as timing for trough values, peak values and
flood peaks for runoff, can be simulated using the 3 products as model precipitation input. IMERG had
a relatively large bias in the first dry season. This indicates that the first dry season from November
2014-April 2015 did not capture the actual runoff. The TMPA product showed a bias that was
similar in magnitude to that of IMERG during the first dry season. Both the TMPA and IMERG
(which is a subsequently improved version of the TMPA) precipitation products exhibited unstable
performances in data quality during the study period and did not capture maximum flow at the
same time. This may be due to the presence of inherent defects in the sensors of the TRMM and
GPM satellites used to detect trace precipitation. The detection capabilities of these sensors require
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further improvements. The CMADS-driven simulated runoff captured the flow volume during this
period although there was still considerable bias. On the one hand, this bias may be associated with
the generation of the CMADS data, which was based on raw satellite data during the cold and dry
winter months and may contain some satellite detection biases. These biases can be confirmed by the
performances of the aforementioned TMPA and IMERG data. On the other hand, this bias may be
due to the low total precipitation volume in the river basin during the dry season when the sensitivity
of the river basin outlet simulation results to precipitation accumulation at the upper reaches was
magnified. However, the ground stations in the plateau at the upper reaches of the basin that are used
to correct the precipitation data are sparsely distributed. This in itself results in poor data quality.
Even though there was considerable bias, the use of CMADS during this time period as precipitation
input still captured the runoff volume to some extent and exhibited the best performance among the
3 products. In September 2015, the 3 different precipitation products all successfully captured the
flood peak volume. The good flood peak capture performance of the 3 products during the first rainy
season proved that the SWAT model has good runoff simulation accuracy for the Jinsha River Basin
during the rainy season. This is particularly true for the capture of flood peak volume. IMERG did
successfully capture the 2 flood peak volumes in September 2015 and October 2015. During these 2
periods, the performance of TMPA was better than that of IMERG. The relatively good hydrological
performances of TMPA and IMERG proved that both of these products have application potential for
future short-term flood forecasting for this river basin. During this study cycle, the NSE of CMADS
was closer to 1, showing that although the capture abilities of TMPA and IMERG for some flood peaks
were better than CMADS, the CMADS demonstrated better overall hydrological simulation accuracy
during the entire cycle. The lowest biases for the hydrological simulations of the 3 products were
TMPA: —0.02%, IMERG: —0.02% and CMADS: -0.03%. This further verified that satellite precipitation
fusion products produce better simulation and detection results when precipitation is abundant.

Considering that there is no transition of parameters and data in the model at the beginning
of the verification period, which may affect the accuracy of simulation. The study also took the dry
seasons from November 2014 to April 2015 as the transition time of the model. Then we compared the
prediction performance of runoff with the same parameters from May 2015 to October 2016. From the
error markers, we can see that the relative biases for runoff simulations of the study site by the 3
different precipitation products over the entire validation period were relatively close. Excluding the
simulation adaptation process during the transition period, IMERG and TMPA precipitation products
were also able to approximate the simulation results of CMADS during the study period. In this article,
the Nash coefficients of transitional runoff simulation are excluded to be 0.50 (TMPA), 0.45 (IMERG)
and 0.55 (CMADS), respectively. According to the simulation results of Hydrological Information
Forecasting Specification, it is in C program. The Nash efficiency coefficient does not reach the A and
B schemes. The large reason for that is the large watershed area in the survey area (340,000 km?) and
the amount of runoff change captured in the outlet section of the basin has certain simulation accuracy
limits of the global parameters. However, refer to the relevant large watershed parameters, according
to He [60] and the research results of runoff Nash coefficient (0.43 (gauge), 0.49 (tmpa), 0.53 (imerg)) in
the larger watershed upstream of the Lancang River Basin (150,000 km?). The hydrological simulation
accuracy of the basin is still acceptable in this paper.

6. Discussion

Precipitation data studies have demonstrated that the generation of the TMPA precipitation
data has provided a new avenue for hydrological and meteorological researchers to obtain accurate
precipitation data. Researchers can download grid precipitation data for their study site free of charge
and are no longer limited to the data acquisition from national hydrological and meteorological
stations. This promotes hydrological and meteorological research in different research domains.
The usage accuracy of TMPA in many regions and river basins has been verified by relevant studies.
Assessments of the hydrological performance of IMERG, the subsequent precipitation product of
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TMPA, are currently underway. Therefore, in this paper, analysis in combination with observation data
determined that the accuracy of the IMERG precipitation data in a river basin having a large area and
complex terrain (in this case the 340,000 km? Jinsha River Basin) can generally satisfy the hydrological
simulation requirements and demonstrated improvements compared with TMPA in certain areas,
as well as good accuracy for rainy seasons. The free CMADS dataset that was compiled by Chinese
researchers also demonstrated good usage simulation results for the Jinsha River Basin.

For the November 2014-October 2016 time frame, we can see that the runoff simulation during
the validation period produced good results, with relative biases of —0.02%, —0.02% and —0.03%
for the TMPA, IMERG and CMADS products, respectively. This demonstrated the operability of the
models. The SWAT model was used for runoff simulation prediction for this river basin, while the
satellite precipitation data and the CMADS precipitation dataset were used to drive the SWAT model
for hydrological simulation, which demonstrated good suitability for this river basin. Our simulation
results indicated that when the CMADS, which was constructed by Dr. Meng for East Asia, was used
as the meteorological data input to drive the SWAT model, the variation patterns and accuracy of
runoff for the cross-section of the river basin outlet were both feasible, thus providing a theoretical
reference for future research.

The Jinsha River Basin outlet—Pingshan hydrological station—is located at the stone ladder
in Jinping Village, Pingshan County, Sichuan Province (28 km upstream from the Xiangjiaba Dam).
The river segment that is measured by the Pingshan station is straight; there are 500 m upstream
and 2000 m downstream of the measured segment which are bends in the river. There are no
major tributaries that flow into the river near its upper or lower reaches. The station was built
in August 1937. Due to the reservoir and hydropower generation of the Xiangjiaba Dam, the Pingshan
station was changed to a hydrological station on 20 June 2012. The Xiangjiaba Dam is located at the
Lianhuachi Campsite, town of Anbian, Yibing County, Sichuan Province. The test section is located
2 km downstream of the Xiangjiaba hydropower station, was completed in June 2008 and belongs
to the Pingshan station (which is located 30 km upstream of the Xiangjiaba hydrological station).
The Yangtze River Hydrological Bureau manages the operation of the dam. In 2012, the Pingshan
station was removed and replaced by the Xiangjiaba hydrological station. Given this change, there will
be errors in cross-sectional measurements for flow volume at the outlet of the Jinsha River Basin in
long-series runoff simulations and the relevant effects can be verified by researchers in the future.

7. Summary and Conclusions

In this study, the Jinsha River Basin was used as an example for quantitative analysis and
assessment of the general accuracy and hydrological accuracy of three precipitation products: TMPA,
IMERG and CMADS. The following paragraphs are a summary of this paper. The major study
conclusions are as follows:

(1) At the river basin grid scale, the three different precipitation products all yielded small
relative errors. The next-generation satellite precipitation product IMERG demonstrated performance
comparable to that of the previous generation TMPA satellite precipitation product. The overall RMSE
for IMERG was only 3.82 mm /day, indicating that the data had small precipitation errors. On the
other hand, the mean error for CMADS was only 0.28 mm /day. For the average river basin grid scale,
the overall assessment markers were better than those of the river basin grid scale. Since the Jinsha
River Basin has a large area with numerous grid squares, the average river basin scale will eliminate
some positive and negative grid biases. This is also one of the reasons the average river basin scale
exhibited better error performance.

(2) In terms of the detection capabilities for precipitation events, the three types of precipitation
data all demonstrated better performance at the middle and lower reaches of the Jinsha River Basin
than the upper reaches. The upper reaches of the Jinsha River are in the Tibetan Plateau and the
differences between the upper and lower reaches are great due to the effects of melting glaciers.
The relevant precipitation data may cause inferior relative error performance for solid precipitation
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detection capabilities. For the precipitation detection capability markers, we found that CMADS
> IMERG > TMPA. This proves that IMERG has better precipitation detection capabilities than the
previous generation satellite precipitation product, TMPA. The CMADS precipitation dataset that
was designed for the East Asian region was corrected using ground precipitation measurement data.
Therefore, it now displays outstanding performance in terms of precipitation detection.

(3) From the hydrological simulation results, we found that the three open-source free precipitation
products could all accurately detect the flood peak volume during the first rainy season. Although
there were varying degrees of overestimation, the overall trends were good. TMPA and IMERG
showed good capture performance for flood peak volume during the two rainy seasons. However,
the performance of TMPA and IMERG in precipitation POD for the first dry season was relatively
poor, when no flow was detected at all. During data processing, this portion of the data had more
missing values, which affected the accuracy of hydrological simulations. We analysed the reasons for
this and determined that the detection capabilities by satellite precipitation data for trace amounts of
precipitation during the dry season are still weak and the corresponding fusion product is still affected
by the sparse distribution of ground rainfall observation stations. In the future, improved processing
methods may become available, resulting in more accurate detection of small precipitation events.
CMADS data successfully captured maximum flow values in the runoff simulation for the first dry
season and its performance in this regard was better than that of either IMERG or TMPA. In addition,
the CMADS dataset contains precipitation, atmospheric temperature, air pressure, humidity and other
data. This not only makes data usage convenient but also yielded good results for the Jinsha River
Basin in this study.

(4) In this paper, SWAT model simulation and sensitivity analysis of measured runoff data from
the Pingshan station in 2014-2016 was applied during the study period, leading to good hydrological
simulation results. The relative NSE for the full validation cycle reaches 0.55. The issue of numerous
missing precipitation data values during the first dry season was the primary factor affecting the
SWAT model’s simulation results and caused the bias for the first dry season to be larger, affecting the
simulation accuracy for overall runoff. However, performance for the rainy season was good. In the
future, researchers should continue attempting to validate the effects and errors of the Pingshan station
migration on hydrological simulation and water resource management in this river basin through
long-series runoff simulations.

In summary, the TMPA, IMERG and CMADS precipitation products were used for the Jinsha
River Basin and displayed pros and cons in terms of precipitation error markers, precipitation POD and
hydrological simulation runoff analysis markers. Their applications in river basin precipitation-runoff
studies have shown acceptable ranges of error. These results demonstrate the suitability of these
datasets for the Jinsha River Basin study site. TMPA, IMERG and CMADS datasets exhibited good
performance in terms of predictions for the study site and can be applied in both hydrological and
meteorological management for the Jinsha River Basin when the long-series product becomes available.
Future researchers may investigate new precipitation products from different sources in order to
analyse their application potential and to identify data and theoretical support for use in the water
resource management of river basins.
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Abstract: Multisource reanalysis datasets provide an effective way to help us understand hydrological
processes in inland alpine regions with sparsely distributed weather stations. The accuracy and
quality of two widely used datasets, the China Meteorological Assimilation Driving Datasets to force
the SWAT model (CMADS), and the Climate Forecast System Reanalysis (CFSR) in the Qinghai-Tibet
Plateau (TP), were evaluated in this paper. The accuracy of daily precipitation, max/min temperature,
relative humidity and wind speed from CMADS and CFSR are firstly evaluated by comparing them
with results obtained from 131 meteorological stations in the TP. Statistical results show that most
elements of CMADS are superior to those of CFSR. The average correlation coefficient (R) between the
maximum temperature and the minimum temperature of CMADS and CFSR ranged from 0.93 to 0.97.
The root mean square error (RMSE) for CMADS and CFSR ranged from 3.16 to 3.18 °C, and ranged
from 5.19 °C to 8.14 °C respectively. The average R of precipitation, relative humidity, and wind
speed for CMADS are 0.46; 0.88 and 0.64 respectively, while they are 0.43, 0.52, and 0.37 for CFSR.
Gridded observation data is obtained using the professional interpolation software, ANUSPLIN.
Meteorological elements from three gridded data have a similar overall distribution but have a
different partial distribution. The Soil and Water Assessment Tool (SWAT) is used to simulate
hydrological processes in the Yellow River Source Basin of the TP. The Nash Sutcliffe coefficients
(NSE) of CMADS+SWAT in calibration and validation period are 0.78 and 0.68 for the monthly
scale respectively, which are better than those of CFSR+SWAT and OBS+SWAT in the Yellow River
Source Basin. The relationship between snowmelt and other variables is measured by GeoDetector.
Air temperature, soil moisture, and soil temperature at 1.038 m has a greater influence on snowmelt
than others.

Keywords: CMADS; Qinghai-Tibet Plateau (TP); SWAT; CFSR

1. Introduction

The Qinghai-Tibet Plateau (TP, 26°—40° N, 73°-104° E) is the largest and highest plateau in the
world, with an average altitude higher than 4000 m over an area of about 2.5 million km? [1,2].
Complex orographic and harsh weather conditions make it difficult to install and maintain synoptic
stations in the TP. Almost all of the existing stations are located in the east and south of TP, and 70% of
the stations are located below 4000 m. Scarcity and low elevation of the existing weather stations cannot
accurately present the meteorological status of the TP. Likewise, scarcity and weak representation
of meteorological data is fruitless for developing hydrological models [3,4]. Distributed models
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scientifically delineate water cycles in basin-scales, but also need high quality weather data as input [5].
Therefore, the poorly observed network is one of the reasons for the slowly progress of hydrological
simulation and analysis in the basins of the TP.

Reanalysis datasets are based on remote sensing products and climate model outputs, and some
are corrected by observed data and are an important surrogate for observations [6]. They will play a
major role in the development of models [7], showing climate change trends, [8] un-gauged regions [9].
However, in view of uncertainties which exist in the process of data acquisition and assimilation,
most studies are still predicated on the evaluation of reanalysis [10]. The accuracy of reanalysis is
mainly assessed in one of the following two ways: (1) comparison of reanalysis with corresponding
observed data [11,12]; (2) using reanalysis as input data to drive hydrological models and then
comparing the hydrological features of model output with the observed [13,14].

The first way is always used over a large-scale, with a certain number of weather stations.
Many statistic indexes are utilized to measure the quality of reanalysis datasets, such as:
correlation coefficient (R), relative bias (BIAS), root mean square error (RMSE) et al. Evaluation of
average temperature and precipitation from reanalysis are more frequently used than other
meteorological variables. Wang et al. [15] compared two types of ERA-Interim datasets with gridded
observation datasets. Results showed that after topographic correction, temperature distribution
of reanalysis closely reproduces the temperature conditions of the TP, and that the increased trend
is similar to observed data. Likewise, achievements of Gao et al. [16] showed that ERA-Interim
temperature in the TP works well; R of temperature in the monthly scale ranges from 0.973 to
0.999 when compared with 75 stations” data above 3000 m. Song et al. [17] compared precipitation
from eight gridded datasets with station observations in Asian high mountains; the result indicated
that gauge-based or multi-source datasets showed better performance, and that merged datasets
are of potential use in modeling water cycles. You et al. [18] compared multisource datasets
with gridded precipitation observations over the TP; most datasets can capture the precipitation
distribution and identity varieties of mean monthly precipitation. Wang et al. [19] compared
precipitation, temperature, radiation, wind speed and surface pressure from six multi-reanalysis
products with observed data. Results indicate that different products have different abilities in
calculating meteorological elements. For example; ERA-Interim performance is good with temperature,
whereas the Global Land Data Assimilation Systems (GLDAS) shows the best performance with
precipitation. In conclusion, reanalysis datasets can display the broad distribution of meteorological
elements of the TP, but corrections using observed data are essential to minimize errors.

With long continuous time series and high spatial resolution, reanalysis datasets are suitable to
create hydrological models, especially in regions that have few weather stations. High quality temporal
and spatial resolution meteorological input data for distributed models largely determines the result of
model output. Much research evaluates reanalysis at the watershed-scale by using hydrological models.
Thomas et al. [20] evaluated ten satellite and reanalysis datasets in six, different sized watersheds
in West Africa. Gilles et al. [21] analyzed the impact of combining different reanalysis and weather
station data on the accuracy of discharge modeling in Canada and the USA. Both concluded that
reanalysis datasets can be an alternative for observed data. Some reanalysis datasets do well in
runoff simulation, and NSE are satisfactory, especially in the reanalysis datasets bias-corrected by
weather station data. Kan et al. [22] evaluated “the Climate Prediction Center Morphing Technique
(CMORPH)”, “Tropical Rain Measurement Mission Multi-satellite Precipitation Analysis (TRMM 3B42
V6)”, “China Meteorological Forcing Dataset (CMFD)” and “Asian Precipitation-Highly Resolved
Observational Data Integration Towards Evaluation Of Water Resource (APHRODITE)” in the upper
Yarkant River. Results indicate that datasets of distribution of precipitation from CMFD are more
appropriate because they are consistent with the distribution of glaciers, and CMORPH based on
satellite data, gets better results in forcing the Variable Infiltration Capacity (VIC) model. Guo et al. [23]
compared two kind of multisource reanalysis data in hydrological simulation in the Lasa River Basin:
the NSE is above 0.7 in the daily scale, and 0.8 in the monthly scale based on the HIMS model.
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Gao et al. [24] analyzed the application of CFSR, ERA-Interim in driving the VIC model in the Kash
River Basins, and results indicate ERA-Interim is superior to CFSR. Hence, a set of reliable datasets
can be a substitute for observed data in basins with sparsely distributed weather stations.

Previous studies, whether they use the first or the second method, always focus upon precipitation
and average temperature. However, a complete set of data for distributed or semi-distributed
hydrological models needs precipitation and average temperature, but also max/min temperatures,
relative humidity, atmospheric pressure, wind speeds, solar radiation etc. For example, the SWAT
model, as one of the most popular models, is extensively applied in runoff simulation and
prediction, sediment transition etc. [25], and requires not only daily precipitation and temperature,
but also relative humidity, atmospheric pressure, and wind speeds as input weather data, to obtain
evapotranspiration [26]. Relative humidity, wind speed and max/min-temperatures also have
great value in research. Relative humidity reflects the saturation of moisture in the atmosphere
and has an impact on surface water, energy budgets, formation of aerosols, growth of plants and
animals, etc. [27,28]. Wind speed depicts the movement of atmosphere and its influence affects other
weather phenomena like precipitation, smog [29,30]. Maximum and minimum temperatures are more
responsive to extreme weather events [31,32].

CMADS and CFSR, as two more complete datasets, contain several meteorological elements and
are recommended by the SWAT official website (https://swat.tamu.edu/). CFSR has been widely
used around the world. Dile et al. [33] and Abeyou et al. [34] used CFSR to drive three different
hydrological models in the Blue Nile River Basin, and their results indicate that CFSR has the ability in
forcing hydrological models; its simulation results were the same as, or better than, those forced by
weather station data. In China, CFSR was used in the Bahe River Basin [35], Kaidu River Basin [36],
Kash River Basins [24] etc. CMADS, built by Dr. Xianyong Meng from China Institute of Water
Resources and Hydropower Research (IWHR), and bias-correction by observed data has been used
in several basins including China’s Juntanghu watershed [37-39] and the Manas River Basin [40];
the results are satisfactory. However, comprehensive evaluation and application of these two datasets
in the TP is scarce, especially CMADS. Thus, precipitation, max/min-temperatures, relative humidity
and wind speed from CMADS and CFSR were evaluated using data from 131 weather stations in this
paper. The Yellow River Source Basin was also selected for hydrological simulation and analysis.

2. Study Area

Located in south central Eurasia, affected by high elevation and far from the ocean, the TP forms a
complex plateau climate system. The average annual temperature ranges from 20 °C in the southeast to
—6 °C in the northwest, and precipitation declines from 2000 to 50 mm, correspondingly [41]. The TP
is composed of a series of plateaus, mountains and valleys. The Yellow River Source Basin was selected
to analyze the ability of two reanalysis in forcing hydrological models. The Yellow River Source Basin
is located in the northeastern part of the TP (Figure 1), and refers to the basin above the Tangnaihai
hydrological station (100°09’ E,35°30" N, 2546 m) [42]. The catchment area is about 122 thousand
square kilometers and the elevation ranges from 2676 to 6254 m (Figure 1). Permafrost is widely
distributed within the Yellow River Source Basin, and most of it is seasonally frozen. The Yellow River
Source Basin is rich in water resources and there are a large number of plateau lakes and wetlands.
The Zaling and Erling lakes are the highest freshwater lakes in China [43].
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Figure 1. The Locations of TP and the Digital Elevation Model of Yellow River Source Basin.

3. Data and Methods

3.1. Data

The China Meteorological Assimilation Driving Datasets for the SWAT model version 1.0
(CMADS V1.0) was developed by Dr. Xianyong Meng using STMAS assimilation techniques [44].
Temperature, atmospheric pressure, specific humidity and wind speed of CMADS is based on The
National Center for Environmental Prediction Global Forecast System (NECP/GFS), and is corrected
by observed data. The background field for precipitation is CMORPH, and this is adjusted by observed
precipitation data [44]. CMADS V1.0 provides: daily maximum/average/minimum temperatures,
cumulative 24 h-precipitation, average solar radiation, air pressure, relative humidity, and average
wind speed from 2008 to 2016. Ten layers of soil temperature from CMADS-ST are also used in this
paper [45,46]. The depth from the first to the tenth are 0.007 m, 0.028 m, 0.062 m, 0.119 m, 0.212 m,
0.366 m, 0.62 m, 1.038 m, 1.727 m and 2.865 m. Climate and soil temperature data of CMADS can be
downloaded CMADS official website (http://www.cmads.org/).

The Climate Forecast System Reanalysis datasets (CFSR) is developed by The National Center
for Environmental Prediction (NCEP) and is derived from the Global Forecast System [47]. With high
spatial resolution, reliability and long time series, CFSR is widely used in climate analysis and
hydrological simulation. The SWAT official website provides data from a 36-year period (from 1979 to
2014) in the format requested by the SWAT model, with elements including: precipitation, max/min
temperatures, relative humidity, wind speed and solar radiation [33]. For comparison purposes,
we selected the period from 2008 to 2014; the CFSR dataset was freely accessible from the SWAT official
website (https://globalweather.tamu.edu/).
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We also collected measured data from 131 weather stations (Figure 1); meteorological elements
included: mean/max/min temperatures, precipitation, wind speed, and relative humidity in daily
scale, provided by the China Meteorological Administration Meteorological Data Center. Among the
131 weather stations, elevation of 9 stations are less than 2000 m, 42 stations are between 2000 and
3000 m, 55 stations range from 3000 to 4000 m, and 25 stations are above 4000 m, with highest at an
altitude of 4800 m. Seventy four percent of sites were at an elevation of between 2000 and 4000 m.

Geographical and hydrological data includes: DEM (digital elevation model), soil, land cover,
the 90 m DEM was downloaded from CGIAR-CSI (http://srtm.csi.cgiar.org/). Soil and land
use data was provided by the Cold and Arid Regions Sciences Data Center at Lanzhou
(http:/ /westdc.westgis.ac.cn/).

3.2. Hydrological Models

SWAT was developed by the US Department of Agriculture in the 1990s and plays an important
role in runoff simulation, sediment movement, and non-point source modeling [48]. According to
elevation, a watershed will be divided into several sub-basins which will be further divided into
hydrological response units (HRUs) based on land use, soil type and slope. Water balance will be
calculated in each HRU. Soil Convention Service (SCS) runoff curve and Penman-Monteith methods
are used to model surface runoff process and evapotranspiration. Precipitation will be divided
into rain or snow, according to critical temperature. Snowfall is stored as snow on the surface,
and the process of addition (Pyay), ablation (SNOWy;) and sublimation Egy, will be calculated
by the snow mass conservation Equation (1). Degree day method is used to simulate snow melt
(SNOW ), the snow temperature (Ts,00), daily maximum temperature of the basin (Tmax) and
snowmelt threshold temperature (T,,;;) combined with snow cover area (SNOWoy) and degree-day
factor (bp;). These parameters pertain to snowmelt, and their relationship is Equation (2). Lakes and
reservoirs belong to the river network water cycle calculation. Wetland belongs to corresponding
sub-basins, and the change is also based on the corresponding water balance equation. Therefore,
SWAT has the ability to simulate the complicated hydrological process of the Yellow River Source
Basin, which is a snow dominated watershed with wetland, lakes etc.

SNOW = SNOW + Pyay + Egyy + SNOWpy, 1)

Toow + T,
SNOW,g= byt X SNOWeoy X [M

- mlt]/ (2)

3.3. Spatial Analysis Methods

Observed meteorological data from 131 weather stations are used to interpolate though
ANUSPLIN, which is a professional interpolation software based on the thin plate smooth spline
technique. Wahba proposed the thin plate smoothing spline surface fitting technique in 1979;
the theoretical model formula is as follows,

Zi=f(x;)+b'yi+e, (3)

Z; is a dependent variable, x; is independent variable, f is unknown smooth function, y; is independent
covariate, b is coefficient and ¢; is random error.

Bates, Eblen, Hutchinson et al. updated this spatial interpolation method and eventually formed
ANUSPLIN [49]. ANUSPLIN is convenient and has been widely used in Australia, Europe, the United
States etc. [50]; more detailed information about each module is described by Liu et al. [51].

GeoDetector is an effective way to measure spatially stratified heterogeneity of variables, and to
test the connection between variables according to the consistency of their spatial distributions [52].
It is widely used in the field of health to detect the correlation of distribution of disease incidence
and their impact factors. However, Zhao et al. [53] use this model to analysis the impacts of
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terrestrial environmental factors on precipitation variation over the Beibu Gulf Economic Zone in
Coastal Southwest China. Foroogh et al. [54] used this method to analyze the relationship between
air temperature and land use, elevation, latitude et al. Therefore, we use this detector model for
quantitative analysis of the relationship between snow melt and related factors, like soil temperature,
soil humidity, or topographic parameters. The parameter to measure the degree of correlation between
variables is g-stastic, and the formula is as follows,

1 L
gYIh) =152 ¥ Nue?, @)
h=1

02 stands for the variance of Y; N is the number of units of Y; Y is composed of L strata (h =1,2, ..., L).
It should be noted that g € [0,1], and g = 0 means there is no association between Y and X; g4 = 1 indicates
Y is completely determined by X.

3.4. Evaluation Index

The correlation coefficient (R), relative bias (BIAS), root mean square error (RMSE) and ratio
of standard deviation (¢/0,ps) are used to measure the accuracy of reanalysis datasets compared
to observed data in both daily and monthly scale. R is Pearson correlation coefficient (R) and its
square is coefficient of determination (R?). They are used to measure the correlation between variables.
The range of R and R2 is [0,1]. If R = 0, there is no correlation between two variables. If R = 1, the two
variables are linearly related. BIAS and RMSE are used to measure the deviation between variables;
ranges are [—co,+oo] and [0,+0c0] respectively. /0y is used to measure the simulated value compared
to observed data. - B
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Nash-Sutcliffe Efficiency (NSE) and the coefficient of determination (R?) are used to evaluate
the simulation effect of hydrological models on runoff, the range is (—oo,1). 0.75 < NSE < 1 means
that the simulation results are excellent, 0.65 < NSE < 0.75 means the simulation results are good.
0.5 < NSE < 0.65 means the simulation results are acceptable. When NSE < 0.5, the simulation filed
and the results is unacceptable [55]. NSE and R? are calculated as follows,
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4. Results

4.1. Comparison of CMADS and CFSR with Observation Data

Precipitation is affected by multi-factors and has large spatial heterogeneity in alpine regions,
which is very difficult to capture accurately (Figure 2). Mean R of CMADS precipitation is within
0.16-0.66, with an average value of 0.46; Sixty-four percent of stations drop to 0.4-0.6 (Table 1). Range of
BIAS is from —0.64 to 3.76, with an average value of 0.08, among which 56% weather stations have
a positive value, 44% have a negative bias, and three stations have abnormal BIAS values beyond 2.
RMSE ranges from 0.54 to 6.78 mm, and 80% stations are located in the 3-5 mm range with an
average value of 3.77 mm. /0, stands for the ratio of deviation used to measure the dissociation
of two time series. 0/, of CMADS precipitation is within 0.28-2.12, with an average value of 1.07.
Among the 131 stations, just one station is beyond 2, meaning that the degree of deviation is twice
that of the observed data in this station. For CFSR, the evaluation results are still not grounds for
optimism. Mean R of precipitation is in the range of 0.13-0.6, with a mean value of 0.43, approaching
the result of CMADS; Sixty-five percent of stations are within 0.4-0.5 (Figure 2). BIAS shows that 77%
stations overestimate precipitation, and one station presents unusually beyond 10. RMSE of CFSR
precipitation ranges between 1.38 and 13.67 mm, with an average value of 4.5 mm; 22% stations are
greater than 5 mm. Compared with observed data, o/ s of 63% of stations is larger than observations,
and 9 stations are double. Precipitation of CMADS uses CMORPH as the background field and
assimilates more than 30,000 mobile observation stations in China. CMORPH is derived from low
orbiter satellite microwave observations, whose features are transported via spatial propagation
information that is obtained entirely from geostationary satellite IR data. However, precipitation
observed by satellites always underestimate light rainfall events, and tend to fail over snow- and
ice-coved surfaces [56]; these system biases results in underestimation of precipitation provided by
CMADS. CFSR is derived from the global forecast system and this dataset always overestimates
precipitation in northwest China, which have been obtained in many studies [24,36,57,58].
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Figure 2. Statistical factors map from CMADS, CFSR compared to 131 observations stations from 2008
to 2013 (Red line is CFSR, blue line is CMADS).
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Table 1. Average statistic value of CMADS and CFSR.

Datasets Elements R BIAS RMSE 0/ ops
Precipitation 0.46 0.08 3.77 0.92
Max-temperature 0.98 —0.18 2.99 0.99
CMADS Min-temperature 0.97 —0.26 3.06 1.01
Humidity 0.88 0.01 8.92 1.09
Wind speed 0.64 —0.15 0.83 0.74
Precipitation 0.43 0.76 4.50 1.19
Max-temperature 0.93 —0.56 8.22 1.07
CFSR Min-temperature 0.94 —0.95 521 0.99
Humidity 0.52 0.22 20.63 1.13
Wind speed 0.37 0.83 1.93 1.53

Evaluation of results of max/min temperatures improved significantly compared to precipitation:
R of CMADS max/min-temperatures are close to 1 and CFSR is within 0.78-0.98 (Table 1). However,
CMADS underrates max/min-temperatures since the BIAS of max-temperature of 94% stations is
less than zero and the corresponding value of min-temperature is 52%. Meanwhile, all 131 BIAS of
CFSR max-temperatures have a cold value with the mean value of —0.56. This result improves in
min-temperature, although 60% stations have a cold value. The RMSE is not optimal; this is also
the case with Gao et al. [16], where RMSE is within 0.78-16.9 °C of CMADS maximum temperature
and 1.4-10 °C of min-temperature, and the range for CFSR maximum and minimum temperature
are 2.4-16 °C and 2.2-12.8 °C respectively. Two stations of CMADS maximum temperature have
RMSE value 16.9 °C and 14.2 °C, and others lower than 10 °C. Forty-one stations have a RMSE of
max-temperature of CFSR higher than 10 °C. The 0/0 s, of the maximum minimum temperature
performs better and most stations of CMADS and CFSR are close to 1.

Evaluation results of relative humidity still have a gap between CMADS and CFSR (Figure 2).
R of CMADS relative humidity is within 0.66-0.95, with an average value of 0.88, and 86% stations
record above 0.8. Average value of BIAS is 0.01, and 62% have a negative value. RMSE is in the
range of 3.99-22.4%, with a mean value of 8.9%, and 68% stations are within 10%. /o, is within
0.7-1.33, with average value 1.09. R of CFSR relative humidity is within 0.13-0.79 with an average
value of 0.51; average BIAS is 0.22. RMSE is within the range of 11.9-44.7%, and the average value is
20.63%. The wind speed of CFSR is worse, with an average R of 0.36; BIAS is 0.83, the average RMSE is
1.93 m/s, and average 0 /s is 1.5 times that of observation. Thirty-two percent stations have a BIAS
greater than 1, and 7 stations have a negative value; 40% show RMSE over 2 m/s. As for CMADS,
BIAS of 91% stations has a negative value, which indicates that CMADS underestimates wind speed in
the TP. The average value of R, BIAS and RMSE improved significantly compared with CFSR but a
small number of stations still underperformed. Temperature, humidity and wind speed of CMADS
are based on NCEP/GFS; they assimilate 2421 national automatic stations and 39,439 regional climate
stations, so the results are an improvement compared to CFSR. Thus, observed climate data plays a
significant role in the process of developing a high-quality reanalysis dataset.

As is shown in Figure 3, the RMSE distribution of precipitation of CMADS decreases from
southeast to northwest, which can be divided into four grades. The first gradient is the worst:
RMSE ranges from 4.91 to 6.78 mm. All of these stations are located in the southeastern margin of the
TP. Because of the complex orographic features and effects of the Pacific and Indian Ocean monsoons,
this region’s precipitation exhibits large spatial heterogeneity. The second gradient surrounds the first
gradient, mainly in the eastern and southern parts of the TP, and presents a RMSE range from 3.27
to 4.91 mm. The remaining stations are mainly located in the Qaidam Basin, which is flat and has a
relatively stable weather pattern. This phenomenon is also reflected in the precipitation in the CFSR,
which further corroborates the difficulty in describing precipitation in complex orographic regions.
The abnormal values of relative humidity from both CMADS and CFSR are mainly located in the south
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of the TP. In the case of wind speed, three stations with large RMSE values are located in the east of the
TP; this level of CFSR is mainly located in the south and east of the TP.
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Figure 3. RMSE distribution of precipitation, relative humidity and wind speed.

4.2. Distribution of Observed Data, CMADS and CFSR

We use ANUSPLIN to obtain gridded distribution of meteorological elements including
precipitation, max/min temperatures, relative humidity and wind speed based on 131 observation
stations with a spatial resolution of 0.3° (which approaches the resolution of CMADS V1.0 (1/3°) and
CFSR (0.313°)). The distribution diagram displays the annual average values from 2008 to 2013.

Precipitation can be divided into three regions: abundant regions, relative rainy areas and arid
regions (Figure 4). In the southeast margin of the TP, water vapor from Pacific and Indian Ocean
brings abundant rainfall, so these are called abundant regions. Precipitation in this region is over
800 mm and, in some regions, greater than 1200 mm, as is shown by OBS (stands for ANUSPLIN
interpolation results hereinafter). Precipitation distribution of CMADS in this region is not as high as
OBS; some areas show precipitation within 800-1200 mm, others less than 800 mm, and a fraction show
higher than 1200 mm. However, the precipitation of CFSR has abnormal characteristics: some regions
show over 3000 mm, and individual sites even show over 10,000 mm. In addition, the annual average
precipitation of CFSR in the southeast margin of the TP shows over 1200 mm. The second region
is a relatively rainy area, that is, mainly around abundant regions and gradually decreases to the
northwest. This is due to the increase in elevation, distance from the ocean, and a decrease in the
presence of water vapor. This region shows a similarity between OBS and CMADS: precipitation is
within 400-800 mm. The vast northwest is basically an arid region and precipitation is below 400 mm.
Although precipitation of CFSR in this region still overestimated, it displays an obviously increasing
trend from low altitudes to high mountains. This is important since precipitation in high mountainous
areas occupies a vital status in runoff. In general, CMADS overestimated the amount of precipitation
and CFSR widely overestimated it, compared with OBS.
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Figure 4. Distribution characteristics of five meteorological factors of observation (ANUSPLIN),
CMADS and CFSR.

Distribution of max/min-temperatures from OBS, CMADS and CFSR are more consistent
when compared with precipitation (Figure 4). Factors which influence temperature are mainly (a)
elevation, and (b) latitude. In the east of the TP, temperature increases from north to south with
the corresponding decrease of latitude. Likewise, temperature decreases from east to west with
elevation increase at the same latitude. In the southeast margin of the TP with low latitude and
elevation, max/min-temperatures are high, and in the north-west high mountains, the opposite is
true. CFSR underestimates maximum temperature in the south and east of the TP. Annual average
Max-temperatures of OBS and CMADS mainly lie between 7 and 14 °C in the east and south of the TP,
but in corresponding regions of CFSR records, they obviously go down.
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Relative humidity is primarily affected by precipitation, and the distribution is consistent with
precipitation (Figure 4). Relative humidity of CFSR is higher than in the observed data and CMADS
in most part of the TP. For example, relative humidity of gridded observation and CMADS is within
30-40% in the south-central TP, but CFSR shows that it is within 40-60% in this region. In the hinterland,
relative humidity of gridded observation and CMADS is within 30-40%, and the range of CFSR is
40-60%. Wind speed from gridded observation, CMADS and CFSR also show wide differences.
Gridded observation reveals that annual average wind speed is in excess of 5 m/s in the northwest,
but CMADS and CFSR do not show this characteristic, and the annual average wind speed is below
5m/s. In the south east of the TP, wind speed of CFSR is overestimated at within 2-4 m/s, compared to
1-3 m/s, 1-2 m/s of gridded observation and CMADS respectively.

The TP is divided into three parts including: Tibet (I), Qinghai Provence (II) and the remaining
regions include parts of Gansu Provence, Sichuan Provence and Yunnan Provence (III). Precipitation of
CMADS is very close to observed data, but CFSR overestimates in all three regions (Figure 5).
CMADS and CFSR underestimate maximum and minimum temperatures in most regions; only the
comparison result of the minimum temperature of Qinghai Provence is satisfactory, and CFSR is
substantially undervalued. Relative humidity and wind speed of CMADS and CFSR left little room for
optimism: CFSR overestimates relative humidity in January to April and November to December in
Qinghai Provence and each month is overvalued in Tibet and other regions. CMADS is consistent with
observed data, except for a little overestimation in April to August in Tibet. Wind speed of CFSR still
overestimated heavily in all three basins. Wind speed calculation of CMADS is more satisfactory in
Tibet, but it underestimates in Qinghai and other regions. CMADS and CFSR calculate greater wind
speed in winter and spring in comparison with summer and autumn, and this seasonal distribution is
similar to the observed, gridded data (Figure 4).
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Figure 5. Monthly average value in Tibet (I), Qinghai Provence (II), and other areas(III). (Bleak line is
observed, Red line is CMADS, blue line is CFSR).

4.3. Runoff Simulation in the Yellow River Source Basin

DEM is used in watershed delineation to generate stream networks and divide sub-basins;
25 sub-basins are divided in the Yellow River Source Basins. 2455 HRUs are generated by land use,
soil and slope. Eleven observed stations, 107 CMADS grid, and 118 CFSR grid points are used to force
SWAT in the Yellow River Source Basin. A weather generator which comes from the SWAT model is
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used to make up for the factors which are lacking from observed data. CMADS and CFSR provide all
climate input data. Twelve sensitive parameters are selected to be calibrated. SWAT forced by CMADS
(CMADS+SWAT) and CFSR (CFSR+SWAT) are better than observed data (OBS+SWAT) overall (Table 2
and Figure 6). In the monthly scale, NSE for CMADS+SWAT and CFSR+SWAT range from 0.42 to
0.68, which are improvements compared to OBS+SWAT. OBS+SWAT underestimate runoff: the NSE
is —0.8 and —0.72 in calibration and validation over the period of a monthly scale. CFSR+SWAT
overestimate runoff in most years and seriously overestimated the summer runoff in 2009, 2011 and
2013. NSE of CFSR+SWAT is 0.59 and 0.42 in calibration and validation over the period of a monthly
scale. CMADS+SWAT do well in forcing the hydrological model and the simulation results are better,
NSE of CMADS+SWAT is 0.68 to 0.58 in the monthly scale. In the daily scale, simulation results are
not as good as in the monthly scale for all three datasets, but NSE of CMADS+SWAT is still above 0.5
(Table 2, Figure 7).

Table 2. Evaluation for simulation result of monthly scale.

Monthly Daily
Forcing Data Calibration Validation Calibration Validation
R? NSE R? NSE R? NSE R? NSE
OBS+SWAT 0.56 -0.8 0.49 —0.72 0.46 —0.72 0.43 —0.91
CMADS+SWAT 091 0.78 0.86 0.68 0.83 0.63 0.71 0.59
CFSR+SWAT 0.89 0.69 0.75 0.52 0.65 0.42 0.58 0.47
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Figure 6. Simulation result of OBS+SWAT, CMADS+SWAT and CFSR+SWAT in Yellow River Source
Basin in monthly scale (2009-2013).
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Figure 7. Simulation result of CMADS+SWAT in Yellow River Source Basin in daily scale (2009-2013).
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Different results of runoff simulation are mainly caused by the different climate forcing data.
The SWAT output results show that annual average precipitation of CMADS is 560.1 mm in 2009-2013,
and the corresponding value of OBS and CFSR are 536.5 mm, 815.4 mm respectively. This is consistent
with the evaluation results. Precipitation of CFSR is overestimated in the TP (Table 1, Figure 2).
The different amounts of precipitation result in the deviation simulation of runoff and streamflow of
OBS+SWAT, CMADS+SWAT and CFSR+SWAT and are 171.9 mm, 203.4 mm, 284.7 mm respectively.
However, evapotranspiration CMADS+SWAT and CFSR+SWAT is 314.8 mm, 526.4 mm. The difference
between humidity, wind speed and max/min temperatures between CMADS and CFSR is the main
reason for the deviation, according to Penman-Monteith.

4.4. Analysis of Snowmelt and Related variables

The hydrological process of CMADS+SWAT in March and April 2010 is used to find the
relationship between snowmelt (Y) and other variables (X), including: precipitation, 2 m air
temperature, solar radiation, soil relative humidity, potential evapotranspiration and soil temperature
in different depths. g-statistic measures the association between Y and X variables, both linearly or
nonlinearly. X are explanatory variables of Y, and the higher the g-statistic, the more contact between Y
and X. Results of q value show that 2 m temperature and soil temperature at a depth of 1.038 m have
greater effect on snowmelt; g-statistic values are 0.72 and 0.75 respectively. This is followed by soil
relative humidity and soil temperature at depth of ST2, ST3, and ST9 (Table 3). Different g-statistics
of different soil layer results from the complicated soil hydrothermal process during the snowmelt
period [59]. Shallow soil temperatures are mainly affected by air temperature and have a high
correlation with snowmelt results in g-statistics (which are high in ST2 and ST3 (Table 3)). Deep soil
temperatures are protected by upper soil layers and have a smaller change. However, when the snow
and frozen layers start to melt, this recharges the deeper layers and so the temperature will increase.
Therefore, g-statistic of ST8 and ST9 is high.

Table 3. Results of g-statistic (Pre, precipitation; Tem, temperature; PET, potential evapotranspiration;
SW, soil moisture; Ele, elevation; STi, soil temperature of layer i).

Factors Pre Tem Wind Solar PET SW  Ele Slope ST1
qstatistic 032 072 024 057 034 063 0.04 0.04 049

Factors ST2 ST3 ST4 ST5 ST6 ST7 ST8 ST9 ST10
q statistic 063 066 042 047 047 050 075 065 027

The eighth sub-basin has a large amount of snowmelt and is selected for further analysis.
Snowmelt increased significantly after March 16, accompanied by a rapid increase in soil moisture
(Figure 8a). This process is caused by the increase of temperature. 2 m air temperature increased
significantly around 16 March, and two depths soil temperature also show the same clear increase
trend (Figure 8b). The change of snowmelt is stable before snowmelt, and soil moisture increased
significantly as the snowmelt process occurs. Soil moisture supplementation by the melt of snow
and frozen soil, and the large area of wetlands make this process more obvious. After snowmelt,
evaporation rates increased and more soil water is evaporated. Deep soil temperature is less affected
by air temperature, as shown in Figure 8. Before snowmelt, air temperature and soil temperature rises
fluctuate, but as air temperature rises, there is an obvious increase in snowmelt and soil temperature.
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Figure 8. Time series of hydrological factors from CMADS+SWAT in March and April 2010 (a) and the
soil temperature during corresponding period (b).

5. Conclusions

Reanalysis datasets are an important alternative to observed data, especially for regions with few
weather stations. They can provide several meteorological factors with higher-resolution data, which is
profitable for hydrological simulation. However, various reanalysis datasets still have differences
in sources, bias-corrected methods, resolution and temporal coverage et al. CMADS and CFSR
are evaluated in this paper and the results show that bias-correction by observed weather data is
important for reanalysis. CMADS assimilates nearly 40,000 regional automatic stations under China’s
2421 National Automatic and Business Assessment Centers, so that data accuracy is considerably
improved. A complete set of data should contain as many climate elements as possible. Accuracy of
relative humidity, wind speed, solar radiation etc. should receive more attention, not only due to
their meteorological significance, but because they are also important to hydrological, ecological and
erosion research etc. Evaluation results of CMADS and CFSR indicate that relative humidity and wind
speed still have room for improvement (Table 1, Figures 2 and 5). Besides, long-term series are more
representative. CMADS just covers 9 years, compared to 35 years of CFSR, and is therefore too short.
In overview, with good manifestation in meteorological elements and forcing hydrological models,
it is hoped that authors expand the time series so as to provide convenience in assessing hydrological
changes in a long-term context.

In this paper, precipitation, max/min temperatures, relative humidity and wind speed from
CMADS and CFSR are evaluated. Discrepancies between these two datasets are fully demonstrated
and main results are displayed as follows:

Compared with 131 metrological stations, daily precipitation is more difficult to simulate
accurately. The average R for CMADS precipitation is 0.46, which is similar to CFSR (R = 0.43). R of
CMADS and the CFSR max/min-temperatures is better, and the range is within 0.93-0.98. CMADS and
CFSR both underestimate max/min-temperatures and average BIAS is cold. The average RMSE of
max/min-temperatures is within 2.99-8.22 °C. Deviation of CMADS and CFSR temperature time series
is close to observed data. Relative humidity and wind speed for CMADS is superior to those of CFSR
according to various indexes.

The professional interpolation software ANUSPLIN is used to obtain the spatial distribution of
annual average precipitation, max/min-temperatures, relative humidity and wind speed, based on the
data from weather stations. Distribution of the three kinds of data is generally similar, but the local
differences are more obvious. Precipitation of CFSR is overestimated in the whole TP, and unusually
large values appeared in the southeast. Precipitation of CMADS is similar with observed data in
distribution and in amount. As for the maximum and minimum temperatures, all three datasets have
better consistency. Distribution of relative humidity of observed data shows that it is moister in the
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southeast and drier in the west, and this is different to what CMADS and CFSR present. A difference
of distribution of wind speed is obvious in the northwest between observation and reanalysis.

CMADS has unique advantages in hydrological simulations compared with observed data and
CFSR. Runoff simulations have achieved satisfactory results in the Yellow River Source Basin. NSE of
CMADS+SWAT is 0.78 and 0.68 in calibration and validation, NSE of CFSR+SWAT is 0.69 and 0.52 in
the Yellow River Source Basin and OBS+SWAT is unsatisfactory (NSE < 0). Obvious snow melting
processes appeared in March and the temperature and soil moisture increased significantly around this
time period. There are only eleven weather stations located in the Yellow River Source Basin, and these
are located in the lower elevation areas of the eastern region, which means they are not representative.
It is therefore difficult to achieve satisfactory simulation results only through adjustment of parameters
in SWAT. Simulation results of runoff in the watershed are improved by two reanalysis datasets, due to
their high resolution and quality, though CFSR overestimates precipitation in the Yellow River Source
Basin, and results in excessive runoff. 2 m air temperature, soil moisture and 1.038 m depth soil
temperature contribute more to snowmelt as shown, when measured by GeoDetector. Climate forcing
data is important, deviation of precipitation (Table 1, Figure 2) results in the different amounts of
runoff (Figure 6), and the temperature, humidity and wind speed, etc. also play an important role in
calculating evapotranspiration. Evaluation of various reanalyses before forcing hydrological models
is essential.
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Abstract: The accuracy and sufficiency of precipitation data play a key role in environmental
research and hydrological models. They have a significant effect on the simulation results of
hydrological models; therefore, reliable hydrological simulation in data-scarce areas is a challenging
task. Advanced techniques can be utilized to improve the accuracy of satellite-derived rainfall
data, which can be used to overcome the problem of data scarcity. Our study aims to (1) assess the
accuracy of different satellite precipitation products such as Tropical Rainfall Measuring Mission
(TRMM 3B42 V7), Precipitation Estimation from Remotely Sensed Information using Artificial
Neural Networks (PERSIANN), PERSIANN-Climate Data Record (PERSIANN-CDR), and China
Meteorological Assimilation Driving Datasets for the SWAT Model (CMADS) by comparing them
with gauged rainfall data; and (2) apply them for runoff simulations for the Han River Basin in South
Korea using the SWAT model. Based on the statistical measures, that is, the proportion correct (PC),
the probability of detection (POD), the frequency bias index (FBI), the index of agreement (I0A),
the root-mean-square-error (RMSE), the mean absolute error (MAE), the coefficient of determination
(R?), and the bias, the rainfall data of the TRMM and CMADS show a better accuracy than those of
PERSIANN and PERSIANN-CDR when compared to rain gauge measurements. The TRMM and
CMADS data capture the spatial rainfall patterns in mountainous areas as well. The streamflow
simulated by the SWAT model using ground-based rainfall data agrees well with the observed
streamflow with an average Nash-Sutcliffe efficiency (NSE) of 0.68. The four satellite rainfall products
were used as inputs in the SWAT model for streamflow simulation and the results were compared.
The average R?, NSE, and percent bias (PBIAS) show that hydrological models using TRMM (R? = 0.54,
NSE = 0.49, PBIAS = [52.70-28.30%]) and CMADS (R? = 0.44, NSE = 0.42, PBIAS = [—29.30-41.80%])
data perform better than those utilizing PERSIANN (R? = 0.29, NSE = 0.13, PBIAS = [3