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Abstract: As a major supplement to conventional fossil fuels, unconventional oil and gas resources
have received significant attention across the globe. However, significant challenges need to be
overcome in order to economically develop these resources, and new technologies based on a
fundamental understanding of flow and transport processes in unconventional reservoirs are the key.
This special issue collects a series of recent studies focused on the application of novel technologies
and theories in unconventional reservoirs, covering the fields of petrophysical characterization,
hydraulic fracturing, fluid transport physics, enhanced oil recovery, and geothermal energy.

Keywords: unconventional reservoirs; petrophysical characterization; fluid transport physics

1. Introduction

Unconventional reservoirs, such as shale, coal, and tight sandstone reservoirs, are complex and
highly heterogeneous, generally characterized by low porosity and ultralow permeability. Additionally,
the strong physical and chemical interactions between fluids and pore surfaces further lead to the
inapplicability of conventional approaches for characterizing fluid flow in these porous reservoir
rocks [1]. Therefore, new theories, techniques, and geophysical and geochemical methods are urgently
needed to characterize petrophysical properties, fluid transport, and their relationships at multiple
scales for improving production efficiency from unconventional reservoirs.

Petrophysical characterization covers the study of the physical and chemical properties of rock
and its interactions with fluids, which has many applications in different industries, especially in
the oil and gas industries. The key parameters studied in petrophysics are lithology, porosity, water
saturation, permeability, and density. Petrophysical characterization is the basis for understanding the
special properties of unconventional reservoirs.

Fluid transport physics in micropore structures and macro-reservoirs covers a wide range of
research studies including hydrocarbon extraction, geosciences, environmental issues, hydrology, and
biology. Implementing reliable methods for the characterization of fluid transport at multiple scales is
crucial in many fields, especially in unconventional reservoirs and rocks.

Hydraulic fracturing is currently considered as one of the most important stimulation methods in
the oil and gas industry, which significantly improves the productivity of the wells and the overall
recovery factor, especially for low-permeability reservoirs, such as shale-gas and tight-gas reservoirs.
Problems that are associated with unconventional oil and gas production in hydraulic fracturing
operations include aqueous phase trapping, diversion mechanisms of fracture networks, and fluid
incompatibility with the formation.

Energies 2019, 12, 1865; doi:10.3390/en12101865 www.mdpi.com/journal/energies1
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This collection associated with the special issue in Energies emphasizes fundamental
innovations and gathers 21 recent papers on novel applications of new techniques and theories
in unconventional reservoirs.

2. Overview of Work Presented in This Special Issue

The papers published in this special issue present new advancements in the characterization of
porous media and the modeling of multiphase flow in porous media. These studies are classified into
five categories.

The first category focuses on petrophysical characterization. By means of a set of experiments
including scanning electron microscopy, mercury intrusion capillary pressure, X-ray diffraction, and
nuclear magnetic resonance measurements, Xu et al. [2] characterized the pore structure of a tight
oil reservoir in Permain Lucaogou formation of Jimusaer Sag and further performed a consecutive
prediction for its pore structures. The pore types of this formation were mainly divided into four
categories, and the capillary pressure curve and the T2 distribution data were analyzed in depth.

A matrix–fracture interaction model was developed by Liu et al. [3] to investigate the transient
response of coal deformation and permeability to the temporal and spatial variations of effective
stresses under mechanically unconstrained conditions. The impacts of fracture properties, initial
matrix permeability, injection processes, and confining pressure were separately evaluated through the
developed model.

Base on a low-pressure nitrogen adsorption experiment and fractal theory, Li et al. [4] studied the
characteristics of nanopore structure in shale, tight sandstone, and mudstone, with an emphasis on the
relationships between pore structure parameters, mineral compositions, and fractal dimensions. The
relationships among average pore diameter, Brunner–Emmet–Teller specific surface area, pore volume,
porosity, and permeability were also discussed.

Ma et al. [5] introduced the local force to define the interactions between the matrix and the fracture
and derived a set of partial differential equations to define the full coupling of rock deformation and gas
flow both in the matrix and fracture systems. Permeability evolution profiles during unconventional
gas extraction were obtained by solving the full set of cross-coupling formulations.

A comprehensive experiment, including petrophysical measurements (porosity and permeability),
pore structure measurements (low-field nuclear magnetic resonance and carbon dioxide/nitrogen
adsorption), geochemical measurements (vitrinite reflectance, pyrolysis, and residual analysis), and
petrological analysis (X-ray diffraction, thin section, scanning electron microscopy, and isothermal
adsorption measurement), was designed by Fan et al. [6] to explore the influential and controlling
factors of the gas adsorption capacity.

By using the data from casting thin section and mercury intrusion capillary pressure experiments,
Sha et al. [7] investigated the pore structure characterization, permeability estimation, and fractal
characteristics of Carboniferous carbonate reservoirs.

The second category focuses on fluid transport at multiple scales. Based on Swartzendruber
equation and conformable derivative approach, as well as the modified Hertzian contact theory and
fractal geometry, Lei et al. [8] developed a novel nonlinear flow model for tight porous media, which
manifests the most important fundamental controls on low-velocity nonlinear flow. According to this
model, the average flow velocity in tight porous media is a function of microstructural parameters
of the pore space, rock lithology, and differential order, as well as hydraulic gradients and threshold
hydraulic gradients. Moreover, the relationships between average flow velocity and effective stress,
the rougher pore surfaces, and rock elastic modulus were further discussed.

Chen et al. [9] proposed a novel model for characterizing boundary layer thickness and fluid flow
at microscales, which has a wide range of applications proved mathematically. Based on this model,
the effects of fluid–solid interaction on flow in microtubes and tight formation were analyzed in depth.

Two different productivity models, the steady-state productivity model of shale horizontal wells
with volume fracturing and the transient productivity calculation model of fractured wells, were
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derived by Zeng et al. [10]. The former considered the multiscale flowing states, shale gas desorption,
and diffusion, while the latter combined the material balance equation. Furthermore, the horizontal
well productivity prediction and the analysis of influencing factors were carried out.

In order to describe the pressure-transient behaviors in shale gas reservoirs in a way that considers
the stimulated reservoir volume region with anomalous diffusion and fractal features, an improved
analytical model was established by Tao et al. [11] through introducing the time-fractional flux
law. Base on this model, the influences of relevant parameters, such as fractal-anomalous diffusion,
stress sensitivity, absorption, and Knudsen diffusion, on the pressure-transient response were further
analyzed through sensitivity analysis.

By introducing an improved pseudopotential multirelaxation-time lattice Boltzmann method,
Wang et al. [12] simulated the fluid flow in a microfracture. The effects of contact angles, driving
pressure, and the liquid–gas density ratio on the slip length were discussed.

Based on the dual-media theory and discrete-fracture network models, Ren et al. [13] built
a mathematical flow model of a stimulated reservoir volume fractured horizontal well with
multiporosity and multipermeability media. The differences of flow regimes between triple-porosity,
dual-permeability and triple-porosity, triple-permeability models were identified. Moreover, the
productivity contribution degree of multimedium was analyzed.

Tang et al. [14] summarized the flow law in shale gas reservoirs and established a three-dimensional
composite model, which uses dual media to describe matrix-natural microfractures and utilizes discrete
media to describe artificial fractures. The production of multisection fractured horizontal wells in a
rectangular shale gas reservoir was described, considering multiscale flow mechanisms in the matrix,
such as gas desorption, the Klinkenberg effect, and gas diffusion.

The third category focuses on hydraulic fracturing. By means of the extended finite element
method, Wang et al. [15] investigated the diversion mechanisms of a fracture network in tight formations
with frictional natural fractures. The effects of some key factors, for example, the location of natural
fracture, the intersection angle between natural fracture and hydro-fracture, the horizontal stress
difference, and the fluid viscosity on the mechanical diversion behavior of the hydro-fracture, were
analyzed in detail.

Kamal et al. [16] developed a new smart fracturing fluid system mainly consisting of a water-soluble
polymer and chelating agent, which can be either used for proppant fracturing (high pH) or acid
fracturing (low pH) operations in tight as well as conventional formations. The optimal conditions
and concentration of this fracturing fluid system were determined by performing thermal stability,
rheology, Fourier transform infrared spectroscopy, and core flooding experiments.

By measuring the solution viscosity, Tang et al. [17] investigated the effects of hydrophobic chain,
spacer group, concentration, temperature, and addition of nano-MgO on the viscosity of sulfonate
Gemini surfactant solution. Moreover, their micellar microstructures were observed by Cryo-SEM.
Further, the thickening mechanism of sulfonate Gemini surfactant was investigated by correlating the
relationship between solution viscosity and its microstructure.

The fourth category focuses on enhanced oil recovery. A novel depletion laboratory experimental
platform and its evaluation method for a tight oil reservoir were developed by Chen et al. [18] to
effectively measure the oil recovery and pressure propagation over pressure depletion. On this
platform, under different temperatures, formation pressure coefficients, and oil property conditions,
the recovery factor as well as the real-time monitoring of the pressure propagation in the process of
reservoir depletion were measured to reveal the drive mechanism and recovery factor of tight oil
reservoir depletion.

Lyu et al. [19] applied the nuclear magnetic resonance technique to explore the spontaneous
imbibition mechanism and the oil displacement recovery by imbibition in tight sandstones under all
face open boundary conditions. The distribution of remaining oil and the effect of microstructures on
imbibition were analyzed.
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Through three groups of core displacement experiments with cores containing different clay
mineral compositions, Jiang et al. [20] studied the effect of different clay mineral compositions on
low-salinity water flooding. Additionally, the properties of the effluent were determined in different
flooding stages, and the mechanism of enhanced oil recovery effect of low-salinity water flooding
was analyzed.

The fifth category focuses on geothermal energy. Based on hydrogeochemical and isotopic
constraints, the deep circulation of the groundwater flow system was surveyed by Long et al. [21] to
elucidate the origin of the geothermal fluids and the source of solutes and to discern the mixing and
hydrogeochemical alteration. The conceptual models and mechanisms for the deep circulation of the
groundwater flow system were further discussed.

Combining the fracture continuum method and genetic algorithm, a well-placement optimization
framework was proposed by Zhang et al. [22] to address the optimization of the well-placement
for an enhanced geothermal system. The optimization efficiency and effect of this framework were
further analyzed.

3. Conclusions

Many researchers around the world from different areas, ranging from natural sciences to
engineering fields, have been working on the characterization of petrophysical properties for
unconventional reservoirs, fluid transport at multiscales, and technologies for the efficient development
of unconventional resources. The aim of this special issue is to provide new technologies and theories
of characterizing petrophysical properties, fluid transport, and their relationships at multiple scales
in unconventional reservoirs. Clearly, the studies covered by this special issue will be helpful to the
economic and effective development of unconventional oil and gas resources.
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Abstract: The Lucaogou Formation in Jimuaser Sag of Junggar Basin, China is a typical tight oil
reservoir with upper and lower sweet spots. However, the pore structure of this formation has not
been studied thoroughly due to limited core analysis data. In this paper, the pore structures of the
Lucaogou Formation were characterized, and a new method applicable to oil-wet rocks was verified
and used to consecutively predict pore structures by nuclear magnetic resonance (NMR) logs. To do
so, a set of experiments including X-ray diffraction (XRD), mercury intrusion capillary pressure
(MICP), scanning electron microscopy (SEM) and NMR measurements were conducted. First, SEM
images showed that pore types are mainly intragranular dissolution, intergranular dissolution, micro
fractures and clay pores. Then, capillary pressure curves were divided into three types (I, II and III).
The pores associated with type I and III are mainly dissolution and clay pores, respectively. Next,
the new method was verified by “as received” and water-saturated condition T2 distributions of
two samples. Finally, consecutive prediction in fourteen wells demonstrated that the pores of this
formation are dominated by nano-scale pores and the pore structure of the lower sweet spot reservoir
is more complicated than that in upper sweet spot reservoir.

Keywords: Lucaogou Formation; tight oil; pore structure; prediction by NMR logs

1. Introduction

As a major unconventional resource, tight oil reservoirs have received significant attention for
exploration and development all around the world [1–3]. Tight oil reservoirs are complex and highly
heterogeneous, generally characterized by low porosity and ultra-low permeability [4,5]. Single wells
have no natural production capacity, which requires horizontal drilling and hydraulic fracturing
to obtain economic flow [5–8]. It is necessary to evaluate various properties of such reservoirs
for a better exploitation of the resources. However, macroscopic petrophysical parameters such as
porosity, permeability, and saturation cannot satisfy adequate evaluation of the effectiveness of tight oil
reservoirs. In this regard, pore structures, in particular determine reservoir storage capacity and control
rock transportation characteristics, represent microscopic properties of the rock [9–12]. Therefore,
characterization and consecutive prediction of rock pore structure in wells is a key task in the study of
tight oil reservoirs.

The Permian Lucaogou Formation of Jimusaer Sag, Junggar Basin, China is a typical tight oil
reservoir which has been studied previously in terms of the pore structures. Kuang et al. [13],
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Zhang et al. [14], Zhou [15] and Su et al. [16] used diverse imaging techniques such as CT-scanning,
SEM and FIB-SEM image analysis to qualitatively characterize the pore structures. They concluded
that pore types include organic matter pores, mineral pores, inter-crystalline pore, dissolved pores,
and micro cracks. Zhao et al. [17] presented that the median capillary radius of this reservoir ranges
from 0.0063 to 0.148 μm with an average of 0.039 μm. Zhao et al. [18] studied the complexity and
heterogeneity of pore structures based on multifractal characteristics of nuclear magnetic resonance
(NMR) transverse relaxation (T2) distributions. Wang et al. [19] investigated pore size distributions
and fractal characteristics of this formation by combining high pressure and constant rate mercury
injection data. However, the limited number of core samples could not reflect general properties of this
formation. The NMR logging which is consecutively recording the vertical variations of transverse
relaxation time can reveal pore distributions and is widely used to overcome the discrete data points
that core sample analysis owns.

Researchers have conducted extensive studies on the construction of mercury intrusion capillary
pressure curves by NMR T2 distributions obtained in laboratory [20–27]. The pore structure evaluation
methods by NMR technique are based on the fact the rocks are water-saturated and hydrophilic.
However, in oil reservoirs, it is necessary to correct the effect of hydrocarbons on T2 spectra of NMR
logging. Volokin and Looyedtijn [22,23] first studied the morphological correction of T2 spectra
of NMR logging in hydrocarbon-bearing rocks. The basic idea is that the bound water of the T2

distribution is constant, and hydrocarbon would only affect the free fluid portion of the T2 distribution.
Therefore, when performing a hydrocarbon-containing correction on the T2 distribution, it is only
required to correct the T2 signal of the free fluid portion and remain the bound fluid of T2 signal intact.
Xiao et al. [28] established a method for constructing capillary pressure curves based on J function and
Schlumberger Doll Research (SDR) model. This method used T2 logarithmic mean value (T2lm) as an
input parameter, which makes it possible for the correction of T2 distributions regarding hydrocarbons.
This is possible because T2lm can be calibrated by core values. Hu et al. [29] proposed a novel method
for hydrocarbon corrections where T2 distribution measured by short echo time (TE) was used to
construct the T2 distribution under full-water conditions with long TE time. The difference between
the measured and constructed water-saturated state T2 distributions determines the oil signal and
the water signal, thereby the correction of the hydrocarbon-containing state T2 distribution would
become achievable. Ge et al. [30] proposed a correction method through extracting oil signals from the
echoes, which has been already applied to carbonate reservoirs. Xiao et al. [31] proposed a method to
remove the effect of hydrocarbons on NMR T2 response based on a point-by-point calibration method.
However, the application of these methods would be challenging when the wettability of the reservoir
appears to be oleophilic or neutral. This is because the bulk transversal relaxation time could not
be ignored according to NMR relaxation mechanism [32–34]. Zhao [35] proposed a new method for
evaluating pore structures of reservoirs with neutral wettability and oil-wetting characteristics, but the
method is not firmly verified.

In this research, the major objectives are to: (a) characterize the pore structures by MICP data and
SEM images; (b) further confirm the Zhao method [35] by “as-received” and water saturated state T2

distributions; and finally (c) predict the global features of pore structures via field NMR logs.

2. Methods

2.1. Samples and Experiments

Samples were drilled from the Permian Lucaogou Formation in Jimusar Sag, Junggar Basin.
The Junggar Basin is the second largest inland basin in China, which is located in north of the
Xinjiang Province, Northwest China. The Jimusaer sag is structurally located in the eastern uplift of
the Junggar Basin, adjacent to the Fukang Fault in the south, and the Santai Oilfield and the North
Santai Oilfield in the west [36]. The Permian system is the main source rock strata in the Junggar
Basin. The target Lucaogou Formation was developed in Permain System, which from bottom to
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top includes Jiangjunmiao, Jingjinggouzi, Lucaogou and Wutonggou Formations. The Lucaogou
Formation in the Jimsar Sag is a set of stratigraphic layers deposited in an evaporitic (salt lake)
environment. The formation is generally composed of dolomite dark argillaceous rocks and fine
sandstones. The dolomite is mostly interbedded lacustrine deposits. The reservoir is tight, the
physical properties are poor, and the dark mudstone has a high abundance of organic matter [13,37].
The Lucaogou formation consists of two “sweet spot” reservoirs and the shale source rocks is deposited
between these two sweet spots [13,37]. The average porosity and permeability for “sweet spot”
reservoirs are 9.93% and 0.0233 mD. The average porosity and permeability for non-sweet spot
reservoirs are 7.03% and 0.0013 mD. Figure 1 depicts the depth contour of the top of Lucaogou
Formation and location of the studied wells.

 
Figure 1. Depth contour in meters of the top of Lucaogou Formation and location of wells.

Mineralogical compositions of samples are determined using X-ray diffraction (XRD) analysis on
non-oriented powdered samples (100 mesh) using an X-ray diffractometer equipped with a copper
X-ray tube that operated at 30 kV and 40 mA [18]. The scan angle range was 5–90◦ at a speed of
2◦/min. SEM was performed on a S4800 scanning electron microscope (Hitachi, Tokyo, Japan) with a
lowest pixel resolution of 1.2 nm and accelerating voltage of 30 kV, following the standards of SY/T
5162-2014 China.

Core plugs were subjected to drying prior to porosity and permeability measurements with a
helium porosimeter. A net confining pressure of 5000 psi (34.47 MPa) was carried on to simulate
the formation pressure during the measurements. Mercury injection capillary pressure curves were
acquired on a mercury porosimeter by following the China Standard of SY/T 5346-2005. Before the
measurements, the samples were subjected to oil washing and drying at 105 ◦C to a constant weight.
The minimum intrusion pressure was set as 0.005 MPa and the maximum intrusion pressure was as
high as 163.84 MPa, corresponding to a pore-throat radius of roughly 4.5 nm.

To verify the method for predicting the pore structures, two rock samples were subjected to NMR
T2 distributions measurements at the “as received” and water saturated conditions in the lab using
a Geospace2 instrument (Oxford, UK). After the measurements on “as received” state sample, core
plugs were cleaned, dried, vacuumed and fully water saturated for water saturated conditions NMR
measurements. The resonant frequency of a Geospace2 instrument is 2 MHZ with the polarization time
or waiting time (Tw), the echo spacing, the number of echoes and the number of scans as 10,000 ms,
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0.3 ms, 4096 and 128, respectively. When the echoes are recorded, the T2 spectra are able to calculate
using the Bulter-Reeds-Dawson (BRD) inversion method [38].

2.2. Prediction Method of Pore Structure by NMR Logs

According to NMR theory, for the T2 distribution of water saturated and hydrophilic rock samples,
the following equation [32,33] was deduced:

1
T2

= ρ
Fs

r
(1)

where r is the pore radius (μm); ρ is surface relaxivitity (μm/s); Fs is the pore shape factor, equals
to 2 and 3 for cylindrical and spherical pores, respectively. In this study, the pores are considered
as cylindrical.

Known by reservoir physics, the relationship between injection pressure and pore throat radius is
given by [39]:

Pc =
2σ cos θ

Rc
(2)

where Pc is the capillary pressure (MPa); σ is the surface tension (mN/m); θ is the contact angle of
mercury in air (◦); and Rc is the pore throat radius (μm).

Assuming Rc to be proportional to r, both NMR and MICP would quantify similar pore size
distributions. Generally, the following equation [22] is used:

Pc = C
1
T2

(3)

where C is the coefficient which can be obtained by capillary pressure curves and nuclear magnetic
resonance experiments of rock samples.

The above equations can also be applied to conventional water-wet reservoirs. As mentioned
earlier, the reservoirs of Lucaogou Formation in Jimusaer Basin, are either neutral or oil-wet. Zhao [35]
proposed a method for evaluating pore structures of oil-wet reservoirs that has been applied to tight
oil reservoirs. He realized that the bigger pores in tight oil reservoirs are highly oil saturated, while
the formation water is mainly occupies smaller pores. The bigger pores are oleophilic and the smaller
pores are hydrophilic. The surface relaxivity of oleophilic pores to oil is lower than hydrophilic pores
to water [40,41], and the lower surface relaxivity would lead to an increase in relaxation time. Hence,
the long-relaxation signal of the NMR T2 spectra of tight oil reservoir rocks is mainly the relaxation
signal of oil (referred to as oil spectrum), while the short relaxation signal of T2 spectrum is mainly the
relaxation of water signal (referred to as water spectrum).

If the water saturation at a certain depth of the reservoir is known, the T2cutoff value for water can
be determined by the following equation [35]:

Sw = (

T2cuto f f

∑
i=i

φiT2i)/
n

∑
i=1

φiT2i (4)

where Sw is water saturation (%); T2cutoff is for determining the water and oil (ms); φi and T2i
are porosity component (%) and T2 corresponding to the ith component; n is the total number of
T2 distribution.

After determining the T2cutoff value, the water signal and the oil signal of the T2 spectra can be
respectively converted into the size distributions for pores containing water and oil by utilizing the
hydrophilic pore surface relaxivity and the oleophilic pore surface relaxivity:

ro = 2ρoT2 (5)
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rw = 2ρwT2 (6)

where ro and rw respectively represent the radius of pores containing oil and water (μm); ρo and ρw

respectively represent surface relaxivitity of oleophilic pore and hydrophilic pore (μm/s).
By superposing the size distribution of the water-containing pores with the size distribution

of the oil-bearing pores, the pore size distribution of the whole rock can be obtained. Then, the
Equations (2) and (3) can be employed to construct the capillary pressure curves.

The oil and water two-phase signals are cut directly by the T2cutoff values, and the resulting pore
size distribution would not be smooth. The weight function of the pore fluid was introduced as [35]:

S(T2) =
1

1 + (T2/T2cuto f f )
m (7)

where m is the coefficient that controls the width of the transition zone for the water-containing and
oil-bearing pores.

3. Results and Discussion

3.1. Mineralogical Compositions

The mineral compositions of sixteen samples obtained from the XRD analysis are listed in Table 1.
As can be observed from this table, plagioclase and dolomite are the two most abundant minerals.
The plagioclase contents vary from 13.7% to 44.4% with an average value of 30.9%. The dolomite
content in the samples varies between 0–49.4% with an average value of 28.2%. The next most abundant
mineral is quartz, ranging from 13% to 30% with an average value of 19.4%. Each sample has clay and
K-feldspar minerals, with the average values of 8.9% and 4.4%, respectively. The calcite content of
these samples found to vary significantly. Seven samples out of sixteen did not contain calcite, while
the maximum content of calcite reaches 22.9% in the rest of the samples. In addition, a small fraction
of pyrite and siderite was also detected in some samples.

Table 1. Mineralogical composition (wt.%) of the sixteen core samples of tight oil reservoirs.

No. Clay Quartz K-Feldspar Plagioclase Calcite Dolomite Pyrite Siderite

1 4.2 15.9 2.2 35.3 17.5 24.9 0.0 0.0
2 6.3 21.4 7.9 37.5 1.0 18.9 0.0 7.0
3 3.4 13.0 6.1 27.1 8.7 41.7 0.0 0.0
4 9.8 16.5 3.9 41.0 13.3 15.0 0.0 0.5
5 5.9 15.8 4.9 32.5 0.5 40.1 0.3 0.0
6 7.5 16.3 5.0 38.4 22.9 9.9 0.0 0.0
7 6.0 15.6 4.4 25.4 0.0 48.6 0.0 0.0
8 6.9 17.8 5.4 44.4 0.0 23.6 0.0 1.9
9 12.2 24.7 4.5 31.1 0.0 26.5 1.0 0.0
10 13.9 23.2 3.9 29.4 21.9 7.7 0.0 0.0
11 18.2 16.4 4.7 27.7 0.0 32.5 0.5 0.0
12 10.8 20.3 3.8 25.6 0.0 38.5 1.0 0.0
13 11.6 22.6 2.5 13.7 0.0 49.4 0.0 0.2
14 7.6 32.0 3.9 34.1 22.0 0.0 0.4 0.0
15 11.8 18.3 5.8 32.3 0.0 31.3 0.0 0.5
16 6.6 21.0 1.8 18.2 5.8 41.2 5.4 0.0

Ave. 8.9 19.4 4.4 30.9 7.1 28.2 0.5 0.6

3.2. Pore Types

According to the SEM image analysis, the primary pores in the tight oil reservoirs of the Lucaogou
Formation are very rare, and the main pore types are secondary pores developed during the diagenesis
stage. The pores of the studied areas can be divided into the four types: intragranular dissolution
pores, intergranular dissolution pores, micro fractures and clay pores.
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Intergranular dissolved pores were formed by the selective corrosion of the edge of clastic grains,
early intergranular cement and matrix. This type of pore is the main reservoir porosity in the Lucaogou
Formation in the studied area. These pores are mainly distributed between the dolomitic sand crumbs
and belong to cement dissolved pores. Intergranular dissolved pores usually develop between albite
(a type of sodium feldspar) in dolomitic siltstone. The pore sizes are commonly less than 10μm,
as shown in Figure 2a–c.

Intragranular dissolved pores refer to pores formed inside the grains or grains due to selective
dissolution. They are also common pore types in the reservoir understudy of the Lucaogou Formation
(Figure 2c,d). The dissolved pores in the sand are mainly formed by the dissolution of albite;
the dissolved pores in the debris often show the dissolution of sodium feldspar, while the dissolved
pores in the dolomite are usually the result of residual dissolution of internal calcite.

 

 

 

 

Figure 2. The pore types according to SEM analysis. (a) Intergranular dissolved pores; (b) Intergranular
dissolved pores; (c) Intergranular and intragranular dissolved pores; (d) Intergranular and intragranular
dissolved pores; (e) Illite/smectite mixed layer clay pores; (f) Chlorite clay pores; (g) Fracture pore;
(h) Fracture pore.

Clay pores refer to pores within clay aggregates of the studied samples. The clay pores were
found in the illite/smectite mixed layers (Figure 2e) and chlorite minerals (Figure 2f). The sizes of the
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clay pores are smaller than the dissolution pores and mainly distributed between 300 nm and 800 nm
in size. Fracture pores refer to the pores that penetrate into the particles and resemble cracks. They are
not structural cracks in the traditional sense, but the fluid channel formed by organic acid dissolution
(Figure 2g,h).

3.3. Petrophysiccal Properties and Mercury Injection Capillary Curves

The porosity, permeability and pore structure parameters obtained from MICP experiments
are listed in Table 2. The porosity ranges from 7.38% to 20.1% with an average value of 12.83%.
The permeability fluctuates from 0.0023 mD to 0.1487 mD. The logarithmic average value of the
permeability is 0.01 mD. Only two samples (No. 1 and 2) were measured with the permeability greater
than 0.1 mD, representing the tight nature of the studied samples.

Table 2. Petrophysical parameters and types of tight oil reservoir sample.

No.
Porosity Permeability Pd P50 Smax Rm

Type
(%) (mD) (MPa) (MPa) (%) (μm)

1 14.22 0.1142 0.83 6.32 90.93 0.26 I
2 16.02 0.1487 1.19 6.51 99.25 0.19 I
3 15.19 0.0799 1.28 4.96 96.99 0.18 I
4 14.14 0.0203 1.72 11.46 94.57 0.13 I
5 15.86 0.0424 2.35 9.64 98.16 0.10 II
6 13.43 0.0128 3.19 15.09 94.38 0.07 II
7 13.63 0.0275 3.38 14.97 95.57 0.07 II
8 13.63 0.0323 3.38 16.94 93.09 0.07 II
9 14.59 0.0110 4.69 19.09 96.59 0.05 II
10 7.38 0.0034 4.69 19.18 91.71 0.05 II
11 8.26 0.0042 7.03 39.8 92.95 0.03 III
12 10.3 0.0040 6.13 60.23 89.43 0.03 III
13 8.28 0.0023 11.18 83.02 82.56 0.02 III
14 20.1 0.0168 10.42 66.27 76.68 0.02 III
15 10.23 0.0042 6.55 63.48 69.55 0.03 III
16 10.0 0.0025 13.01 66.6 76.98 0.02 III

Ave. 12.83 0.01 5.06 31.47 89.96 0.08

Displacement pressure (Pd) represents the starting pressure of mercury entering the rock
sample [42]. It is an important parameter to characterize the permeability of the rock sample.
Small displacement pressure shows that the mercury is easy to be squeezed into the rock sample,
attributing to a large throat radius, and higher permeability. The Pd values of the studied samples are
relatively high, varying from 0.83 MPa to 13.01 MPa with an average value of 5.06 MPa. Saturation
median pressure refers to the corresponding capillary pressure when the non-wetting phase saturation
is 50% on the capillary pressure curve [42]. It ranges from 4.96 MPa to 83.02 MPa with an average
of 31.47 MPa. The maximum mercury intrusion saturation (Smax) of the samples found to vary from
69.55% to 99.25% with an average of 89.96%, demonstrating that 89.96% of pores are greater than
4.5 nm (163 MPa of maximum mercury intrusion pressure). The mean capillary radius (Rm) varies
from 0.02 μm to 0.26 μm with an average value measured to be 0.08 μm. In summary, the displacement
pressure and median pressure are higher, and the capillary radius is smaller, revealing a poor pore
structure characteristic of the samples.

MICP parameters Pd, Pc50, Smax, Rm are displacement pressure (MPa), median pressure for 50%
mercury intrusion saturation (MPa), maximum mercury intrusion saturation (%), and mean pore throat
radius (μm), respectively.

The MICP curves are shown in Figure 3. Based on the shape of these curves and their displacement
pressure values, the rock samples were divided into three types: displacement pressure <2 MPa,
2–5 MPa and >5 MPa. Red, black and blue lines represent the types I, II and III, respectively. Type III
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rocks have the highest displacement pressures and the lowest maximum mercury intrusion saturation.
Type I rocks have the smallest displacement pressures. Type I rocks have relatively good pore structure,
whereas Type III has the worst pore structure. Unlike conventional reservoirs, the curves do not have
the inflection point separating larger and smaller pores, indicating that larger pores do not exist in the
tight oil reservoir samples.

The pore size distributions were calculated using Equation (2). The average pore size distributions
for these three types are presented in Figure 4. These pore size distributions are found to be unimodal.
The pore size distribution of Type I rocks is the widest, while Type II is the narrowest. The peaks of
pore size distributions for these three types are 0.144, 0.036 and 0.009 μm, respectively. The type I rock
pores are mainly dissolution pores, type III rock pores are clay pores. This can be confirmed by the
cross plot of permeability and displacement pressure with clay and plagioclase contents. As it can be
observed from Figure 5, the permeability is negatively correlated with clay contents and positively
correlated with plagioclase contents. In Figure 6, the displacement pressure is positively correlated
with clay contents and negatively correlated with plagioclase contents. The clay pores are attributed to
clays, and part of dissolution pores are attributed to feldspar.
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Figure 3. Classified capillary pressure curves. Red, black and blue lines represent the types I, II and
III, respectively.
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Figure 4. Average pore size distributions for the three types. Red, black and blue lines represent the
types I, II and III, respectively.
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Figure 5. The cross plot of permeability with clay and plagioclase contents.
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Figure 6. The cross plot of displacement pressure with clay and plagioclase contents.

3.4. Prediction by NMR Logs

3.4.1. Model Verification

Zhao [35] used several capillary pressure curves and their corresponding T2 distributions from
filed NMR logging to verify the model. However, the model was not fully verified by the NMR
measurements in the laboratory. Figure 7a displays the T2 distributions for Sample M1 at both “as
received” and water-saturated conditions. The “as received” state T2 distribution is bimodal and wider,
which is similar to the T2 characteristics of the field NMR logging, while the water saturated state T2

distribution is narrower. The porosity and permeability for this sample is 12.7% and 0.0308 mD.
Using Equation (7), the “as received” state T2 distribution was divided into two segments: water

and oil signal distributions, as shown in Figure 7b. In this case, the T2cutoff was determined as 6.2 ms
according to the saturation that was obtained from core analysis. The coefficient m was set as 4, equal
to Zhao [35] calculations. The green dotted line represents weight function S(T2).

The different values for surface relaxivity of the hydrophilic and oleophilic pores were used to
calculate the pore size distributions from water and oil signal distributions (Equations (5) and (6)).
The water-containing pore, oil-bearing pore and total pore size distributions are shown in Figure 7c
with the peaks for the pore size distributions at 13.8 nm, 66.6 nm and 15.9 nm, respectively.

The corrected T2 distribution for water saturated state can be obtained using the total pore size
distribution and surface relaxivity of the hydrophilic pores from Equation (5). The corrected and
measured T2 distributions for water-saturated state are shown in Figure 7d where both T2 distributions
are almost overlapping (compare with Figure 7a). The difference between the two T2 distributions may
originate from the “as-received” state T2 distributions that does not truly represent the T2 distribution
under reservoir conditions.
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Figure 7. Sample M1: (a) T2 distributions for “as received” state and water saturated state; (b) Water
and oil signal distributions obtained from “as received” state T2 distribution using weight function
S(T2); (c) Water-containing pore, oil-bearing pore and total pore size distributions; (d) Comparison of
corrected and measured T2 distributions for water-saturated state.

Figure 8 exhibits the T2 distributions of the sample M2. The porosity and permeability for
this sample was measured 15.5% and 0.0299 mD, correspondingly. The corrected and measured T2

distributions for water-saturated conditions are shown in Figure 8b. It can be seen that the difference
between the two T2 distributions is minor, presenting the effectiveness of the correction method.
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Figure 8. Sample M2: (a) T2 distributions for “as received” state and water saturated state;
(b) Comparison of corrected and measured T2 distributions for water-saturated state.

3.4.2. Case Study

Figure 9 displays well logs from Well Ji32 from the lower sweet spot reservoir. The average
hydrophilic pore surface relaxivity obtained by the capillary pressure curves and the T2 spectra
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of nuclear magnetic logging is scaled as 2.5 μm/s, and the oleophilic pore surface relaxivity is
0.75 μm/s. The first track from left in the figure presents the lithology logs including GR, SP and CAL.
The second track is deep and shallow lateral resistivity (LLD and LLS) logs, and the third one shows
the conventional porosity logs, in terms of DEN, CNL and AC logs. Track 4 presents the total porosity
obtained from NMR logging. Track 5 shows the measured NMR T2 spectra. Track 6 presents the
corrected T2 spectra for fully water-saturated state. From this track, it is known that T2 spectra for fully
water-saturated state are narrower, revealing poor pore structure of the formation, exhibits a tight oil
reservoir characteristic. Track 7 presents the capillary pressure curves constructed using the T2 spectra
of water-saturated state. The last two tracks are the comparison of the displacement pressure and the
median pressure calculated by the constructed capillary pressure (red curves) with the core data (blue
dots). The prediction results are in good agreement with the core analysis results (blue dots), which
verifies the reliability and effectiveness of the pore structure prediction method proposed in this paper.
From this figure, it can be seen that a consecutively prediction result for pore structures. The capillary
pressure curves and related parameters at different depths can be seen directly. The variation in pore
structure with depth cannot be observed if only core samples are used.

Figure 9. Pore structure prediction results for lower sweet spot reservoir in Well Ji32.

3.4.3. Overall Pore Structure Characteristics of the Studied Formation

According to classification criteria presented earlier of MICP, the constructed capillary pressure
curves of the fourteen wells with NMR logging measurements in the studied area were categorized.
Types I, II, and III account for 25.2%, 33.9%, and 40.9% respectively in the upper sweet spot reservoir,
while Types I, II, and III make up 17.2%, 24.1%, and 58.6% in the lower sweet spot reservoir, as shown
in Figure 10.

According to the constructed capillary pressure curves obtained from the fourteen wells in
the studied area, the pore size distributions were further calculated for the reservoirs. Figure 11
demonstrates the average pore size distribution of the upper and lower sweet spot reservoirs in the
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studied area. It can be seen from Figure 11a that the main peak of the pore size is between 12 nm
and 40 nm, while the pores smaller than 40 nm make up 57.4%, and the pores between 40 nm and
500 nm, 36.1% of all pores collectively. The pore size distribution of the lower sweet spot in Figure 11b
is relatively dispersed, where the proportion of pores smaller than 40 nm and the pores between 40
and 500 nm are quiet the same as the upper sweet spot reservoir. However, the pores that smaller than
12 nm are more abundant in the lower sweet spot reservoir compared to the upper one. In addition,
the pores smaller than 4 nm in both upper and lower sweet spots are 10.2% and 15.7%, found to be
higher than similar pores calculated from capillary pressure curves.
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Figure 10. Proportions of reservoir types estimated by NMR logs: (a) Upper sweet spot reservoir;
(b) Lower sweet spot reservoir.

Finally, from Figures 10 and 11, it is concluded that the pore structure of the upper sweet spot
reservoir is relatively better than that the lower sweet spot reservoir, while the overall characteristics
of the pores in the studied area is very much complex and dominated by nano-scale pores.
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Figure 11. Average pore size distributions estimated by NMR logs: (a) Upper sweet spot reservoir;
(b) Lower sweet spot reservoir.
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4. Conclusions

In this paper, the pore structure of a tight oil reservoir in Permain Lucaogou formation of Jimusaer
Sag was studied using SEM images and MICP data. NMR logs were used to provide a consecutive
prediction of the pore structures. The following conclusions are made:

1. According to the SEM images, the main pores of the tight oil reservoirs in the Lucaogou Formation
are secondary pores. These pores can be divided into four categories: intragranular dissolution,
intergranular dissolution, micro fractures and clay pores.

2. The displacement pressure values of the studied samples ranges from 0.83 to 13.01 MPa with an
average of 5.06 MPa. Saturation median pressure varied from 4.96 to 83.02 MPa with an average
of 31.47 MPa. The mean capillary radius was measured from 0.02 to 0.26 μm.

3. The capillary pressure curves are divided into three types: displacement pressure <2 MPa,
2–5 MPa and >5 MPa. Type I rocks have the smallest displacement pressures while Type III the
highest displacement pressures and lowest maximum mercury intrusion saturation. The pores of
type I rocks are mainly dissolution pores, and type III are clay pores.

4. The T2 distributions of “as-received” and water-saturated state samples were measured.
The model for predicting capillary pressure curves with NMR T2 distribution was verified
by two state T2 distributions measurements. This model was applied to well logs where the
estimated pore structure parameters by NMR T2 distribution were in a good agreement with
core analysis.

5. The predicted capillary pressure curves from NMR logging data of the fourteen wells in the
studied area were categorized based on the proposed model. Types I, II, and III of the upper
sweet spot reservoir account for 25.2%, 33.9%, and 40.9%, while in the lower sweet spot, 17.2%,
24.1%, and 58.6% was calculated respectively. The pores smaller than 12 nm in the lower sweet
spot reservoirs are more abundant than the upper sweet spot, indicating the pore structure of the
lower sweet spot reservoir is more complicated than that in the upper sweet spot reservoir.
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Abstract: The evolution of coal permeability is vitally important for the effective extraction of coal
seam gas. A broad variety of permeability models have been developed under the assumption
of local equilibrium, i.e., that the fracture pressure is in equilibrium with the matrix pressure.
These models have so far failed to explain observations of coal permeability evolution that are
available. This study explores the evolution of coal permeability as a non-equilibrium process.
A displacement-based model is developed to define the evolution of permeability as a function of
fracture aperture. Permeability evolution is tracked for the full spectrum of response from an initial
apparent-equilibrium to an ultimate and final equilibrium. This approach is applied to explain why
coal permeability changes even under a constant global effective stress, as reported in the literature.
Model results clearly demonstrate that coal permeability changes even if conditions of constant
effective stress are maintained for the fracture system during the non-equilibrium period, and that the
duration of the transient period, from initial apparent-equilibrium to final equilibrium is primarily
determined by both the fracture pressure and gas transport in the coal matrix. Based on these findings,
it is concluded that the current assumption of local equilibrium in measurements of coal permeability
may not be valid.

Keywords: equilibrium permeability; non-equilibrium permeability; matrix–fracture interaction;
effective stress; coal deformation

1. Introduction

The permeability of coal is a key transport property in determining coalbed methane production
and CO2 storage in coal seam reservoirs. Coal permeability is often determined by regular sets
of fractures called cleats, with the aperture of cleats being a key factor defining the magnitude
of permeability [1]. Coal permeability may vary significantly in both space and time in response
to the complex coal–gas interactions and presents complex evolutionary paths in unconventional
reservoirs [2].

Significant experimental efforts have been made to investigate and interpret the evolution of
coal permeability. Many factors affect coal permeability, including gas types [3,4], pore pressure,
sorption-induced matrix swelling/shrinkage [5–10], effective pressure [11,12], water content [13,
14] and gas exposure time [15]. Most of the above studies were performed under stress-controlled
(unconstrained) boundary conditions to replicate in situ conditions. A variety of coal permeability models
have been formulated to quantify permeability evolution from such laboratory experiments [16–23].
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Most of these permeability models fail to explain stress-controlled results since they improperly
idealize the fractured coal as a matchstick or cubic geometry, or assume local equilibrium between the
matrix and fracture pressures, or ignore matrix–fracture interactions [2]. Stress-controlled conditions,
applied in such models, discount matrix swelling from affecting coal permeability. This is because
matrix swelling that is induced by increasing pore pressure results in an increase in matrix block size,
rather than a change in fracture [24]. This analytical conclusion contradicts laboratory observations
of significant change coal permeability induced by matrix swelling under constant confining stress
conditions [11,25].

Previous studies suggest that the discrepancies between laboratory observations and theoretical
characterizations are mainly attributed to sorption-induced swelling strain. Connell et al. [1]
distinguished the sorptive strain of the coal matrix, the pores (or the cleats) and the bulk coal to relax
the equilibrium strain assumption between the bulk and pore strains, and derived several different
forms of permeability models for the laboratory tests. Liu et al. [24] developed a new coal-permeability
model for constant confining-stress conditions, which explicitly considers fracture–matrix interactions
during coal-deformation processes based on the concept of internal swelling stress. Chen et al. [26]
introduced a partition factor to split the contributions of swelling strain between fracture and bulk
deformation and developed relations between the partition ratio and cleat porosity change based on
model fitting results. Liu et al. [27] proposed a conceptual solution to consider the matrix–fracture
interaction through introduction of the concept of a switch in processes between local swelling and
global swelling. Peng et al. [28] further combined the concept of local swelling and macro-swelling
and matrix–fracture interactions at the micro-scale into a more rigorous dual permeability model,
which was applied to generate a series of coal permeability relations exhibiting the characteristic “V”
shape as observed in experiments.

While a certain degree of success has been achieved using these models to explain and match
experimental observations, the interaction between coal matrix and fracture remains incompletely
understood. Studies involving the partitioning of sorption-induced strain between fracture and matrix
have focused on incorporating fracture–matrix interactions into permeability models, but often the
necessary coefficients obtained from model fitting results are non-physics-based [24,26] or the division
between global swelling and local swelling typically overestimates local fracture swelling contributions
to fracture closure [28]. As the matrix and fractures have dramatically different flow characteristics
and mechanical properties, this leads to non-uniform gas pressure distributions and uneven matrix
strain. Thus, dynamic interactions can exert significant temporal effects on both fracture aperture
changes (permeability changes) and bulk deformation [19,26,27,29]. It is clear that these studies have
two deficiencies that need to be addressed. Firstly, the effects of fracture gas pressure on both fracture
aperture and matrix deformation must be correctly accommodated—this is not the case in these
prior studies. Prior studies have required that fracture opening is only induced by the swelling of
the bridging contacts and the opening effects are less competitive than the opposite effects of the
intervening free-face swelling. This leads to a decrease in permeability at the beginning of gas injection
rather than an increase as demonstrated in some laboratory observations [30]. Secondly, different
contributions of confining stress and matrix swelling to fracture aperture change and bulk deformation
are neglected. Although many studies focused on developing governing equations in dual-continuum
systems (fractured rock) when modeling coupled liquid flow and mechanical processes [31,32], the lack
of consideration of the fracture–matrix interaction may cause unacceptable errors if these equations
are directly used for the fractured coal. This is because many studies only noted the temporal effect on
aperture change but ignored the influence on bulk deformation [28,33,34]. Fracture pressure, confining
pressure and matrix swelling all cause fracture deformation, which is different from, but related to,
bulk deformation [35].

The primary motivations of this study are to restore the process of fracture aperture change in coal
containing discrete fractures following gas injection under unconstrained conditions and to underscore
the impact of gas pressure within the fractures on aperture change. In this study, a fracture–matrix
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interaction model is developed to explore the dynamic interactions between fracture gas pressure,
matrix swelling/shrinkage, aperture change and bulk deformation, and to illuminate mechanisms
of dynamic deformation response to gas flow from fracture to matrix. Furthermore, the evolution of
aperture change associated with intrinsic and extrinsic factors such as fracture properties, initial matrix
permeability, injection processes and confining pressure are quantitatively evaluated. The simulated
results provide a spectrum of permeability evolutions from the initial equilibrium state, through
a transient state, to the final equilibrium state.

2. Conceptual Model and Governing Equations

2.1. Conceptual Model

The key to model the dynamic interactions between matrix and fractures is to recover important
non-linear responses due to effective stress effects. Thus, the mechanical influence must be rigorously
coupled with the gas transport system. This can be achieved through a full coupling approach. For this
approach, a single set of equations (generally a large system of non-linear coupled partial differential
equations) incorporating all the relevant physics is solved simultaneously. In the following section, two
kinds of simulation models are presented to investigate the permeability change and bulk deformation
under unconstrained conditions.

Coal is a typical dual porosity/permeability system [36] containing a porous matrix and fractures.
In this study, it is assumed that cleats do not create a full separation between adjacent matrix blocks
but solid rock bridges are present, as illustrated in Figure 1a. The coal bridge plays a significant
role in the fracture–matrix interaction and its effect can be interpreted as follows: (a) restricting
fracture opening induced by fracture pressure increase; (b) linking the spatial and temporal matrix
swelling to the aperture change and bulk deformation; and (c) contributing to the final aperture
increase. This assumption is also adopted in other studies [19,24]. The model examines the influence of
effective stress and swelling response for a rectangular crack, similar to the matchstick model geometry,
and a single component part removed from the array may be considered as a representative element.
This represents the symmetry of the displacement boundary condition mid-way between flaws as
shown in Figure 1b.
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Figure 1. Numerical model under the unconstrained (constant total stress) boundary condition.
(a) Multiple fracture compartment model; (b) single fracture compartment model as a representative element.

Two different methods may be used to represent the fracture:

1. The fracture may be represented as a void [27,37]. Then the porous matrix is the only object to
study, leading to a stress difference between the internal and external boundaries. The external
stress boundaries are controlled by the confining stress, while the internal stress boundaries are
controlled by the fracture gas pressure.
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2. The fracture may be represented as a softer material [19,29], with the equilibrium pressure applied
on the cross section and no sorption-induced strain. Then, both the matrix and the fracture must
be studied and only the external stress boundaries are relevant, and these are controlled by the
constant confining stress. If the fracture pressure increases significantly faster than that in the
pores in the surrounding matrix, a compressive stress due to fracture swelling will inevitably
arise at the interface. This is similar to the internal swelling stress proposed by Liu et al. [24].

In the following sections, a set of field equations are defined which govern the gas transport and
deformation of both the solid matrix and the fracture. Since the difference in these two approaches lies
in the presence of the fractures, the governing equations are chosen accordingly.

The field equations are based on the following assumptions: (a) the matrix is homogeneous,
isotropic and elastic continuum; (b) strains are infinitesimal; (c) gas contained within the pores, and its
viscosity is constant under isothermal conditions; (d) gas flow through the coal matrix is assumed to
be viscous flow obeying Darcy’s law; (e) if the fracture is also regarded as a homogeneous, isotropic
and elastic continuum, the fracture is instantly filled with gas and no sorption-induced strain arises.

2.2. Governing Equation for Mechanical Response

The strain-displacement relationship is defined as:

εij =
1
2
(
ui,j + uj,i

)
(1)

where εij denotes the component of the total strain tensor and ui is the component of the displacement.
The equilibrium equation is defined as:

σij,j + fi = 0 (2)

where σij denotes the component of the total stress tensor and fi denotes the component of the
body force.

Based on poroelasticity and by making an analogy between thermal contraction and matrix
shrinkage, the constitutive relation for the coal matrix and the fracture becomes [22]:

εij =
1

2G
σij −

(
1

6G
− 1

9K

)
σkkδij +

α

3K
pδij +

εs

3
δij (3)

where G = E/2(1 + v), K = E/3(1 − 2v), and σkk = σ11 + σ22 + σ33, where K is the bulk modulus,
G is the shear modulus, E is the Young’s modulus, v is the Possion’s ratio, α is the Biot coefficient, p is
the gas pressure, δij is the Kronecker delta, and εs is the sorption-induced volumetric strain usually
expressed by a Langmuir-type equation [18]:

εs = εL
p

p + PL
. (4)

where εL is a constant representing the volumetric strain at infinite pore pressure and PL is the
Langmuir pressure constant representing the pore pressure at which the measured volumetric strain is
equal to εL

2 . From Equations (3) and (4), the effective stress in coal matrix, σeij, can be modified as:

σeij = σij + αpδij +
εL
K

p
p + PL

δij (5)

Combining Equations (2)–(5) yields the Navier-type equation expressed as:

Gui,kk +
G

1 − 2v
uk,ki − αp,i − KεLPL

(p + PL)
2 p,i + fi = 0 (6)
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Equation (6) is the general form of the governing equation for the deformation of the matrix
and fracture, where the gas pressure can be solved from the gas flow equation as discussed below.
It should be noted that if the gradient terms of pore pressure and sorption-induced swelling are treated
as a body force, the stress at boundaries should be transformed as effective stresses. The discrepancy
between the matrix and the fracture is embodied in different values of mechanical parameters in the
governing equations:

Gmumi,kk +
Gm

1 − 2vm
umk,ki − αm pm,i − KmεLPε

(pm + Pε)
2 pm,i + fmi = 0 (7)

Gf u f i,kk +
Gf

1 − 2v f
u f k,ki − α f p f ,i + f f i = 0 (8)

where the subscripts, m and f , denote matrix and fracture, respectively.
As the propensity of the fracture to swell is stronger than the matrix, a compressive stress arises

on the interface to satisfy deformation compatibility. This restricts the fracture expansion and enhances
matrix swelling as illustrated in Figure 2. The strain for the matrix and the fracture can be expressed as:

Δε I f =
Δp f

Ef
− Δσa

Ef
(9)

Δε Im = Δεtr + ζ
Δσa

Em
(10)

where Δε I f and Δε Im are the strain at the interface for the fracture and the matrix, respectively, Δp f is
the fracture pressure increment, Δσa is the induced interface stress, Δεtr is the matrix strain induced by
gas transport within the matrix and ζ is the coefficient concerning the position and the geometry of
the matrix and fracture. Due to equivalent strains of the fracture and the matrix at the interface, the
induced interface stress can be expressed as:

Δσa =
Δp f Em − Ef EmΔεtr

ζEf + Em
(11)

The strain at the interface, Δε I , is then expressed as:

Δε I =
ζ

ζEf + Em
Δp f +

Em

ζEf + Em
Δεtr (12)

When equilibrium is achieved, the matrix strain induced by gas transport can be expressed as:

Δεtr =
Δpm

Em
+ Δεs (13)

Substituting Equation (13) into Equation (12), the strain can be obtained as:

Δε I =
ζΔp f

ζEf + Em
+

Δpm

ζEf + Em
+

EmΔεs

ζEf + Em
(14)

When the fracture is regarded as a void and the compressive stress equivalent to the fracture
pressure is applied at the internal boundaries of the matrix, the strain at steady state can be expressed as:

Δε I = ζ
Δp f

Em
+

Δpm

Em
+ Δεs (15)

From Equations (14) and (15), it can be seen that the two different treatments have an equivalent
effect if the Young’s modulus of the fracture is reduced to zero.
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Figure 2. Schematic diagram of the compressive stress state.

2.3. Dynamic Permeability Model

Porosity, permeability and the grain-size distribution in porous media may be related via capillary
models. Chilingar (1964) [38] defined this relation as:

km =
d2

e φm
3

72(1 − φm)
2 (16)

where km is the permeability, φm is porosity and de is the effective diameter of grains. Based on this
equation, one obtains:

km

km0
=

(
φm

φm0

)3(1 − φm0

1 − φm

)2
(17)

where the subscript, 0, denotes the initial value of the variable. When the porosity is much smaller
than 1 (normally less than 10%), the second term of the right-hand side asymptotes to unity. This
yields the cubic relationship between permeability and porosity for the coal matrix:

km

km0
=

(
φm

φm0

)3
(18)

Coal porosity can be defined as a function of the effective strain [2] as:

φm

φm0
= 1 +

α

φm0
Δεme (19)

Δεme = Δεv +
Δpm

Ks
− Δεs (20)

where Δεme is defined as the total effective volumetric strain increment, which is responsible for
permeability change, Δεv is total volumetric strain increment, Δpm is the gas pressure increment, Ks is
the bulk modulus of the coal grains, Δpm/Ks is the compressive strain increment, and Δεs is gas
sorption-induced volumetric strain increment. Substituting Equation (19) into Equation (18) yields the
permeability ratio as:

km

km0
=

(
1 +

α

φm0
Δεme

)3
(21)

Equations (19) and (21) define matrix porosity and permeability, which are derived based on the
fundamental principles of poroelasticity and can be applied to the evolution of matrix porosity and
permeability under variable boundary conditions.
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The fracture permeability is usually defined by the well-known “cubic law” [39] and the fracture
permeability ratio can be expressed as:

k f

k f 0
=

(
1 +

Δb
b0

)3
(22)

where b0 is initial fracture aperture and Δb is the fracture aperture change.

2.4. Governing Equation for Gas Flow within the Matrix

Conservation of mass for the gas phase is defined as:

∂m
∂t

+∇ ·
(

ρgqg

)
= Qs (23)

where ρg is the gas density, qg is the Darcy velocity vector, Qs is the gas source or sink, t is time, and m
is the gas content including free -phase gas and adsorbed gas [40], defined as:

m = φmρmg + ρgaρc
VL pm

pm + PL
(24)

where ρga is the gas density at standard conditions, ρc is the matrix density, φm is the matrix porosity,
VL represents the Langmuir volume constant, and PL represents the Langmuir pressure constant.
According to the ideal gas law, the relationship between gas density and pressure in the matrix is
described as:

ρmg =
Mg

RT
pm (25)

where Mg is the molar mass of the gas, R is the universal gas constant, and T is the absolute gas
temperature. From Equation (25), one obtains another expression for the gas density:

ρmg = ηg pm (26)

where,

ηg =
ρga

pga

Tga

T
(27)

where ηg is the coefficient between the gas density and pressure, Tga and pga are the temperature
and gas pressure at standard conditions. From Equation (27), the coefficient, ηg, depends on the
temperature thus it is a constant for isothermal conditions.

Neglecting the effect of gravity, the Darcy velocity, qg, is defined as

qg = − km

μ
∇pm (28)

where km is the matrix permeability and μ is the dynamic viscosity of the gas. Substituting Equations (24)
and (26)–(28) into Equation (23), yields,(

ηgφm +
ηga pgaρcVLPL

(pm + PL)
2

)
∂pm

∂t
+ ηg pm

∂φm

∂t
−∇ ·

(
ηg pmg

km

μ
∇pm

)
= Qs (29)
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2.5. Governing Equation for Gas Flow within Fractures

Gas transfer through fractures is also governed by the mass conservation relation of Equation (23),
but it is rarely used in models of matrix-fracture interaction, due to its rapid equilibration. Usually,
a time-injection pressure is specified for the fracture [27]:

p f =

⎧⎨⎩ Pini + Pc

(
1 − e−

t−tp
td

)
t ≥ tp

Pini t < tp

(30)

where Pini is the initial pressure, Pc is the pressure increment due to gas injections, td is the characteristic
time for transport, and tp is the starting time for the gas injection.

From Equation (30), the partial differential equation of the fracture gas pressure can be
expressed as:

∂p f

∂t
=

⎧⎨⎩ Pc
td

e−
t−tp

td t ≥ tp

0 t < tp
(31)

2.6. Coupled Governing Equations

From Equations (4), (19) and (20), the partial derivative of matrix porosity with respect to time is
expressed as:

∂φm

∂t
= α

∂εv

∂t
+

α

Ks

∂pm

∂t
− αεLPL

(p + PL)
2

∂pm

∂t
(32)

Substituting Equation (32) into Equation (29) yields the governing equation for gas flow in the
coal matrix with gas sorption as:(

φm +
ηga

ηg

pgaρcVLPL

(pm + PL)
2 +

αpm

Ks
− αεLPL pm

(pm + PL)
2

)
∂pm

∂t
−∇ ·

(
pm

km

μ
∇pm

)
=

Qs

ηg
− αpm

∂εv

∂t
(33)

Equations (7), (21), (32) and (33) define the coupled gas flow and matrix deformation
model, while Equations (8) and (30) form an uncoupled model for fracture gas pressure and
fracture deformation.

The interaction between the matrix and the fracture is achieved by the stress specified on internal
boundaries of the matrix induced by (a) the gas pressure in the fracture when the fracture is regarded
as a void; or (b) the generated compressive stress due to fracture swelling due to the fracture gas
pressure increasing when the fracture is treated as a soft inclusion.

3. Implementation and Simulation

3.1. Finite Element Implementation

The coupled processes of gas flow and coal deformation for the medium with a centrally-located
void representing a fracture are defined by Equations (7), (21), (32) and (33), while those for the
medium with a centrally-located soft inclusion are defined by Equations (7), (8), (21), and (30)–(33).
The mathematical model comprises a fully coupled finite element approach which simultaneously
solves the matrix pore pressure and the displacement of the coal matrix or fracture. COMSOL
Multiphysics, a commercial partial differential equation (PDE) solver, is used as the platform for
the implementation.

Exploiting the analogy between thermal contraction and matrix shrinkage, the typical example of
the thermal consolidation of a column is used. The input data are given in Table 1. Both isothermal and
thermoelastic consolidation are simulated and comparisons are made with the analytical solution of
Biot [41] and the numerical solution of Noorishad et al. [42] (Figure 3). The excellent match establishes
the validity of our modeling approach.
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Figure 3. Comparison of simulation results with the analytical solution.

Table 1. Input parameters used for validation.

Parameter Value

Young’s modulus, MPa 6 × 10−3

Poisson’s ratio 0.4
Matrix porosity 0.2

Matrix permeability, m2 4 × 10−6

Biot’s coefficient 1.0
Water density, kg/m3 1000

Dynamic viscosity, Pa·s 1 × 10−3

Thermal conductivity, kJ/(m·s·K) 0.836
Specific heat, kJ/(m3·K) 167.0

Linear thermal expansion coefficient, 1/K 3 × 10−7

3.2. Simulations

The simulation geometry is 10 mm by 10 mm with a fracture located at the center. The fracture
is 5 mm in length and 0.5 mm in width. As shown in Figure 1b, all the simulation models exhibit
horizontal and vertical symmetry. Because of the different treatment of the fracture, appropriate
boundary conditions must be applied as shown in Figure 4:

1. The fracture is regarded as void. For the deformation model, the confining stress is applied
to all the external boundaries and the fracture pressure (injection pressure) is applied to the
internal boundaries. For gas flow, the injection pressure in Equation (30) is applied to the internal
boundaries and no flow conditions are applied to all the external boundaries.

2. The fracture is regarded as a soft inclusion without sorption. For the deformation model, the
confining stress is applied to all the external boundaries. For the gas flow model, no flow
conditions are applied to all the external boundaries.

Firstly, one numerical simulation using the fracture void is conducted to investigate the evolution
of fracture aperture, matrix permeability and bulk deformation and to quantify the effects of the change
in (M1) the matrix pressure and (M2) the fracture pressure. With the assumption of linear elasticity,
the effect of the matrix pressure change can be decomposed into that of (M1a) the body force, (M1b)
the effective stress change induced by pore pressure increase on internal boundaries, and (M1c) the
effective stress change induced by pore pressure increase on internal boundaries. Input parameters
are listed in Table 2 and the values of these parameters are chosen from the literature [2,8]. Then,
a series of numerical conditions as listed in Table 3 are simulated to investigate the impacts of factors,
involving fracture properties, matrix permeability, injection processes and confining pressure, on the
matrix–fracture interaction.
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Figure 4. Boundary conditions for different treatment of the fracture. (a) The fracture is regarded as a
void; (b) the fracture is regarded as a soft inclusion.

Table 2. Material properties used in simulations.

Parameter
Matrix-fracture Model

CH4

Verification Model
CO2

Matrix porosity, ϕm0 0.05 0.027
Matrix permeability, km0 (m2) 10−20 4 × 10−23

Matrix density, ρc (kg/m3) 1500 1500
Matrix Young’s modulus, Em (GPa) 3.95 5.42
Fracture Young’s modulus, Ef (GPa) - Em/2000

Poisson ratio, v 0.1 0.34
Biot’s coefficient, α 0.66 0.66

Langmuir strain constant, εL 0.03 0.0119
Langmuir volume constant, VL (m3/kg) 0.01316 0.0477
Langmuir pressure constant, PL (MPa) 3.96 2.76

Gas density at standard condition, ρga (kg/m3) 0.717 1.96
Gas viscosity, μ (Pa·s) 1.2278 × 10−5 1.84 × 10−5

Temperature, T (K) 298.15 298.15
Confining pressure, Pcon (MPa) 0 0

Initial reservoir pressure, Pini (MPa) 0 0
Injection pressure increment, Pc (MPa) 6 -

Injection starting time, tp (s) 5 -
Injection speed characteristic time, td (s) 750 -

Table 3. Simulations for the investigation of dynamic fracture–matrix interaction.

Parameter Investigated Value

Fracture properties, Ef Void, Em/1000, Em/100, Em/10
Initial matrix permeability, km0 (m2) 10−18, 10−20, 10−22, 10−24

Injection speed characteristic time, td (s) 5, 100, 750, 10,000
Injection pressure increment, Pc (MPa) 2, 4, 6, 8

Confining pressure, Pcon (MPa) 0, 4, 8, 12

4. Results and Discussion

4.1. Analysis of Evolving Mechanisms

As shown in Equation (30), we use the characteristic time to define the injection process—a smaller
characteristic injection time indicates faster injection. If the characteristic injection time is extremely
small, then the fracture pressure reaches the maximum pressure (essentially) immediately. In this
simulation, the characteristic time is set to 5 s to replicate a very rapid injection process.

As discussed in Section 2, the changes in fracture pressure, body force and effective stress at
boundaries are three influencing factors and they are all related to the pressure. The pressure evolutions
at four representative points within the medium are shown in Figure 5 and the evolutions of fracture
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aperture due to different mechanisms are shown in Figure 6a,b. Four representative points are chosen
to illustrate the area of gas propagation within the matrix and to interpret the various mechanical
responses. The pressure at Point A represents the fracture pressure, which acts as an internal boundary
stress applied to the matrix and opens the fracture due to matrix contraction; Point B and Point D
are the nearest external points in the horizontal and vertical directions, respectively, which represent
the initiation of gas storage and the effective stress change at the external boundaries; Point C is the
furthest external point within the matrix and represents the lowest zone to gain gas increase. From
Figure 5, the fracture pressure reaches a maximum pressure at about 40 s, Point D and Point B begin
to increase gas pressure at about 300 s and 700 s, respectively and the gas propagates to all external
boundaries of the matrix at about 1000 s. As shown in Figure 6a,b, these four representative times are
closely related to the deformation induced by different mechanisms:

(1) Gas injection with increasing pressure inflates the fracture due to an increase in the external stress
applied to the internal boundaries but narrows the fracture aperture due to the increase of the
pore pressure on the internal boundaries. These two effects are enhanced from 5 s to 40 s due to
the continuous increase in fracture pressure and remain unchanged after the fracture pressure
reaches the maximum. It should be noted that the effect of the body force is determined by the
gas pressure gradient in the matrix, thus it can be influenced by the increasing rate of the fracture
pressure rather than the fracture pressure itself.

(2) From 40 s to 300 s, the fracture pressure remains constant, causing no change to the opening or
narrowing effects induced by effective stress on the internal boundaries, and the pore pressure on
the external boundaries remains at the initial value. This induces no change in effective stress on
the external boundaries and has a null effect on fracture aperture change. However, the opening
effect induced by the body force is slightly weakened as the gas propagates into the matrix.

(3) From 300 s to 700 s, the pore pressure on the external vertical boundaries increases gradually and
the pressure gradient on the boundary further drives gas transport inside. During this period,
the horizontal body force decreases while the vertical body force continues to increase, leading
to the enhanced opening of the fracture. The pore pressure increase on the external vertical
boundaries results in a horizontal stress, leading to the narrowing of the fracture.

(4) From 700 s to 4000 s, the pore pressure on the external horizontal boundaries increases gradually,
and the gas is transported from the center to the corner as driven by the pressure gradient. During
this period, both horizontal and vertical body forces decrease, and the fracture recovers from the
opening state. The pore pressure increase on the external horizontal boundaries generates vertical
stress. This leads to the fracture opening after counteracting the narrowing effect of horizontal
stress on the external vertical boundaries.

(5) From 4000 s, the pore pressure in the whole matrix is equalized with the fracture pressure,
and an ultimate equilibrium state is achieved.
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Figure 5. Temporal evolution of pore pressure at four representative points in the matrix.
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If the effects of the body force and the effective stress change on the boundaries are combined and
called the “effect of gas transport in the matrix” as shown in Figure 6b, the fracture would first narrow
and then rebound. The maximum reduction in fracture aperture induced by gas transport in the matrix
is 0.021 mm and the final fracture aperture increment is 0.003 mm. The trend of fracture aperture
change is similar to our previous results [2,37] that are obtained by ignoring the mechanical effects of
fracture pressure under the free swelling condition. Furthermore, it has been proposed that a switch
occurs from constant volume to constant stress boundaries during the stress-controlled coal swelling
process and the critical pressure or permeability should be used to define this boundary switch [27,43].
Clearly, the concept of such a switch on the external boundaries is not reasonable due to the reality
of unchanged boundary conditions. For the case of rapid injection under unconstrained boundary
conditions, the fracture still experiences a narrowing trend with injection time, and the critical time
for the fracture aperture rebound is at about 300 s, the time at which the pressure at the nearest
point on the external boundaries increases. The effects of gas transport in the matrix and fracture
pressure on the bulk deformation are expressed in terms of the displacement of Point B and Point D
as shown in Figure 7. It can be seen that the gas transport process causes the matrix to experience
a transition from contraction to expansion in the vertical direction due to the rectangular geometry of
the fracture. Although the horizontal expansion is greater than that in the vertical during gas transport,
the discrepancy between horizontal and vertical expansion would vanish as a final equilibrium state
results. The final values of both vertical and horizontal displacements is 0.075 mm. The equivalent
effective stress change in terms of pore pressure produces a uniform volume strain in the matrix,
leading to the equivalent bulk deformation in all directions and uniform matrix permeability as shown
in Figure 8. At 300 s, the ratio of the vertical displacement to the final displacement is ~10%, while the
ratio of the horizontal displacement to the final displacement is ~61%, meaning that the assumption of
a constant volume condition before the switch is triggered may result in unacceptable errors.

If the effect of fracture pressure increase is incorporated, the fracture aperture would increase, first
due to the stronger opening effect induced by the fracture pressure that overcomes the narrowing effect
induced by gas transport in the vicinity of the fracture. This will then decrease due to the narrowing
effect as the dominant mode with a final recovery to a stable value due to the expansion of gas invasion
area. From Figure 6b, it is apparent that the fracture aperture change has a peak value of 0.014 mm
and a minimum trough of 0.001 mm; the final value is obviously enlarged (from 0.004 mm to 0.026
mm). As shown in Figure 7, the bulk deformation of the matrix shows a horizontal contraction and
vertical expansion with the fracture pressure exerted on the rectangular fracture surface. Consequently,
the entire matrix would have a larger vertical expansion than the horizontal expansion, demonstrating
the heterogeneity of the matrix imposed by the fracture geometry.
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Figure 6. Temporal effects of different mechanisms on fracture aperture change. (a) Individual effect;
(b) combined effect.
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Figure 7. Temporal evolution of the bulk deformation of the representative component geometry.

The matrix permeability is also significant in controlling the coupled process and its evolution
controls the gas transport behavior during gas transport in the matrix. It is clear that the matrix
permeability varies with the change in volume strain, grain compression strain and sorption-induced
strain (see Equations (19) and (20)). Figure 9 shows typical volumetric strain and pressure evolution
in the matrix domain at Point F, and Figure 10 presents the temporal evolution of permeability ratio
for three domain points. As shown in Figure 9, the gas storage increases at Point E when t = 200 s,
before which the matrix volumetric strain is influenced by the fracture pressure increase and the gas
transport in the propagating zone. After 200 s, the volumetric strain is influenced by the pressure-based
sorption-induced strain and grain compaction strain. As a result, the effective volumetric strain for
the matrix pores also experiences an increasing-then-decreasing-then-increasing period, leading to
the same trend in matrix permeability as shown in Figure 10. Moreover, the permeability evolution
of three fiducial points within the domain all exhibit similar trends, despite different switch times
and different peak values, troughs and final values of the permeability ratio due to different positions
relative to the fracture. These demonstrate the distinct spatial and temporal characteristics within
fracture and matrix during gas transport from the fracture to the matrix.

 

Figure 8. Matrix volume strain distribution at different times.
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Figure 9. Evolution of volumetric strain and pore pressure at Point F, together with fracture pressure.
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Figure 10. Temporal evolution of matrix permeability ratio.

4.2. Impacts of Fracture Properties

Two different treatments of the fracture are used in this section to investigate and compare the
impacts of fracture properties on the fracture aperture change. Figure 11 illustrates the evolution of
fracture aperture change due to different fracture properties. The Young’s modulus of the fracture is
varied from 395 MPa to 3.95 MPa when the fracture is regarded as a soft inclusion. The results show
that Young’s modulus has a significant effects on the evolution of fracture aperture change. Although
the evolution of the fracture aperture change shows the same trend in all three cases, the magnitudes
of the peak, the trough and the final fracture aperture vary in each case due to the different Young’s
moduli of the fracture. As the Young’s modulus increases from 3.95 MPa to 395 MPa, the peak value
increases from 0.0036 mm to 0.0138 mm, the value of the trough increases from −4 × 10−5 mm to
0.0011 mm and the final value increases from 0.0062 mm to 0.025 mm. It is notable that the evolution of
the fracture aperture approaches that of the case with a fracture void when the Young’s modulus of the
fracture is reduced to one thousandth of the matrix Young’s modulus. This suggests that a reduction
factor for the stress induced by fracture pressure increase on the internal surfaces may be considered
due to the presence of coal fragment or of proppant.
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Figure 11. Evolution of fracture aperture change for different assumed fracture properties.

4.3. Impacts of Initial Matrix Permeability

Gas transport in the matrix is not only determined by the pressure gradient but also affected by
initial matrix permeability. Figure 12 illustrates the evolution of fracture aperture change for different
initial matrix permeabilities. The initial matrix permeability is varied from 10−18 m2 to 10−24 m2 when
the gas is injected. The results show that the initial matrix permeability has a significant effect on the
evolution of fracture aperture change. A peak and trough of fracture aperture change is observed in
the first three cases with all the aperture changes finally approaching the same value (about 0.026 mm).
Because the matrix permeability of 10−24 m2 is very low, it requires a considerably longer time for
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the gas to transport into the matrix and fill the entire representative volume to the injection pressure.
If the simulation time is sufficiently long, the evolution of aperture change would follow the same
trend as the other three cases. As the initial matrix permeability decreases from 10−18 m2 to 10−22 m2,
the time when the aperture change reaches the peak value varies from 7 s to 28 s while the time for
aperture change to reach the trough increases from 12 s to 3 × 104 s. The trough values of aperture
change are close to 0.0011 mm, while the peak values differ greatly. The peak value of aperture
change increases from 0.0022 mm to 0.022 mm with the initial matrix permeability decreasing from
10−18 m2 to 10−22 m2.

The initial matrix permeability affects the process of gas transport and adsorption in the matrix.
With an increasing initial matrix permeability, the gas flow from fracture to matrix and the gas transport
within the matrix become more rapid, which may cause the gas to transport to the external boundaries
before the injection pressure reaches the maximum. Then the significant effect of gas transport in the
matrix advances the switch from increase to decrease in overall aperture change. If the initial matrix
permeability is sufficiently high to instantly fill the matrix at the injection pressure, the switching of gas
transport vanishes and the overall fracture aperture would increase to the final value with increasing
time or injection pressure. Conversely, if the initial matrix permeability decreases, the narrowing
effect induced by gas transport weakens in the early period, leading to a dominant effect of fracture
pressure and in increasing the peak value of overall fracture aperture change. When the matrix
becomes impermeable, the peak value of the aperture reaches its maximum. The reason why the
trough in the fracture aperture remains almost unchanged may be since the initial matrix permeability
merely prolongs the time for gas transport to the external boundaries but exerts little impact on the
gas pressure distribution. It is notable that there exists a constant difference between the maximum
peak value and the final value of the fracture aperture change, or between the final values of fracture
aperture change in the cases of an impermeable matrix and instantly-filled matrix, which is equivalent
to the aperture change induced by matrix swelling when pressure equilibrium is achieved.
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Figure 12. Evolution of fracture aperture change for different initial matrix permeabilities.

4.4. Impacts of Injection Processes

The injection process controls the fracture pressure and the rate of pressure increase on internal
boundaries. This influences the fracture aperture change induced by the mechanical effects of fracture
pressure and the swelling effect of gas transport in the matrix. The injection rate characteristic time and
the injection pressure increment are two important factors controlling the injection processes. A higher
characteristic time indicates a lower rate to get to the maximum injection pressure, while a higher
increment means a larger magnitude of the maximum injection pressure.

4.4.1. Impacts of Injection Characteristic Time

Figure 13 illustrates the evolution of each component in overall fracture aperture change, fracture
pressure and pore pressure at Point D for different injection rate characteristic times. The injection
characteristic time is varied from 5 s to 104 s and the results show that the injection characteristic
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time has a significant effect on the evolution of fracture aperture change. A peak and trough in the
fracture aperture change is observed in all four cases; however, the magnitude of the peak and trough
and the time when fracture aperture change switches vary in each case, due to the different injection
characteristic times.

The maximum reduction in fracture aperture induced by gas transport is ~0.02 mm when the
characteristic time is 100 s. This is almost as large as that for the case with a characteristic time of
5 s, while the maximum reduction is only 0.01 mm in the case with a characteristic time of 104 s.
A comparison in the pressure evolution suggests that whether the maximum reduction of fracture
aperture induced by gas transport in the matrix and the switch time vary depends on relationships
between the required times for the fracture pressure to reach the maximum (denoted by t1) and for
gas transport to Point D (denoted by t2): if t1 ≤ t2, the maximum reduction changes slightly and the
switch time is equivalent to t2; if t1 > t2, the maximum reduction decreases with increasing injection
characteristic time, and the switch time then gradually lags behind due to the increasing body force
induced by the injection pressure increase.

The overall aperture change is the combination of the aperture change induced by gas transport
in the matrix and the fracture pressure increase. When the characteristic time is 750 s, the peak value of
the overall aperture change is only 4.6 × 10−4 mm, about 3% of that in the case with characteristic time
is 5 s. The trough in the overall aperture change decreases from 1.1 × 10−3 mm to −3 × 10−3 mm as
the characteristic time varies from 5 s to 104 s. With an increase in the characteristic time, the time for
the occurrence of the peak value grows from 15 s to 500 s due to the slowdown in the fracture pressure
increase while that of the valley grows from 300 s to 4500 s due to the decrease of the pressure gradient
within the matrix.

These results indicate that if the injection speed characteristic time approaches infinity, the whole
system is always in a state of equilibrium and the fracture aperture change gradually increases with
the equilibrium pressure due to the decrease in effective stress and increase in fracture pressure. This is
consistent with the results obtained from the assumption of local equilibrium.
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Figure 13. Evolution of each component in overall aperture change from fracture pressure and pore
pressure at Point D at different injection characteristic times. (a) td = 5 s; (b) td = 100 s; (c) td = 750 s;
(d) td = 10000 s.
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4.4.2. Impact of Injection Pressure Increment

The evolution of fracture pressure and pore pressure at Point D at different pressure increments is
shown in Figure 14. This indicates that the injection pressure increment only changes the amplification
of the fracture pressure increase without impacting the time to reach the maximum. As the fracture
pressure rapidly reaches the maximum, the aperture change induced by fracture pressure and gas
transport in the matrix is proportional to the ratio of injection pressure increment soon after the injection
initiates. The time for the peak fracture aperture change to occur remains unchanged as illustrated in
Figure 15. However, the gas transport in the matrix accelerates due to the increase in pressure gradient
during continuous injection, advancing the time of gas transport to Point D or the occurrence of the
trough in fracture aperture change. The time for the trough is ~200 s when the pressure increment is
8 MPa, while it increases to 1500 s as the pressure increment drops to 2 MPa. Notably, the switch in
aperture change is abrupt for the case with a pressure increment of 8 MPa, compared to the relatively
smooth transition in the other three cases. Moreover, whether the trough of the aperture change is
negative or positive depends on the relative magnitude of the maximum increase in aperture change
induced by fracture pressure and the aperture maximum reduction induced by gas transport in matrix.
For the simulation cases in this section, injection pressure increments of 2 MPa and 4 MPa can both
cause the maximum reduction in aperture change induced by gas transport that are higher than
the maximum increase of aperture change induced by fracture pressure. The maximum increase in
fracture aperture change induced by fracture pressure is 0.015 mm in the case for an injection pressure
increment of 4 MPa, less than the maximum reduction of aperture change induced by gas transport of
0.017 mm, leading to the trough in the fracture aperture change equivalent to −0.02 mm.
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Figure 14. Evolution of fracture pressure and pore pressure at Point D for different injection pressure
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4.5. Impacts of Confining Pressure

Figure 16 illustrates the evolution of fracture pressure, the pore pressure at Point D and the
fracture aperture change at different confining pressures. The results show that the confining pressure
changes the initial and final fracture aperture and has little impact on the trend of fracture aperture
change. As the confining pressure increases from 0 to 12 MPa, the initial fracture aperture reduces
by 0.046 mm as well as the peak and troughs of fracture aperture. Simultaneously, the time for gas
transport to Point D increases from 300 s to 400 s, slightly postponing the occurrence of the trough
in the aperture. The confining pressure acts as an external stress and causes matrix shrinkage and
fracture closure. However, the confining pressure is usually applied before the injection begins,
which induces compressive deformation of the fracture and the matrix and thus forms a different initial
fracture geometry and uneven distribution of initial matrix permeability, as illustrated in Figure 17.
The permeability ratio of the transient value to the initial value is often used. However, the uneven
deformation due to confining pressure presents a significant challenge in determining the initial
permeability of both the matrix and fracture.
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Figure 17. Uneven deformation and permeability ratio in the matrix induced by different
confining pressures.

5. Verification with Experimental Data

Experimental data measured under stress-controlled conditions are now used to verify our model.
The coal core sample contains an induced fracture to increase the initial permeability. This is completed
by applying a compressive load to the cylindrical surface as in experiments conducted by Siriwardane
et al. [15] to investigate the influence of CO2 exposure on coal permeability. In this study, the virtual
core representing the sample is cylindrical with a throughgoing fracture. The fracture is located at the
center of the circular section with a diameter of 0.0375 m, as illustrated in Figure 18a. The fracture
length is 0.03 m to obtain a contact ratio of 20% and the fracture aperture calculated from the initial
permeability is 7 × 10−7 m, based on equivalent mass flow. Due to the contact area, roughness and
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tortuosity, the hydraulic aperture is smaller than the mechanical aperture [44,45]. In the simulation,
the initial equivalent mechanical aperture is set to 3.5 × 10−6 m. It is noted that the initial fracture
aperture is the mean value after the confining pressure is applied around the sample and a fracture
pressure of 10 MPa is applied on the fracture boundaries. One quarter of the typical section is chosen
as the simulation model and the corresponding boundary conditions are illustrated in Figure 18b.
In the simulation, the properties of the matrix for the fractured sample is required, which are missing
from the experiments. Therefore, we may only assume their values based on the literature [8,34] as
listed in Table 2.
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Figure 18. Verification model. (a) Typical section of coal sample; (b) Model implemented in
the simulation.

5.1. Evolution of Fracture Permeability

Figure 19 illustrates the distribution of the permeability ratio along the fracture at different times
for the case of a fractured core sample exposed to CO2. The normalized distance represents the ratio
of the distance from the fracture center (L) to half the fracture length (Lf). As apparent in Figure 19,
fracture permeability at different locations experiences different evolutions over the simulation period.
The part of the fracture with a normalized distance less than 0.8 continues to narrow, while that
outside this normalized distance (greater than 0.8) rebounds after experiencing initial narrowing with
a different reduction ratio. From the trend of the permeability ratio (Figure 19), the outer part of the
fracture rebounds faster, indicating that the central part with a continuous permeability decrease also
rebounds as the gas propagates to the distal matrix, if given sufficient time. The distance from the
fracture to its perpendicular boundary increases from the end of the fracture to its center, and this
may represent a constraint for fracture deformation induced by matrix swelling. At first, the CO2

propagates in the vicinity of the fracture surface, and the induced swelling stress perpendicular to the
fracture surface resulting from gas adsorption is shared by the matrix in the perpendicular direction.
This may explain why the permeability of the fracture center decreases and then rebounds slowest in
the case of a circular matrix.

The permeability ratio recovered from the experimental results is shown in Figure 20, together
with the evolution of average fracture permeability ratio. When the coal matrix is exposed to CO2

at a pressure of 10 MPa for 80 h, the local swelling induced by gas adsorption has an important
impact on fracture permeability—the initial permeability is reduced by approximately one order of
magnitude. Specifically, the average fracture permeability decreases dramatically with a reduction
ratio of 70% over the initial period of 10 h. Then, the permeability decrease gradually slows with the
sequential reduction ratio of 20% in the next 40 h and, finally, the permeability asymptotes to a constant
magnitude. As apparent from Figure 19, all the fracture would compact rapidly. When t = 10 h,
85% of the fracture proximal to its center has a reduction ratio in the range 60%–90%. Subsequently,
an increasing proportion of the outer part of the fracture begins to rebound and the central part of
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the fracture further narrows. The increase in the rebounding part, and its extent, slows the average
permeability decrease, and the average permeability remains stable due to the equivalent effects of
fracture narrowing and rebound. When t > 80 h, the rebounding effects may get stronger than the
narrowing effect, leading to the recovery of average fracture permeability ratio.
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Figure 19. Distribution of permeability ratio along the fracture.
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5.2. Sensitivity of Initial Matrix Permeability

As discussed in the previous section, the initial matrix permeability plays an important role
in the permeability evolution. In the experiment conducted by Siriwardane et al. [15], the average
fracture permeability continues to decrease over 80 h, by contrast with other experimental observations
of permeability recovery. This monotonic decrease results because the experiments were ended
while the local swelling was still the dominant mechanism—resulting in permeability reduction,
alone. This stability in permeability evolution results from the close competitive effects of fracture
narrowing due to local swelling and fracture opening due to global swelling at some time stage [27],
instead of the disappearance of matrix swelling due to gas pressure equilibrium [34]. In order to
obtain different permeability evolution in fractured coal exposed to CO2, three different initial matrix
permeabilities are adopted and the evolution of the average fracture permeability ratio is illustrated
in Figure 21. When initial matrix permeability increases from 4 × 10−23 m2 to 4 × 10−21 m2, gas
propagation into the matrix accelerates and the time for gas transport to reach the external boundaries is
shortened. As a result, the rebound in the permeability the entire fracture appears in advance, leading
to a shortened period for the reduction of the average fracture permeability ratio. This is consistent
with the previous view that the central part of the fracture would rebound after longer than 80 h,
when initial matrix permeability is assumed to be 4 × 10−23 m2. As apparent in Figure 21, the stage of
stable fracture permeability is observed during the rebounding of average fracture permeability and
this stable permeability lasts for ~8 h when the initial matrix permeability is 4 × 10−21 m2. The stability
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of the average fracture permeability during the rebound stage is the combined result of nearly-matched
opposing effects of local swelling and global swelling. As illustrated in Figure 22, the fracture outer
part, during this stage, is wider than its initial value. This is induced by the cumulative local swelling
of the central part. With a gradual switch from local swelling to global swelling within the fracture,
the outer part of the fracture narrows while the central part opens.

With continuous gas transport into the matrix, the matrix ultimately has a uniform equivalent
pore pressure and consequently no swelling deformation induced by gas adsorption. As a consequence,
the fracture permeability remains stable. The final fracture permeability is slightly greater than the
initial value, and the increase in amplitude can reach a maximum of the swelling deformation of coal
bridges induced by gas sorption and pore pressure increase.
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Figure 21. Evolution of fracture average permeability ratio at different initial matrix permeabilities.
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6. Conclusions

In this study, a matrix–fracture interaction model is applied to investigate the transient response
of coal deformation and permeability to the temporal and spatial variations of effective stresses under
mechanically unconstrained conditions. The effect of the increase in fracture pressure on the change in
fracture aperture and on bulk deformation is incorporated into the matrix–fracture interaction and
the individual effects of different mechanisms are evaluated. The impact of fracture properties, initial
matrix permeability, injection processes and confining pressure are separately evaluated. Based on the
model results, the following major conclusions are drawn:

• The evolution of coal permeability under unconstrained conditions is primarily controlled by
the fracture pressure and gas transport in the matrix. The evolution of the non-equilibrium
permeability, from the initial equilibrium permeability (when the matrix pressure is equalized
with the fracture pressure prior to injection) to the final equilibrium permeability (when the
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matrix pressure is equalized with the matrix pressure after the gas injection) exhibits three distinct
stages. In the case of gas injection, these three stages are (1) an increase in permeability due
to the increased injection pressure; (2) a reduction due to the localization of matrix pressure in
the vicinity of the fracture wall; and (3) recovery due to the equilibration of matrix pressure
throughout the matrix block.

• The duration of the transient period, from the initial equilibrium state to the ultimate equilibrium
state, is determined both by matrix transport properties and by loading processes on external
boundaries and within the internal boundaries (interfaces between matrixes and fractures).
For coal, this transient period may be extremely long, due to its low matrix permeability. This
suggests that the permeabilities measured in many laboratory experiments may not indeed be
equilibrium permeabilities, as represented in publications, and that experiments of extended
duration should be developed to measure the non-equilibrium permeability in the transient state.
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Abstract: The characteristics of the nanopore structure in shale, tight sandstone and mudstone
from the Ordos Basin of China were investigated by X-ray diffraction (XRD) analysis, porosity and
permeability tests and low-pressure nitrogen adsorption experiments. Fractal dimensions D1 and D2

were determined from the low relative pressure range (0 < P/P0 < 0.4) and the high relative pressure
range (0.4 < P/P0 < 1) of nitrogen adsorption data, respectively, using the Frenkel–Halsey–Hill
(FHH) model. Relationships between pore structure parameters, mineral compositions and fractal
dimensions were investigated. According to the International Union of Pure and Applied Chemistry
(IUPAC) isotherm classification standard, the morphologies of the nitrogen adsorption curves of
these 14 samples belong to the H2 and H3 types. Relationships among average pore diameter,
Brunner-Emmet-Teller (BET) specific surface area, pore volume, porosity and permeability have been
discussed. The heterogeneities of shale nanopore structures were verified, and nanopore size mainly
concentrates under 30 nm. The average fractal dimension D1 of all the samples is 2.1187, varying
from 1.1755 to 2.6122, and the average fractal dimension D2 is 2.4645, with the range from 2.2144 to
2.7362. Compared with D1, D2 has stronger relationships with pore structure parameters, and can be
used for analyzing pore structure characteristics.

Keywords: nanopore; pore structure; shale; tight sandstone; mudstone; nitrogen adsorption; fractal

1. Introduction

In recent years, global energy shortages have led to more attention being paid to unconventional
oil and gas sources, such as tight oil and shale gas [1,2]. The pore-size of unconventional reservoir
formations such as shale and tight sandstone generally spans from micropore to mesopore and
macropore. In shale a very complicated pore structure is the result of a wide pore-size distribution
and abundant organic matter [3]. Therefore, it is a huge challenge to explore unconventional resources
effectively. The study of nanopore structure characteristics of unconventional reservoirs is important
for their effective development, as nanopores can contain huge amounts of oil and gas.

There exist various techniques to investigate the characteristics of shale and tight sandstone
and their respective nanopore structures, e.g., via mercury intrusion [4,5], field emission scanning
electron microscopy, transmission electron microscopy (TEM), and gas adsorption analysis [6].
For example, Ghanbarian et al. analyzed 18 tight-gas sandstones from Texas by mercury intrusion
experiments, and the EMA model was used to estimate bulk electrical conductivity and permeability [7].
Low-pressure gas adsorption measurements are very important for characterization of the gas shale
pore system. Based on scanning electron microscopy and nitrogen adsorption experiments, Chen et al.
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found that most of the pores in shale are composed of organic pores and the pores in clay mineral
layers [8]. Millán et al. proposed a truncated version of the fractal Frenkel-Halsey-Hill (FHH) model
for describing H2O-vapor adsorption and 48 H2O-vapor adsorption isotherm data was used to verify
the model [9]. Yang et al. conducted low-pressure nitrogen adsorption studies on eight core samples
from upper Ordovician lower Silurian oil reservoirs in the south of Sichuan Basin to better understand
the reservoir characteristics of organic-rich shale [10]. In addition, fractal theory has been used to
evaluate the pore structure in porous media. Wang et al. compared six different fractal models
for calculating the fractal dimensions from mercury intrusion capillary pressures, and an optimal
fractal model for analyzing petrophysical properties was recommended [11]. Based on nitrogen
adsorption experiments, Ming et al. found that the fractal dimensions of shale have a good positive
correlation with total pore volume, micropore volume and mesopore volume, but a poor correlation
with macropore volume [12]. Xiong et al. used the FHH model to calculate surface fractal dimensions
and volume fractal dimensions from nitrogen adsorption data [13]. Shao et al. analyzed the pore
throat structure and fractal characteristics of Longmaxi shale with a series of experiments, and found
that shale pore structure is mainly determined by total organic carbon content and thermal maturity,
which also affects the value of the fractal dimensions [14]. Li et al. used the FHH model to obtain
the fractal dimensions of shale, and the relationships between the calculated fractal dimensions and
shale composition and total organic matter content were studied [15]. In this paper, fractal theory was
used to study the nanopore structure characteristics of shale, tight sandstone and mudstone from the
Yanchang Formation in the Ordos Basin of China based on the nitrogen adsorption experiments. The
relationships between the calculated fractal dimensions and pore structure parameters, such as pore
diameter and pore volume, were investigated.

2. Core samples and Experiment Results

2.1. Core samples

A total of 14 core samples, including 10 shale core samples, three tight sandstone core samples
and one mudstone core sample collected from the Ordos Basin of China were selected in this study.

All samples are taken from fresh cores of different underground depths. The parameters of the
collected samples are summarized in Table 1.

Table 1. The information of collected samples in this study.

Core No. Top Depth Bottom Depth Lithology

2 2069.88 2070.00 Shale
8 2070.77 2070.87 Shale
10 2071.08 2071.25 Shale
17 2071.98 2072.08 Shale
26 2073.18 2073.30 Shale
33 2074.19 2074.35 Shale
14 2000.78 2000.94 Silty mudstone

53–54 2005.19 2005.40 Sandstone
42 2028.72 2029.00 Fine sandstone
58 2049.93 2050.09 Shale
24 2054.12 2054.33 Sandstone
32 2073.93 2074.19 Shale

32–2 2073.93 2074.19 Shale
58–2 2049.93 2050.09 Shale

2.2. X-ray diffraction (XRD) measurements

XRD is an effective technique to analyze mineral composition and content. Its theoretical basis
is that X-rays will diffract in different directions and the mineral composition and structure can be
determined by measuring the intensities and angles of these diffracted X-ray beams. As shown
in Table 2, the contents of each component in shale and tight sandstone are significantly different.
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Although the four samples are both rich in clay minerals and quartz, the clay content in shale is greater
than in tight sandstone. The clay content for shale samples ranged from 24.8% to 35.0%, while for tight
sandstone the clay content varied from 13.3% to 19.8%. The shale quartz content is between 23.3% and
37.2%, and less than that in sandstone, which varies between 60.9% and 61.3%. The content of potash
feldspar in shale and sandstone is not that much, with contents between 0.5%–2.0% and 0.3%–1.4%,
respectively. Plagioclase feldspar contained in shale is not as abundant as in sandstone, which is about
6% more than shale. The shale also contains a large proportion of pyrite, and sample 32 even contains
42.5% pyrite, while no pyrite can be found in sandstone. In general, the total amount of clay minerals
and non-clay minerals in shale and sandstone samples are significantly different.

Table 2. Mineralogical composition results and total clay.

Core
No.

Lithology
Total

Clay (%)

Mineralogical Composition Results (%)

Quartz Potash Feldspar Plagioclase Feldspar Calcite Dolomite Pyrite

24 Sandstone 19.8 60.9 1.4 11.5 1.7 4.7 /
32 Shale 24.8 23.3 2.0 4.7 1.6 1.1 42.5
58 Shale 35.0 37.2 0.5 4.5 / 13.5 9.3
53 Sandstone 13.3 61.3 0.3 11.0 2.4 11.7 /

The relative contents of clay minerals of the four samples are given in Table 3. The samples do
not contain S and C/S, but I and I/S are the most abundant. The content of I is 41%–80% in shale and
40%–46% in tight sandstone. In addition to sample 32 without I/S, the I/S of the other three samples
is about 40%. This sample also contains certain kaolinite and chlorite. The content of kaolinite in
shale is higher than that in tight sandstone, but the content of chlorite in shale is less than that in tight
sandstone. The mixed-layer ratio of I/S in the sandstone is about 10%, but C/S mixed-layer is not
found in tight sandstone and shale samples.

Table 3. Relative clay mineral contents and mixed-layer ratio.

Sample
No.

Lithology
Relative Clay Mineral Contents (%) Mixed-Layer Ratio (%)

S I/S I K C C/S I/S C/S

24 Sandstone / 39 46 / 15 / 10 /
32 Shale / / 80 20 / / / /
58 Shale / 40 41 7 12 / 10 /
53 Sandstone / 34 40 6 20 / 10 /

Note: S: smectite; I/S: illite smectite mixed layer; I: illite; K: kaolinite; C: chlorite; C/S: chlorite smectite mixed-layer.

2.3. Low-Pressure Nitrogen Adsorption-Desorption Experiments

Low-pressure nitrogen adsorption-desorption experiments were conducted using an automatic
specific surface area & pore size analyzer produced by Quantachrome Instruments (Boynton Beach, FL,
USA). The shapes of the nitrogen adsorption-desorption isotherms can be used to analyze pore shapes.
Also, nitrogen adsorption-desorption data can be used to calculate the pore structure parameters.
For example, total pore volume can be calculated as the liquid molar volume of adsorbed nitrogen
at the relative pressure of 0.99. Total pore volume and pore size distribution can be calculated based
on the Barrett-Joyner-Halenda (BJH) model [16]. The principle of nitrogen adsorption is that the gas
adsorbed on a certain surface is taken as a function of the relative pressure of the adsorbent. Under the
constant temperature, the relationship between gas adsorption and gas balance relative pressure is the
adsorption isotherm.

Isothermal adsorption and desorption curves were obtained by nitrogen adsorption experiment
with relative pressure P/P0 as abscissa and adsorption amount as ordinate. The nitrogen adsorption
curves of 10 shale samples and one mudstone sample are shown in Figure 1, while the nitrogen
adsorption curves of three sandstone samples are given in Figure 2.
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Nitrogen adsorption-desorption curves can be used to characterize the characteristics of pore
complexity and shape. Figures 1 and 2 show that the adsorption-desorption curves of each sample
are slightly different in morphology, but the whole curve is inverted S-type. The adsorption process
can be divided into three stages: The first stage (0 < P/P0 ≤ 0.4) is the nitrogen adsorption of low
pressure stage, where the gas adsorption quantity increases slowly, and the adsorption isotherm is
a gentle upward convex shape. The first stage is the single-layer adsorption of nitrogen on the pore
surface, and the nitrogen adsorption curve appeared inflection point for monolayer adsorption to
the transition of multilayer adsorption [17]. In the second stage (0.4 < P/P0 ≤ 0.9), the adsorption
volume of the sample increases rapidly with the increase of relative pressure, and nitrogen adsorption
isotherm rises rapidly, which leads to a hysteresis loop, and this stage is a multi-molecular layer stage.
In the third stage (P/P0 > 0.9), with the increase of relative pressure, the amount of gas adsorption
increases dramatically.

Figure 1. Nitrogen adsorption-desorption curve of samples of shale and mudstone.
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Figure 2. Nitrogen adsorption-desorption curve of three sandstone samples.

When the relative pressure was close to the saturated vapor pressure, there is no adsorption
saturation phenomenon, and this is the capillary condensation stage of the sample. Due to the complex
pore structure of the experimental samples, capillary condensation phenomena happen in the substrate
surface, and the isothermal desorption curves of the samples show more obvious desorption hysteresis.
The desorption amount is far less than the adsorption amount, and then hysteresis loop appeared.
There are significant differences in the development morphology and connectivity of small pores and
the adsorption of nitrogen is not fully enclosed [18].

According to IUPAC isotherm classification standard, the morphology of the nitrogen adsorption
curves of the 10 shale samples and a mudstone one (sample 14) belong to the H2 and H3 type,
indicating that the pore morphologies of shale are mainly similar to ink bottle holes and sheet granular
matrix. As shown in Figure 2, the nitrogen adsorption curves of the sandstone samples are similar
to H3 type, which indicates that the sandstone pores are mainly composed of sheet particles with
non-rigid aggregate groove holes. As the pore openness is associated with increased rate of adsorption
line, the larger the increasing rate is, the larger the opening of sandstone pore will be.

3. Pore Size Distribution from Nitrogen Adsorption-Desorption Isotherms

3.1. Methods

3.1.1. Specific Surface Area

The BET equation derived by Brunauer, Emmett and Teller was used to calculate the specific
surface area with the range of relative pressure of 0.05–0.35 [19]. The surface area of porous media
can be calculated by the amount of gas monolayer adsorption according to the Langmuir monolayer
adsorption theory:

SBET = VmNA Am/22400W (1)

where NA is Avogadro constant; Am is the cross section area of adsorbed gas nitrogen molecule; W is
the quality of the medium; Vm is the nitrogen saturation adsorption amount in a single layer and can
be calculated by the BET equation:

1
V(p0/p − 1)

=
1

VmC
+

C − 1
VmC

p
p0

(2)

where V is total volume of adsorbed gases and C is a constant relating to adsorption.

3.1.2. Pore Size

The recurrence method is usually used to calculate the pore radius of different pore size intervals
based on the Kelvin principle based on the assumption of cylindrical pore [20]. Assume the thickness
of film adsorbed on the pore surface is t, and the internal radius of the pore with the radius rp is
reduced to rp − t, and can be calculated by [21]:
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ln(p/p0) =
−2γVm

RT(rp − t)
(3)

where γ is the surface tension at the boiling point of nitrogen; Vm is the molar volume of liquid
nitrogen; R is the gas constant; T is the boiling points (77K); p/p0 is the relative pressure of nitrogen.
The thickness of the liquid film adsorbed on the pore surface can be calculated by [22]:

t = [
13.99

0.034 − log(p/p0)
]
1/2

(4)

3.1.3. Pore Size Distribution

There are three different widely used methods for pore size distribution calculation based on
gas adsorption isotherm, including the BJH method, HK method and DFT method [23,24]. The three
method are introduced, respectively, and this paper uses the BJH model to calculate the pore
size distribution.

Barrett et al. analyzed the desorption process and proposed the BJH method to calculation pore
size distribution [16]. According to the desorption line of isothermal adsorption curve, the pore size
distribution is obtained by calculating the nitrogen adsorption amount when the relative pressure is
0.99. The calculation formula is as follows:

Vpn =

(
rpn

rkn + Δtn

)2
(

ΔVn − Δtn

n−1

∑
j−1

Acj

)
(5)

where Vpn is the pore volume; rpn is the maximum pore radius; rkn is the capillary radius; Vn is capillary
volume; tn is the adsorbed nitrogen layer thickness; Acj is the area after the emptying.

Horváth et al. proposed the HK method to calculation pore size distribution [25]:

w/w∞ = f (l − da) (6)

where w is the mass of nitrogen adsorbed on the pore surface; w∞ is the maximum amount of nitrogen
adsorbed into the pores at P/P0 = 0.9; l is the distance between the nuclei of the two layers; da is the
diameter of adsorbent. According to the adsorption capacity of different pore sizes, the pore size
distribution f can be obtained by plotting the curve of w/w∞ versus (l − da).

Seaton et al. [26] calculated the pore size distribution by the adsorption isotherm using the DFT
method firstly. Pore size distribution can be obtained by solving the following equation:

Nexp(P/P0) =
∫ Dmax

Dmin

NDFT(P/P0, D) f (D)dD (7)

where Nexp(P/P0) is the experimental isotherm; NDFT(P/P0,D) is the theoretical isotherm; D is the pore
size; f (D) is the pore size distribution.

3.2. Analysis of Experimental Results

The calculated specific surface area, pore volume and pore size of shale, tight sandstone and
mudstone are introduced respectively. Table 4 shows the calculation results for shale samples. It can
be observed that BET specific surface area of the 10 shale samples is distributed between 0.05175 m2/g
and 0.8988 m2/g, with an average of 0.2345 m2/g. The pore volume of BJH is distributed between
4.359 × 10−4 cc/g and 27.18 × 10−4 cc/g, with an average of 12.7 × 10−4 cc/g. The weighted
average pore diameter is between 12.72 nm and 63.8 nm, with an average of 30.9 nm. Shale has
the characteristics of small pore size and large BET specific surface area, which is similar to the results
presented in Literature [19].
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Table 4. The calculated specific surface area, pore volume and pore size of shale samples.

Core
No.

Specific Surface Area (10−2 m2/g) Pore Volume (10−4 cc/g) Pore Diameter (nm)

BET BJH DFT BJH DFT
Langmuir
Volume

Weighted Average
Pore Diameter

BJH DFT

2 28.30 28.60 27.67 21.58 14.21 1371.6 30.06 5.625 6.556
8 89.88 49.88 67.31 27.18 21.06 1886.5 13.02 3.414 4.887
10 22.22 16.08 16.45 6.808 5.161 455.5 12.72 3.454 6.079
17 20.22 17.31 18.84 9.686 7.641 640.7 19.66 3.414 6.079
26 24.24 20.83 24.61 17.50 12.68 1134.3 29.03 9.592 9.098
33 5.175 12.94 6.435 8.922 1.625 532.3 63.80 3.834 9.416
58 8.572 8.76 9.775 9.419 5.909 608.9 44.06 7.816 10.49
32 7.474 6.30 6.827 4.359 3.284 283.9 23.56 5.638 7.310

32-2 8.011 8.48 8.551 9.686 6.135 609.5 47.19 6.543 11.68
58-2 20.36 16.34 14.68 12.61 6.218 813 24.76 3.451 6.079

Average 23.45 18. 55 20.11 12.7 8.39 833.62 30.9 5.28 7.77

The pore structure parameters of the three tight sandstone samples obtained from the nitrogen
adsorption-desorption isotherms are listed in Table 5.

Table 5. The calculated specific surface area, pore volume and pore size of tight sandstone samples.

Core
No.

Specific Surface Area (10−2 m2/g) Pore Volume (10−4 cc/g) Pore Diameter (nm)

BET BJH DFT BJH DFT
Langmuir
Volume

Average Pore
Diameter

BJH DFT

24 23.70 17.23 23.54 31.25 15.36 2029.4 53.20 4.644 29.40
42 40.90 42.24 61.23 41.14 24.67 2624.1 39.79 6.547 12.55

53-54 18.60 20.17 30.10 24.84 12.04 1596.6 53.12 3.826 8.145
Average 27.73 26.55 38.29 32.41 17.36 2083.37 48.70 5.01 16.70

It is shown that the BET specific surface area of the three sandstone samples is distributed between
0.1864 m2/g and 0.4091 m2/g, with an average of 0.2231 m2/g. The pore volume of BJH is distributed
between 0.002484 cc/g and 0.004114 cc/g, with an average of 0.003241 cc/g. The average pore diameter
ranges from 39.79 nm to 53.20 nm, and the average pore diameter is 48.70 nm. Compared with shale,
BET specific surface area of the sandstone sample is smaller than that of the shale, and the pore volume
and the average pore diameter are larger than those of the shale.

The experimental data of the silty mudstone sample is shown in Table 6. The BET specific surface
area of the mudstone sample is 6.33 m2/g, the BJH pore volume is 93.46 × 10−4 cc/g, and the average
pore diameter is 7.272 nm. Compared with the shale and sandstone samples, the BET specific surface
area of the mudstone sample is much larger, and the pore volume and average pore diameter are
much smaller.

Table 6. The calculated specific surface area, pore volume and pore size of mudstone sample.

Core
No.

Specific Surface Area (m2/g) Pore Volume (10−4 cc/g) Pore Diameter (nm)

BET BJH DFT BJH DFT
Langmuir
Volume

Average Pore
Diameter

BJH DFT

14 6.33 2.689 5.738 93.46 103 7421.1 7.272 3.819 3.78

The pore size distributions of the 10 shales, one mudstone and three sandstones obtained from
the BJH method are shown in Figures 3–5, respectively. The abscissa value of the peak was marked
in the figures. As Figure 3 shows, the pore size distribution of shale has a certain heterogeneity, and
mainly concentrated under 30 nm, with at least one obvious peak value distributed in the range of
about 3–10 nm. Figure 4 shows that the pore size distribution of mudstone sample has only one peak
value which is not obvious, and the pore distribution is relatively uniform, and the pore diameter
are mainly below 30 nm. As shown in Figure 5, the pore distribution of the three sandstone samples
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mostly had two peaks from 3 nm to 10 nm, which was similar to shale. The peak value of No. 24 is
around 50 nm. Compared with shale and mudstone, the heterogeneities of tight sandstone pore are
relatively large, which also indicated that large and medium pores were the main contributors to gas
storage space.

Figure 3. The pore size distribution of shale calculated by BJH method (The peak values of pore size
distribution are marked by black circles, and the corresponding pore sizes are displayed).

Figure 4. The pore size distribution of mudstone calculated by BJH method (The peak values of pore
size distribution are marked by black circles, and the corresponding pore sizes are displayed).
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Figure 5. The pore size distribution of sandstone calculated by BJH method (the peak values of pore
size distribution are marked by black circles, and the corresponding pore sizes are displayed).

3.3. Pore parameter Relationships

The relationship between average pore diameter and pore volume of the 10 shale samples is
shown in Figure 6. It shows that there was no significant correlation between average pore diameter
and pore volume of shale. As shown in Figure 7, the BET specific surface area of shale sample is
negatively correlated with the average pore diameter, indicating that with the increase of average
pore size, shale pore heterogeneity as well as the roughness decreases, and the specific surface area
decreases. The relationship between shale pore volume and BET specific surface area is shown in
Figure 8. The specific surface area increases with increasing total pore volume, and the correlation
coefficient is nearly 0.7.

Figure 6. Relationship between average pore diameter and pore volume of shale samples.

Figure 7. Relationship between average pore diameter and BET specific surface area of shale samples.

Porosity and permeability of four core samples including three tight sandstone samples and
one mudstone sample were measured, as shown in Table 7. The porosity and permeability of the
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mudstone sample are ultra-low. The permeability of mudstone is one order of magnitude smaller
that of tight sandstone, and the porosity of mudstone is only slightly greater than 1%. Figure 9 shows
BET specific surface area decreases with the increase of permeability. The reason is that the larger the
permeability is, the larger the corresponding average pore size will be, and it can be verified with
Figure 10, which shows that the average pore size is positively correlated to the gas permeability.

Figure 8. Relationship between pore volume and BET specific surface area of shale samples.

Table 7. Summary of pore parameters of 3 sandstone samples and 1 mudstone sample.

Core
No.

Lithology
Porosity

(%)
Permeability

(mD)
BET Specific Surface

Area (m2/g)
Average Pore

Diameter (nm)
Pore Volume
(10−3 cc/g)

53–54 Tight sandstone 8.07 0.09 0.1864 53.12 2.48
42 Tight sandstone 6.49 0.027 0.4091 39.79 4.11
24 Tight sandstone 8.07 0.056 0.2366 53.20 3.13
14 Mudstone 1.05 0.0053 6.330 72.72 9.35

Figure 9. The relationship between gas permeability and specific surface area of 3 tight sandstone
samples and 1 mudstone sample.

Figure 10. The relationship between gas permeability and average pore diameter of 3 tight sandstone
samples and 1 mudstone sample.
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4. Fractal Analysis of Nitrogen Adsorption Isotherms

4.1. Principle and Fractal Dimension Calculation Process

Fractal theory has been widely used to characterize the pore structures of unconventional
reservoirs [27–30]. Fractal dimensions can quantitatively evaluate the heterogeneity of pore structure,
and generally, pore heterogeneity increases with the increasing fractal dimension [31]. There are many
models for calculating fractal dimension from nitrogen adsorption isotherms, including BET model,
FHH model, fractal Langmuir model and thermodynamic method, and the FHH model is the one
widely applied [32]. According to the FHH model, the fractal dimension D can be calculated from
nitrogen adsorption experiments with the following equation:

LnV = KLn[Ln(P0/P)] + C (8)

where P is the equilibrium pressure; V is the volume of adsorbed gas corresponding to equilibrium
pressure P; P0 is the saturation pressure, K is the slope of the logarithmic curve, which is related to the
adsorption mechanism and K = D − 3; C is a constant. If the pores has fractal characteristics, lnV and
ln(ln(P0/P)) will have a linear relationship [18].

The fractal dimension processes of the 10 shale samples are shown in Figure 11. The adsorption
and desorption curves of the experimental samples produce hysteresis loops when relative pressure is
about 0.4, indicating that there is a large difference in porosity before and after this relative pressure due
to different adsorption behaviors. There are two fractal characteristics in the study area. In this paper,
the fractal dimension calculated from the low relative pressure range of 0 < P/P0 < 0.4 is denoted as D1,
and the fractal dimension calculated from the high relative pressure range of 0.4 < P/P0 < 1 is denoted
as D2. The fractal dimension D1 characterizes the effect of van der Waals force and reflects the surface
roughness. The fractal dimension D2 represents properties of multi-layer adsorption, which can be used
to describe the spatial roughness and irregularity of pore structures [33,34]. Ghanbarian and Daigle
found that the cut-off values of the upper and lower boundaries of fractal regions have a significant
impact on the results of fractal dimension calculation [35]. Meanwhile, when the curve is segmented,
the boundaries of relative pressure is not constant at 0.4. In order to ensure the accuracy of fractal
dimension calculation, this paper divides the curve according to the change of slope. The segmentation
points of the curve are shown in Table 8.

Table 8. The upper and lower boundaries of relative pressure for fractal dimension calculation.

Core No.
Upper and Lower Boundaries of Relative Pressure for Each Fractal Regime

Initial Point Segmentation Point Ending Point

2 0.0099 0.4990 0.9954
8 0.0096 0.3001 0.9896
10 0.0101 0.4035 0.9944
17 0.0100 0.4004 0.9948
26 0.0099 0.4493 0.9943
33 0.0098 0.3990 0.9953
14 0.0098 0.4003 0.9943
24 0.0099 0.3010 0.9938
32 0.0098 0.2995 0.9944

32-2 0.0095 0.3998 0.9938
42 0.0098 0.4011 0.9888

53-54 0.0096 0.4016 0.9945
58 0.0097 0.2999 0.9941

58-2 0.0545 0.3146 0.9947

In Figure 11, the curves for calculating fractal dimension D1 and D2 are displayed. For the core 2,
core 26 and core 33, the slopes of the two curves before and after the segmentation points are close
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to each other can be fitted by a straight line. The reason is that the pore radii of these cores are small
and their distributions are concentrated, which leads to that their surface fractal dimensions are close
to the volume fractal dimension. For the core 32–2, the curve of D2 calculation is not linear and the
linear correlation is very poor. Therefore, the fractal dimension D2 of core 32–2 was not calculated.
The values of D1 and D2 are shown in Table 9. D1 is distributed between 1.67 and 2.5265 with an
average value of 2.1975, D2 is distributed between 2.3076–2.6463 with an average value of 2.4791.

Figure 11. The curves of fractal dimension calculation for 10 shale samples.

The curves of fractal dimension calculation for the three tight sandstone samples and one
mudstone sample are shown in Figures 12 and 13, respectively, and the calculated fractal dimensions
D1 and D2 are shown in Tables 10 and 11, respectively.
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Table 9. The calculated fractal dimensions of 10 shale samples.

Core No.
0 < P/P0 < 0.4 0.4 < P/P0 < 1

K1 D1 = 3 + k1 R2 K2 D2 = 3 + K2 R2

2 −0.4735 2.5265 0.951 −0.5561 2.4439 0.9855
8 −0.8963 2.1037 0.9845 −0.3592 2.6408 0.9988

10 −1.33 1.67 0.9872 −0.3537 2.6463 0.9877
17 −0.7072 2.2928 0.9922 −0.4524 2.5476 0.9958
26 −0.5364 2.4636 0.982 −0.6123 2.3877 0.981
33 −0.7461 2.2539 0.9775 −0.6924 2.3076 0.9684
58 −0.7611 2.2389 0.9816 −0.6147 2.3853 0.9967
32 −0.9693 2.0307 0.9746 - - -

32-2 −0.3878 2.6122 0.7652 −0.7856 2.2144 0.9962
58-2 −1.8245 1.1755 0.9783 −0.464 2.536 0.9923

Average −0.8632 2.1368 0.9574 −0.5416 2.4584 0.9898

Figure 12. The curves of fractal dimension calculation for 3 tight sandstone samples.

Figure 13. The curves of fractal dimension calculation for 1 mudstone sample.

Table 10. The calculated fractal dimensions of three tight sandstone samples.

Core No.
0 < P/P0 < 0.4 0.4 < P/P0< 1

K1 D1 = 3 + k1 R2 K2 D2 = 3 + K2 R2

53–54 −1.1952 1.8048 0.9646 −0.5907 2.4093 0.9971
42 −0.8474 2.1526 0.9169 −0.6247 2.3753 0.994
24 −1.2059 1.7941 0.9525 −0.6013 2.3987 0.9611

Average −1.0828 1.9172 0.9447 −0.6056 2.3944 0.9841

Table 11. The calculated fractal dimensions of one mudstone sample.

Core No.
0 < P/P0 < 0.4 0.4 < P/P0 < 1

K1 D1 = 3 + k1 R2 K2 D2 = 3 + K2 R2

14 −0.4577 2.5423 0.9978 −0.2638 2.7362 0.9856
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For the tight sandstone samples, the calculated D1 changes from 1.7941 to 2.1526 with an average
value of 1.9172, and D2 varies from 2.3753 to 2.4093 with an average value of 2.3944. The correlation
coefficient R2 is close to 1, indicating that the pores in tight sandstone has good fractal characteristics.
For the mudstone sample, the calculated D1 is 2.5423 and the calculated D2 is 2.7362. It can be found
that the values of D1 and D2 of mudstone are largest, followed by shale, and the values of D1 and D2

of tight sandstone are smallest.
As shown in Tables 9–11, it can be found that the surface fractal dimension D1 is generally less

than the volume fractal dimension D2. The relationship between the fractal dimension D1 and D2 for
shale samples is shown in Figure 14. The fractal dimension D2 decreases with the fractal dimension D1

increasing. The surface fractal dimensions D1 of the cores 10, 24, 53-54, 58-2 are less than 2 which are
not in the typical range: 2 < D < 3 for three-dimensional space. Ghanbarian-Alavijeh et al. believed that
the fractal dimension can be -∞ when the pore size is the same, and demonstrated that theoretically
fractal dimension can range between −∞ and 3 [36]. Therefore, the fractal dimension D1 less than 2
is acceptable.

Figure 14. Relationship between the fractal dimension D1 and D2 of shale samples.

4.2. Relationship between Fractal Dimensions and Pore Structure Parameters

A summary of fractal dimensions and pore parameters of shale, sandstone and mudstone samples
as shown in Table 12. The relationships between the calculated fractal dimensions and pore structure
parameters will be studied below.

Table 12. Summary of fractal dimensions and pore parameters of shale, sandstone and mudstone.

Core
No.

D1 D2
Specific Surface Area

(m2/g)
Average Pore Diameter

(nm)
Porosity

(%)
Langmuir Volume

(10–4 cc/g)
Permeability

(mD)

2 2.5265 2.4439 0.283 30.06 - 1371.6 -
8 2.1037 2.6408 0.8988 13.02 - 1886.5 -
10 1.67 2.6463 0.2222 12.72 - 455.5 -
17 2.2928 2.5476 0.2022 19.66 - 640.7 -
26 2.4636 2.3877 0.2424 29.03 - 1134.3 -
33 2.2539 2.3076 0.05175 63.8 - 532.3 -
58 2.2389 2.3853 0.08572 44.06 1.3 608.9 -
32 2.0307 2.4742 0.07474 23.56 0.8 283.9 -

32–2 2.6122 2.2144 0.08011 47.19 - 609.5 -
58–2 1.1755 2.536 0.2036 24.76 - 813 -
53–54 1.8048 2.4093 0.1864 53.12 8.07 1596.6 0.09

42 2.1526 2.3753 0.4091 39.79 6.49 2624.1 0.027
24 1.7941 2.3987 0.2366 53.2 9.8 2029.4 0.056
14 2.5423 2.7362 6.33 7.272 1.05 7421.1 0.0053

Average 2.1186 2.4645 0.679 32.95 4.59 1571.9 0.0446
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4.2.1. Relationship between Fractal Dimension and Specific Surface area

The relationship between specific surface area and fractal dimension of 10 shale samples and
three sandstone samples is shown in Figure 15. There is no obvious relationship between D1 and BET
specific surface area, but BET specific surface area is positively correlated with D2, indicating that the
larger the specific surface area is, the more complex pore structure will become.

4.2.2. Relationship between Fractal Dimension and Average Pore Diameter

As shown in Figure 16, average pore diameter of all samples has no obvious relationship between
D1, but is negatively correlated with D2. With average pore diameter increasing, fractal dimension D2

decreases exponentially, indicating properties of core samples become better.

Figure 15. Relationship between fractal dimension and specific surface area.

Figure 16. Relationship between fractal dimension and average pore diameter of all samples.

4.2.3. Relationship between Fractal Dimension and Porosity

As shown in Figure 17, the fractal dimension D1 and D2 of the three sandstone samples (Nos. 53–54,
42, 24) and one mudstone sample (No. 14) are negatively correlated with porosity.

Figure 17. Relationship between porosity and fractal dimension of 3 sandstone samples and
1 mudstone sample.
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The fractal dimension decreases with the increasing porosity. It is reasonable as the increasing
porosity usually means the increasing pore size, and therefore properties of core samples become better.

4.2.4. Relationship between Fractal Dimension and Permeability

The relationship between permeability and fractal dimension of three sandstone samples
(Nos 53–54, 42 and 24) and one mudstone (No. 14) is shown in Figure 18. Similar to porosity,
permeability is both negatively correlated to D1 and D2. Therefore, the calculated fractal dimension D1

and D2 can be used for evaluating core properties.

Figure 18. Relationship between fractal dimension and permeability of 3 sandstone samples and
1 mudstone sample.

5. Conclusions

Characteristics of nanopore structure in shale, tight sandstone and mudstone have been studied
with nitrogen adsorption experiment and fractal theory. Several conclusions could be drawn as follows:

(1) The morphologies of nitrogen adsorption-desorption curves of 10 shale samples belong to the H2
and H3 types according to IUPAC isotherm classification standard, while the curve of nitrogen
adsorption-desorption of three sandstone sample is closer to H3 type.

(2) The pore sizes of the shale have certain heterogeneity, and the pore size intervals are mainly
concentrated less than 30 nm, with at least a relatively obvious peak value distributed around
3 nm–10 nm.

(3) BET specific surface area of sandstone is smaller than that of shale, and the pore volume and
average pore diameter are much larger than those in shale. The BET specific surface area of
mudstone is much larger than that of sandstone, and the pore volume and average diameter are
much smaller than those in sandstone.

(4) The larger the average pore size of sandstone is, the smaller the BET specific surface area will be,
and the BET specific surface area decreases with the increase of permeability. With the increase
of porosity and permeability, BET specific surface area decreases with the increasing average
pore size.

(5) Fractal dimensions calculated from the low relative pressure range D1 are generally less than
those calculated from the high relative pressure range D2. D1 reflects the surface roughness
of pore structures and D2 quantifies the spatial irregularity of pore spaces, and D1 and D2 are
negatively correlated with each other. Compared with D1, D2 has stronger relationships with pore
structure parameters and core properties. With D2 increases, BET specific surface area increases
but average pore diameter, porosity and permeability decreases.

Author Contributions: Experiment and Methodology, X.L., Z.G. and C.R.; Writing-Original Draft Preparation,
S.F.; Writing-Review & Editing, K.Y.; Data Analysis & Editing, F.W.
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Abstract: When gas is extracted from unconventional rock, local equilibrium conditions between
matrixes and fractures are destroyed and significant local effects are introduced. Although the
interactions between the matrix and fracture have a strong influence on the permeability evolution,
they are not understood well. This may be the reason why permeability models in commercial
codes do not include the matrix-fracture interactions. In this study, we introduced the local force to
define the interactions between the matrix and the fracture and derived a set of partial differential
equations to define the full coupling of rock deformation and gas flow both in the matrix and in the
fracture systems. The full set of cross-coupling formulations were solved to generate permeability
evolution profiles during unconventional gas extraction. The results of this study demonstrate that
the contrast between the matrix and fracture properties controls the processes and their evolutions.
The primary reason is the gas diffusion from fractures to matrixes. The diffusion changes the force
balance, mass exchange and deformation.

Keywords: shale permeability; local effect; global effect; matrix-fracture interactions

1. Introduction

The eastern Ordos basin of China, where shale and coal are rich in organic matter and favorable
for gas accumulations, has become one of the most important gas development areas for PetroChina.
Unconventional reservoirs within this area have an extremely low intrinsic permeability and low
porosities. For most low permeability reservoirs, hydraulic fracturing and horizontal drilling are
the key techniques to extract natural gas. Gas production in shale reservoirs is attributed to the
conductivity of the matrix and fracture systems [1,2]. However, the long-term gas production from
these reservoirs is known to be a function of fluid transport in the shale matrix and strongly influenced
by the fluid transport process in the inorganic matrix, kerogen and fractures [3–6]. Therefore, a better
understanding of effective permeability evolution in matrixes and fractures and interactions between
them is important to guide the industrial production.

Gas transport in shale reservoirs is a combination of desorption and diffusion within the
micropores, and Darcy flow (pressure driven volume flow) within the macro-pores, micro-fractures
and fractured network system [7]. Because of the high contrasts of matrix properties and fracture
ones, they have different mechanical behaviors that directly affect the permeability evolution. Many
scholars established models to investigate the evolution of the permeability of different parts over
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the past few decades. The models were developed from a single porosity/permeability model [8] to
dual porosity/permeability model [9–12]. For a single porosity model, the effects of effective stress
variation and the matrix shrinkage/swelling were taken into consideration [13,14], which ignored the
interactions between different range radius pores. Then researchers paid attention to the effects of
adsorption-induced strain [15,16]. Based on the poroelasticity theory, Zhang et al. [15] developed a
strain-based porosity model and a permeability model under variable stress conditions. These models
include the coupling interaction between gas flow/diffusion and rock mechanic behavior.

In previous studies, many scholars ignored the dynamic behaviors of matrix and fracture
properties, especially the interactions between them. When gas is extracted from the reservoir, the
gas pressure in the inorganic matrix, kerogen and microfracture will decrease to a lower magnitude.
The effective stress within them will change. The variation of effective stress will affect the pore
radius of the matrix and kerogen/micro-fracture, which means that the intrinsic permeability is a
variable [17,18]. Chen et al. [19] and Masoudian [20] studied the impact of effective stress and/or
strain on permeability in shale fractures. However, the impact of shale matrix effective stress and/or
strain on fracture permeability was not considered. Some models considered the variation of stress
and just focused on gas flow principles. Cao et al. [2] and Peng et al. [21] developed a model
considering the deformation induced by the changes in effective stress. In these studies, only the
matrix mechanical deformation is taken into account and the mechanical interactions between the
matrix and kerogen/micro-fracture induced by the differential pressure are ignored. However, matrix
and micro-fracture properties are different, and their mechanical behaviors are also different under
the same loading conditions. In this study, we defined mechanical equilibrium equations for the
inorganic matrix and the kerogen/micro-fracture, respectively, to control the shale deformation based
on our previous study [18]. Through the full coupling of two solid deformation systems and two
gas flow systems in them, we studied the impact of local transient behaviors on the evolution of
rock permeability.

2. Conceptual Model

In this section, an overlapping approach is introduced to analyze the full shale-gas interactions.
Shale is multi-pore media including micropores, macro-pores, micro-fractures and fractured network
systems. When gas is extracted from or injected into shale, local equilibrium conditions between
matrixes and fractures are disturbed and significant local effects are introduced into the porous
medium. Because of the high contrasts of matrix properties and fracture ones, it may take a much
longer time to reach a new state of equilibrium. A schematic diagram of the conceptual overlapping
approach is shown as Figure 1. For a specific domain, as shown in Figure 1a, it was meshed, generating
many nodes, as shown in Figure 1b and each mathematical node can be overlapped by four physical
nodes corresponding to four different physical fields representing the solid deformation in the fracture,
solid deformation in the matrix, gas flow in the fracture and gas flow in the matrix, respectively, shown
as Figure 1c. The physical behaviors of four physical points are not isolated but connected to each
other by a set of coupling relations as shown in Figure 1d.

To explain the interactions between the matrix and fracture, we use gas injection as an example.
When gas is injected into the shale as shown in Figure 1a, gas flows into micropores and fractures
quickly while there is no gas in the matrix. Subsequently, the pressure in the matrix increases gradually
as the gas diffuses from the fractures into the matrixes. The non-synchronization of the pressure change
between the matrix and fracture generates a local force which can cause interactions. Specifically,
because of the increase of the pressure in the fracture, the effective stress in the fractures firstly decrease,
which results in the swelling of the fracture. At the same time, the matrix localized in the vicinity of
the fracture compartment shrinks under an extra local force applied by the fracture. The swelling
and shrinkage, especially induced by a local force, directly affects the permeability evolution of the
matrix and fracture. When the pressure in the fracture reaches a specific magnitude, the gas diffuses
into the matrix. The differential pressure starts to decline slowly to zero at a final equilibrium state.
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In the same way, the matrix swells because of the decrease in effective stress. Finally, the fracture and
matrix both swell and the matrix changes from local swelling to macro swelling [22]. Additionally,
the permeability of the matrix and fracture will have a net increase.

 

Figure 1. The schematic diagram of the conceptual overlapping approach.

3. Governing Equations

In this section, a set of partial differential equations are defined. These equations govern the
deformation of the matrix and fracture deformation, and control the transport of gas flow. Originally,
we develop the governing equations of single pore media based on previous studies [15] which
describe the interactions in the two kinds of solid media. These derivations are based on the following
assumptions:

1. Shale is a homogeneous, isotropic, dual poroelastic continuum.
2. Strains are much smaller than the length scale.
3. Gas contained within the pores is ideal, and its viscosity is constant under isothermal conditions.
4. Gas flow through the shale fracture is defined by Darcy’s law and defined by Knudsen diffusion

in the matrix.

Shale contains a matrix and fracture which have different mechanical properties and interact with
each other. Therefore, we derived mechanical equations for the matrix and fracture, respectively. They
are fully coupled with local force. Darcy’s law is used for both the flow in the matrix and the flow in
the fracture.

3.1. Formulation of Solid Deformation

The linear constitutive relations can be obtained by extending the known poroelasticity [23].
In previous studies, the gas sorption-induced strain is assumed to result in volumetric strain only [2,15].
However, in our new model, the volumetric strain includes both the gas sorption strain and local
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strain. Additionally, their effects on all three normal components of strain are the same. By making an
analogy between thermal contraction and matrix shrinkage, the constitutive relations for the deformed
shale matrix and fracture can be defined as

εmij =
1

2Gm
σij −

(
1

6Gm
− 1

9Km

)
σkkδij +

α

3Km
Pmδij − 1

3Km
ΔPδij +

εms

3
δij (1)

ε f ij =
1

2Gf
σij −

(
1

6Gf
− 1

9K f

)
σkkδij +

β

3K f
Pf δij − 1

3K f
ΔP′δij +

ε f s

3
δij (2)

where Gm = Em/2(1 + υm) is the shear modulus of matrix, Em and νm are the Young’s modulus
values of shale matrix and the Poisson’s ratio of the matrix, respectively; Gf = Ef /2

(
1 + υ f

)
is the

shear modulus of the fracture, Ef and ν f are the Young’s modulus values of the shale fracture and
the Poisson’s ratio of fracture, respectively; Km = Em/3(1 − 2υm) is the bulk modulus of matrix,
K f = Ef /3

(
1 − 2υ f

)
is the bulk modulus of fracture; α and β are the Biot coefficients; Pm is the fluid

pressure in the matrix, Pf is the fluid pressure in the fracture; εms is the gas sorption-induced strain
in the matrix, ε f s is the gas sorption-induced strain in the fracture; σkk is the total stress; δij is the
Kronecker delta; ΔP is the differential pressure between the fracture and the matrix. In addition,
ΔP = Pm − Pf for the constitutive relation of the matrix while ΔP′ = Pf − Pm for the constitutive
relation of the fracture.

Applying Langmuir isotherm, the sorption-induced volumetric strains of matrix and fracture can
be defined as [15,18]

εms = εL
Pm

PL + Pm
(3)

ε f s = εL
Pf

PL + Pf
(4)

where εL is the Langmuir strain constant and PL is the Langmuir pressure. When gas flows from the
matrix into the fracture, the local deformations of the matrix and fracture are controlled by [18]

σ + ΔP = σme + αPm (5)

σ + ΔP′ = σf e + βPf (6)

where ΔP = Pf − Pm, ΔP′ = Pm − Pf are local forces induced by differential pressures between the
fracture and matrix systems; σ + ΔP and σ + ΔP′ are the dynamic effective stress values. σme and σf e
are the effective stress component of the matrix and the fracture, respectively; α and β are the Biot
coefficients of the matrix and the fracture. From Equations (1)–(6), the volumetric strains of matrix and
fracture can be expressed as

εmv = − 1
Km

(σ − αPm + ΔP) + εms (7)

ε f v = − 1
K f

(
σ − βPf + ΔP′

)
+ ε f s (8)

where σ = −σkk/3 is the mean compressive stress. Combining Equations (1), (2), (7) and (8) yields the
general Navier-type equations for the matrix and fracture, respectively

Gmui,kk +
2Gm

1 − 2ν
uk,ki − αPm,i + ΔP,i − Kmεms,i + Fi = 0 (9)

Gf ui,kk +
2Gf

1 − 2ν
uk,ki − βPf ,i + ΔP′

,i − K f ε f s,i + Fi = 0 (10)
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Equation (9) and Equation (10) are the governing equations for the shale matrix and fracture
deformation. They are cross-coupled by the local force, ΔP, which reflects the mechanical interaction
between the matrix and the fracture.

3.2. Formulation of Gas Flow in the Fracture

The gas flow within the natural fractures obeys Darcy’s law. The equation for the mass balance of
the gas is defined as

∂m f

∂t
+∇·

(
− k f

μ
ρg f∇Pf

)
= −Qm f (11)

where μ is the gas dynamic viscosity, m f = φ f ρg f + ρgρc
VLPf

Pf +PL
is the gas content in the fracture

including the free-phase gas and adsorbed gas, φ f is fracture porosity, ρg is the gas density at standard

conditions, ρg f =
Mg
RT Pf is the gas density, k f is the permeability of the fractures and −Qm f is mass the

transfer from the matrix to the fractures.

3.3. Formulation of Gas Flow in the Matrix

Gas flow in the matrix follows Darcy’s law, so the equation for the mass transfer of the gas in the
matrix is defined as

∂mm

∂t
+∇·

(
− km

μ
ρgm∇Pm

)
= Qm f (12)

where mm = φmρgm + ρgaρc
VLPm

Pm+PL
is the gas content in the matrix including free-phase gas and

adsorbed gas, km is the permeability of the matrix, μ is the dynamic viscosity of the gas, ρg is the gas

density at standard conditions, ρgm =
Mg
RT Pm is the gas density in the matrix (Mg is the molecular mass

of the gas, R is the universal gas constant, T is the absolute gas temperature), and Qm f is the gas mass
transfer from the fracture to the matrix.

3.4. Formulation of Cross-Couplings

The mechanisms of mass transfer for a dual porosity media are fluid expansion and viscous
displacement. The final form of the transfer function for a single-phase flow from the matrix to the
fracture is given as [24]

Qm f = aVρg
km

μ

(
Pm − Pf

)
(13)

where ρg is the density of the gas, km is the permeability of the matrix, μ is the viscosity, a is called the
matrix-fracture transfer shape factor and has dimensions of L−2 that equal 1, Pm is the matrix pressure,
and Pf is the fracture pressure.

We derived the general permeability model of the shale matrix and fracture. Shale rock contains
a fracture system with well-connecting macropores and a matrix system with micropores. For each
system, considering it contains a solid volume Vs and pore volume Vp, the shale bulk volume can be
defined as V = Vp + Vs and the porosity can be defined as φ = Vp/V. According to Equation (5) and
(6), the volumetric evolution of the porous medium loaded by σ, pm or p f and Δp = p f − pm can be
described in terms of ΔV/V and ΔVp/Vp, the volumetric strain of the shale matrix/fracture and the
volumetric strain of the pore space, respectively [23]. The relations are

ΔVi
Vi

= − 1
Ki

Δσ +

(
1
Ki

− 1
Kis

)
ΔPi +

1
Ki

ΔP + Δεs (14)

ΔVip

Vip
= − 1

Kip
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(
1

Kip
− 1

Kis

)
ΔPi +

1
Kip

ΔP + Δεs (15)

ΔP = Pf − Pm (16)
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where subscript i = 1 and 2 represent the shale fracture and matrix, respectively. If we apply αi =

1 − Ki/Kis and βi = 1 − Kip/Kis, then the above equations can be expressed as

ΔVi
Vi

= − 1
Ki

(Δσ − αiΔPi − ΔP) + Δεs (17)

ΔVip

Vip
= − 1

Kip
(Δσ − βiΔPi − ΔP) + Δεs (18)

where Kp and Ks are the bulk moduli of the pore and the bulk modulus of the solid. We assume that
the sorption-induced strain for shale is the same as for the pore space. Applying the definition of
porosity, the following expressions can be defined as [15]

ΔVi
Vi

=
ΔVis
Vi

+
Δφi

1 − φi
(19)

ΔVip

Vip
=

ΔVis
Vi

+
Δφi

φi(1 − φi)
(20)

By solving Equations (16)–(20), we can obtain the relationship as

Δφi = φi

(
1
Ki

− 1
Kip

)
(Δσ − ΔPi − ΔP) (21)

Substituting Kip = φiKi/αi [25] into the above equation yields

φi − φi0 = φi

(
1 − αi

φi

)
Δσ − ΔPi − ΔP

Ki
(22)

Rearranging Equation (22) gives

φi =
φi0

1 − Δσ−ΔPi−ΔP
Ki

− αi

1 − Δσ−ΔPi−ΔP
Ki

Δσ − ΔPi − ΔP
Ki

(23)

Because generally (Δσ − ΔPi − ΔP)/Ki � 1, the above equation can be simplified into

φi
φi0

= 1 − αi
φi0

Δσ − ΔPi − ΔP
Ki

= 1 +
αi
φi0

(Δεiet − Δεil) (24)

where Δεiet = −(Δσ − ΔP)/Ki is defined as the total effective volumetric compressive strain, and
Δεil = −ΔP/Ki is defined as the local strain induced by differential pressures between the two systems.

The typical relationship between porosity and permeability follows the cubic law [26]

k
k0

=

(
φ

φ0

)3
(25)

By substituting Equation (24) into Equation (25) we obtain shale permeability model

ki
ki0

=

(
1 − αi

φi0

Δσ − ΔPi − ΔP
Ki

)3
=

[
1 +

αi
φi0

(Δεiet − Δεil)

]3
(26)

The total effective volumetric strain can be written as

Δεiv = Δεiet − Δεis + clΔε(i+1)s (27)
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where Δεiv is the volumetric strain, Δεis is the volumetric strain induced by sorption, cl is the local
strain coefficient.

By substituting Equation (27) into Equation (26), we can obtain the permeability model for the
shale matrix and fracture.

ki
ki0

=

[
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αi
φi0

(
Δεiv + Δεis − Δεil − clΔε(i+1)s

)]3
(28-a)
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k f

k f 0
=

[
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α f
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Δε f v + Δε f s −
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K f
− cl

Km

K f
Δεms
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(28-c)

cl = η
Pf − Pm

ΔPmax
(28-d)

where subscript i = 1 and 2 represent the shale fracture and matrix, respectively. cl is the local strain
coefficient which is in proportion to differential pressures and

(
Pf − Pm

)
/ΔPmax, η is a constant.

Shale has many nanopores. The flow regimes of the gas also strongly affect the apparent
permeability [26,27]. The relation between apparent permeability, kmapp, and intrinsic permeability of
matrix, km0, is

kmapp = km0g(Kn) (29)

Kn is the Knudsen number and can be expressed as

g(Kn) = (1 + ζKn)

(
1 +

4Kn

1 + Kn

)
(30)

ζ is a dimensionless rarefaction coefficient. Its value varies: 0 < ζ < ζ0 for 0 < Kn < ∞. ζ0 is an
empirical parameter and the dimensionless rarefaction correlation is presented by Civan et al. [28]

ζ =
ζ0

1 + A
KB

n

(31)

where A = 0.17, B = 0.4348, and ζ0 = 1.358.
Kn is defined as the ratio of the molecular mean free path, λ(nm) and pore radius r(nm).

Kn =
λ

r
(32)

The mean-free-path of molecules λ is given by [24]

λ =
KBT√

2πd̃2 pm
(33)

where KB is Boltzmann constant, T is the temperature of shale reservoir, d̃ is the collision diameter for
molecules. Based on the research of Wei et al. [29], The nanopore radius can be obtained as

r = r0 − Δr (34)

where r is the average nanopore radius, r0 is the initial nanopore radius, Δr is the thickness of the
adsorbed layer. The average thickness of the adsorbed layer can be expressed as [29]
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Δr = ta exp

(
−D

[
ln

(
ρvan

ρg

)]2
)

(35)

where D is a constant and equals to 0.07 [29,30], and ta is the thickness of the adsorbed layer at
extremely high pressures, ρg is the density of the gas at the specific temperature and pressure, ρvan is
the gas density of the adsorbed phase (generally assumed to be the van der Waals density of the gas)
and is 370 kg/m3. Substituting Equation (37) into Equation (36) yields

r = r0 − ta exp

(
−D

[
ln

(
ρg

ρG

)]2
)

(36)

Therefore, the Knudsen number becomes

Kn =
KBT√

2πd̃2 pm

1
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)]2
) (37)

Therefore, the final formulation of apparent permeability of inorganic matrix can be expressed as

kmapp = km0

[
1 +

α

φm0
(Δεmv + ΔεmI − Δεms)

]3

(1 + ζKn)

(
1 +

4Kn

1 + Kn

)
(38)

4. Evolution of Shale Permeability under Stress-Controlled Conditions

The above complete set of formulations, four field equations (Equations (9)–(12)) and two
permeability models (Equation (28-a)–(28-c), Equation (38)), are implemented into COMSOL
MULTIPHYSICS, a commercial PDE solver. The model geometry of 5 cm × 10 cm is shown in
Figure 2. The new model considers mechanical deformations, sorption-induced volumetric strain,
local strain induced by local force and interactions between two systems. The simulations were
conducted under the constant confining stress condition, 15 MPa. Methane gas (absorbing gas) was
used in the simulation and the pore pressure increased from 4 MPa to 8 MPa. The extended material
properties are shown in Table 1.

Figure 2. The simulation model for the gas transfer within the shale matrix and fracture systems under
constant confining stress.
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Table 1. The property parameters of the simulation sample.

Parameter Value Physical Meaning Units

Em 10 Young’s modulus of the matrix GPa
Ef 2 Young’s modulus of the fracture GPa
vm 0.35 Poisson’s ratio of the matrix -
vf 0.2 Poisson’s ratio of the fracture -
α 0.8 Biot coefficient of the fracture -
β 0.4 Biot coefficient of the matrix -
μ 1.11×10−5 Viscosity of Methane Pa·s

ϕm0 0.08 Initial matrix porosity -
ϕf0 0.04 Initial fracture porosity -
km0 0.5×10−20 Initial matrix permeability m2

kf0 1×10−19 Initial fracture permeability m2

PL 6.109 Langmuir pressure constant MPa
εL 0.02 Langmuir volumetric strain constant -
ρm 1250 Matrix density kg/m3

ρf 1000 Fracture density kg/m3

Pa 0.1 Atmosphere pressure MPa
ρg 0.178 Density of gas at standard condition kg/m3

M 0.016 Molar mass of methane kg/mol
R 8.314 Gas constant J/(mol·K)
T 298.15 Temperature of the reservoir K

From Figure 3, it can be seen that the different mechanical properties of the shale matrix and
fracture play an important role in controlling the gas flow process. Pore pressure in the fracture equals
that in the matrix at the initial equilibrium station. When the gas is injected into the subject, the pore
pressure in the fracture increases firstly because of the higher intrinsic permeability while the pore
pressure in the matrix keeps stable because of extremely low intrinsic permeability. More interestingly,
the asynchronization of gas flow in the matrix and fracture generates a differential pressure which
will induce local strain that has an effect on permeability. When the gas diffuses into the matrix, the
pore pressure in the matrix starts to increase gradually. Until the gas diffuses into the whole shale, the
subject reaches the equilibrium station again and the differential pressure becomes zero again too.

Figure 3. The pore pressure evolution in the fracture and matrix under the constant confining
pressure condition.

71



Energies 2019, 12, 478

A typical permeability evolution during gas injection is illustrated in Figure 4. It consists of
two main features: the permeability ratio at point D is higher than it at the initial station; there is a
wave crest B and a trough of wave C. During gas injection, the shale permeability ratio evolution
can be divided into three stages. At the first stage (SI), the shale permeability ratio increases by
around 20% in the short term. This is because the pore pressure in the fracture increases dramatically
while that in the matrix is still the initial value. Therefore, the differential pressure will generate
a local compress strain on the matrix located in the vicinity of the fracture which causes the swell
of the fracture. In addition, the gas-sorption induced strain also results in the improvement of the
permeability. Prior to the diffusion in the matrix, the strain induced by differential pressures and
sorption both reach the maximum and the permeability reaches a crest as well. At the second stage
(SII), the shale permeability ratio switches from an increase to a decrease to the initial value and then
continues to decline to the minimum at point C. The pore pressure in the matrix starts to increase as
the gas diffuses into the matrix. The differential pressure declines gradually. The sorption-induced
swelling strain has a negative impact on the fracture and this effect will be accumulated with the
expanding of the local strain region. Because the porosity of the matrix is higher than the fracture’s,
the accumulated sorption-induced strain of the matrix has a significant influence on the fracture
permeability and this process lasts for a relatively long time. At the third stage (SIII), the permeability
ratio recovered and increases and after 30 days, it finally increased by 30%. This phenomenon is
contributed by two reasons: (1) the effective strain of shale changed from a local strain to a global
strain when the gas spreads uniformly within the shale; (2) the effective stress decreases due to the
increase of the pore pressure under the constant confining stress condition. Therefore, the permeability
ratio has a net growth at the end equilibrium station.

Figure 4. The permeability profile of shale sample with CH4 gas under the constant confining
pressure condition.

4.1. Impact of Local Strain on Permeability

In this study, the local strain includes two components: a local strain induced by differential
pressure; the local strain induced by an interaction of the sorption strain. In order to investigate the
impacts of local strain on permeability, we conducted four scenarios by considering the mechanism of
local strains induced by the differential pressure and the interaction of the sorption-induced strain,
both of them and none of them, respectively. The results of the resultant permeability ratio of shale are
shown in Figure 5.
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Figure 5. The impact of local strain on the evolution of permeability ratio. Scenario 1 represents the
case without the local strain effects. Scenario 2 represents the case with the impact of local strain
induced by the differential pressure only. Scenario 3 represents the case with the impacts of local strain
induced by the sorption strain. Scenario 4 represents the case with the impact of local strain induced
by the differential pressure and sorption strain.

From Figure 5, it can be seen that the local strains play an extremely important role in the shale
permeability evolution. The first scenario represents the permeability ratio profile without the local
strain effects. In this case, the permeability increases monotonically and is controlled by the effective
strain which follows the principle of effective stress. The second scenario represents the permeability
profile with the impact of local strain induced by differential pressure only. Based on the above analysis
in Section 2, the local strain increases the fracture aperture. The reason is that the differential pressure
generated a compress strain in the matrix located in the vicinity of the fracture. At the end equilibrium
station, the local strain transforms into a global strain with the disappears of differential pressure.
Therefore, the permeability declines by a small portion. The third scenario represents the permeability
profile with the impacts of local strain induced by an interaction of the sorption strain. The fourth
scenario represents the permeability profile with the impact of local strain induced by differential
pressure and the interaction of sorption strain. From the third and fourth scenarios, we can know
that with the impact of the local strain, the resultant permeability ratio increases over 1 at the initial
stage and then declines dramatically under 1. With the transformation of the local strain to the global
strain, the local effect finally disappears. Therefore, the resultant permeability ratio rebounds to a
value over 1.

4.2. Impact of Modulus Ratios on Permeability

In order to investigate the influence of shale mechanical properties on permeability, a simulation
case was conducted with different bulk modulus ratios (Km/Kf) and the same injection pressure and
confining pressure. Results corresponding to three cases (Km/Kf = 4, 6 and 10) are shown in Figure 6.
Permeability ratios for all the cases follow the same pattern. However, when the difference of the
matrix and the fracture modulus are small like Km/Kf = 4, there is a net increase of the permeability.
When the modulus ratio is large enough such as Km/Kf = 6 and 10, there is a significant decrease in the
permeability ratio. Additionally, the higher the bulk modulus ratio is, the more the permeability ratio
generated decreases. These results show that the difference of the mechanical properties between the
matrix and the fracture is positively related to the impact of the local strain on permeability. These
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phenomena may reveal that there are more fracture or macropores in the shale with large different
bulk modulus ratios and the more fractures or macropores, the more significant the local strain effects.

Figure 6. The shale permeability evolution with different mechanical properties (Km/Kf).

4.3. Impact of Pore Pressure on Permeability

Figure 7 presents the evolution of shale permeability with different injection pressures. The crest
and trough of the permeability ratio are higher and lower when the injection pressure is higher.
Figure 7b is shale permeability ratio with pore pressure and time. It is a three dimensions graph. From
this figure, we can know that the permeability ratio profile is not only related to the pore pressure but
also to the time the value is obtained at.

  
(a) (b) 

Figure 7. The evolutions of the shale permeability ratio (k0 = 10−19 m2). (a) Shale permeability ratio
evolution with time; (b) Shale permeability ratio evolution with pore pressure and time.

4.4. Impact of Klinkenberg Effects on Permeability

The impact of the Klinkenberg effect (Slip effect) on matrix permeability and the resultant
permeability of shale is shown in Figure 8. The parameters used in this simulation case are collected
from the literature [31] and are listed in Table 2. The Klinkenberg effect (slip effect) is closely related
to the magnitude of the pore pressure and it has a significant influence on the matrix permeability
especially under low pore pressures. From the figure, we can know that the higher the pore pressure,
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the lower the matrix permeability. However, compared to the impact of local strain, the Klinkenberg
effect has a weak influence on the resultant permeability. In addition, the Klinkenberg effect cannot
explain the net increase of the resultant permeability under the constant confining stress condition.

Figure 8. The evolutions of the matrix permeability, fracture permeability and resultant permeability.

Table 2. The parameters of the apparent permeability model of the shale matrix.

Symbol Value Physical Meanings Units

KB 1.38 × 10−23 Boltzmann constant J/K
T 298.15 Temperature K
τh 1 Tortuosity of the matrix -
A 0.178 First constant for ζ -
B 0.4348 Second constant for ζ -
ζ0 0.25 Asymptotic upper limit of ζ -

4.5. Model Evaluation and Discussions

In this section, simulations are conducted using our new model to illustrate the impact of local
strains on the permeability evolution. We collect experimental data from Xiang Li at al. [32]. A series of
experiments were conducted on the Green River Shale under the condition of a constant total confining
stress of 20 MPa. Different gas, He, CH4 and CO2, were injected into the specimens with artificial
fractures. The values of the mechanical parameters such as Poisson’s ratio and Young’s modulus are
assumed based on the literature [33,34] and are listed in Table 3. The Langmuir constants of shale and
dynamic viscosity of gases are listed in Table 4.

Table 3. The mechanical parameters of the shale samples.

Sample
Mechanical Properties

Em (GPa) Ef (GPa) νm νf

Green River Shale 8 6 0.25 0.25

To investigate the impact of non-sorbing gas on permeability, researchers obtained the
permeability data at pore pressures of 2 MPa, 4.2 MPa, 6.16 MPa, 8.16 MPa and 10.1 MPa. We conducted
simulations with the same pore pressures under the same conditions using our new model. Figure 9
shows the permeability evolution against time and pore pressure and the comparisons between the
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experimental data and simulation results using non-sorbing gas (He). From the experiment, we can
know that the shale permeability increases with pore pressure. From the simulation results, we can
obtain a three-dimensional permeability evolution not only with pore pressure but also with time.
All the experimental data are located in a special zone between 2 h and 7 h.

Table 4. The Langmuir constants of shale and dynamic viscosity of gases at 300 K.

Gas εL PL (MPa) μ (μPa·s) ρ (kg/m3)

He - - 18.9 1.293
CO2 0.0353 3.82 14.932 1.784
CH4 0.0093 6.1 11.067 0.648

  
(a) (b) 

Figure 9. The permeability evolutions vary with different injection pressures with Helium gas
under a constant confining stress condition and the comparison between the simulation results and
experimental data. (a) Permeability evolutions vary with injection pressures; (b) Comparison of the
shale permeability between the simulation results and experimental data.

To investigate the impact of the local effect of sorption-induced strain on permeability evolution.
Sorbing gases (CH4 and CO2) were used to conduct experiments. The permeability for sorbing gases
CH4 and CO2 all show the typical U-shaped curve, as shown in Figures 10 and 11. The permeability
decreases firstly and then rebounds to an increase. Compared to the simulation results, the
experimental data are in a certain zone with a diffusion time from 4.5 h to 7 h and from 9 h to
17.5 h for CH4 and CO2, respectively. All these experimental data are obtained in the process from the
local strain to global strain.

It is obvious that the result calculated by the model with the impact of the local effects matches the
experimental data well. And the model without the impact of the local effects induces significant errors
that causes the apparent permeability to decrease slowly. The reason is that the local effects applied
press stress on the matrix that caused an increase in the effective stress. The change of the effective
stress decreased the permeability of the matrix. This phenomenon clearly illustrates the importance of
local strain due to local force for the apparent permeability evolution of shale.
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(a) (b) 

Figure 10. The permeability evolutions vary with different injection pressures with CH4 gas under a
constant confining stress condition and comparison between the simulation results and experimental
data. (a) Permeability evolutions vary with injection pressures. (b) Comparison of shale permeability
between the simulation results and experimental data.

Figure 11. The permeability evolutions vary with different injection pressures with CO2 gas under a
constant confining stress condition and comparison between the simulation results and experimental
data. (a) Permeability evolutions vary with injection pressures. (b) Comparison of shale permeability
between the simulation results and experimental data.

5. Conclusions

The full shale matrix-fracture interactions such as mass exchange and deformation compatibility
are included into a fully coupled shale deformation and gas flow model. Based on the results of this
study, the following conclusions can be drawn:

For shale, gas injection induced effects can last very long because of the huge contrast between
the matrix and fracture properties. The primary reason for those added effects is the gas diffusion from
the fractures to the matrixes. The diffusion changes the force balance, mass exchange and deformation.
Therefore, the non-equilibrium processes are much more important than the equilibrium ones.

The shale matrix and fracture’s permeability experience three stages during gas injection:
the initial stage of the fracture permeability increase and the matrix permeability decrease as the
gas pressure in the fracture increases, the intermediate stage of the fracture permeability decrease and
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the matrix permeability increase as the gas diffuses from the fractures into the matrixes, and the later
stage of the fracture permeability recovery as the gas desorption expands and the matrix permeability
increase due to the slip effects.
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Abstract: Estimating in situ gas content is very important for the effective exploration of shale gas
reservoirs. However, it is difficult to choose the sensitive geological and geophysical parameters
during the modeling process, since the controlling factors for the abundance of gas volumes are often
unknown and hard to determine. Integrated interdisciplinary experiments (involving petrophysical,
mineralogical, geochemical and petrological aspects) were conducted to search for the influential
factors of the adsorbed gas volume in marine gas shale reservoirs. The results showed that in shale
reservoirs with high maturity and high organic content that the adsorbed gas volume increases,
with an increase in the contents of organic matter and quartz, but with a decrease in clay volume.
The relationship between the adsorbed gas content and the total porosity is unclear, but a strong
relationship between the proportions of different pores is observed. In general, the larger the
percentage of micropores, the higher the adsorbed gas content. The result is illuminating, since it
may help us to choose suitable parameters for the estimation of shale gas content.

Keywords: gas adsorption capacity; shale reservoirs; influential factors; integrated methods

1. Introduction

The role of shale gas is becoming increasingly important nowadays due to the large consumption
and shortage of conventional resources, and due to technological advances in oil and gas development.
However, it is still challenging to estimate the gas contents of the reservoir condition since the
occurrence mechanism of the shale gas reservoir is far more difficult than in conventional reservoirs.
It is reported that the adsorbed gas volume accounts for more than 50% of the total gas in the pore
system [1–4]. Therefore, investigating the influential and controlling factors of the adsorbed gas is
significant for shale gas reservoir characterization.

Literature data have shown that gas absorption capacity is influenced by many factors, including
geochemical parameters, such as the total organic matter content (TOC), kerogen types, as well as
thermal maturity [1,2,5,6], pore volume and pore size distribution [1,7], petrological and mineralogical
factors [8,9], and environmental factors such as the buried temperature and pressure.

Energies 2018, 11, 3078; doi:10.3390/en11113078 www.mdpi.com/journal/energies80
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Although some researchers observed that absorption capacity decreases with the increase of the
TOC [10], it is generally accepted that organic matter is the primary control factor in the adsorbed
gas volume and is positively correlated with the TOC [11–14]. In addition, the adsorbed gas volume
increases with the confining pressure, whereas it decreases inversely to the temperature [9,15–17].
The relationship of the adsorbed gas volume to the porosity, pore size, specific surface area and
mineralogical parameters are far more complex. In general, micropores represent the controlling
factors for gas adsorption and storage, where the adsorption quantity increases with an increase in
micro-porosity. The main reason for this is that the internal surface area and the adsorption energy of
the small pores is higher than the large pores [1,6,7,18]. Nevertheless, recent reports revealed that the
mesopores and macropores are also good places for methane adsorption [10,14,19], and some observed
a negative correlation between the adsorbed gas volume and the porosity [13].

Various methods were proposed to investigate the influential factors of the adsorbed gas volume,
most of which were independent and dispersed, and the adsorption theory and behavior are not
fully understood. Hence, some relationships were established empirically, and are of local use only.
Furthermore, some studies focused only on a small aspect of the influential factors, which may lead to
incorrect results.

In this paper, we designed a comprehensive experiment to measure the petrophysical, petrological,
mineralogical, geochemical and gas adsorption parameters. These experiments included petrophysical
measurements such as porosity and permeability, pore structure measurements such as low field
nuclear magnetic resonance (NMR) and carbon dioxide (CO2)/nitrogen (N2) adsorption experiments,
geochemical measurements, such as vitrinite reflectance, pyrolysis and residual analysis, petrological
analysis, such as X-ray diffraction (XRD), thin section, scanning electron microscope (SEM),
and isothermal adsorption measurement. The main objective is to explore the influential and
controlling factors of the gas adsorption capacity.

2. Materials and Methods

2.1. Materials

We collected 22 shale samples from the lower Cambrian Formation of Southern China.
The reservoir is a typical marine shale gas reservoir in China, and most of the pore spaces are filled
with methane. As seen in Figure 1, there are black shales, with ultralow porosity and permeability.
Petrophysical, geochemical, mineralogical and pore structure examinations were carried out for
all samples.

 

Figure 1. Typical core photo of the underground shale sample.

2.2. Petrophysical Measurements

Before the measurements, cylinder samples which were 2.5 cm in diameter and 3–5 cm in
length were heated at a temperature of 100 ◦C, with the aim of washing out the drilling muds,
light hydrocarbon, free water, and capillary bound water. In the following, the helium porosity and
permeability were obtained using the AP-608 automated permeameter-porosimeter (Coretest Systems,
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Inc., Reno, NV, USA). Next, the water was injected into the samples by an auto-saturator container
with a confining pressure of 20 MPa to ensure that the water saturation of each sample was 100%.
The low field NMR relaxation data was collected at this state using the MesoMR23-060H, with a main
frequency of approximately 21.3 MHz. Compared with conventional instruments which have a main
frequency of approximately 2 MHz, the dead time was reduced to 0.01 ms and the minimal echo time
was reduced to 0.06 ms, through the automatic field locking and high order shimming system that
was used to improve the performance of the magnetic field. Conventional Carr-Purcell-Meiboom-Gill
(CPMG) pulse sequences and the Butler-Reeds-Dawson (BRD) algorithm were adopted to activate and
invert the relaxation signals [20].

2.3. Low Pressure N2 Adsorption and MIP Experiments

The low pressure nitrogen gas adsorption technique, combined with the BJH
(Barret-Joyner-Halenda) model was used to obtain the pore diameter distribution and specific surface
area. We used cylinder core samples, aiming to keep the original pore structure in its native state
during measurement. All tests and analysis were performed with the QuadraSorb SI (Quantachrome
Instruments, Boynton Beach, FL, USA) and the accessional software QuadraWin version 5.04. Prior to
measurement, these samples were degassed under a vacuum at 200 ◦C for 12 h. Then, the degassed
samples were exposed to N2 at a temperature of −196 ◦C for the experiments. In addition, Mercury
intrusion porosimetry (MIP) analysis was performed by the Micrometrics Autopore TM IV 9505
(Micromeritics Instruments Corporation, Norcross, GA, USA) and the maximal pressure was 200 MPa.
MIP tests were performed in the last procedure. The low pressure N2 adsorption experiments were
carried out by the CNPC key well logging laboratory. To reach the pressure equilibrium during the N2

adsorption, the time for each pressure point was more than 2 h, until the pressure variation was less
than 0.003 MPa in 10 min.

2.4. Geochemical and Mineralogical Examinations

We conducted the geochemical and mineralogical experiments using the drilling cuttings at the
same depth. High pressure methane adsorption isotherm experiments were carried out for samples that
were crushed and dried, using the gravimetric sorption analyzer IsoSORP® that was manufactured by
Rubotherm, Germany, in order to obtain the adsorbed gas volume. Before the experiments, the samples
were pretreated to powders with size ranges from 20 to 40 meshes, then dried and vacuumed to
remove the remaining water and unpurified gas. We used methane as the adsorbed gas. We collected
12 pressure points for every measurement. TOC and vitrinite reflectance (Ro), as well as the Backscatter
electron (BSE) images were also obtained. The experimental details are elaborated in our previous
publication [21].

3. Results and Discussions

3.1. Gas Adsorption Volume Correction

Figure 2a shows a typical isothermal adsorption data of one shale sample. The black dots represent
the adsorbed gas content at different pressures. The data can be divided into three sections. The first
section occurs at the low pressure range (with a pressure lower than 5 MPa), where the adsorbed gas
content increases linearly with the pressure. The second section occurs at the medium pressure range
(with pressure from 5 MPa to 15 MPa), where the adsorbed content increases smoothly and reaches
the equilibrium state. The third section emerges in the high pressure range (with a pressure larger
than 15 MPa), where the adsorbed content decreases with the pressure. The phenomenon mentioned
above is termed as excess adsorption [22]. It is an essential characteristic of the supercritical fluid [23],
which often appears in the high pressure range. The red line in Figure 2a shows the fitting results of
the conventional Langmuir model. Obviously, the two-parameter Langmuir isotherm equation failed
to characterize the adsorption characteristic precisely.
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Figure 2. The typical adsorption isotherm curve and fitting results: (a) The fitting result of the
conventional model; (b) the fitting result of the modified model.

In this study, we adopt the published method to correct the effect of the excess
adsorption [22,24,25], which is expressed as:

Vi =
VLPi

PL + Pi
(1 − ρg,i

ρa
) (1)

where Vi and ρg,i are the adsorbed gas content in m3/t and the gas density in g/cm3 with the
corresponding equilibrium pressure Pi; ρa is the density of the adsorbed phase in g/cm3, VL is
the Langmuir volume in m3/t, and PL is the Langmuir pressure in MPa.

As shown in Figure 2b, the blue line represents the fitting result of the improved model, and the red
dots represent gas density values at different pressures. The fitting result is improved greatly using
this model. The computed Langmuir volume is required to correct to the reservoir condition, however.
Based on the Langmuir equation, the adsorbed gas volume at the reservoir pressure can be expressed as:

Vr =
VLPr

PL + Pr
(2)

where Vr is the adsorbed gas volume.
The temperature correction equation is expressed as:

Vrc = Vr × 10c(Te−Tr) (3)

where Vrc is adsorbed gas volume after temperature correction, Te and Tr are temperatures for
experiments and reservoir condition, respectively, and c is the calibration factor. In this study,
the temperature effect can be omitted since there is a slight difference between the experimental
temperature and the reservoir temperature.

3.2. Pore Structure Characterization

We make full use of the pore size evaluation methods to characterize the pore structure and their
distributions completely. Figure 3a,b shows the thin section and secondary electron SEM measurements
of one shale sample. Due to the low resolution it is difficult to discriminate and quantify the pore
information. Figure 3c gives the BSE of the same sample. In comparison, the pore morphology is
cleared provided and can be characterized with image processing methods. However, the SEM cannot
represent the full pore information due to the high heterogeneity of shale samples. Figure 3d–f shows
the corresponding MIP, LPGA (low pressure gas adsorption) and NMR results. The pore size obtained
from the MIP and LPGA results are unimodal distributed and the mainstream pore throat radius
is nanoscale, which is accordance with the BSE result. However, the NMR T2 spectrum is bimodal,
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revealing a higher resolution of the pore size distribution. Assuming the pore geometry is cylindrical,
we can obtain the surface-relaxivity parameter as in Reference [26]:

ρ2 =
rLPGA

2T2
(4)

where ρ2 is the surface-relaxivity parameter in μm/s, rLPGA and T2 are pore radius in μm
and transversal relaxation time in ms, respectively, which can be obtained by LPGA and NMR
experiments, respectively.
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Figure 3. The typical pore morphology and pore size distributions: (a) Thin section; (b) SEM image;
(c) BSE image; (d) pore radius by MIP; (e) pore radius by LPGA; (f) NMR T2 spectrum.

The scaling factor between the pore throat radius obtained by MIP and the T2 by NMR experiments
can be can be expressed as:

C =
rMIP

T2
(5)

where C is the scaling factor and rMIP is the pore throat radius from the MIP experiments.
Relationships among transversal relaxation time and pore radius obtained from different methods

are far more intricate, and sometimes they are difficult to convert using simple equations. In this study,
ρ2 and C can be approximately obtained using the simple peak method, where they are 3.56 μm/s and
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5.42 μm/s, respectively. It was also observed that the first peak of the T2 spectrum was symmetrical,
whereas the pore radius distribution obtained by LPGA was asymmetrical. The intrinsic mechanism
is unknown. This may due to the limitation of N2, which suits the rock with mesopores (2–50 nm)
and fails to characterize other pores [27]. Using the multi-Gaussian fitting technology [28] and the
scaling factors, the T2 spectrum can be transformed to the pseudo-pore radius distribution. In this
study, the cutoff value for different pore types is 2.5 ms, and the corresponding pore radius is similar
to the cutoff value of clay bound pore. Using ρ2 as 3.56 μm/s, the corresponding pore radius can be
computed as 17.8 nm. If we use the C as 5.42 μm/s, the pore radius can be computed as 13.55 nm.
This comparison shows that both measurements and transformations include minor errors. Therefore,
the T2 cutoff value is fixed as 2.5 ms.

3.3. Effects of Geochemical Properties

As shown in Figure 4a, there is a clear positive linear relationship between the adsorbed gas
content and the TOC. This was contributed to by the development of small pores in the kerogen,
which are very likely to adsorb methane. The correlation of the adsorbed gas content to Ro is not
obvious. However, there exists a significant negative correlation between the volume of adsorbed
gas and the maximum pyrolysis temperature (Tmax). The possible cause may be that as the pyrolysis
temperature increases, the shale maturity increases and the original pores in the rock are occupied by
asphaltenes or generated oil and gas, increasing the difficulty of the gas diffusing into pores, as well
as reducing the adsorbed gas content. Moreover, we also observed that the volume of adsorbed gas
was negatively correlated with the production index (PI). The PI is defined as S1/(S1 + S2), where S1 is
adsorbed free liquid hydrocarbons and S2 represents the residual petroleum potential. This indicates
that the adsorbed and free hydrocarbon bears a competitive relationship in reservoir pores.
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Figure 4. Relationships between the adsorbed content and geochemical parameters: (a) total organic
matter content (TOC); (b) Ro; (c) Tmax; (d) production index (PI).

3.4. Effects of Mineralogical Compositions

Figure 5 presents the influential factors of mineral compositions on adsorption capacity. It is
shown that the quartz and the pyrite play a positive role on the adsorption, but the clay plays a
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negative role on the adsorption capacity. It is noted that no correlations between the adsorbed gas
volume and the feldspar, calcite and dolomite contents were found. This may be because the quartz
contains a large amount of biogenic silica, which has strong adsorption capacity. This agrees with the
published results [15,29]. The target formations were deposited in the deep water shelf and contained
a large number of siliceous organisms (diatoms, radiolarians, sponger, sponge bone needles, etc.).
Meanwhile, we also observed a large number of fossils in the bedding of the rock samples. With the
abundance of siliceous biological debris, a lot of micropores developed, which increases the specific
surface of gas adsorption, leading to the positive role of the quartz. Moreover, quartz is a rigid mineral
with strong compaction resistance, providing good preserving conditions in the pore space.
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Figure 5. Relationships between the adsorbed gas content and the main compositions of mineral
volumes: (a) Quartz volume; (b) feldspar volume; (c) calcite volume; (d) dolomite volume; (e) pyrite
volume; (f) clay volume.

Pyrite is an indicating mineral for a strongly reducing environment, revealing the sedimentary
environment is conducive to the preservation of keogen. The higher the pyrite content, the higher
the degree of organic matter enrichment. Thus, its positive correlation with the adsorbed gas content
was observed.

Other substances such as feldspar, calcite, and dolomite show weak relationships with the
adsorbed gas content, revealing that they are not the main controlling factors of adsorption.
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Additionally, an abnormal phenomenon was observed where the clay volume is inversely proportional
to the adsorbed gas content. It can be interpreted that owing to the high maturity and volume of the
kerogen, the contribution of the clay becomes less insignificant.

We used the XRD analysis to get the quantitative information of the clay composition. In the
studied region, the clay mineral is dominated by illite, with an average proportion of 58.6%, followed
by a mixed layer of illite and smectite, with an average proportion of 29.5%. Kaolinite and chlorite
content was less, and no smectite was found. In order to further investigate the effect of different
clay minerals on the adsorption capacity, we conducted univariate analysis on different types of clay,
as shown in Figure 6. It can be seen that the illite, chlorite and mixed layers of illite and smectite
positively correlated to the adsorbed gas content. The specific surface area of kaolinite is usually lower
than 10 m2/g, while smectite has a very high specific surface area of up to 900 m2/g. The kaolinite
content was too low to analyse, besides the electrification and hydrophilicity of clay minerals restrict
their ability to accumulate the oil and gas. During the strong diagenesis stage, the organic acids
produced by shale can dissolve the calcareous minerals and block the interlayer pores to some extent.

0 10 20 30 40 50 60
0

2

4

6

8

10

V
rc

 /m
3 /t

Illite /% (wt)

R2=0.10

 
0 1 2 3 4 5

0

2

4

6

8

10

V
rc

 /m
3 /t

Kaolinite /% (wt)

R2=0.12

 
(a) (b) 

0 2 4 6 8 10
0

2

4

6

8

10

V
rc

 /m
3 /t

Chlorite /% (wt)

R2=0.49

 
0 5 10 15 20 25 30

0

2

4

6

8

10

V
rc

 /m
3 /t

Illite-montmorillonite mixed-layer  /% (wt)

R2=0.15

 
(c) (d) 

Figure 6. Relationships between the adsorbed gas content and the main compositions of clay: (a) Illite
volume; (b) kaolinite volume; (c) chlorite volume; (d) illite-montmorillonite mixed-layer volume.

3.5. Effects of Pore Size Distribution

Figure 7 depicts the influential factors on pore volume at different pore size ranges and the pore
specific surface area on the adsorption capacity. It can be seen the total porosity and the macroporosity
have almost no contribution to the adsorbed gas content. Noticeably, the adsorbed gas content bears a
favorable linear relationship with the number of micropores and the specific surface area, indicating
that the adsorbed gas is mainly located in micropores. This relationship further supports the reasoning
of the above T2 cutoff value for the segmentation of pores. The adsorbed gas was mainly adsorbed in
micropores, revealing the majority of gas adsorption was associated with the kerogen. In addition,
the thermal maturation process provided favorable conditions for the development of micropores
and the surface area, enlarging the adsorption space for the gas [30–32]. Moreover, much more
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extensive research is still required to better explain the adsorption and storage behavior of the gas in
shale reservoirs.

Subsequently, we applied the criterion recommended by the International Union of Pure and
Applied Chemistry (IUPAC) to classify the pore system into micropore, mesopore and macropore [33],
and get their proportions by NMR. According to the surface relaxivity, this classification corresponds
to the pores divided by T2 < 0.3 ms, 0.3 ms < T2 <7 ms, and T2 > 7 ms. The relationship between the
adsorption content and different pore proportions is shown in Figure 8. It is obvious that the content
of adsorbed gas positively correlates to the microporosity, where the coefficient of correlation is lower
than that which was computed using the cutoff of 2.5 ms, indicating that the criterion of IUPAC is not
suitable for the studied samples.
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Figure 7. Relationships between the adsorbed gas content and the pore size parameters: (a) Total
porosity; (b) microporosity; (c) cacroporosity; (d) BJH specific surface area.
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Figure 8. Relationships between the adsorbed gas content and the pore proportions by IUPAC:
(a) Microporosity; (b) mesoporosity.
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4. Conclusions

A series of experiments were carried out on a marine shale reservoir to investigate the factors
controlling the gas adsorption capacity. Through analysis and discussion, the following conclusions
were obtained: (1) The development of biogenic siliceous minerals results in an increase in the
number of micropores in the rock, which in turn causes an increase in the specific surface area.
This leads to an overall positive relationship between the adsorption gas content and the quartz
content; (2) The adsorbed gas content is negatively correlated to clay contents the adsorption ability
of clay is lower than the kerogen and the quartz; (3) The adsorbed gas is likely to store in tiny pores
with smaller pore diameters; (4) The conventionally used pore classification criteria by the IUPAC may
need further discussion, since the porosity of micropores, mesopores and macropores calculated by
IUPAC standards cannot work well with some shale reservoirs.

However, the characteristics of petrology, source rock, and reservoir space of shale are not
independent to each other. We only analyzed the influencing factors of the adsorbed gas content
based on the experimental statistical relationship. Theoretical simulations were not conducted on the
mechanism to study the intrinsic control factors of adsorbed gas content. In the future, we will carry
out related work and enhance the reliability of the results.
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Abstract: Petrophysical properties including pore structure and permeability are essential for
successful evaluation and development of reservoirs. In this paper, we use casting thin section and
mercury intrusion capillary pressure (MICP) data to investigate the pore structure characterization,
permeability estimation, and fractal characteristics of Carboniferous carbonate reservoirs in the
middle blocks of the eastern margin of the Pre-Caspian Basin. Rock casting thin sections show
that intergranular and intragranular dissolution pores are the main storage spaces. The pore
throats greater than 1 μm and lower than 0.1 μm account for 47.98% and 22.85% respectively.
A permeability prediction model was proposed by incorporating the porosity, Swanson, and R35

parameters. The prediction result agrees well with the core sample data. Fractal dimensions based
on MICP curves range from 2.29 to 2.77 with an average of 2.61. The maximum mercury intrusion
saturation is weakly correlated with the fractal dimension, while the pore structure parameters such
as displacement pressure and median radii have no correlation with fractal dimension, indicating that
single fractal dimension could not capture the pore structure characteristics. Finally, combined with
the pore types, MICP shape, and petrophysical parameters, the studied reservoirs were classified into
four types. The productivity shows a good correlation with the reservoir types.

Keywords: carbonate reservoir; petrophysical characterization; pore types; pore structure;
permeability; fractal dimension; reservoir classifications

1. Introduction

Carbonate reservoirs play an important role in the world’s oil and gas distribution. Its oil and
gas account for about 50% of the world’s total oil and gas reserves and more than 60% of the world’s
total oil and gas production [1,2]. The reservoirs of many important oil and gas producing areas in
the world are mainly carbonate rocks. The Caspian Basin located at the north of the Caspian Sea
is one of the largest oil and gas-bearing basins [3,4]. The Carboniferous carbonate reservoirs of the
eastern part of the Pre-Caspian Basin are favorable petroleum reservoirs [5]. Carbonate reservoirs are
commonly characterized by high heterogeneity due to a variety of storage space combinations [6].
Petrophysical properties including micro pore structure, macro porosity, and permeability are essential
for successful evaluation and development of reservoirs [7,8]. Therefore, it is necessary to study the
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petrophysical characterization of the Carboniferous carbonate reservoirs in the eastern margin of the
Pre-Caspian Basin.

Previous studies on the Carboniferous carbonate reservoirs in the Pre-Caspian Basin including
sequence stratigraphic and depositional setting [9,10], geochemical properties [11], oil and gas
accumulation model [12,13], reservoir property including pore types [14] have been reported. However,
study on the petrophysical properties has not been enough to date. He et al. [6] studied the relationship
between porosity and permeability of this area and analyzed the influence factors. Miao et al. [15]
reported the pore development characteristics and well logging responses of porosity, fracture,
and vugs. He [16] investigated the storage space types and their evaluation and estimation using well
logs. Macroscopic parameters such as porosity and permeability are usually derived from microscopic
pore structure parameters.

Rock casting thin section, scanning electron microscope (SEM) [17,18], and transmission electron
microscope (TEM) [19] can provide the pore types and qualitative pore space. Mercury intrusion
capillary pressure (MICP) data is an important means to quantitatively study the pore structure
characteristics of the reservoirs [20,21]. It can directly reflect the pore structure and performance of
the reservoir, and capture the ranges of pore throat radius from 3.6 nm to a few microns in rocks [22].
Commonly used microscopic pore structure parameters include displacement pressure, median
capillary pressure, irreducible water saturation, and maximum pore throat radius, etc. The MICP
data are also used to estimate the permeability based on some key parameters, such as Swanson and
R35 parameters [23–25]. Although low temperature gas adsorption curves including N2 and CO2

adsorption can provide smaller pore size distributions, they may be applicable in unconventional
reservoirs [22]. The nuclear magnetic resonance (NMR) method is important in clastic rock and
unconventional shale [26,27], but it does not always work for carbonate reservoirs as the relaxativity
of carbonate minerals is too low to satisfy the theory of NMR [28].

In addition, fractal analysis conducted based on rock pore size distributions provided by MICP
or gas adsorption could be used to assistant in studying pore structure of rocks [29,30]. Fractal
geometry was proposed by Mandelbrot [31] to study porous media including rocks and other materials.
The fractal dimension (D) is one of the key parameters in fractal geometry theory, describing the
complexity and heterogeneity of pore space and particles [31–35]. Krohn [36] determined the fractal
dimensions of pore–rock interface for Smackover Formation carbonates in Arkansas using SEM
pictures, which range from 2.27 to 2.75. Billi [37] reported the fractal dimensions of particle size
distributions in carbonate cataclastic rocks, which are from the core of a regional strike–slip fault zone
in the foreland of the Southern Apennines, Italy, and are in the range of 2.09–2.93. Based on SEM
images, Xie et al. [38] investigated the fractal characteristics of a Jurassic marine carbonate reservoir
sample in western Hubei and eastern Sichuan region, China. The fractal dimension of pore size varies
from 0.77 to 1.36. Liu et al. [39] used fractal characteristics to study the quantitative evaluation for
pore structure in the carbonate reservoirs of Mishrif Formation of W oilfield in Iraq based on MICP
data. It is of note that Ghanbarian-Alavijeh and Hunt [40] theoretically showed that fractal dimension
can vary between minus infinity and 3. Thus, even negative D values are acceptable as reported by
Ghanbarian and Sahimi [41].

In this study, taking the Carboniferous carbonate reservoirs in the middle blocks of the eastern
margin of the Pre-Caspian Basin as an example, we investigated the pore structure characterization,
permeability estimation, and fractal characteristics. According to the observations, we could define the
reservoir types and studied their correlation with productivity. Rock casting thin section images were
used to study the pore spaces and types. Mercury intrusion capillary pressure data was used to study
the pore-throat size distribution, petrophysical property, and permeability estimation. Based on the
box counting method, the fractal dimension of the samples was calculated. The carbonate reservoir
classification was studied combining with the pore types, MICP shape, and petrophysical parameters.
Thus, we could use the classification to predict the productivity.
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In this paper, Section 2 includes geological setting, experimental methods and determination of
fractal dimension using MICP. Section 3 presents the results and discussion of pore types and space,
petrophysical characteristics, permeability estimation, fractal dimension, and reservoir classifications.
Section 4 defines the main conclusions.

2. Materials and Methods

2.1. Geological Setting

The Pre-Caspian Basin, which is located in the north of the Caspian Sea, and underlies parts of
Russia and Kazakhstan [12,14], is one of the world’s largest oil and gas basins with an area of more
than 500,000 km2. It extends in the east–west direction, with a length of one thousand km and a
maximum width of 650 km. The contour is approximately elliptical. It is a basin rich in oil and gas,
but with a low degree of exploration. In the tectonic division, the Pre-Caspian Basin belongs to the
southeastern part of the Eastern European platform. The northern and western parts of the basin
are adjacent to the Paleozoic carbonate rock platform in the Volga–Ural Basin in the southern part of
Eastern Europe. The northern and western parts of the basin are adjacent to the Hercynian fold belt
(including the Southern Ural, Nanba, and Karakul etc.). The east is bordered by the Ural Haixi fold
belt, the southwest is bordered by the Enba uplift and the southwest is bordered by the Karpinsky
Haixi fold belt.

The Middle Block of the eastern margin of the basin is located in the Aktobe state. It is also located
in the transitional zone between the Astrakhan–Akchubin central uplift and the Primm Gordgar
ancient depression, which is the uplift of the Primm Gordgar Late Paleozoic. The Middle block is
an important pointing zone for oil and gas migration, and the regional structural position is very
favorable. Figure 1 shows the location of the study area.

 
Figure 1. The location of the study area.

According to the drilling data of the block and surrounding oil and gas fields, the basin
can be basically divided into the combination of carbonate and clastic rocks in the Lower
Devonian-Carboniferous and Lower Permian, gypsum salt rock of Konggu Formation in the Lower
Permian, and the Upper Permian-Triassic clastic rock deposit and the Jurassic-Cretaceous combination.
The Mesozoic and the Upper Permian strata are clastic and dominated by sand and mudstone,
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and the Lower Permian pore-valley terrace is a set of salt rock strata, which was high-speed deposited.
The distribution and thickness of salt rocks vary greatly. The Carboniferous in the Middle Block can be
divided from top to bottom into carbonate and gypsum salt beds of KT-1 Formation, clastic rock of
MKT Formation, carbonate rocks and a few mudstone of KT-2 Formation, as well as multi-Neixiqian
sandstone and mudstone beds in the middle and lower part of the Uyxian Stage. The detailed
information is depicted in Figure 2.

Figure 2. Characteristics of Carboniferous strata the study area.

2.2. Experiment Methods

Thirty two plunger samples were carried out for porosity, permeability, and MICP measurements.
The plunger has dimensions of diameter of 2.5 cm and length of 4 cm. The porosity and permeability
are measured with a helium porosimeter. Before measurements, plugs were subjected to oil and
salt washing and drying. After porosity and permeability measurements, the plunger samples were
subjected to drying at 100 ◦C until the weight remained constant. Then, MICP data were determined
with a mercury porosimeter. The minimum and the maximum intrusion pressure were denoted as
0.0035 MPa and 200 MPa, respectively. The 200 MPa of intrusion pressure guarantees the mercury can
enter a small pore-throat, whose radius is low at roughly 3.7 nm. In addition, many samples for rock
casting thin section analysis were drilled from four wells. These samples almost cover all the depths of
KT-I and KT-II formation, which make this study more accurate.

95



Energies 2019, 12, 78

2.3. Fractal Dimension

According to fractal geometry theory, if the pore space of a rock obeys the fractal structure,
the pore radius r and the number of pores with a radius larger than r would follow a power-law
function [31]:

N(> r) =
∫ rmax

r
P(r)dr = αr−D (1)

where r and N(>r) are pore radius and the number of pores with radius larger than r and rmax is the
maximum pore radius, P(r) is the distribution density function of the pore radius, α is a proportionality
constant, D is the fractal dimension.

Based on some assumptions and transformation, the following equation was derived [31,42]:

Sv(< r) = (
r

rmax
)

3−D
(2)

where Sv is the cumulative volume fraction of pores with a radius smaller than r.
According to Washburn [20], mercury injection pressure and pore throat radius obey the following

relationship:

Pc =
2σ cos θ

r
(3)

where Pc is the capillary pressure, σ is the surface tension, and θ is the contact angle of mercury in air.
Combining Equations (2) and (3) and the basic principle of MICP, the follow equation is obtained:

1 − SHg = (
Pcmin

Pc
)

3−D
(4)

where SHg is mercury saturation; Pcmin is the minimum of the capillary pressure.
By taking the logarithm on both sides on the above equation, the following relationship was

obtained [43]:
log(1 − SHg) = (D − 3)log(Pc) + (3 − D)log(Pcmin) (5)

For each sample, there is a series of (Pc, SHg) values. Thus, the fractal dimension can be determined
by using MICP data.

3. Results and Discussion

3.1. Pore Spaces and Types

Similar to the carbonate reservoir in other study areas [44], the pore space of carbonate rocks in
this study area is divided into three types: pores, fractures, and caves.

3.1.1. Pores

(1) Intergranular pores or intergranular dissolution pores

The Carboniferous carbonate granular rocks in the study area all have cements. Some of the
rocks have intergranular residual pores due to insufficient cementation while some of the rocks
have intergranular dissolution pores formed by later-stage dissolution of mud-crystal or columnar
bright-crystal cement between the particles. The two types of pores mentioned above could be called
intergranular pore. This is the main pore type in the Carboniferous reservoir, of which the visible
porosity is between 0.2% and 18%. The intergranular dissolution pores are mainly distributed in the
A3, Г layer, and the Д layer, which indicate good pore connectivity, and strong storage capacity of
oil and gas (Figure 3). In the Г layer, granular limestone particles are coarse, the pore size is large in
scale, and the connectivity is good. While particles in the Д layer are relatively fine, the size of the
intergranular pores is relatively smaller, and the connectivity is relatively poorer.
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Figure 3. Characteristics of intergranular pores of Г layer in the study area (a) Well CT-10, 3156.1 m,
Sparry algal oolitic limeston, intergranular dissolution pores, visible porosity is 2.57%; (b) Well
A-1, 3422.0 m, Sparry red algae foraminifera granules limestone, intergranular dissolution pores
more, visible porosity is 17.2%;(c) Well CT-1, 3131.0 m, Sparry green algae foraminifera limestone,
intergranular dissolution pores and intrafosill pores, visible porosity is 8%; (d)Well CT-4, 3131.0 m,
Sparry foraminifera parasolitic limestone, intergranular pores, visible porosity is 15%.

(2) Intragranular dissolution pores

The intragranular dissolution pores are the pores that are formed by the later dissolution within
the particles, such as ooids, biological debris, and sands (Figure 4). Pores in which the particles or
grains are completely dissoluted but still retain the original particle or grain shape are called moldic
pore. The pores formed in the body cavity of the biological granular which due to decay or erosion
of the body are called intrafosill pores. In addition, there are a small number of intraskeletal pores.
All of these pores are referred to as intragranular pores, which are also important pore types of the
Carboniferous reservoirs in the North Truva.

The intrafosill, intragranular dissolution, and moldic pores are more developed in the
carboniferous system of the North Truva structure. The visible porosity of the thinsection in which
the intrafossil pores developed is between 0.1% and 15%, with an average of about 2%. The visible
porosity of the thin section in which the intra-granular dissolution pores developed is between 0.2%
and 15%, and with an average of about 2%. The visible porosity of the thin section in which moldic
pores developed ranges from 0.1% to 35%, and the average value is about 5%. The larger the visible
porosity is, the better the reservoir property.
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Figure 4. Intragranular dissolution pores (a) Well CT-4, 2341.41 m, Micrite bioclastic dolomite, more
intrafosill pores and its dissolution, visible porosity is 18.3%; (b) Well A-1, 2846.0 m, Sparry oolitic
limestone, oolites and negative oolites, ooids modic pores, visible porosity is 17.0%; (c) Well A-2,
3190.0 m, Sparry cast oolitic limestone, ooids modic pores, visible porosity is 23.7%; (d) Well A-1,
3621.0 m, Sparry oolitic limestone, intergranular pores, visible porosity is 35.0%.

(3) Intercrystalline and intercrystalline dissolution pores

The pores existing among the euhedral dolomite, subhedral dolomite or calcite grains are
intercrystal (Figure 5). The void areas formed by the dissolution of the soluble components such as
residual calcite or gypsum between the dolomite crystals are intercrystal dissolution pores. The visible
porosity of the thin section, the intercrystal pore, is between 2% and 15%. They are mainly concentrated
in the dolomite of the Carboniferous B1 layer. They can be also observed in the Д layer.

a

----200μm

b

----200μm

Figure 5. Intercrystal pore and intercrystal dissolution pore (a) Well CT-4, 2347.0 m, Residual clastic silt
dolomite, intercrystal dissolution pores, visible porosity is 13.0%; (b) Well A-1, 3956.0 m, Sugar-like
dolomite, intercrystal pores, visible porosity is 5.0%.
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3.1.2. Fractures

Fractures are important percolating channels for the reservoirs. According to the core observation
and the casting thin section, the North Truva Carboniferous cracks mainly include four types:
dissolution fracture, tectonic fracture, stylolite fracture, and grain cracks (Figure 6). These cracks
not only have a certain impact on the reservoir storage, but also have a significant effect on connecting
pores and improving reservoir permeability. They are also conducive to the development of dissolution
holes, thus forming a unified pore, hole, and fracture system and further improving the reservoir
permeability of the reservoir. Fractures in the upper part of the KT-1 layer develop more than
other locations.

 

 

----50μm

a b

c d

Figure 6. Fracture characteristics in the study area (a) Well A-1 2890.13 m, Spray oolitic limestone,
dissolution fracture, semi-filled by gypsum; (b) Well CT-4 2343.21~2343.42 m, Vertical extension
fracture; (c) Well CT-10 2342.71~2342.82 m, Oblique tectonic fracture; (d) Well CT-10 3142.28–3142.38
m, Stylolite.

3.1.3. Dissolution Cavern

Dissolution pores with diameter larger than 2 mm are called caverns. The pores with diameters
between 2 and 5 mm are called small caverns, while those with diameters of 5 to 10 mm are called
middle size caverns, while those with diameters larger than 10 mm are called large caverns.

The core of the CT-4 well was found to have 1742 caves with an area of 272,583 mm2. They are
mainly distributed in the dolomite section of the A3 and B1 layer (Figure 7). The cumulative number
of caverns in this layer is 1712, indicating that the dissolution of this section is very developed.
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a b

Figure 7. Cavern characteristics of the study area (a) Well CT-4, 2343.19~2343.29 m, Cinder-like
dolomite (b) Well CT-4, 2344.77~2345.14 m, dissolution caverns in the dolomite rock.

3.2. Petrophysical Characteristics and MICP Data

Porosity, permeability, and related parameters derived from MICP curves of 32 samples are
listed in Table 1. Porosity ranges from 4.67% to 32.4% with an average value of 13.71%. Permeability
ranges from 0.002 mD to 349 mD. Among them, the permeabilities of 10 samples are lower than 1 mD.
The geometric mean value of the permeability is 4.07 mD.

The MICP curves are shown in Figure 8. The red and blue curves in the lower position of this
figure represent the samples with relatively good pore structure as the displacement pressure and
saturation median pressure are smaller. The middle parts of these curves are concave. In contrast,
the black and green curves in the upper position of this figure have much bigger displacement pressure
and saturation median pressure. The middle parts of the black and green curves are straight instead of
concave, demonstrating a relatively poor structure.

Figure 8. Mercury intrusion capillary pressure (MICP) curves of the studied samples.

The pressure at which mercury first enters the sample (after the mercury has filled any surface
irregularities on the sample) is termed the displacement pressure (Pd) [2,45]. It is commonly inferred
from the injection pressure at 10% saturation [46]. The Pd can be calculated for the largest pore throat
radius. According to Equation (1), the smaller the Pd value, the bigger the largest pore throat radius.
The Pd values of the studied samples range from 0.05 MPa to 41.39 MPa with an average of 1.75
Mpa. Saturation median pressure (Pc50) refers to the intrusion pressure when the non-wet phase
saturation is 50% [2,45]. It varies in the range of 0.14 to 120.64 MPa with an average of 5.81 MPa.
Median radii (Rc50) are between 0.01 μm and 5.15 μm and with an average of 1.76 μm. The maximum
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mercury intrusion saturation (Smax) of the samples ranged from 69.32% to 98.76%, with an average of
92.11%. The maximum intrusion pressure is 200 Mpa, corresponding to 3.7 nm of pore throat radius.
This indicates that 92.11% of the pore radius is greater than 3.7 nm.

According to Equation (2), we calculated the pore size distribution for each sample. We defined
the pore with a pore-throat radius greater than 1 μm as large pore, the pore with a pore-throat radius in
the 0.1–1 μm as medium pore, and the pore with a pore-radius less than 0.1 μm as small pore. As can
be seen in Table 1, the three types of pores account for 47.98%, 29.17%, and 22.85%, respectively.

Table 1. Petrophysical parameters and fractal dimensions of the studied samples.

Sample
No.

Porosity K Pd Pc50 R50 Swanson R35 Smax D Large
Pore

Medium
Pore

Small
Pore

- % mD MPa MPa μm v/v/MPa μm % / % % %

1 4.67 1.63 0.96 3.44 0.22 0.16 0.19 90.16 2.62 4.22 66.97 28.82
2 9.53 0.005 3.16 26.91 0.03 0.04 0.06 81.16 2.65 0.14 25.67 74.19
3 7.56 0.019 0.86 3.67 0.2 0.15 0.31 91.01 2.58 6.52 62.49 31.0
4 10.35 0.02 1.63 7.71 0.1 0.07 0.16 92.26 2.56 2.33 46.8 50.87
5 10.29 0.034 2.07 5.18 0.14 0.10 0.19 95.14 2.37 0.78 65.76 33.46
6 11.08 0.333 0.86 2.07 0.36 0.24 0.44 88.98 2.64 5.13 72.15 22.72
7 8.55 0.088 1.09 3.92 0.19 0.12 0.26 98.76 2.29 4.83 69.79 25.38
8 7.76 0.322 0.74 2.24 0.33 0.22 0.45 94.66 2.54 6.35 63.76 29.89
9 7.16 0.002 41.39 120.64 0.01 0.00 0.01 69.32 2.68 0.00 0.45 99.55
10 29.0 35.3 0.19 0.44 1.67 1.17 2.41 98.43 2.42 67.2 25.19 7.61
11 30.7 62.3 0.13 0.28 2.62 1.83 3.3 98.45 2.49 74.8 15.63 9.57
12 27.4 32 0.38 0.89 0.83 0.55 1.15 96.45 2.45 41.45 43.88 14.67
13 32.4 230 0.08 0.19 3.82 2.67 5.43 97.79 2.55 85.27 9.88 4.85
14 13.7 12.3 0.09 0.27 2.69 1.77 3.85 95.84 2.61 76.38 14.6. 9.02
15 12.4 8.08 0.18 0.58 1.27 1.02 2.12 91.55 2.68 55.21 24.87 19.92
16 17.3 349 0.05 0.15 4.87 3.28 6.96 97.44 2.58 76.6 14.16 9.24
17 7.8 19.7 0.09 0.28 2.65 2.07 4.33 85.74 2.77 66.46 13.98 19.56
18 16.7 15.3 0.07 0.28 2.64 2.04 4.27 96.57 2.6 68.24 19.54 12.22
19 8.5 7.54 0.15 0.4 1.85 1.41 2.82 86.64 2.74 62.4 17.47 20.13
20 9.1 24.4 0.11 0.41 1.80 1.40 3 92.31 2.67 61.52 21.08 17.40
21 11.3 77.9 0.05 0.14 5.15 3.45 7.14 92.65 2.70 77.26 10.35 12.39
22 10.2 18.4 0.14 0.56 1.32 1.14 2.39 93.42 2.65 55.69 25.30 19.00
23 7.0 0.25 0.09 0.29 2.57 2.30 4.79 87.26 2.76 65.2 14.57 20.24
24 11.4 33.5 0.19 0.64 1.15 0.79 1.76 91.57 2.68 52.63 26.75 20.63
25 13.3 3.86 0.14 0.32 2.26 1.55 2.99 94.52 2.63 74.57 14.86 10.57
26 12.2 120 0.11 0.33 2.21 1.53 3.23 95.35 2.61 67.64 19.42 12.95
27 20.5 69.5 0.1 0.27 2.73 1.8 3.94 95.47 2.61 72.14 16.41 11.45
28 12.4 9.98 0.13 0.5 1.46 1.08 2.26 92.35 2.66 60.73 24.11 15.16
29 8.8 0.931 0.23 1.41 0.52 0.56 1.18 83.76 2.75 38.33 30.32 31.35
30 9.9 13.4 0.33 1.11 0.66 0.54 1.12 89.75 2.66 38.26 38.34 23.4
31 18.7 43.7 0.09 0.23 3.25 2.11 4.38 98.26 2.5 84.63 10.52 4.85
32 21.0 232 0.07 0.16 4.71 3.22 6.1 94.36 2.67 82.34 8.40 9.27

Average 13.71 44.43 1.75 5.81 1.76 1.26 2.59 92.11 2.61 47.98 29.17 22.85

Pd is inferred from the injection pressure at 10% saturation. Swanson is the maximum of the ratio of mercury
saturation to corresponding pressure. R35 is the calculated pore throat radius corresponding to a mercury saturation
of 35%. D is fractal dimension determined using mercury intrusion capillary pressure (MICP).

3.3. Estimation of Permeability

In order to predict permeability, we calculated the R35 and Swanson parameters (see Table 1) as
they are commonly used in the permeability prediction. The R35 which is the calculated pore throat
radius corresponding to a mercury saturation of 35% contributes greatly to the rock permeability [23,47].
An empirical relationship between porosity, permeability, and R35 published by Kolodzie [23], known
as the Winland model, is expressed as:

log(R35) = 0.732 + 0.588 log(K)− 0.864 log(φ) (6)

The Swanson parameter defined by Swanson [24] is the maximum of the ratio of mercury

saturation to the corresponding pressure, denoted as (
Shg
Pc

)
max

. The plot of (
Shg
Pc

)
max

and Shg resembles
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a downward opening parabola. The inflection point of the curve is known as the Swanson parameter.
Before the inflection point occurs, the non-wetting phase occupies an effective interconnected pore
space; after the inflection point, the non-wetting phase begins to enter a finer pore space or irregular
pores, the flowability of the non-wetting phase is significantly reduced. The Swanson parameter is
also correlated to the permeability of sandstone and carbonate samples. The Swanson permeability
model is [24]

K = a × (
Shg

Pc
)

max

b (7)

where a and b are regression coefficients, varying with study area and lithology.
The relations between the permeability and porosity, Swanson, R35 are shown in Figure 9.

The coefficients of determination are lower than 0.8, which is not high enough to predict permeability.

(a) (b)

(c)

Figure 9. The relationships of permeability with parameters. (a) Porosity; (b) R35; (c) Swanson.
The Swanson parameter is the maximum of the ratio of mercury saturation to the corresponding pressure.

In this study, combined the porosity, R35 and Swanson parameters, we established a new model
to accurately predict permeability as:

K = 0.704φ1.760(
Shg

Pc
)

max

4.463R−2.779
35 (8)

The cross plot of predicted and measured permeability are shown in Figure 10. As seen from this
figure, the coefficient of determination is improved to 0.834 and the data dots are distributed near the
100% agreement lines.

102



Energies 2019, 12, 78

Figure 10. The comparison of predicted and measured permeability.

3.4. Fractal Dimension

Figure 11 is an example of the determination of the fractal dimension of sample 12 by using the
above method. As can be observed in this figure, the slope of the regression equation is −0.51, thus,
D is determined as 2.49. In addition, the coefficient of determination is high at 0.99, indicating the
fractal nature of the pore space of sample 12.

Figure 11. Determination of the fractal dimension for sample 12.

The fractal dimensions of the studied samples are listed in Table 1. D varies from 2.29 to
2.77, with an average of 2.61. Sample 17 has the largest fractal dimension, while sample 7 has
the smallest value. However, the permeability of sample 17 is higher than that of sample 7. This is
not consistent with previous knowledge that the fractal dimension is smaller if the pore structure
is good [29,43]. In fact, maximum mercury intrusion saturation Smax is weakly correlated with the
fractal dimension, the coefficient of determination is 0.359 (Figure 12a). Also, Figure 12b shows the
logarithmic relationship of fractal dimension and wetting saturation, i.e., 1-Smax. This is consistent
with the observation by Ghanbarian-Alavijeh and Millan [48]. The other petrophysical parameters are
not correlated with fractal dimension, as is seen in Table 2. This may be attributed to the fact that the
single fractal dimension could not capture pore structure characteristics. We will conduct multifractal
analysis for the pore structure to further investigate the carbonate reservoir property in the future.
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(a) (b)

Figure 12. (a) Cross plot of fractal dimension with maximum mercury intrusion saturation; (b) Cross
plot of fractal dimension with wetting saturation.

Table 2. The coefficients of determination between fractal dimension and petrophysical parameters.

Por K Pd Pc50 R50 Swanson R35 Large Pore Medium Pore Small Pore

0.174 0.001 0.009 0.011 0.035 0.061 0.064 0.053 0.207 0.015

3.5. Reservoir Classifications

According to the above pore space types, porosity, permeability, and MICP curves, we divided
the samples into four types: Types I, II, III, and IV. We did not take the fractal characteristics into
consideration as they could not effectively capture the reservoir property. In Figure 8, the red, blue,
black, and green curves represent Types I, II, III, and IV, respectively. The typical MICP curves and pore
throat distribution for each type are shown in Figure 13. The pore space types and related petrophysical
parameters for each type are listed in Table 3. The type I reservoir has the largest porosity, permeability,
median radius, and smallest displacement pressure. It has the best pore structure characteristic,
while Type IV reservoir holds the worst pore structure characteristic. However, the average porosity of
Type IV is larger than that of Type III. This may be attributed to the sample number of the two types
being less than that of Types I and II.

 

(a) (b)

Figure 13. The MICP curves and pore throat radius distributions of different types of samples (a) MICP
curves, (b) pore throat radius distributions.
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Table 3. The pore space types and related petrophysical parameters for each type of reservoir.

Reservoir
Types

Pore Space Types Porosity (%) K (mD) R50 (μm) Pd (MPa)

I
Dissolution caves;

intergranular dissolution
pore; fracture

7.0–32.4
19.51

0.25–349.0
42.668

2.57–5.15
3.59

0.05–0.13
0.08

II Intergranular dissolution
pore; intergranular pore

7.8–29
13.29

0.931–120.0
14.266

0.52–2.69
1.6

0.09–0.38
0.18

III
Intergranular pore;

intragranular dissolution
pores; intrafosill pore

4.67–11.8
7.92

0.02–1.63
0.196

0.19–0.36
0.26

0.74–0.19
0.9

IV Intercrystal pore; or
undeveloped pores

7.16–10.35
9.33

0.002–0.034
0.009

0.01–0.14
0.07

1.63–41.39
12.06

We carried out statistics on the oil production of different reservoir types. The reservoir type has a
good correlation with productivity. For types I, the daily oil production is greater than 150 t. The daily
oil production for types I and II are between 100 and 150 t, less than 100 t, respectively. Reservoir IV
cannot produce oil. This proves the validity and reliability of reservoir classification.

4. Conclusions

In this study, taking the Carboniferous carbonate reservoirs in the middle blocks of the eastern
margin of the Pre-Caspian Basin as an example, we investigated pore structure characterization,
permeability estimation, and fractal characteristics. According to the observations, we made a
classification for reservoirs. The following conclusions are obtained:

(1) The storage space of carbonate rocks in this study area is divided into three types: pores, fractures,
and caverns. The main pore types are the intergranular pore, intergranular dissolution pore,
and intragranular dissolution pore. The fractures can be divided into dissolution fracture, tectonic
fracture, stylolite fracture, and grain cracks.

(2) The Pd values of the studied samples range from 0.05 MPa to 41.39 MPa, with an average of
1.75 Mpa. Median radii (Rc50) are between 0.01 μm and 5.15 μm, with an average of 1.76 μm.
The pore throats greater than 1 μm and lower than 0.1 μm account for 47.98% and 22.85%
respectively, which suggests that the pore structure in the study area is relatively good.

(3) Permeability ranges from 0.002 mD to 349 mD, and with a logarithmic mean value of 4.07 mD.
A permeability prediction model was established in a power-law form which incorporated
porosity, Swanson parameter, and R35. The coefficient of determination between the predicted
and core analysis permeability is 0.834, showing that the proposed model is effective and reliable.
The proposed model could be applicable to other study areas.

(4) Fractal dimension carried out based on MICP curves ranged from 2.29 to 2.77, with an average of
2.61. The pore structure parameters were not correlated with fractal dimension, indicating that
the single fractal dimension could not characterize the pore structure characteristics. Multifractal
analysis of the MICP data may be more suitable for pore structure investigation.

(5) Combined with the pore types, MICP shape, and petrophysical parameters, the studied reservoirs
were classified into four types: Types I, II, III, IV. Type I is the most favorable reservoir with daily
oil production greater than 150 t, while Type IV is the worst reservoir and cannot produce oil.
The good correlation between reservoir type and productivity demonstrates the effectiveness of
the classification in this paper.
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Abstract: Prediction of the non-linear flow in porous media is still a major scientific and
engineering challenge, despite major technological advances in both theoretical and computational
thermodynamics in the past two decades. Specifically, essential controls on non-linear flow in
porous media are not yet definitive. The principal aim of this paper is to develop a meaningful
and reasonable quantitative model that manifests the most important fundamental controls on low
velocity non-linear flow. By coupling a new derivative with fractional order, referred to conformable
derivative, Swartzendruber equation and modified Hertzian contact theory as well as fractal geometry
theory, a flow velocity model for porous media is proposed to improve the modeling of Non-linear
flow in porous media. Predictions using the proposed model agree well with available experimental
data. Salient results presented here include (1) the flow velocity decreases as effective stress increases;
(2) rock types of “softer” mechanical properties may exhibit lower flow velocity; (3) flow velocity
increases with the rougher pore surfaces and rock elastic modulus. In general, the proposed model
illustrates mechanisms that affect non-linear flow behavior in porous media.

Keywords: porous media; non-linear flow; conformable derivative; fractal

1. Introduction

Ever since Henry Darcy (1865) developed his famous linear flow model (the classical Darcy’s
law), based on a series of sand pack experiments, the linear flow through porous media has drawn
tremendous attention in various scientific and engineering field [1,2]. However, it’s a common
phenomenon that experiments on low velocity flow in tight porous media, deviate from the Darcy’s
law and the flow velocity is lower than that predicted from Darcy’s law. As stated in the literature,
the existence of low velocity non-Darcy flow (or low velocity non-linear flow) in tight porous media
(e.g., shale gas/oil reservoirs, coalbed, or tight gas/oil reservoirs) is due to the interaction forces
between the fluid and tight pores [3,4]. Many scholars have documented that, there existed threshold
Reynolds number or pressure gradient, which could be used to well describe low velocity non-linear
flow [5–7]. And they concluded that there is no flow in tight porous media when the pressure gradient
is beyond the certain value (i.e., threshold pressure gradient). However, Li provided contradictory
evidence for the threshold pressure gradient [8]. He suggested that the threshold pressure gradient
measured in labs can be probably ascribed to the difficulty in measuring lower flow velocity, and the
false phenomenon of the existence of threshold pressure gradient is strengthened by the skin effect.
Until now, appropriate non-linear model for fluid flow through tight porous media remains unclear,
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though some more formulas have been established to describe the non-linear flow, such as power
function model [9], exponential function model [10], incomplete Gamma function model [11,12] and
fractional derivative approach [13–15]. As stated in the literature, in some extent, these models above
are suitable for the description of non-linear flow in porous media with lower permeability [9–14].
Most recently, Yang [14] and Zhou [15] also suggested that the conformable derivative approach
is suitable for the describing non-linear flow in low-permeability porous media. However, these
models above never took effective stress into account. It is reported that the porous media will be
compressed as the effective stress increases, causing fluid flow behavior in porous media to be strongly
stress-dependent [16–24].

As implied by this brief literature review, we suggest that the characteristic behavior of non-linear
flow is still not definitively determined. Therefore, a major goal of this research was to develop an
analytical model in a closed form for the description of low velocity non-linear flow. The specific
objectives of this work were: (1) to establish a reasonable quantitative model to quantify the essential
controls on non-linear flow; (2) to verify the model with available experimental data. Compared with
the previous models, our model takes into account more factors, including the influence of the effective
stress and the microstructural parameters of the pore space. The proposed models can reveal more
mechanisms that affect the low velocity non-linear flow in porous media.

2. Mathematical Model

In this section, the analytical low velocity non-linear flow model for porous media is detailed.
The conformable derivative is used to develop the Swartzendruber model for description of low
velocity non-linear flow in pores, the fractal geometry theory and modified Hertzian contact theory
are used to describe the complex pore structure of porous media under stress condition.

2.1. Model Assumptions

The following assumptions are made to simplify the flow system:

1. The porous media is composed by a bundle of capillary bundles and a single capillary with the
equivalent radius r is made up of a packing of equivalent spherical grains.

2. The interspaces in porous media have fractal characteristics.
3. The single phase flow is under isothermal and stress condition, which is fully developed and at

steady state.
4. The deformation of porous media obeys Hertzian contact theory.
5. During the flow, the fluid has constant viscosity and density.

2.2. Conformable Derivative Approach to Swartzendruber Equation

As suggested by decades of literature, the Swartzendruber equation can well describe the
non-Darcian flow in tight porous media with low permeability [13,14]. Based on the Swartzendruber
equation, the following equation can be written as:

du
di

=
Kρg

μ

(
1 − e−

i
I

)
, (1)

where u is the flow velocity in the cross section; K is the permeability of porous media; μ is fluid
viscosity; ρ is fluid density, g is the gravitational acceleration, i and I represent hydraulic gradient and
threshold hydraulic gradient, respectively. According to Equation (1), the flow velocity in a single
capillary with radius r can be written as:

du
di

=
r2ρg
8μ

(
1 − e−

i
I

)
, (2)

where r is the radius of the capillary.
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As the linear operator does not inherit all the operational behaviors from the typical first derivative,
the Swartzendruber equation fails to capture the full range of non-Darcy flow behavior in porous
media [13–15]. Fortunately, as a well-behaved and efficient method, conformable derivative approach
with real order can be applied to address this problem. The conformable derivative of the flow velocity
u(i): [0, ∞) → R for all i > 0 with order α ∈ (0, 1] can be defined by [10]:

Tαu(i) = lim
ε→0

u
(
i + εi1−α

)− u(i)
ε

, (3a)

and the conformable derivative at 0 is given by (Tαu)(0) = lim
i→0

(Tαu)(i).

As stated in the literature [10,14,25], the relationship between the conformable derivative and the
first derivative can be written as:

Tαu(i) = i1−α du(i)
di

. (3b)

Equation (3b) shows that the conformable derivative coincides with the classical first derivative
with a given differential order α = 1, which means the conformable derivative is a modification of
classical derivative in direction and magnitude [25–27]. As stated in the literature [25–27], the physical
interpretation of the conformable derivative is a modification of classical derivative indirection
and magnitude. Replacing the first order derivative in Equation (2) with conformable derivative,
the Swartzendruber equation can be rewritten as:

Tαu(i) =
r2ρg
8μ

(
1 − e−

i
I

)
. (4)

By solving Equation (4) with Laplace transform and inverse Laplace transform, the flow velocity
in the cross section can be determined as:

u(i) =
r2ρg
8μ

iα

α

[
1 − 1F1

(
α; α + 1;− i

I

)]
, (5)

where 1F1

(
α; α + 1;− i

I

)
=

∞
∑

j=0

α(j)

(α+1)(j)
(−i/I)j

j! is the Kummer confluent hypergeometric function [23].

Based on Equation (5), the flow rate q in the cross section can be written as:

q =
πr4ρg

8μ

iα

α

[
1 − 1F1

(
α; α + 1;− i

I

)]
, (6)

where q is the flow rate in the capillary with the radius r.

2.3. Non-Linear Flow Model

The fractal theory is used to develop the non-linear flow model for tight porous media. Based on
fractal theory and modified Hertzian contact theory described in detail in [28,29], the total volumetric
flow rate Q in the cross section under stress condition can be calculated by integrating the flow rate
over the radius ranging from the minimum radius rmin to the maximum porous radius rmax [28–33]:

Q = N
∫ rmax

rmin

q f dr, (7)
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with: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

N = (rmax/rmin)
Df ; f (r) = Dfr

Df
minr−(Df+1),

r = r0

⎧⎨⎩1 − 4

[
3π

(
1 − v2)peff

4E

]β
⎫⎬⎭,

rmin = rmin0

⎧⎨⎩1 − 4

[
3π

(
1 − v2)peff

4E

]β
⎫⎬⎭,

rmax = rmax0

⎧⎨⎩1 − 4

[
3π

(
1 − v2)peff

4E

]β
⎫⎬⎭.

(8)

In Equation (8), N is the number of pores; r0 and r are the initial pore radius and pore radius
under stress condition, respectively. f is the probability density function for pore size distribution;
β is the power law index which is related to the structure of pore surface. rmax0 and rmin0 are the
maximum and minimum pore radius of porous media at zero stress, respectively. rmax and rmin are
the stress-dependent maximum and the stress-dependent minimum pore radius of porous media,
respectively. peff is the effective stress, E is rock elastic modulus and v is rock Poisson’s ratio. Df is the
fractal dimension for pore size distribution which can be determined as [32,33]:⎧⎪⎪⎨⎪⎪⎩

Df = 2 − (2 − Df0)rmax0

(3 − Df0)rmax − (2 − Df0)rmax0
,

Df0 = 2 − ln ϕ0

ln(rmin0/rmax0)
,

(9)

where ϕ0 is the initial porosity of the porous media, and Df0 is the fractal dimension for pore size
distribution at zero stress.

Substituting Equations (6), (8) and (9) into Equation (7), the flow rate can be rewritten as:

Q =
πρgDfr

Df
max

8μ

iα

α

[
1 − 1F1

(
α; α + 1;− i

I

)]
r4−Df

max − r4−Df
min

4 − Df
. (10)

As stated in the literature [32–35], the cross sectional area of a unit cell A can be expressed as:

A =
πDfr2

max

[
1 − (rmin/rmax)

2−Df
]

(2 − Df)(rmin/rmax)
2−Df

. (11)

Then, based on Equations (10) and (11), the average flow velocity uav can be written as:

uav =
Q
A

=
ρgϕiα(2 − Df)

(
r2

max − ϕr2
min

)
8αμ(1 − ϕ)(4 − Df)

[
1 − 1F1

(
α; α + 1;− i

I

)]
(12)

It is evident that the flow rate (or average flow velocity) is the function of pore structural
parameters, power law index, rock elastic modulus, effective stress, and differential order α as well as
hydraulic gradient and threshold hydraulic gradient.

3. Results and Discussion

This section aims at studying the novel analytical models in detail. In the following, we first
compare our results with those from experimental data. Then, in order to analyze essential controls on
non-linear flow in tight porous media, the effects of relevant parameters on average flow velocity are
studied in detail.

The availability of the proposed model Equation (12) depends on its ability to adequately fit
experimental data [15]. To verify our quantitative model, the measured average flow velocity versus
hydraulic gradient relationship in [36] and that predicted by our proposed model are compared
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(Figure 1). In the experiment of Prakash K. et al. [36], the flow velocity tests were conducted on soils at
an effective consolidation stress of 6.25 kPa during loading process. In our proposed model, the initial
porosity of rock is 15%, the rock elastic modulus is 45 GPa, the rock Poisson’s ratio is 0.23 and power
law index is 3/4. Furthermore, to ensure the effective consolidation stress is 6.25 kPa, the effective
stress assigned is 6.25 kPa. The values of other parameters (e.g., rmax0, rmin0, differential order α and
threshold hydraulic gradient I) are listed in the Figure 1. Results displayed in Figure 1 suggest that
the proposed model calculated relationship between average flow velocity and hydraulic gradient is
in good agreement with that determined by experimental data [36]. Results (Figure 1) also suggest a
definitive positive correlation between the average flow velocity and hydraulic gradient.

p α

r μ β

r μ ϕ

E ν I

i

p α r μ

β r μ ϕ

E ν I

Figure 1. A comparison between the experimental data [36], and results of the proposed model.

Figure 2 provides a comparison of the relationship between average flow velocity and hydraulic
gradient predicted by the proposed model with experimental data of [37]. In the experiment of
Zhang et al. [37], the permeability tests were conducted on gap-graded sands (e.g., sand A, sand B and
sand C) to determine the critical hydraulic gradient of piping in sands. Sand A, sand B and sand C
were prepared by mixing a coarse sand with particle size of 3–5 mm and a fine sand with particle size
of 0.25–0.50 mm at various ratios of 4:1, 5:1 and 6:1 respectively.

α I
r μ

r μ

ϕ e

α I
r μ

r μ

ϕ e

α I
r μ

r μ

ϕ e

i

Figure 2. A comparison between the experimental data [37], and results of the proposed model.

For sand A, the hydraulic conductivity and void ratio are 2.6 × 10−3 m/s and 0.56 respectively.
The hydraulic conductivity and void ratio of sand B are 3.6 × 10−3 m/s and 0.60 respectively.
In addition, for sand C, the hydraulic conductivity and void ratio are 4.0 × 10−3 m/s and 0.63
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respectively. To ensure the porous media simulated in the proposed model exhibits the same physical
properties as the porous media tested in the experiments of [37], the initial void ratio e0 and initial
porosity ϕ0 (i.e., ϕ0 = e0/(1 + e0)) applied in the proposed model are the same with that of the sands in
the experiments and the effective stress assigned is 0 MPa. The values of other parameters (e.g., rmax0,
rmin0, differential order α and threshold hydraulic gradient I) are listed in the Figure 2. It can be seen
from Figure 2 that our predicted values agree well with the corresponding experimental data [37].

As the average flow velocity is related to the threshold hydraulic gradient, differential order α,
effective stress, rock elastic modulus, power law index, pore structural parameters, and the hydraulic
gradient. We will then study the effects of these relevant parameters (e.g., threshold hydraulic gradient,
differential order α, effective stress, rock elastic modulus, power law index and initial porosity) on
average flow velocity in detail to analyze essential controls on non-linear flow in tight porous media.
We plotted average flow velocity vs. hydraulic gradient with different threshold hydraulic gradient I
and different differential order α (Figure 3a,b).

p α

r μ β I
r μ ϕ

E ν

i

I I
I I
I

p I ϕ

r μ r μ

β E ν

i

α α
α α
α

Figure 3. The average flow velocity curves: (a) for different threshold hydraulic gradient I; (b) for
different differential order α.

The parameters assigned in the proposed model were listed in the Figure 3. As suggested by
the results (Figure 3a), average flow velocity decreases as threshold hydraulic gradient increases.
In addition, Figure 3b shows that larger different differential order leads to smaller average flow
velocity with smaller hydraulic gradient, however, on the contrary, when the hydraulic gradient
increases to a certain value, average flow velocity increases as differential order increases.
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Figure 4 illustrates the average flow velocity vs. hydraulic gradient with different effective stress.
The parameters assigned in the proposed model were listed in the Figure 4. As suggested by the results
(Figure 4), average flow velocity decreases as effective stress increases. This may be attributed to the
decrease of pore radius which is resulted from the pore compaction. Therefore, fluid flow behavior in
tight porous media is strongly stress-dependent.

α I ϕ

r μ r μ

β E ν

i

p p
p p
p

Figure 4. The average flow velocity curves versus hydraulic gradient with different effective stress.

Plotting average flow velocity vs. hydraulic gradient with different rock elastic modulus, power
law index and initial porosity (Figure 5) was also useful. For the necessary calculations, the parameters
assigned in the proposed model were listed in the Figure 5. As suggested by the results (Figure 5a),
the average flow velocity increases as rock elastic modulus increases. We interpret this result to indicate
that the larger rock elastic modulus decreases the contact surface radius of a given particle, leading
to reduced pore volume compressibility and larger hydraulic conductivity. Therefore, rock types of
“soft” lithology can yield lower flow velocity. As suggested by the results (Figure 5b), the average
flow velocity increases as power law index increases. Correspondingly, we suggest that the larger
power law index β implies rougher pore surfaces, leading to only a limited number of pores being
compressed and the larger hydraulic conductivity. Figure 5c shows the average flow velocity decreases
as rock initial porosity decreases, which is expected. Correspondingly, we suggest that the smaller
initial porosity implies narrower pore radius, leading to the smaller hydraulic conductivity.
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ϕ r μ r μ
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E E
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Figure 5. Cont.
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Figure 5. The average flow velocity curves: (a) for different rock elastic modulus; (b) for different
power law index; (c) for different initial porosity.

4. Conclusions

In this study, we developed a novel non-linear flow model for tight porous media. The model is
based on Swartzendruber equation and conformable derivative approach and as well as the modified
Hertzian contact theory and fractal geometry, and allowed us to analyze essential controls on non-linear
flow in tight porous media. An advantage of this model is that it lacks empirical constants, and, more
importantly, every parameter in the model has specific physical significance. Predictions from the
proposed analytical model exhibit similar variation trends as experimental data, suggesting validity of
the model to predict the average flow velocity. Moreover, we analyzed resulting model predictions in
detail, to confirm the model’s robustness in this context. Results of the new model show the following
salient conclusions:

1. The proposed models indicate that average flow velocity in tight porous media is a function of
microstructural parameters of the pore space, rock lithology and differential order α as well as
hydraulic gradient and threshold hydraulic gradient.

2. The parametric study reveals that average flow velocity increases with the rougher pore surfaces
and rock elastic modulus, and decreases with increasing effective stress. “Softer” rock lithology
may yield lower average flow velocity.

3. This non-linear model presented here considers microstructural parameters of pore space and rock
lithology; we have shown that its forecasted values are robust, at least compared to experimental
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data, and thus may be useful for performance predictions of non-linear flow behavior in tight
porous media. Results also reveal more information about the details of specific parameters (and
therefore mechanisms) that affect non-linear flow behavior in porous media. The new model
presented in this work can be used to depict the non-linear flow in tight porous media, and may
provide meaningful applications for design and development of tight reservoirs. In addition,
as the model takes effective stress into account, it is also useful for performance predictions of the
coupled flow deformation behavior (stress sensitivity) in tight porous media.
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Nomenclature

Latin symbols
A Cross sectional area of a unit cell, μm2

Df0 Initial pore area fractal dimension at zero stress, dimensionless
Df Pore area fractal dimension, dimensionless
e0 Initial void ratio of porous media, dimensionless
E Rock elastic modulus of porous media, GPa
f Probability density function for pore size distribution, dimensionless

1F1 Kummer confluent hypergeometric function
g Gravitational acceleration, N/kg
K Absolute permeability of porous media, μm2

i Hydraulic gradient, dimensionless
I Threshold hydraulic gradient, dimensionless
N Number of pores of a unit cell, dimensionless
peff Effective stress, MPa
q Flow rate in the cross section, m3/s
Q Total volumetric flow rate in the cross section under stress condition, m3/s
r0 Initial equivalent pore radius of capillary at zero stress, μm
r Equivalent pore radius of capillary under effective stress, μm
u Flow velocity in the cross section, m/s
uav Average flow velocity, m/s
Greek symbols
α Differential order
β Power law index, dimensionless
μ Fluid viscosity, mPa·s
ρ Fluid density, kg/m3

ϕ0 Initial porosity of porous media, dimensionless
ϕ Porosity under effective stress, dimensionless
ν Poisson’s ratio, dimensionless
Subscript
av Average
eff Effective
max maximum values
max0 Initial maximum values at zero stress
min minimum values
min0 Initial minimum values at zero stress
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Abstract: Due to micro-nanopores in tight formation, fluid-solid interaction effects on fluid flow in
porous media cannot be ignored. In this paper, a novel model which can characterize micro-fluid flow
in micro scales is proposed. This novel model has a more definite physical meaning compared with
other empirical models. And it is validated by micro tube experiments. In addition, the application
range of the model is rigorously analyzed from a mathematical view, which indicates a wider
application scope. Based on the novel model, the velocity profile, the average flow velocity and flow
resistance in consideration of fluid-solid interaction are obtained. Furthermore, the novel model is
incorporated into a representative pore scale network model to study fluid-solid interactions on fluid
flow in porous media. Results show that due to fluid-solid interaction in micro scales, the change
rules of the velocity profile, the average flow velocity and flow resistance generate obvious deviations
from traditional Hagen-Poiseuille’s law. The smaller the radius and the lower the displacement
pressure gradient (∇P), the more obvious the deviations will be. Moreover, the apparent permeability
in consideration of fluid-solid interaction is no longer a constant, it increases with the increase of ∇P
and non-linear flow appears at low ∇P. This study lays a good foundation for studying fluid flow in
tight formation.

Keywords: fluid-solid interaction; velocity profile; the average flow velocity; flow resistance;
pore network model

1. Introduction

With the development of petroleum industry, tight oil is gradually becoming one of the main
fields to improve oil recovery [1–3]. However, there are large numbers of micro-nanopores in tight
formation [4–7]. The large specific surface area and surface effect exhibiting in micro-nanoscales cause
micro scale flow different from fluid flow in macro scales [8,9]. Therefore, figuring out microscopic
flow law in consideration of micro scale effect is of great importance to the development of tight oil
reservoirs. The research of micro-machining technology and micro-electro-mechanical system triggers
a new field for the study of micro scale flow, which provides a new insight for studying fluid flow in
tight reservoirs [10–13].

Recently, many micro flow experiments have been carried out and results show obvious deviations
from traditionally theoretical prediction, which indicates that fluid flow in micro tubes no longer abides
by traditional N-S equation [14–18]. Pfaler et al. [19] found that the experimental result is consistent
with theoretical prediction when the micro channel size is large enough. However, an obvious deviation
occurs when the size is reduced to 0.8 μm. Makihara et al. [20] conducted a water flow experiment
in micro tubes with Silica and stainless steel and found that the relationship of the Reynolds number
versus displacement pressure gradient did not obey theoretical values when the micro-tube diameter
was smaller than 150 μm. Qu et al. [21] performed a water flow experiment in Trapezoidal microtubules
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and concluded that fluid flow deviated from the theoretical value of N-S equation. Wu [22] carried out
a deionized water flow experiment in micro tubes with radii ranging from 1.38–10.03 μm at low ∇P
and found that water flow did not agree with classical Hagen-Poiseuille law; the boundary layer was
formed in the near wall area.

Fluid-solid interactions are used to account for these deviations. With the decrease of flow scale,
microscopic forces acting on fluid flow become dominated, which eventually results in micro flow
characteristics different from macro flow [23,24]. The Coulomb force generated by the wall molecules
on the liquid, the Van der Waals force by the molecular polarization and the space configuration force
affect micro fluid flow greatly [25]. Due to strong interaction between fluid and solid, the fluid near
the solid wall is adsorbed on the wall surface and cannot move. Researchers define the immovable
layer as boundary layer [26]. Under the influence of fluid-solid interaction, the effective flow space
is compressed and the flow resistance becomes larger. Pertsin et al. [27] theoretically proved that
there exists a density profile in a cylindrical pore. The closer the distance is away from the solid
wall, the larger the density will be. Rene et al. [28] studied the meniscus thickness of pure water
extended on clean quartz surface by image analysis interferometer and found that the thickness near
the solid wall is larger than 0.1 μm, indicating the great effect of boundary layer on fluid flow in
micro scales. The boundary layer thickness is not a constant [29–31], it is a function of hydrodynamics.
The boundary layer thickness is large due to strong fluid-solid interaction at low ∇P. With the increase
of ∇P, the shear force of the wall fluid increases, more and more fluid begins to flow, the boundary
layer becomes thinner and the flow curve is closer to classical Hagen-Poiseuille’s law [32–35].

Boundary layer effect on micro scale flow cannot be neglected owing to strong fluid-solid
interaction. Its effect on fluid flow will become more and more significant with the decrease of
flow scale. In addition, the wettability of the fluid on the solid surface will also affect micro fluid flow.
When fluid has a strong wettability on the solid surface, the microscopic forces such as electrostatic
forces and Van der Waals forces play a dominant role in micro fluid flow. The fluid in micro tubes
is strongly affected by the fluid-solid interaction. There will be a large portion of fluid absorbed
on the solid surface, which results in large boundary layer thickness. In order to characterize
fluid flow in micro scales, boundary layer thickness must be described quantitatively in advance.
While molecular dynamics simulation offers a good way to characterize fluid-solid interaction [36], it is
very time-consuming and powerless for large-scale flow simulation, especially for porous media with
thousands of pores and throats. In addition, the theoretical model which can characterize boundary
layer thickness is hard to propose as fluid- solid interaction is very complex. Therefore, many empirical
models combined with micro tube experiments have been developed so as to characterize boundary
layer thickness [26,33,37–39]. At present, many empirical models are obtained in a traditional way.
In addition, these models either have limited application range or lack physical meaning. Therefore,
it is necessary to establish a novel model which not only offers definite physical meaning but also has
a wider application range so as to study fluid flow in porous media with various pores.

In this work, a novel model which can characterize boundary layer thickness and fluid flow
in micro scales is developed from a new prospective. Different micro tube experiments are used
to validate the novel model. Furthermore, its application range is strictly proved mathematically,
indicating a wide application scope. Based on the novel model, fluid-solid interaction effects on micro
flow in micro tubes are studied, mainly including three parts: velocity profile, the average flow velocity
and flow resistance. Finally, the novel model is incorporated into pore scale network model to study
fluid-solid effects on fluid flow in tight formation.

2. Establishment of a Novel Model Considering Fluid-Solid Interaction

2.1. Construction of Modified Hagen-Poiseuille’s Formula

So as to obtain the modified model in consideration of boundary layer effect which is caused
by fluid-solid interaction, we assume that fluid flow belongs to steady flow in lateral micro tubes.
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Since the radius is small and the micro-tube is laterally placed (see Figure 1), gravity can be ignored.
X-axis is set along the flow direction in micro tubes, while r-axis is set vertically to the flow direction
with its origin located in the center of micro tube. The radial and circumferential velocity component is
zero. The velocity component parallel to the micro tube axis is ux (only depends on r) and the pressure
gradient along X-axis is a constant. The fluid viscosity is μ. The radius and the length of the micro
tube is R and l respectively. The boundary layer thickness is h (caused by fluid-solid interaction).

x

r

Pin Pout

Flow direction

2R

h

R

h

Figure 1. Scheme of fluid flow in lateral placed micro tube.

The modified Hagen-Poiseuille’s formation is derived in terms of Newton’s law of viscosity.
The detailed derivation process is shown as follows.

Based on the element of cylindrical fluid, the pressure difference in the horizontal direction is,

ΔF = ΔPπr2 (1)

The viscous force of the surrounding fluid acting on the surface of the cylindrical fluid is,

f = μ2πrl
dv
dr

(2)

With the increase of micro tube radius, the velocity decreases. Therefore, the velocity gradient
dv
dr < 0.

As fluid flow in micro tube belongs to steady flow, the resultant force above is zero. That is,

ΔF + f = 0 (3)

Equations (1) and (2) are then incorporated into (3). After simplification, the expression is,

dν = − r
2μ

∇Pdr (4)

Integrate the Equation (4) from r to R−h,

0∫
v

dν = −
R−h∫
r

r
2μ

∇Pdr (5)

The velocity distribution in micro tube in consideration of boundary layer effect is obtained,

v =

[
(R − h )2 − r2

4μ

]
∇P (6)
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Integrate (6) along the flow section and the flow flux expression is acquired,

Q =

R−h∫
0

v(r)× 2πrdr =
π(R − h)4

8μ
∇P (7)

The average flow velocity can be calculated as follow,

v =
Q
A

=
(R − h )4

8μR2 ∇P (8)

If boundary layer effect is ignored, the Equations (7) and (8) degenerate into classical
Hagen-Poiseuille’s law.

Boundary layer thickness should be known in advance so as to predict the velocity and flow flux
in micro tubes.

2.2. Establishment of Boundary Layer Thickness Expression

In this section, the expression of boundary layer thickness is developed from a new perspective
based on Li ’s micro tube experiment [31].

2.2.1. Micro Tube Experiment

The system of micro tube experiment and micro-flow parameters are satisfied with the assumption
of micro fluid flow in Section 2.1. The micro tube system mainly consists of three parts: pressure
supply unit, micro flow unit and measurement unit (See Figure 2). Every unit is specially designed to
guarantee the accuracy of the experimental results.

Thermostat
Computer

Micro tube

P measurement

T 
measurement

N2
Source

Liquid 
Storage

Pressure Supply Unit

Valve Defecator Three way 
valve

Measurement  Unit

Micro visual 
system

Measurement tube

Figure 2. Schematic diagram of micro-tube experiment.

1. Pressure Supply Unit

In core scale displacement experiment, high precision displacement pump is usually chosen as
the driving source. However, the actual pressure presents periodic fluctuations within a certain range
in micro tube experiment. Constant pressure nitrogen is selected as the driving source after many
experiments and screening, which guarantees the constant pressure boundary conditions at both ends
of the micro tube.

2. Micro Flow Unit
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Micro tube is the most important part in the experimental system. A fused silica micro tube made
in the world’s most advanced micro capillary manufacturing company—Polymicro Technologies,
Inc. (Phoenix, AZ, USA)—is used. The micro tube is coated with polymide on the outer wall,
which guarantees its flexibility and intensity. Quanta200 environmental scanning electron microscopy
(ESEM) made in the company of FEI (Eindhoven, The Netherlands) is used to measure the radius
of micro tube with its measurement accuracy 0.05 μm. And the measured radius is used for
further calculation rather than nominal size. Fluid flow in micro tubes cannot be considered as
Hagen-Poiseuille flow when roughness is large enough. After measurement through atomic force
microscope, the relative roughness is much lower than 5%, which can be considered as hydraulic
smooth pipe.

In micro tube experiment, deionized water is used as the flow medium. As the flow scale is
extremely small, a small amount of impurity may lead to pipeline jam. Therefore, the deionized water
must experience the process of sterilization, filtration and degassing before the experiment.

3. Measurement Unit

In order to reduce the error of measurement, capillary glass tube made in Sutter instrument
Company is used as the measuring tube. The tube is treated with quenching and polishing. And its
radius is uniform and the character is stable. As the flow rate in micro tube is rather small, photoelectric
sensor is used to measure the process of displacement.

The process of the experiment is as follow.
N2 is expelled out from high pressure nitrogen cylinder. Through the pressure relief valve,

the pressure reduces to required value. Then, N2 flows into liquid storage device to displace deionized
water to micro tube and measurement tube. Photoelectric sensor is used to record the time that is
elapsed after a period of distance in measurement tube.

Fluid flow in micro tubes with the nominal radius of 10 μm, 7.5 μm, 5 μm and 2.5 μm
(the measured radius is actually 10.03 μm, 6.79 μm, 5.62 μm and 2.62 μm) is respectively carried
out. The experimental velocity can be calculated by Equation (9),

vexp =
l

Δt
(9)

where l is the distance of deionized water in measurement tube; Δt represents the time that deionized
water travels through l.

The Hagen-Poiseuille’s velocity can be calculated by Equation (10),

vHP =
QHP

A
=

R2

8μ
∇P (10)

The deviation is defined as follow,

Sv =
vHP − vexp

vHP
(11)

Through data processing, the relationship of flow velocity versus displacement pressure gradient
is obtained (See Figure 3).
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Figure 3. Relationship of velocity deviation versus displacement pressure gradient in different
radial micro-tubes.

As can be seen from Figure 3, the deviation between experimental velocity and traditional
Hagen-Poiseuille’s velocity becomes larger with the decrease of micro-tube radius, which indicates
that boundary layer effect (caused by fluid-solid interaction) on micro fluid flow cannot be ignored.

2.2.2. Representation of Boundary Layer Thickness

In this part, we will develop a representative boundary layer thickness model from the perspective
of deviation between the experimental and traditional Hagen-Poiseuille’s velocity.

As can be known, boundary layer forms near the wall surface due to fluid-solid interaction.
When the displacement pressure gradient is zero, it can be reckoned that the boundary layer thickness
is equivalent to the radius of the micro tube since there is no fluid flow in micro tubes. With the
increase of the displacement pressure gradient, the shear force of the wall fluid becomes larger and the
proportion of movable fluid grows, indicating a thinner boundary layer [22] (See Figure 4).

P= P1

Boundary layer

P= P2

Solid wall

Solid wall
Boundary layer

Movable fluid

Boundary layer

Boundary layer

Movable fluid

Solid wall

Solid wallSolid wall

Solid wall

Boundary 
layer

P=0

Figure 4. Schematic diagram of boundary layer thickness versus displacement pressure gradient
(∇P1 < ∇P2).

From Equations (8), (10) and (11), the expression of boundary layer thickness can be obtained.

h = R − R 4
√

1 − Sv (12)

From Equation (12), we can know that boundary layer thickness can be obtained
through determining the expression of deviation between the Hagen-Poiseuille’s velocity and
experimental velocity.
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According to the above analysis of boundary layer thickness and Equation (12), the deviation
(Sv) reaches the maximal value 1 when the displacement pressure gradient is zero. And the deviation
declines in the form of exponential function with the increase of ∇P (See Figure 3). So as to reflect
the physical meaning when ∇P is zero and changing trend of deviation. The deviation model can be
expressed as follow,

Sv = e−b∇Pc
(13)

Parameters (b and c) in Equation (13) need to be determined so as to obtain Sv. Here, single variable
method is used to obtain the parameters. Through fitting the experimental result of Sv by Equation (13)
(See Figure 5), the parameters versus radius of micro tubes are obtained (See Table 1).
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Figure 5. Fitting results with the novel deviation model: (a) R = 10.03 μm; (b) R = 6.79 μm;
(c) R = 5.62 μm; (d) R = 2.62 μm.

Table 1. Parameters (b and c) versus radius of micro tubes.

Radius (μm) b c

2.62 0.7187 0.486
5.62 1.199 0.3372
6.79 1.527 0.284
10.03 2.77 0.1712

In order to make the model appropriate to wilder range, the exponential form is used to represent
the relationship between the parameters and radius. The fitting result is shown in Figure 6.
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Figure 6. Parameters (b and c) versus radius: (a) b; (b) c.

The exponential expression is shown as follow,{
b = 0.4323e0.1851R

c = 0.6974e−0.1343R (14)

Through substituting Equations (13) and (14) into (12), the boundary layer expression is
eventually obtained,

h = R − R
4
√

1 − e−0.4323e0.1851R ∇P0.6974e−0.1343R
(15)

Finally, the modified Hagen-Poiseuille’s Formula can be expressed as,

Q = π(R−h )4

8μ ∇P

h = R − R
4
√

1 − e−0.4323e0.1851R∇P0.6974e−0.1343R
(16)

3. Validation and Application Range Analysis of the Model

3.1. Validation of the Model

As there exists some deviation in fitting the relationship of Sv versus ∇P and the parameters
(b and c) versus radius, we will firstly use the modified model to predict Li’s micro-tube experimental
results in turn. The predictive results in contrast with Li’s experiments are shown in Figure 7. We can
see that the predictive results are consistent with the experimental ones, indicating the accuracy of the
modified model.

Furthermore, micro-tube experimental experiments at low ∇P conducted by Wu [22,40] are used
to validate the accuracy and reliability of the novel model (See Figure 8). The predictive values by the
novel model are still in agreement with the experimental results.

Through validation by the experimental results of Li [31] and Wu [22,40], it can be seen that the
novel model can accurately characterize fluid flow in micro tubes. In addition, it has a definite physical
meaning, which provides a good foundation for studying fluid-solid interaction effects on fluid flow
in porous media.
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Figure 7. Comparison of predictive velocity versus ∇P and Li’s experimental results [31]: (a) R = 10.03μm;
(b) R = 6.79 μm; (c) R = 5.62 μm; (d) R = 2.62 μm.
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Figure 8. Comparison of calculated velocity versus ∇P and Wu’s experimental results [22,40]:
(a) R = 15.36 μm; (b) R = 10.03 μm; (c) R = 7.61 μm; (d) R = 1.38 μm.
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3.2. Application Range Analysis of the Model

As there exist different sizes of pores and throats in tight formation, the model’s application range
and change rule must be discussed in advance when applied to microscopic flow in porous media.
Otherwise, there may appear some singular values in some pores and throats, which may lead to
inaccurate flow law in porous media. In this part, the application range and change rule of this novel
model will be analyzed mathematically.

From the novel model (16) and Equation (12), we can obtain its range and change rule through
analyzing the range of the deviation between experimental and traditional Hagen-Poiseuille’s velocity.
By taking the partial derivative of Equation (13) with respect to ∇P, the following equation can
be obtained,

∂Sv

∂∇P
= −bc∇Pc−1e−b∇Pc−1

(17)

As b > 0, c > 0 and ∇P ≥ 0, then ∂Sv
∂∇P ≤ 0. That is to say Sv declines with the increase of ∇P.

When ∇P equals to zero, both Sv and the ratio of the boundary layer thickness arrive at the maximal
value 1, which obeys to the physical meaning. When ∇P tends to infinite, almost all the fluids in micro
tubes start to flow, Sv and the ratio of boundary layer thickness tend to zero, which is also consistent
with common sense. The detailed changing rule of the ratio of boundary layer thickness versus ∇P is
shown in Figure 9.

As can be seen from Figure 9, the ratio of boundary layer thickness declines sharply with the
increase of ∇P at first and then goes down as ∇P increases further. The larger the radius is, the quicker
the decline rate will be. In addition, the boundary layer thickness will not be out of range at any ∇P as
long as the radius is given and the flow pattern belongs to laminar flow.
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Figure 9. Ratio of boundary layer thickness versus ∇P under different radial micro tubes.

From the above analysis, the novel model has a broader application range than traditional
empirical models. And singular values can be avoided in flow simulation in porous media with
various sizes of pores and throats.

4. Fluid-Solid Interaction Effects on Microscopic Flow

In this section, the novel model will be applied to study fluid-solid interaction effects on
microscopic flow from three aspects: the velocity profile, the average flow velocity and flow resistance.
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Furthermore, we will incorporate the novel model into porous media to study fluid-solid interaction
in tight formation.

4.1. Velocity Profile

Micro-tube radii of 2.62 μm, 5.62 μm, 6.79 μm and 10.03 μm are selected to study fluid-solid
interaction effects on velocity profile. The viscosity and displacement pressure gradients are
respectively set to be 0.92 mPa·s and 0.1 MPa/m.

As can be inferred from Figure 10, the velocity in the micro tube is smaller than that predicted by
the traditional Hagen-Poiseullie’s formula due to fluid-solid interaction while the velocity profile is
still parabolic. The closer fluid is away from the wall surface, the stronger the fluid-solid interaction
will be, which results in an immovable layer (boundary layer) near the surface. The velocity profile in
consideration of fluid-solid interaction is consistent with the simulation result of dissipative particle
dynamics (DPD) [41], which further confirms the accuracy of the model.
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Figure 10. Velocity profile in different radial micro tubes: (a) R = 2.62 μm; (b) R = 5.62 μm;
(c) R = 6.79 μm; (d) R = 10.03 μm.

In order to see the influence degree of fluid-solid interaction on fluid flow at different positions in
micro tubes quantitatively, a velocity deviation which is described by Equation (18) is defined,

Dv =
V′

HP − V′
model

V′
HP

(18)
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where V’HP represents Hagen-Poiseullie’s velocity in the micro tubes; V’model represents the velocity,
in consideration of the fluid-solid interaction in the micro tubes.

The calculated velocity deviations in different radial micro tubes are shown in Figure 11.
As can be seen from Figure 11, the velocity deviation at different positions in every radial micro

tube varies a lot. When the fluid is close to the wall surface, the fluid-solid interaction is strong
enough to adsorb the boundary fluid to the wall and generates an immovable layer, which results
in the maximal deviation 1. As the distance away from the wall surface increases, the decline rate of
velocity deviation goes down quickly at first and then slows down, which indicates that the forces of
the fluid-solid interaction belong to a short-range force. With the increase of the distance away from
the wall surface, fluid-solid interaction effects on fluid flow decreases significantly. The fluid-solid
interaction is the weakest in the center of the micro tube, which leads to minimal deviation. The smaller
the radius of micro tube, the stronger the fluid-solid interaction, the larger the deviation will be.
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Figure 11. Deviations of velocity profile in different radial micro tubes.

4.2. The Average Flow Velocity

In this part, fluid-solid interaction on average flow velocity will be studied under the same micro
tube radius and the same displacement pressure gradient respectively. The parameters used are shown
in Table 2.

Table 2. Parameters used to study fluid-solid interaction on average flow velocity.

Constant Radius of Micro Tube Constant Displacement Pressure Gradient

Fluid viscosity (mPa·s) 0.92 Fluid viscosity (mPa·s) 0.92
Radius (μm) 5 ∇P (MPa/m) 0.5

The calculation results are shown in Figure 12.
As shown in Figure 12a, the average flow velocity in consideration of fluid-solid interaction

(Vnew model) is smaller than traditional Hagen-Poiseuille’s velocity (VHP) at the same micro tube radius.
With the increase of displacement pressure gradient, fluid-solid interaction effects on fluid flow
decline and the boundary layer thickness is reduced, resulting in larger effective flow space and
smaller deviation between Vnew model and VHP. It can be known from Figure 12b that Vnew model
is smaller than VHP and decreases with the increase of radius at the same displacement pressure
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gradient, which indicates that the effect of fluid-solid interaction on fluid flow declines as micro-tube
radius increases.
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Figure 12. Fluid-solid interaction on average flow velocity under two conditions: (a) Average flow
velocity versus ∇P; (b) Average flow velocity versus radius.

4.3. Flow Resistance

As can be seen from the above analysis, the flow law in micro scale is different from traditional
Hagen-Poiseuille’s law due to fluid-solid interaction. In this part, the flow resistance in micro tubes in
consideration of fluid-solid interaction will be further analyzed. The Reynolds number (Re), Resistance
coefficient (f ) and Poiseuille number (Po) after considering fluid-solid interaction can be respectively
calculated as,

Re =
ρvD

μ
=

ρD(R − h)4∇P
8μ2R2 (19)

f =
2D
ρv2 ∇P =

2D

ρ

(
(R−h)4

8μR2 ∇P
)2 ∇P (20)

Po = f Re =
16R2D2

(R − h)4 (21)

where D is diameter of micro tubes; ρ is fluid density.
The relationships of Re and f versus ∇P are shown in Figure 13. With the increase of displacement

pressure gradient, the fluid initially adsorbed on solid wall begins to flow reducing the boundary layer
thickness. The average flow velocity increases which eventually leads to the increase of Re and decrease
of resistance coefficient. Since the fluid-solid interaction effects on micro fluid flow weaken with the
decrease of flow scale at the same displacement pressure gradient, the deviations of Re and f between
the novel model and traditional Hagen-Poiseuille’s Formula becomes smaller and smaller as flow scale
increases. In addition, we notice that the Reynolds number in micro fluid flow is far less than 2300
which suggests that the fluid flow in micro tubes belongs to laminar flow. This phenomenon further
declares the reality of the novel model’s assumption. It can be seen that the resistance coefficient is
always larger than 1, which demonstrates the non-negligible effects of fluid-solid interaction on micro
scale flow.

In terms of classical laminar flow, the Poiseuille number is a constant with the value of 64 when
fluid flow in horizontal circular tube is fully developed. However, some researchers hold the idea that
the Poiseuille number is no longer a constant as the flow scale becomes smaller. Here, the change rule
of Poiseuille number in micro tubes is analyzed based on the novel model. And the calculated results
are shown in Figure 14.
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Figure 14. The relationship of Po versus ∇P.

As can be seen from Figure 14, the Poiseuille number is indeed no longer a constant when
considering fluid-solid interaction. It declines with the increase of ∇P. When ∇P is large enough,
the effect of fluid-solid interaction on fluid flow is reduced and the boundary layer thickness becomes
thinner. As a result, the Poiseuille number in consideration of fluid-solid interaction is more and
more close to traditional Poiseuille number. The deviation between the Poiseuille number considering
fluid-solid interaction and traditional one increases with the decrease of micro-tube radius at the same
displacement pressure gradient.

4.4. Pore Scale Network Model

The above investigation of fluid-solid interaction effects on microscopic flow mainly focuses
on micro tubes. In this part, we will apply this novel model to pore scale network model which
can represent the complex structure of tight formation to study fluid-solid interactions on fluid flow
in porous media. Pore-throat radii and throat lengths are assumed to obey the truncated Weibull
distribution in the pore network model.

R = (Rmax − Rmin)
(
−δ ln

[
x
(

1 − e
−1
δ

)
+ e

−1
δ

]) 1
η
+ Rmin (22)

where R represents pore and throat radii; Rmax and Rmin represent respectively the maximal throat and
the minimal throat radius; δ represents scale distribution parameters; η represents shape distribution
parameters; x ∈ [0, 1], which is a random number.
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Detailed parameters in the pore network model are shown in Table 3. As the aspect ratio (the value
of pore radius divided by throat radius) is large, the fluid-solid interaction effects on fluid flow will be
only considered into throats.

Table 3. Parameters of pore scale network model.

Parameters Values Parameters Values

Model size 10 × 10 × 10 Throat radius (μm) 1–4
Pore radius (μm) 10–100 Throat length (μm) 30–40

Fluid viscosity (mPa s) 0.92

The conductance in consideration of fluid-solid interaction in pore network model can be
modified as,

g =
πr2

e f f

8μ
=

π(R − h)2

8μ
=

π

(
R

4
√

1 − e−0.4323e0.1851R∇P0.6974e−0.1343R
)2

8μ
(23)

Fluid flow through every pore satisfies mass conservation law at every displacement pressure
gradient (See Figure 15a),

∑
k

qjk = 0 (24)

where qjk represents the flow flux between pore i and a neighboring pore j. The flow flux between two
neighboring pores can be calculated as follow,

qjk =
gjk

Ljk

(
Pj − Pk

)
(25)

where gjk represents the conductance between pore j and k. It can be calculated by the harmonic mean
of the conductance of the throat and two neighboring pores (See Figure 15b).

gjk =
Ljk

Lj
gj
+ Lt

gt
+ Lk

gk

(26)

where Ljk is the distance between pore j and k; Pj and Pk represent fluid pressure in pore j and
k respectively.
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Figure 15. Scheme of pore network model (red part represents boundary layer while blue part
represents the effective flow space): (a) Flow through every pore; (b) Conductance between two
neighboring pores.
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The apparent permeability in the pore network model in consideration of fluid-solid interaction
can be calculated by Equation (27),

Ka =
μQL

A(Pin − Pout)
(27)

The detailed calculation flow chart considering fluid-solid interaction is shown in Figure 16.

Figure 16. Flow chart of calculation in consideration of fluid-solid interaction.

The calculation results are shown in Figure 17.
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Figure 17. Relationship between apparent permeability and flow rate versus ∇P: (a) Apparent permeability
versus ∇P; (b) Flow velocity versus ∇P.

As is known from Figure 17a, the apparent permeability is no longer a constant when considering
fluid-solid interaction. The effect of fluid-solid interaction on fluid flow weakens with the increase
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of displacement pressure gradient, the boundary layer thickness declines and the effective flow
space is enlarged. As a result, the deviations of the apparent permeability grow smaller. When the
displacement pressure gradient is large enough, the apparent permeability is basically consistent with
the one ignoring fluid-solid interaction. From Figure 17b, we can see that nonlinear flow occurs at low
displacement pressure gradient due to fluid-solid interaction. The velocity deviation also decreases
with the increase of displacement pressure gradient.

In order to further investigate fluid-solid interactions on fluid flow in porous media, the throat
radii are modified to change the flow scale in pore network model. The average aspect ratio is used to
reflect the flow scale. The deviation of apparent permeability is defined in Equation (28).

Dk =
Khp − K f−s

Khp
(28)

where Khp represents the apparent permeability, ignoring the fluid-solid interaction, and Kf − s in
consideration of fluid-solid interaction.

For calculation, we respectively set the displacement pressure gradient as 0.1 MPa/m, 0.3 MPa/m
and 0.5 MPa/m. The fluid viscosity is 0.92 mPa·s. The results are respectively shown in Figure 18.
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Figure 18. Relationship between apparent permeability versus average aspect ratio at different ∇P:
(a) Apparent permeability; (b) Permeability deviation.

It can be seen from Figure 18 that the curves of apparent permeability versus the average aspect
ratio without considering the fluid-solid interaction overlap, which indicates that apparent permeability
has nothing to do with ∇P at different average aspect ratios. The apparent permeability decreases
with increased average aspect ratio which suggests that the apparent permeability is the function of
pore structures. When taking fluid-solid interaction into consideration, the apparent permeability at
different ∇P is smaller than that ignoring its effects. Meanwhile, the curves of apparent permeability
versus average aspect ratio no longer overlap. The effect of fluid-solid interaction on fluid flow
is weakened and the boundary layer thickness is reduced with the increase of ∇P, which results
in a larger effective flow space and smaller deviation of apparent permeability from that ignoring
fluid-solid interaction. The decline trend of the apparent permeability also exhibits great difference
with the increase of average aspect ratio due to fluid-solid interaction.

5. Conclusions

In this study, a novel model which can characterize fluid flow in micro scales is developed from a
new perspective. Micro tube experiments are used to verify the novel model. Its application range is
further analyzed mathematically. After the analysis of the novel model, fluid-solid interaction effects
on the velocity profile, the average flow velocity and flow resistance in micro tubes are respectively
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studied. Finally, the novel model is incorporated into pore scale network model to study fluid-solid
interaction effects on fluid flow in porous media. The following conclusions are arrived at:

1. When fluid-solid interaction is taken into consideration, the velocity in micro tube is smaller
than that predicted by traditional Hagen-Poiseuille’s law. The fluid-solid interaction declines
significantly as the distance away from the solid wall grows larger, which results in largest
velocity deviation near the wall surface and the smallest one in the center of micro tube.

2. Non-linear flow occurs both in micro tubes and porous media at low displacement pressure
gradient due to fluid-solid interaction. Moreover, the effect of fluid-solid interaction on micro
flow declines with increased displacement pressure gradient, which leads to smaller and smaller
velocity deviation.

3. The changing rules of the Reynolds number, the Resistance coefficient and Poiseuille number
do not obey traditional Hagen-Poiseuille’s law owing to fluid-solid interaction. The smaller the
radius and the lower the displacement pressure gradient, the stronger the fluid-solid interaction,
the larger the deviation will be.

4. The apparent permeability in porous media is no longer a constant when incorporating the novel
model into pore scale network model. The apparent permeability increases and the permeability
deviation declines with increased displacement pressure gradient.
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Abstract: After volume fracturing, shale reservoirs can be divided into nonlinear seepage areas
controlled by micro- or nanoporous media and Darcy seepage areas controlled by complex fracture
networks. In this paper, firstly, on the basis of calculating complex fracture network permeability in a
stimulated zone, the steady-state productivity model is established by comprehensively considering
the multi-scale flowing states, shale gas desorption and diffusion after shale fracturing coupling flows
in matrix and stimulated region. Then, according to the principle of material balance, a transient
productivity calculation model is established with the succession pseudo-steady state (SPSS) method,
which considers the unstable propagation of pressure waves, and the factors affecting the transient
productivity of fractured wells in shale gas areas are analyzed. The numerical model simulation
results verify the reliability of the transient productivity model. The results show that: (1) the
productivity prediction model based on the SPSS method provides a theoretical basis for the transient
productivity calculation of shale fractured horizontal well, and it has the characteristics of simple
solution process, fast computation speed and good agreement with numerical simulation results;
(2) the pressure wave propagates from the bottom of the well to the outer boundary of the volume
fracturing zone, and then propagates from the outer boundary of the fracturing zone to the reservoir
boundary; (3) with the increase of fracturing zone radius, the initial average aperture of fractures,
maximum fracture length, the productivity of shale gas increases, and the increase rate gradually
decreases. When the fracturing zone radius is 150 m, the daily output is approximately twice as much
as that of 75 m. If the initial average aperture of fractures is 50 μm, the daily output is about half
of that when the initial average aperture is 100 μm. When the maximum fracture length increases
from 50 m to 100 m, the daily output only increases about by 25%. (4) When the Langmuir volume is
relatively large, the daily outputs of different Langmuir volumes are almost identical, and the effect
of Langmuir volume on the desorption output can almost be ignored.

Keywords: shale gas reservoir; fractured well transient productivity; succession pseudo-steady state
(SPSS) method; complex fracture network; multi-scale flow; analysis of influencing factors

1. Introduction

Shale gas reservoirs have the characteristics of tiny pores and throats, extremely low permeability,
abundant natural fractures and diverse gas storage modes [1–9]. After the reservoir is fractured,
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a complex fracture network is generated, composed of activated natural fractures and induced
hydraulic fractures, and the gas flow channels are converted from nanoscale pores to microscale
pores so that the gas flow state in the stimulated zone is changed [10–18]. The Darcy flow in the
stimulated region near the wellbore is coupled with the nano-/microscale flow in the matrix, resulting
in the complex multiscale flow in shale gas reservoirs [19]. Because interactions between desorption,
diffusion and seepage exist in reservoir shale gas, the original linear seepage theory is no longer
applicable as a result of the change of flow patterns [20]. Therefore, it is necessary to establish a
new transient productivity calculation model of fractured wells considering of multi-scale flow and
nonlinear seepage.

Currently, there are few studies on the transient productivity of fractured wells in shale gas
reservoirs, and the characteristics of multi-scale flow and non-linear flow are neglected in the majority
of productivity models [21–23]. The current analytical models are based on Laplace transform,
superposition principle, source function, complex function theory and other mathematical methods to
analyze the transient pressure response for shale reservoir, while the Laplace transform and source
function are too complicated to solve. Meanwhile, the assumption that the pressure has already
reached the boundary of the reservoir under initial condition is inconsistent with the actual situation.
The new model established in this paper can avoid these disadvantages.

For the complex fracture network intermingled with natural fractures and artificial fractures near
the wellbore [24–26], Min et al. [27] used the cubic law to calculate the permeability of complex fracture
networks, and fracture closure and shear failure of complex fracture networks under different stresses
are considered. In a study of the unsteady productivity prediction of shale gas, Stalgorova et al. [28]
divided the seepage area of shale reservoir into stimulated region and un-stimulated region, and a
pressure transient model based on tri-line flow model was established. However, this model neglected
shale gas desorption and diffusion effects so that it was inaccurate for shale gas reservoir productivity
evaluation. On the basis of the tri-line flow model, Swami et al. [29] established a dual-porosity seepage
model of shale gas reservoir considering adsorption and desorption in matrix. However, this model
still assumed that shale gas is linear seepage and the characteristic of multi-scale flow is neglected.
Based on the previous studies, Deng [12] corrected the B-K model with different slip coefficients,
and established a multi-scale flow model for shale gas reservoir considering diffusion, slippage,
desorption and adsorption, while the assumption of homogeneous medium does not match with
volume fracturing and not take into account the unsteady seepage of shale reservoir. Zhang et al. [30]
and Su et al. [31] extended the dual-region composite flow model proposed by Zhao et al. [32] to the
shale gas productivity model. The transient pressure response model of horizontal well was established
by point-source function and Laplace transform, while the inappropriate assumption that the initial
pressure extends to the reservoir boundary at the beginning was made. In addition, some researchers
have studied other methods for calculating fracturing well properties and productivity [33–37].
With the production of shale gas, the effective stress of the reservoir increases, and a stress-sensitive
phenomena occur. Meanwhile, adsorbed shale gas will undergo surface diffusion in addition to
desorption [38–40].

In order to overcome the deficiencies of the source function and other mathematical methods,
Shahamat et al. [41] analyzed the pressure response under the condition of transition flow and
boundary flow with the succession pseudo-steady state (SPSS) method, which considers the correlation
of pressure wave propagation with reservoir properties, fluid properties, and production time.
The SPSS method is simple and easy to implement programming, which avoids the unreasonable
assumption that the pressure has already reached the boundary of the reservoir under the initial
condition. However, Shahamat did not take into consideration the multi-scale flow and non-linear
flow after fracturing in the shale gas reservoir.

In this paper, first, based on the Beskok-Karniadakis apparent permeability model in regard of
different slip coefficients, the seepage region in shale gas reservoir is divided into a stimulated zone
and a matrix zone. The radial Darcy flow is considered in the stimulated zone and non-linear flow
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characterized by Knusen Number is considered in the matrix zone. Second, the mathematical model of
steady-state productivity of shale horizontal wells with volume fracturing is derived. Then, a transient
productivity calculation model of fractured wells in shale combined the material balance equation is
established with the SPSS method, and the numerical model simulation results verify the reliability of
the transient productivity model. Finally, the horizontal well productivity prediction and the analysis
of influencing factors are carried out.

2. Physical Model and Basic Assumptions

As is shown in Figure 1, based on the fracture network after the volume fracturing in shale
reservoir, a composite flow model for fractured horizontal well is established, and the seepage regions
in shale reservoir are divided into inside flow region and outside flow region [41].

Figure 1. Physical model of fractured horizontal well in shale reservoir.

The basic assumptions are made for multi-stage fractured horizontal wells:

(1) The model is for isothermal single-phase shale gas flow, and vertical flow is neglected.
(2) The reservoir is composite with the matrix zone and stimulated zone, and the reservoir has a

constant and uniformed thickness with the upper and lower boundaries closed.
(3) The gas seepage is characterized by Kundsen number in matrix zone with the radius of re while

the gas flow is consistent with Darcy law in stimulated zone with the radius of rf.

3. Mathematical Model

3.1. Steady-State Productivity Model

The shale reservoir after volume fracturing is divided into stimulated zone and matrix seepage
zone, and the gas flow equation at different zone is established respectively. On this basis,
the mathematical model of steady-state productivity of shale horizontal well with volume fracturing
is derived.

3.1.1. Shale Matrix Gas Seepage Model

Knudsen dimensionless number Kn is defined as:

Kn =
λ

rp
(1)

where λ is the gas molecules’ mean free path, nm; rp is the pore radius, nm.
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With regard to the shale matrix gas seepage model, Beskok and Karniadakis [42] established an
ideal gas flow equation that is universally applicable to continuous flow, slip flow, transition flow,
and molecular flow:

v = −Km

μ
(1 + αKn)(1 +

4Kn

1 − bKn
)

dp
dx

(2)

where v is the gas seepage velocity, m/s; Km is the permeability of matrix, 10−3μm2; μ is the viscosity
of shale gas, mPa·s; α is the rarefaction effect factor, dimensionless; Kn is the Knudsen number,
dimensionless; b is the gas slippage constant, dimensionless.

Knudsen diffusion coefficient is given by Faruk [43]:

Dk =
4rp

3

√
2ZRgT
πMw

× 10−3 (3)

where Dk is the diffusion coefficient, mm2/s; Z is the gas deviation factor, dimensionless; Rg is the
universal gas constant, J·mol−1·K−1; T is the shale formation temperature, K; Mw is the molar mass of
the gas, kg·mol−1.

The permeability in shale matrix is defined as [44]:

Km =
rp

2φm

8τ2 × 10−3 (4)

where φm is the matrix porosity of shale, dimensionless; τ is the tortuosity, dimensionless (The value is 1).
The gas mean free path of a molecule is defined as [28]:

λ =

√
πZRgT

2Mw

μ

p
(5)

where p is the formation pressure, MPa.
By combining Equation (1), Equation (3), Equation (4), and Equation (5), Kn can be expressed

as follows:
Kn =

3πμφmDk
64Km p

(6)

If α = 0, b = 1, combining Equations (2) and (6), differential equation of gas seepage in shale matrix
pores can be expressed as follows:

v = −Km

μ
(1 +

3πμφmDk
16Km p

)
dp
dx

(7)

The seepage mathematical model in the external matrix area can be expressed as follows:

v = −Km

μ
(1 +

3πμφmDk
16Km p

)
dp
dr

(8)

3.1.2. Stimulated Region Gas Seepage Model

After volume fracturing, the inner area will form a complex fracture network containing
natural fractures and artificial fractures [45]. Assuming the fracture fluid flows in a smooth plane,
the permeability is calculated by cubic law according to the projection length of each fracture on the x
and y axis. By superimposing the permeability of each fracture, the permeability of the whole fracture
network of x and y directions without any stress is calculated.

kx =
N

∑
i=1

bi
3li

12A
· cos θi (9)
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ky =
N

∑
i=1

bi
3li

12A
· sin θi (10)

where kx and ky are the permeability in x direction and y direction respectively, 10−3 μm2; N is the number
of fractures, dimensionless; A is the area of fractured region, mm2; bi is the aperture of different fracture,
μm; li is the length of different fracture, mm; θi is the angle of the fracture and the direction of X, ◦.

The permeability of fractures under different stress is composed of normal open fracture and
shear type fracture. In the calculation of permeability, the normal stress and shear stress are calculated,
respectively, and the ultimate permeability is the superposition of the permeability caused by the
normal stress and shear stress [27]:

kx = knx + kdx (11)

ky = kny + kdy (12)

where knx and kny are the permeability in the x and y direction due to normal closure of fractures
respectively, 10−3 μm2; kdx and kdy are the permeability in the x and y direction due to shear failure of
fractures, respectively, in 10−3 μm2.

In the fracture network, single fractures do not reflect fractures with different lengths and
apertures. Therefore, the concept of equivalent fracture frequency (fx, fy) and equivalent aperture (bx,
by) are used to express the complex fracture deformation in fracture network. The permeability of the
open or closed fractures produced by the positive stress in the direction of X and Y (knx, kny) can be
calculated by the following equations [46]:

knx =
fx

12
b3

x (13)

kny =
fy

12
b3

y (14)

where fx and fy are the equivalent frequency caused by the positive stress in the x direction and y
direction, respectively, 1/m; bx and by are the equivalent aperture caused by the positive stress in the x
direction and y direction respectively, in μm.

The equivalent frequency of fractures can be obtained by numerical experiments and initial
aperture inversion.

fx =
12knx

b3
ei

(15)

fy =
12kny

b3
ei

(16)

where bei is the initial average aperture of fractures, μm.
The size of the fracture aperture in the x and y direction can be expressed as follows

respectively [47]:
bx = br + bmax = br + bmax exp

{−(αxσx + αyσy)
}

(17)

by = br + bmax = br + bmax exp
{−(βxσx + βyσy)

}
(18)

where br is the residual aperture, μm; bmax is the maximum deformable mechanical aperture caused by
positive stress, μm; αx and αy are the x aperture stress coefficient in the x and y direction, respectively,
dimensionless; βx and βy are the y aperture stress coefficient in the x and y direction, respectively,
dimensionless; σx and σy are the normal stress in the x direction and y direction, respectively, MPa.

Similar equations to Equation (13) and Equation (14), fracture permeability under shear stress can
be expressed as follows:

kdx =
fdx
12

d3
x (19)
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kdy =
fdy

12
d3

y (20)

where fdx and fdy are the equivalent frequency caused by the shear stress in the x direction and y
direction, respectively, 1/m; dx and dy are the equivalent apertures caused by the shear stress in the x
direction and y direction respectively, μm.

Only when the pressure reaches the critical pressure, the fracture will be shear failure, so only
some fractures will appear shear deformation, and other fractures will not appear shear deformation.
The aperture produced by shear deformation can be calculated by the following formulae:

k ≺ kc, dx = 0, dy = 0 (21)

k 
 kc,

{
dx = dmax {1 − exp[−γx(k − kc)]}
dy = dmax

{
1 − exp

[−γy(k − kc)
]} (22)

where k is the stress ratio of x and y, dimensionless; kc is the critical stress ratio, dimensionless; dmax is
the maximum aperture of fracture after shear failure, μm; γx and γy are the shear stress coefficient in x
direction and y direction respectively, dimensionless;

Assuming that the fracture is not cohesive, the critical pressure ratio and critical direction of
fracture failure can be calculated by the following Coulomp failure criterion [48]:

kc =
1 + sin ϕ

1 − sin ϕ
(23)

ϕf = 90 −
(

45 +
ϕ

2

)
(24)

where ϕ is the internal friction angle of rock, ◦; ϕf is the critical failure angle of rock, ◦.
Finally, the permeability (kx, ky) of the x and y directions in the stimulated area can be obtained by

superimposing the fracture permeability of normal closure and shear deformation [27]:

kx =
fx

12
[
br + bmax exp

{−(αxσx + αyσy)
}]3

+
fdx
12

[dmax[1 − exp{−γx(k − kc)} ]]3 (25)

ky =
fy

12
[
br + bmax exp

{−(βxσx + βyσy)
}]3

+
fdy

12
[
dmax

[
1 − exp

{−γy(k − kc)
}]]3 (26)

The comprehensive permeability of stimulated fracture network area is obtained through the root
mean square of x and y permeability [49]:

Kf =

√
k2

x + k2
y

2
(27)

where Kf is the permeability in volume fracturing zone, 10−3 μm2.
According to the hypothesis, the Darcy seepage equation in the internal volume fracturing area

can be expressed as follows:
dp
dr

= − μ

Kf
v (28)

3.1.3. Steady-State Productivity Model

Considering the flow is the product of gas seepage velocity and gas seepage area, the flow of
volume fracturing area can be expressed as follows:

q1sc =
πKfhTsc(pf

2 − pwf
2)

μZpscT ln rf
rw

(29)
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where q1sc is the volume fracturing zone flow, m3/d; h is the reservoir thickness, m; Tsc is the
temperature under standard condition, K; pf is the outer boundary pressure of volume fracturing
zone, MPa; pwf is the bottom hole flow pressure, MPa; rf is the radius of volume fracturing zone, m;
rw is the borehole radius, m; psc is the pressure under standard conditions, MPa; μ is the gas viscosity
under average formation pressure, m Pa·s; Z is the compression factor under average formation
pressure, dimensionless.

The flow of external matrix seepage area is obtained from Equation (8):

q2sc =
πKmhTsc(pe

2 − pf
2)

μZpscT ln re
rf

+
πKmTsch(3πμφmDk)(pe − pf)

8Km pscTμZ ln re
rf

(30)

where q2sc is the matrix seepage area flow, m3/d; re is the supply radius, m.
According to the law of mass conservation [50], the gas volume flow of the matrix zone is equal

to that of volume fracturing zone under the standard conditions:

qsc = q2sc = q1sc (31)

where qsc is the production of shale gas under the standard condition, m3/d.
By combining Equation (29), Equation (30), and Equation (31), the volume flow for steady seepage

in fractured horizontal well in shale gas reservoir can be expressed as follows:

qsc =
pe

2 − pwf
2

A + BC
(32)

where A =
μZpscT ln rf

rw
πKfhTsc

; B =
μZpscT ln re

rf
πKmhTsc

; C = pe
2−pf

2

pe2−pf
2+

3πμφmDk(pe−pf)
8Km

.

3.2. Unsteady-State Productivity Model

The seepage of shale gas is an unstable process, and the initial production decline is very obvious.
Only when the pressure wave reaches to the boundary in the later stage of production, the production
tends to be stable. In shale reservoir, the amount of dissolved gas is fairly small, so the effect of
dissolved gas is not considered in the process of deriving the unstable mathematical model, and the
expansion of the adsorbed gas volume with pressure drop is ignored.

Considering the effects of shale gas adsorption and desorption, the Langmuir isotherm
equation [51] represents the desorbed volume of shale gas from the matrix as pressure changes:

Q = VL(
pi

pL + pi
− p

pL + p
) (33)

where Q is the desorption gas volume of per kilogram mass shale matrix, m3/kg; VL is the Langmuir
volume, m3/kg; pi is the original formation pressure, MPa; pL is the Langmuir pressure, MPa.

From the initial stage of production to the end of production, the propagation of pressure waves in
the reservoir can be divided into two stages. In the first stage, the pressure wave propagates from the
bottom of the well to the boundary of the reservoir, and the pressure wave radius gradually increases
to re. In the second stage, when the pressure wave reaches the boundary, the pressure wave radius
no longer changes, and the boundary pressure gradually decreases. Meanwhile, the gas production
decreases, and finally, the pressure on the boundary tends to the bottom hole flow pressure. In this
paper, the first stage of pressure wave propagation is divided into two periods, that is, the pressure
wave firstly propagates from the bottom of the well to the outer boundary of the volume fracturing
zone, and then it propagates from the outer boundary of the fracturing zone to the reservoir boundary.
The distance of pressure wave propagation is only related to time, the physical properties of reservoir
and the fluid.
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In order to derive a transient productivity model for shale reservoir fractured well, this paper
adopts a succession pseudo-steady state method (SPSS) proposed by Shahamat [41]. Specifically, on the
basis of the pressure wave radius formula, steady state shale gas production formula, and material
balance equation, assuming a time step, it is considered that the seepage within this time step is a
steady flow, and the cumulative output is calculated. The material balance equation can calculate
the average formation pressure in the area affected by the pressure wave during this period of time.
The average formation pressure is used as the boundary pressure for the next time step to calculate the
output at the next time step. By analogy, the relationship between output and time is obtained, that is,
the output under non-steady state. The specific steps are as follows:

3.2.1. The Solution of Initial Production

The whole production stages of fractured horizontal well in shale reservoir are divided into
several time steps. For the first time step Δt, Hsieh et al. [52] proposed the formula for calculating the
propagation radius of pressure wave at the time of Δt. The value of the Δt is as small as possible in
order to avoid R1 from exceeding the outer boundary of the volume fracturing area:

R1 = 0.5879

√
KfΔt
φfμCtf

(34)

where R1 is the propagation radius of pressure wave at the time of Δt, m; Δt is the time of a
production time step, d; φf is the fracture porosity in volume fracturing area, dimensionless; Ctf is the
comprehensive compression coefficient of fractured zone, MPa−1.

According to the formula of steady-state productivity, the production at the time of Δt can be
expressed as follows:

q1 =
πKfhTsc (pi

2 − pwf
2)

μZpscT ln R1
rw

(35)

where q1 is the production at the time of Δt, m3.

3.2.2. The Solution of Production at the Next Production Time Step

Using q1 as initial output, the pressure wave propagation distance R2 at the time of Δt + Δtf
is obtained:

R2 = 0.5879

√
Kf(Δt + Δtf)

φfμCtf
(36)

where R2 is the propagation radius of pressure wave at the time of Δt + Δtf, m; Δtf is the propagation
time of pressure waves in fractured zone, d.

In the time of the Δtf, the seepage of shale gas is stable seepage, and the cumulative output Gp2

can be expressed as follows:
Gp2 = q1 × Δtf (37)

where Gp2 is the cumulative yield in the time of the Δtf, m3.
The free gas geological reserves in the pressure wave propagation radius is calculated by the

volume method:
Gm2 = πR2

2hφm(1 − Sw)/Bgi (38)

Gf2 = πR2
2hφf(1 − Sw)/Bgi (39)

where Gm2 is the free gas volume in the shale matrix in the pressure wave radius at the time of Δt + Δtf,
m3; Sw is the irreducible water saturation, dimensionless; Bgi is the volume coefficient of shale gas
under the condition of original formation, dimensionless; Gf2 is the free gas volume in the fractures
within pressure wave radius at the time of Δt + Δtf, m3.
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According to the principle of material balance, under the ground standard condition, material
balance equation can be expressed as follows [53]:

Gm + Gf + Ga = Gp + G′
m + G′

f + G′
a (40)

where Gm is the free gas volume in the matrix under the original formation pressure, m3; Gf is the
free gas volume in the fractures under the original formation pressure, m3; Ga is the adsorptive gas
volume under the original formation pressure, m3; Gp is the produced gas volume, m3; G′

m is the free
gas volume in the matrix under the current formation pressure, m3; G′

f is the free gas volume in the
fractures under the current formation pressure, m3; G′

a is the adsorptive gas volume under the current
formation pressure, m3.

Equation (40) can be rewritten as follows:

Gm + Gf +
GmBgi

φm(1−Sw)
ρs

VL pi
pL+pi

= Gp + Gm
Bgi
Bg

(
1 − Cm+CwSw

1−Sw
Δp

)
+ Gf

Bgi
Bg

+
GmBgi

φm(1−Sw)
ρs

VL p
pL+p

(41)

The equation about the average formation pressure p2 in the range of pressure propagation radius
(R2) can be expressed as follows:

p2
Z [Gm2

(
1 − Cm+CwSw

1−Sw
(pi − p2)

)
+ Gf2] =

pi
Zi
[Gm2 + Gf2 − Gp2 +

Gm2Bgiρs

φm(1−Sw)
( VL pi

pL+pi
− VL p

pL+p )]
(42)

where p2 is the average formation pressure in the pressure wave radius at the time of Δt + Δtf, MPa;
Cm is the compression coefficient of shale matrix, MPa−1; Cw is the compression coefficient of water,
MPa−1; Zi is the gas compression factor in the original state, dimensionless; ρs is the shale matrix
density, kg/m3.

According to the formula of steady-state productivity, the output at the time of Δt + Δtf can be
rewritten as follows: ⎧⎨⎩ q2 = p2

2−pwf
2

A

A =
μZpscT ln R2

rw
πKfhTsc

(43)

Then we can repeat step (2) to solve for the production at the next production time, and calculate
the average formation pressure and the sweep radius under different production times. Furthermore,
we can combine the steady-state output calculation formula to obtain the output at different production
times. Repeating the above steps, we can obtain the production of shale gas reservoir fracturing wells
throughout the production phase. It can be seen that using the SPSS method to calculate the non-steady
state production is very convenient, and it is also extremely easy to program. At the same time,
it avoids the unreasonable assumption that the pressure has already reached to the boundary of the
reservoir under the initial conditions when other mathematical methods solve the productivity model.
The different seepage law of gas in volume fracturing zone and shale matrix zone, the adsorption and
desorption effect of shale gas are also considered, which is more consistent with the actual situation.

3.3. Model Validation

This model divides the seepage area into volume fracturing area and shale matrix area, taking
into account the multi-scale flow and non-linear seepage characteristics of shale gas in horizontal
fracturing well. In order to verify the reliability of the SPSS method for solving multi-scale flow
problems, a two-region radial seepage numerical model considering shale gas desorption and diffusion
is established by using Eclipse [54]. The outer zone of the model is the matrix seepage zone based on
the dual media model, and the inner zone is the volume fracturing zone.
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By inputting the same model parameters, the cumulative gas production of model in this paper
and the Eclipse numerical model are obtained. The two curves have a high degree of conformity,
and the output change trend is consistent (Figure 2). The cumulative output of volume fracturing
horizontal well composite flow model is slightly higher than that of the Eclipse numerical model.
The reason for this is that the SPSS method adopted in this paper avoids the false assumption that the
pressure wave spreads to the reservoir boundary under the initial condition. Therefore, it has more
desorption gas and describes the actual productivity more accurately.

Figure 2. Comparison of cumulative gas production of model in this paper and the Eclipse
numerical model.

Figure 3 shows the reservoir pressure distribution of the Eclipse model at 300 days of production.
It can be seen that in the shale gas production process, the reservoir pressure gradually decreases from
near the wellbore to the reservoir boundary. It reflects that the pressure wave propagates from the
bottom of the well to the outer boundary of the volume fracturing zone, and then propagates from the
outer boundary of the fracturing zone to the reservoir boundary.

Figure 3. Reservoir pressure simulation of the Eclipse model.
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4. Results and Discussion

Due to the complexity of geological features and seepage laws, shale gas productivity is affected
by many factors after horizontal well volume fracturing. Based on the combined flow model of
fracturing horizontal wells and the parameters of fracturing well in a certain shale gas reservoir
(Table 1), according to the SPSS method, the effect of different factors such as fracturing zone radius
(rf), Langmuir volume (VL), the initial average aperture of fractures (bei), maximum fracture length
(lmax) on gas productivity are studied, and the results are shown in Figures 4–7.

Table 1. Model calculation basic parameters table.

Parameters (Unit) Value

Radius of volume fracturing zone (m) 110
Permeability in volume fracturing zone (10−3μm2) 200

Comprehensive compression coefficient of fractured zone (MPa−1) 0.035
Fracture porosity in volume fracturing area (-) 0.1

Supply radius (m) 400
Diffusion coefficient (mm2/s) 281

Comprehensive compression coefficient of shale matrix (MPa−1) 0.019
Compression coefficient of shale matrix (MPa−1) 0.0001

Matrix porosity (-) 0.044
Shale matrix density (kg/m3) 2500

Bottom hole flow pressure (MPa) 5
Viscosity of shale gas (mPa·s) 0.02

Langmuir pressure (MPa) 10
Langmuir volume (m3/kg) 0.05

Original formation pressure (MPa) 30
Formation temperature (K) 360

Borehole radius (m) 0.1
Compressibility of water(MPa−1) 0.0004

Irreducible water saturation (-) 0.1
Reservoir thickness (m) 30

Permeability of matrix (10−3 μm2) 0.005
Pore radius of matrix (nm) 500
Gas slippage constant (-) −1

Rarefaction effect factor (-) -

Figure 4. The influence of the radius of volume fracturing area on the daily gas production.
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Figure 4 shows that with the increase of the radius of complex fracture network in the stimulated
area, the daily output will also increase significantly. However, with the increase of production time,
the difference of daily output under each fracturing radius is also decreasing.

Figure 5. The influence of Langmuir volume on the daily gas production.

Figure 5 shows that with the increase of Langmuir volume, daily gas production gradually
increased, but the growth rate gradually decreased. This is because the larger Langmuir volume
indicates that the reservoir has more adsorbed gas, so in the process of production, more adsorbed gas
is desorbed and the free gas is taken out when the pressure is reduced. However, when the Langmuir
volume reaches 0.075 m3/kg, the daily output of different Langmuir volumes are almost identical,
at this time, the effect of Langmuir volume on the desorption output can almost be ignored.

Figure 6. The influence of initial average aperture of fractures on the daily gas production.
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Figure 6 shows that under the condition of small initial fracture aperture, the influence of initial
fracture aperture on daily gas production is significant. The flow of gas in open fractures is the main
channel for shale gas transport. The larger the aperture of fractures, the more the flow of gas provided.
With the increase of initial fracture aperture, daily gas production gradually increased, but the growth
rate gradually decreased.

Figure 7. The influence of maximum fracture length on the daily gas production.

The fracture length of shale gas well after fracturing is an important index affecting shale gas
production. The longer the fracture length, the wider the area affected by volume fracturing. Figure 7
shows that maximum fracture length has the most obvious effect on the initial production of shale gas
well. As production continues, the daily output is getting closer.

5. Conclusions

(1) The productivity prediction model based on the SPSS method provides a theoretical basis
for the transient productivity calculation of shale fractured horizontal wells, and it has the
characteristics of simple solution process, fast computation speed and high agreement with
numerical simulation results.

(2) The pressure wave propagates from the bottom of the well to the outer boundary of the volume
fracturing zone, and then propagates from the outer boundary of the fracturing zone to the
reservoir boundary.

(3) With the increase of fracturing zone radius, the initial average aperture of fractures, maximum
fracture length, the productivity of shale gas increases, and the increase rate gradually decreases.
When the fracturing zone radius is 150 m, the daily output is approximately twice as much as
that of 75 m. If the initial average aperture of fractures is 50 μm, the daily output is about half of
that when the initial average aperture is 100 μm. When the maximum fracture length increases
from 50 m to 100 m, the daily output only increases about by 25%.

(4) When the Langmuir volume is relatively large, the daily outputs of different Langmuir volumes
are almost identical, and the effect of Langmuir volume on the desorption output can almost
be ignored.
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Abstract: The use of multiple hydraulically fractured horizontal wells has been proven to be an
efficient and effective way to enable shale gas production. Meanwhile, analytical models represent
a rapid evaluation method that has been developed to investigate the pressure-transient behaviors
in shale gas reservoirs. Furthermore, fractal-anomalous diffusion, which describes a sub-diffusion
process by a non-linear relationship with time and cannot be represented by Darcy’s law, has been
noticed in heterogeneous porous media. In order to describe the pressure-transient behaviors in
shale gas reservoirs more accurately, an improved analytical model based on the fractal-anomalous
diffusion is established. Various diffusions in the shale matrix, pressure-dependent permeability,
fractal geometry features, and anomalous diffusion in the stimulated reservoir volume region are
considered. Type curves of pressure and pressure derivatives are plotted, and the effects of anomalous
diffusion and mass fractal dimension are investigated in a sensitivity analysis. The impact of
anomalous diffusion is recognized as two opposite aspects in the early linear flow regime and after
that period, when it changes from 1 to 0.75. The smaller mass fractal dimension, which changes from
2 to 1.8, results in more pressure and a drop in the pressure derivative.

Keywords: fractional diffusion; fractal geometry; analytical model; shale gas reservoir

1. Introduction

The development of shale gas in North America has achieved large-scale commercial success [1–3],
which has set off a shale gas revolution worldwide. As a key technology in shale gas exploration and
development, well testing plays an irreplaceable role. The characteristics of shale gas reservoirs can be
obtained through the transient pressure analysis of multiple fractured horizontal wells (MFHWs) in
shale gas reservoirs.

In order to describe the random and complex fractures, some works [4,5] have investigated
discrete fracture networks through numerical simulation approaches. Tang et al. [4] established a
three-dimensional numerical model based on the construction of spatial discretization by the finite
volume method. Wang [5] proposed a unified model for shale gas reservoirs based on discrete
fracture networks to investigate shale gas production by rate transient analysis. However, this
requires numerical simulation, and the process is time-consuming and occupies a large amount of
computing resources.
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Fortunately, the analytical approach is a convenient and rapid method for the evaluation of
dynamic characteristics of the shale gas reservoir, which takes less time and needs less reservoir data
compared with numerical simulation approaches. Thus, the analytical approach has been used in more
applications in recent years.

Two types of analytical model are used to analyze transient pressure behaviors. One type is the
detailed analytical model, which is based on the source function and superposition principle [6–8]. This
characterizes the stimulated reservoir volume (SRV) region in a shale gas reservoir as a circular or
rectangular zone and extends the one-region model to a dual-region composite model. Similarly,
the shortcomings of the detailed analytical model also cause a large increase in the amount of
calculation required. In order to describe the SRV region more concisely and conveniently, the other
type, which is linear models, such as the tri-linear flow model [9] and the five-region flow model [10],
was developed. The five-region flow model was established based on the tri-linear flow model and
takes into account not only the stimulated region, but also the nearby unstimulated region. These two
models represent a rapid way to capture key characteristics in shale gas reservoirs.

Based on these two analytical models (the detailed analytical model and linear model), other
improved models were developed, e.g., models considering the effects of fractures in the SRV region [11],
non-equal spacing fractures [12], fracture networks in the shale matrix [13,14], the non-Darcy high-speed
flow inside the hydraulic fracture [15], the shale matrix diffusion and dual porosity model [16],
a transient flow approach [17], and non-Darcy flow with a threshold pressure gradient in tight gas
reservoirs [18]. Recently, Zeng et al. [19], Zeng [20], and Zeng et al. [21] proposed a seven-region
flow model, which takes into account the spatial heterogeneity and typical seepage features, such as
ad-desorption and diffusion in shale gas reservoirs. Unfortunately, all of the models described above
only consider the linear flow in all regions, and thereby neglect the fractal features and sub-diffusive
flow in the SRV region.

In order to capture the features of fractal geometry and sub-diffusive flow in highly heterogeneous
porous media, an analytical flow model that considers anomalous diffusion and other significant
features to describe the flow characteristics in the SRV region has been proposed [22–26].

Chen and Raghavan [22] utilized fractional derivatives to characterize the process of anomalous
diffusion in the complex fractures and took into account the continuous-time random walk in
hydraulically fractured reservoirs with single porosity. Subsequently, Ren and Guo [23] presented
a dual porosity and anomalous diffusion model for shale gas reservoirs. Unfortunately, they did
not consider the heterogeneity of multi-fractured systems by applying a three-region or five-region
model. Later, Albinali and Ozkan [24] proposed a tri-linear anomalous diffusion and dual-porosity
model that uses fractional calculus to account for non-uniform velocity in porous media. However,
the fractal geometry features of the induced fractures in the SRV region are not considered in the
model. Wang et al. [25] considered the fractal characteristics in the complex system by coupling fractal
relations to account for the heterogeneity in the SRV region. Fan and Ettehadtavakkol [26] applied
micro-seismic data to verify the fractal flow model and proposed a semi-analytical model for rate
transient analysis in shale gas reservoirs.

All the models described above do not fully consider the various diffusion of shale gas in
the shale matrix, the dual porosity in the SRV region, or the stress sensitivity of permeability
and fractal-anomalous diffusion in complex fractures. Table 1 demonstrates the differences by
comparing previous analytical flow models with the present model. Previous models only considered
homogeneous properties and simple transport mechanisms in shale gas reservoirs.

Based on the above, this work proposes a new analytical model based on fractal-anomalous
diffusion. Firstly, the present model is coupled with anomalous diffusion and other significant features,
such as ad-desorption, slip flow, surface flow, pressure-dependent permeability, and fractal geology.
Using the Laplace transformation method and Duhamel’s theorem [27], the analytical solution of the
present model is obtained. Then, the flow regimes are identified, and the effects of relevant parameters
are analyzed.
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Therefore, the present model can effectively describe the complex fracture networks in the SRV
region and more accurately account for the various transport mechanisms of MFHWs in shale gas
reservoirs. Due to the lack of well-testing data in shale gas reservoirs, the present model has only been
applied to one case, but more cases will be studied in the future.

Table 1. Feature comparisons of analytical models for multiple fractured horizontal wells (MFHWs).
SRV: stimulated reservoir volume.

Serial
Number

Features

Models

Stalgorova and
Mattar [10]

Albinali and
Ozkan [24]

Wang et al.
[25]

Fan and
Ettehadtavakkol [26]

Present
Model

1 Fractal permeability
in SRV - - Fractal Tortuosity- dependent Fractal

2 Dual porous media
in SRV Cubic geometry Spherical

geometry
Cubic

geometry Slab geometry Spherical
geometry

3 Diffusion in
fractures Normal Anomalous Normal Normal Anomalous

4 Pressure-dependence
of permeability - - - - Exponential

5 Slip flow in shale
matrix - - - Klinkenberg Klinkenberg

6 Diffusion in shale
matrix - - - Knudsen Composite

7 Ad-desorption - - - Langmuir Langmuir

8 Flow types Five regions Three regions Five regions Three regions Five regions

2. Physical Model

Figure 1 is a schematic of the typical five-region flow model and the improved five-region flow
model (new model) in a shale gas reservoir. Higher fractal permeability, dual-porosity, and anomalous
diffusion in the SRV region are taken into account around each fracture. The other three regions occupy
the remaining space between adjacent fractures. One-quarter of each hydraulic fracture is taken into
account due to the assumption of symmetry in the reservoir.

 
(a) (b) 

Figure 1. Schematic of physical models for hydraulically fractured horizontal wells. (a) The typical
five-region flow model proposed by Stalgorova and Mattar [10]. (b) The improved five-region flow
model (new model). Fracture half-length: x f ; width of the hydraulic fracture: wD; distance from the
hydraulic fracture to stimulated reservoir volume (SRV): y1; no flow bound: x2, y2.
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As shown in Figure 1, the reservoir between two adjacent fractures is subdivided into five regions
in the improved five-region flow model. There is vertical linear flow from region 4 to region 2 and
from region 3 to region 1 (SRV). Similarly, horizontal linear flow exists from region 2 to region 1
and from region 1 to each hydraulic fracture. Compared with the typical five-region flow model,
ad-desorption and various diffusion in the shale matrix, dual-porosity (shown as spherical matrix
in Figure 1), the fractal geometry (shown as a power-law type in Figure 1) and anomalous diffusion
(sub-diffusion) in the SRV region, and stress-sensitive permeability in each region are considered in
this work. The main assumptions of this new model are as follows:

(1) A hydraulically fractured horizontal well is at the center of a closed shale gas reservoir;
(2) Each hydraulic fracture is perpendicular to the horizontal well, spaced uniformly along the

horizontal wellbore, and has the same length;
(3) Fluid flow in each region is a one-dimensional single-phase flow;
(4) Desorption in shale matrix yields to the Langmuir isotherm adsorption law;
(5) The continuity of flux and pressure at interfaces is used to couple the adjacent regions.

3. Mathematical Model

3.1. Mechanisms and Properties

3.1.1. Adsorption/Desorption and Apparent Permeability

Shale gas adsorption in the shale matrix typically yields to the Langmuir isotherm adsorption
law, and pseudo-pressure can be written as follows [28,29]:

VE = VL
P

PL + P
(1)

where VE is defined as the adsorption equilibrium concentration (sm3/m3), the Langmuir adsorption
concentration is represented by VL (sm3/m3), the Langmuir pressure is represented by PL (MPa), and P
means the pressure in the reservoir (MPa).

σm = 1 +
ρgscVL pL

cgρmφm(pL + p)2 (2)

where σm is the adsorption factor.

m(p) = 2

p∫
p0

p
μ

dp (3)

where m(p) is the pseudo-pressure (MPa2/(mPa·s)), the gas viscosity is represented by μ (mPa·s),
and the real gas deviation factor is represented by z.

The main transport mechanisms in the shale matrix are surface diffusion, Knudsen diffusion,
and slip flow. Based on the results of previous research, the expression of total equivalent permeability
(apparent permeability) is as follows [30]:

kma = ke + kd + ks = βtkins (4)

where kma is defined as an apparent permeability which is related to surface diffusion, Knudsen
diffusion, and slip flow (m2); ke is the equivalent slip rate of slip flow (m2); the Knudsen diffusion
equivalent permeability is represented by kd (m2); the surface diffusion equivalent permeability is
represented by ks (m2); and βt is the matrix comprehensive diffusion factor that considers the slip flow,
Knudsen, and surface diffusion.
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3.1.2. Fractal Permeability and Porosity in Induced Fractures

The distribution of induced fractures is extremely complex and irregular, and therefore, it is not
accurate enough to describe the porosity of induced fractures in Euclidean geometry. Fractal geometry
has been verified as an effective method to describe the complex pore structure of fibrous porous
media [31–34]. Based on fractal geometry, fractal permeability and fractal porosity in induced fractures
comply with a power-law type as follows [35–38]:

K f (r) = K f r

(
r

Lre f

)d f −de−θ

(5)

where Kfr is the permeability at the reference length, Lre f is the reference length; the mass fractal
dimension of the inducec fractures is represented by d f , the Euclidean dimension is represented by de,
the radial coordinate value at any point is represented by r, and the tortuosity index is represented by θ.

∅ f (r) = ∅ f r

(
r

Lre f

)d f −de

(6)

where ∅fr is the porosity at the reference length.

3.1.3. Anomalous Diffusion in Induced Fractures

In induced fractures, the disorder, non-local, and memory features should be considered in the
SRV region. This complex transport process is anomalous diffusion, which is described by fractional
calculus. The modified Darcy flow velocity is given by the following form [22]:

υ(r, t) = − kα

μ

∂1−∝

∂t
∇p(r, t). (7)

The fractional derivative ∂∝ f (t)
∂t∝ is defined as follows [39]:

∂∝ f (t)
∂t∝ =

1
Γ(1 − α)

∫ t

0

(
t − t′

)−α ∂ f (t′)
∂t′ dt′ (8)

where the Gamma function is represented by Γ(x). The Laplace transform of the fractional derivative
∂∝ f (t)

∂t∝ is ∫ ∞

0
e−st ∂∝ f (t)

∂t∝ dt = sα f (s)− sα−1 f (0). (9)

when α = 1, Equation (7) is reduced to the classical Darcy’s law as follows [23]:

υ(r, t) = − kα

μ
∇p(r, t). (10)

3.1.4. Pressure-Dependent Permeability

The permeability in hydraulically fracturing shale gas reservoirs is sensitive to pore pressure,
according to previous experiments [3,40]. Given the relationship with pore pressure, fractal permeability
is introduced by permeability modulus as follows:

k = kie−γ(mi−m) (11)

where ki is the permeability under the initial pseudo-pressure (mi), the corresponding pseudo-pressure
in the reservoir is represented by m, and γ is the stress sensitivity factor.
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3.2. Governing Flow Equations and Solutions

In order to obtain the final solution, the governing diffusivity equations for each region are written
with the relevant initial and boundary conditions. Definitions of all dimensionless terms are given in
Appendix A.

3.2.1. Unstimulated Regions (Region 4 + Region 3 + Region 2)

Starting with the fourth region, the diffusivity equation that considers the ad-desorption and
various diffusion can be written in a dimensionless form:

e−γ∗
Dm4D [

∂2m4D

∂x2
D

− γ∗
D(

∂m4D

∂x2
D

)
2
] =

σm

βtη4D

∂m4D
∂tD

(12)

where γ∗
D is the dimensionless stress-sensitive factor.

The perturbation inversion proposed by Pedrosa Jr. [41] is applied to pseudo-pressure, as
presented in Equation (13).

mD = − 1
γ∗

D
ln(1 − γ∗

D ϕD(rD, tD)) (13)

Additionally, a zero-order approximation is performed to linearize the diffusivity equation. Then,
the diffusion Equation (12) can be approximately written in a Laplace form, as follows:

∂2 ϕ4D
∂x2

D
=

σms
βtη4D

ϕ4D. (14)

The outer boundary condition (no-flow) is

∂ϕ4D
∂xD

|xD=xeD = 0. (15)

The inner boundary condition (pressure continuity) is

ϕ4D|xD=xn f D=1 = ϕ2D|xD=xn f D=1. (16)

Therefore, the general form of the solution in the fourth region can be given as follows:

ϕ4D = ϕ2D|xD=xn f D=1

cosh
[√

f4(s)(xD − xeD)
]

cosh
[√

f4(s)
(

xn f D − xeD

)] |xn f D=1 (17)

where
f4(s) =

σms
βtη4D

(18)

and η4D is the dimensionless conductivity in region 4.
Region 3, which has low permeability, can only flow vertically to region 1. Similarly, a general

form of the solution for the third region can be given as follows:

ϕ3D = ϕ1D|xD=xn f D=1

cosh
[√

f3(s)(xD − xeD)
]

cosh
[√

f3(s)
(

xn f D − xeD

)] |xn f D=1 (19)

where
f3(s) =

σms
βtη3D

. (20)
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Also, the governing equation of region 2 becomes

∂2 ϕ2D
∂y2

D
=

σms
βtη2D

ϕ2D−
k4a

k2axn f D

∂ϕ4D
∂xD

|xD=xn f D=1. (21)

The outer boundary condition (no-flow) is

∂ϕ2D
∂yD

|y=yeD = 0. (22)

The inner boundary condition (pressure continuity) is

ϕ2D|yD=yn f D = ϕn f D|yD=yn f D . (23)

Therefore, the solution for region 2 becomes

ϕ2D = ϕn f D|yD=yn f D

cosh
[√

f2(s)(yD − yeD)
]

cosh
[√

f2(s)
(

yn f D − yeD

)] (24)

where

f2(s) =
σms

βtη2D
− k4a

k2axn f D

√
f4(s)tanh

[√
f4(s)

(
xn f D − xeD

)]
|xn f D=1. (25)

3.2.2. Region 1 (SRV)

Region 1 represents the SRV region in which the transient inter-porosity flow from the matrix to
fracture subsystem is applied. Moreover, the anomalous diffusion, fractal permeability, and porosity
in induced fractures are also considered.

- Matrix subsystem:

Similarly, the pressure solution in the matrix subsystem of region 1 can be obtained:

ϕ1mD =
sinh

(√
u1m(s)rmD

)
rmDsinh

(√
u1m(s)

) ϕn f D (26)

where
u1m(s) =

15(1 − ω1)σms
βtλ1η1D

. (27)

- Induced fractures subsystem:

The diffusivity equation of the complex fractures networks can be derived in the following
dimensionless form. More detailed derivations are given in Appendix B.

∂2 ϕn f D

∂y2
D

+
d f − θ − 2

yD

∂ϕn f D

∂yD
= f1(s)yD

θ ϕn f D (28)

where

f1(s) =
ω1

η1D
sα +

⎧⎨⎩ βtλ1

5
[
√

u1m(s)coth(
√

u1m(s)− 1)]−
(

ηn f

x2
f

)α−1
k3a

kn f

√
f3(s)tanh[

√
f3(s)

(
xn f D − xeD

)
]

⎫⎬⎭sα−1 (29)

The outer boundary condition (flow continuity) is

k2a
∂ϕ2 f D

∂yD
|yD=yn f D=

(
s

ηn f

x2
f

)1−α

kn f yD
d f −θ−2 ∂ϕn f D

∂yD
|yD=yn f D . (30)
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The inner boundary condition (pressure continuity) is

ϕn f D|yD=wD/2 = ϕFD|yD=wD/2. (31)

Therefore, the general form of the pressure solution in the SRV is

ϕn f D = yD
a
{

AIn

[
αyD

1
α

√
f1(s)

]
+ BKn

[
αyD

1
α

√
f1(s)

]}
(32)

where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a = 1−b
2 , b = d f − θ − 2, n = 1−b

2+θ , α = 2
2+θ , c = α

√
f1(s)

A =
h22 ϕFD |yD=wD /2

h11h22−h12h21
, B =

−h21 ϕFD |yD=wD /2
h11h22−h12h21

h11 =
( wD

2

)a In[c
( wD

2

) 1
α ]

h12 =
( wD

2

)aKn[c
( wD

2

) 1
α ]

h21 = g
(
yn f D

)a√ f2(s)tanh
[(

yn f D − yeD
)√

f2(s)
]

In

[
c
(
yn f D

) 1
α

]
− c

α

(
yn f D

)a+ 1
α −1 In−1[c

(
yn f D

) 1
α ]

h22 = g
(
yn f D

)a√ f2(s)tanh
[(

yn f D − yeD
)√

f2(s)
]
Kn

[
c
(
yn f D

) 1
α

]
+ c

α

(
yn f D

)a+ 1
α −1Kn−1[c

(
yn f D

) 1
α ]

(33)

3.2.3. Hydraulic Fracture Region

Considering that the stress sensitivity of permeability and flow exchange is directly related to the
quality dimension, the diffusivity equation in hydraulic fractures becomes

e−γ∗
DmFD [

∂2mFD

∂x2
D

− γ∗
D

(
∂mFD

∂x2
D

)2

] =
1

ηFD

∂mFD
∂tD

− 2
FCD

(
wD
2

)
−θ

(
s

ηn f

x2
f

)1−α
∂mn f D

∂yD
|yD=

wD
2

(34)

where
FCD =

kFwD
kn f

. (35)

The perturbation inversion [41] and zero order approximation in the Laplace form are applied,
and the diffusivity equation then becomes

∂2 ϕFD
∂x2

D
=

s
ηFD

ϕFD − 2
FCD

(
wD
2

)
−θ

(
s

ηn f

x2
f

)1−α
∂ϕn f D

∂yD
|yD=

wD
2

. (36)

Equation (35) can be written as follows:

∂2 ϕFD
∂x2

D
= F(s)ϕFD (37)

where ⎧⎪⎨⎪⎩ F(s) = s
ηFD

− 2
FCD

( wD
2

)−θ
(

s ηn f

x2
f

)1−α
∂ϕn f D
∂yD

|yD=
wD

2

∂ϕn f D
∂yD

|yD=
wD

2
= c

α (
wD
2 )a+ 1

α −1
{

AIn−1

[
c
( wD

2
) 1

α

]
− BKn−1

[
c
( wD

2
) 1

α

]} . (38)

Boundary condition 1 is
∂ϕFD
∂xD

|xD=1 = 0. (39)

Boundary condition 2 is
∂ϕFD
∂xD

|xD=0 = − π

FCDs
. (40)

The pressure solution for the hydraulic fracture region is

ϕFD =
π

FCDs
1√
F(s)

cosh
[√

F(s)
(

xD − xn f D

)]
sinh

[√
F(s)xn f D

] |xn f D=1. (41)

Thus, the pressure solution at the wellbore can be given as follows:

ϕwD = ϕFD(0) =
π

FCDs
√

F(s)tanh
[

xn f D
√

F(s)
] |xn f D=1. (42)
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However, by applying the superposition principle and Duhamel’s principle [27], the final solution
for wellbore pressure considering convergence and storage is written as follows:

ϕwD(sc, cD) =
sϕwD + sc

s[1 + cDs(sϕwD + sc)]
. (43)

Then, the perturbation inversion [41] and Stehfest numerical inversion [42] are applied. Finally,
the pressure solution at the downhole can be written with the real-time data as

mwD = − ln[1 − γ∗
D]L

−1(ϕwD)

γ∗
D

. (44)

4. Discussion and Analysis

4.1. Flow Regimes

In order to obtain the main flow regimes of the improved five-region flow model, the type curves
of the pressure-transient response were plotted by employing pseudo-steady inter-porosity flow in the
SRV region.

The related parameters are listed in Table 1. Figure 2 shows the pressure-transient response of
MFHWs in shale gas reservoirs. There are five flow stages on the type curves: (1) bilinear flow in each
hydraulic fracture and in the SRV region (region 1), where the pressure derivative curve’s slope is 1/4
(α = 1, and df = 2); (2) first linear flow in the SRV region, where the pressure derivative curve shows a
straight line with a slope of 1/2 (α = 1, and df = 2); (3) inter-porosity and fractal-anomalous diffusion
in the SRV region; (4) second linear flow from the USRV to SRV region, where the pseudo-pressure
derivative curve presents a straight line with a slope of 1/2 (α = 1, and df = 2); and (5) pseudo-steady
flow (boundary control flow), where the pseudo-pressure and pseudo-pressure derivative curves are
all represented by straight lines with a unit slope.

 
Figure 2. Transient pressure type curves of multiple fractured horizontal wells (MFHWs) in a shale
gas reservoir.

4.2. Sensitivity Analysis

In the corresponding sensitivity analysis, firstly, one relevant parameter was changed while
keeping the other parameters at their original values. Then, all the relevant parameters were changed
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at the same time. Model parameters were given values in the simulation by referring to relevant
literature [6,12,16,17,23,25,26], and they are listed in Table 2.

Table 2. Model parameters.

Parameter Name Parameter Value

Dimensionless half fracture length, xfD 1
Dimensionless fracture conductivity, FCD 2

Inter-porosity flow coefficient, λ λ = 0.2
Storage capacity coefficient, ω ω = 0.2

Dimensionless distance in x direction, xnfD/xeD xnfD = 1, xeD = 50
Dimensionless distance in y direction, ynfD/yeD ynfD = 1, yeD = 50

Ratio of permeability, ki/kj k3a/knf = 0.0005, k2a/knf = 0.1, k4a/k2a = 0.02
Absorption factor, σm 5

Diffusion factor (apparent permeability coefficient), βt 1.1
Dimensionless stress sensitivity factor, γ∗

D 0.00009
Anomalous diffusion exponent, α 0.85

Tortuosity index, θ 0.35
Mass fractal dimension, df 1.9

Number of fractures, n 10

Figure 3 shows that the fracture conductivity mainly affects the early flow stages. The greater the
fracture conductivity is, the smaller the gas flow resistance is, and the smaller pressure consumption
is with the same production. It is not difficult to see that the fracture conductivity mainly influences
the pressure and pressure derivative curves in the bilinear flow and first linear flow stages. With an
increase in the fracture conductivity, the duration of the bilinear flow stage decreases and the duration
of the first linear flow stage increases. As seen in Figure 3, when FCD = 25, only the first linear flow
regime can be observed.

Figure 3. Effect of fracture conductivity on type curves.

Figure 4 demonstrates the type curves of the pressure and pressure derivative for MFHWs in a
shale gas reservoir with various anomalous diffusion exponent (α) and tortuosity index (θ) values.
As can be seen, one intersection point exists between the anomalous diffusion and classical diffusion
pressure derivative curves. At the early bilinear and linear flow stages, the pressure and pressure
derivative for α < 1 or θ > 0 (anomalous diffusion) are smaller than those for α = 1 or θ = 0 (classical
diffusion). When the value of α increases (θ decreases), the pressure and its derivative will also
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increase. The reason for this is that anomalous diffusion delays the performance of pressure derivative
behaviors. However, after the inter-porosity flow stage, with different α values, the difference will be
more obvious, and the trend is the opposite. In other words, a decrease in α (θ increasing) causes the
pressure and its derivative to increase over time. This accounts for the characteristic of sub-diffusion
(slower flow) when α < 1 or θ > 0 (anomalous diffusion).

 

Figure 4. Effect of the anomalous diffusion exponent on type curves.

Figure 5 shows that the mass fractal dimension of induced fractures (Hausdorff index) has a
significant effect on the pressure behavior at almost all the stages, except for the wellbore storage stage.
Overall, the smaller the mass fractal dimension is, the larger the gas flow resistance is and the greater
the pressure consumption is with the same production. As can be seen, the locations of the type curves
are higher with a smaller df. The reason for this is that a smaller df value represents more resistance in
the complex induced fractures.

Figure 5. Effect of mass fractal dimension on type curves.
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Figures 6–8 demonstrate the influences of the adsorption factor, apparent permeability coefficient,
and inter-porosity flow coefficient on the type curves of MFHWs. As shown in Figure 6, the adsorption
factor mainly influences the position of the type curves at the inter-porosity flow stage. A larger
adsorption factor represents a stronger adsorption and production capacity and therefore makes the
“concave” appear wider and deeper on the type curves. Figure 7 shows the effect of the apparent
permeability coefficient on the transient pressure response. The apparent permeability has a similar
effect to that of the inter-porosity coefficient in Figure 8. The total seepage and diffusion ability of
the shale matrix is represented by the apparent permeability coefficient. The smaller the apparent
permeability coefficient or inter-porosity coefficient is, the later the “depression” appears on the
type curves.

 
Figure 6. Effect of the adsorption factor on type curves.

 

Figure 7. Effect of the apparent permeability coefficient on type curves.
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Figure 8. Effect of the inter-porosity flow coefficient on type curves.

Figure 9 shows the impact of the stress sensitivity factor on the pressure-transient response of
MFHWs. It can be seen that stress sensitivity affects the whole flow stage, and it has a greater impact
in the late time period. The reason for this is that the pressure drop becomes greater in the late time
period. The greater the stress sensitivity is, the higher the positions of the pressure and pressure
derivative curves are. This depicts the weaker seepage capacity.

 

Figure 9. Effect of the stress sensitivity factor on type curves.

As shown in Figure 10, when all the factors are changed at the same time from a smaller parameter
group 1© to a larger parameter group 2©, the positions of type curves for parameter group 2© are
obviously lower than the positions of type curves for parameter group 1©. This indicates that when
all the factors become larger, the final pressure drop becomes smaller. The reason for this is that
most factors with greater values, such as FCD, α, d f σm, βt, and λ, can have positive effects by
making the pressure consumption smaller, and only γ∗

D has the opposite influence on pressure and
pressure derivatives.
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Figure 10. Effect of characteristic factors on type curves (FCD, α, df, σm, βt, λ, and γ∗
D).

5. Case Study

This section shows an application of the presented model in a fractured horizontal well (A1)
of an actual shale gas field in the Sichuan basin, which has 12 fractures evenly distributed along
its horizontal wellbore. The depth of well A1 is 880 m and the thickness of the shale layer is 76 m.
The production was 2400 cubic meters per day for 16 h, and then it was shut down for 73 h during
the pressure build-up test. For more details, refer to the related literature [16]. After transferring the
build-up testing data to dimensionless forms, the actual log-log curves were plotted.

As shown in Figure 11, the improved five-region flow model proposed in this work was applied
to match the build-up testing data and was able to perfectly match the real testing data by adjusting
the relevant parameters. The results of the interpretation are listed in Table 3. The results reveal that
hydraulic fracturing greatly increases the permeability of the fractured zone and produces complex
induced fractures with fractal features.

 

Figure 11. Type curve matching for well A1.
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Table 3. Interpretation results for the build-up test of well A1.

Parameter Parameter Value

Half fracture length, xf 35 m
Inter-porosity flow coefficient, λ λ = 0.1
Storage capacity coefficient, ω ω = 0.05

Permeability of hydraulic fracture, kF 4000 mD
Fracture permeability in SRV, knf 0.0002 mD

Matrix permeability in regions, kim k1m = k2m = k3m = k4m = 0.000005 mD
Absorption factor, σm 4

Diffusion factor(Apparent permeability coefficient), βt 1.5
Dimensionless stress-sensitive factor, γ∗

D 0.00008
Anomalous diffusion exponent, α 0.7

Tortuosity index, θ 0.86
Hausdorff index, df 1.85

6. Conclusions

In order to describe the flow retardation in complex fractures in a way that considers the SRV
region with anomalous diffusion and fractal features, an improved five-region model was established
in this work by introducing the time-fractional flux law. Based on the present model, type curves of
pressure and pressure derivative without wellbore storage were plotted and five flow stages were
identified: bilinear flow, first linear flow, inter-porosity and fractal-anomalous flow, second linear flow,
and boundary control flow. The sensitivity analysis revealed that fractal-anomalous diffusion has a
significant impact on pressure-transient behaviors. When the anomalous diffusion exponent decreased
from 1 to 0.75, which indicates Darcy flow changing to anomalous diffusion, the pseudo-pressure
had less depletion at the early linear flow stages, but this subsequently became greater. When the
Hausdorff index changed from 2 to 1.8, greater pressure consumption was needed to achieve the same
production. Additionally, stress sensitivity, absorption, and Knudsen diffusion showed non-negligible
influences on the pressure-transient response. These effects cannot be ignored. Therefore, the typical
five-region flow model which does not take the fractal-anomalous diffusion into account cannot be
applied for heterogeneous multi-fractured systems. The present model can be used to provide a more
accurate and appropriate interpretation of well-testing data to guide exploration and development.
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Nomenclature

c MPa−1 gas compressibility
h m reservoir thickness
k mD permeability
m(p) MPa2/(mPa·s) pseudo-pressure
P Mpa gas pressure
PL Mpa Langmuir pressure
qsc 104 m3/d fracture production rate
Rm m spherical radius of matrix block
s - Laplace transform parameter
t d time
T K temperature
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VL sm3/m3 Langmuir volume
x f m fracture half length
z - gas factor
α - anomalous diffusion exponent
βt - apparent permeability coefficient
γ∗

D - dimensionless stress-sensitive factor
η cm2/s diffusivity
λ - inter-porosity flow coefficient
μ mPa·s viscosity
ρ g/cm3 gas density
σm - absorption factor
ϕ - porosity
ω - storage capacity coefficient

Appendix A Dimensionless Definitions

The parameters are as follows:

Dimensionless pseudo-pressure: mD =
kn f h

0.01273qscT

(
Ψi − Ψ f

)
Dimensionless time: tD =

3.6kn f t
μ(Φ1mc1m+Φ1 f c1 f )x2

f

Dimensionless fracture conductivity: ηjD =
ηj

ηn f
(j = 1, 2, 3, 4, F)

Dimensionless distance: xeD = xe
x f

, yeD = ye
x f

, xn f D =
x f
x f

= 1, yn f D =
yn f
x f

Storage capacity ratio: ωj =
Φj f cj f

Φjmcjm+Φj f cj f

{(
ηn f

x2
f

)α−1
}2−j

, j = 1

Inter-porosity coefficient: λ1 =
15k1mx2

f

kn f R2
m

(
ηn f

x2
f

)α−1

Dimensionless stress sensitive factor: γ∗
D = 0.01273γqscT

kn f h

Dimensionless width of the hydraulic fracture: wD = wd
x f

Dimensionless fracture conductivity coefficient: FCD = kFwD
kn f

Appendix B Derivations for General Diffusivity Equation in the SRV

The general equation for the shale matrix in the SRV region is written as follows:

∇·
(

kn f∇mn f

)
− 3βtkm

Rm

∂mm

∂r
|r=Rm =

φ f cg f μ

3.6
∂mn f

∂t
. (A1)

By employing the fractal permeability and porosity, the anomalous diffusion equation can be
changed into

∂1−α

∂t1−α
∇·(kn f (

y
x f

)
d f −θ−2∇mn f )− 3βtkm

Rm

∂mm

∂r
|r=Rm =

φ f (
y
x f
)

d f −2cg f μ

3.6
∂mn f

∂t
. (A2)

The stress sensitivity factor is substituted into Equation (A2):

∂1−α

∂t1−α

{
e−γ(mi−mn f )

[
∇·(kn f (

y
x f

)
d f −θ−2∇mn f )

]}
− 3βtkm

Rm

∂mm

∂r
|r=Rm =

φ f (
y
x f
)

d f −2cg f μ

3.6
∂mn f

∂t
(A3)
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Taking ∂α−1

∂tα−1 of all terms and
∫ x f

0 both sides, multiplying by x2
f , and applying the Pedrosa and

zero order approximation in dimensionless form gives

∂2 ϕn f D

∂y2
D

+
d f − θ − 2

yD

∂ϕn f D

∂yD
+

∂ϕn f D

∂xD
|xD=xn f D − (yD)

θ+2−d f
βtλ1

5
∂α−1

∂tα−1
∂ϕ1mD

∂rD
|rD=rmD = (yD)

θ ω1

η1D

∂α ϕn f D

∂tα
(A4)

By utilizing the assumptions of the flow exchange in inter-porosity flow and interface flow directly
related to the quality dimension, the general equation in the Laplace domain becomes

∂2 ϕn f D

∂y2
D

+
d f − θ − 2

yD

∂ϕn f D

∂yD
+ (yD)

d f −2 ∂ϕn f D

∂xD
|xD=xn f D − (yD)

θ βtλ1

5
sα−1 ∂ϕ1mD

∂rD
|rD=rmD= (yD)

θ ω1

η1D
sα

∂ϕn f D

∂t
. (A5)

The term ∂ϕ1mD
∂rD

|rD=rmD can be substituted from the spherical matrix solution as follows:

∂ϕ1mD
∂rD

|rD=rmD =
1

rmD
[rmD

√
u1m(s)coth(rmD

√
u1m(s)− 1)]ϕn f D|rmD . (A6)

There is continuity of flux at xD = xn f D in accordance with

∂ϕn f D

∂xD
|xD=xn f D =

k3a

kn f (yD)
d f −θ−2

(
ηn f

x f
s

)α−1
∂ϕ3D
∂xD

|xD=xn f D . (A7)

Finally, the general diffusion equation in the SRV region can be given as follows:

∂2 ϕn f D

∂y2
D

+
d f − θ − 2

yD

∂ϕn f D
∂yD

=

⎧⎪⎨⎪⎩ ω1
η1D

sα +

⎧⎪⎨⎪⎩ βtλ1
5

[√
u1m (s)coth

(√
u1m (s)− 1

)]
−

⎛⎝ ηn f

x2
f

⎞⎠α−1
k3a
kn f

√
f3(s)tanh

[√
f3(s)

(
xn f D − xeD

)]⎫⎪⎬⎪⎭sα−1

⎫⎪⎬⎪⎭(
yD

)θ ϕn f D . (A8)
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Abstract: Slip boundary has an important influence on fluid flow, which is non-negligible in rock
micro-fractures. In this paper, an improved pseudo-potential multi-relaxation-time (MRT) lattice
Boltzmann method (LBM), which can achieve a large density ratio, is introduced to simulate the
fluid flow in a micro-fracture. The model is tested to satisfy thermodynamic consistency and
simulate Poiseuille flow in the case of large liquid-gas density ratio. The slip length is used as
an index for evaluating the flow characteristics, and the effects of wall wettability, micro-fracture
width, driving pressure and liquid-gas density ratio on the slip length are discussed. The results
demonstrate that the slip length increases significantly with the increase of the wall contact angle
in rock micro-fracture. And the liquid-gas density ratio has an important impact on the slip length,
especially for the hydrophobic wall. Moreover, under the laminar flow regime the driving pressure
and the micro-fracture width has little effect on the slip length.

Keywords: slip length; large density ratio; contact angle; pseudo-potential model; lattice Boltzmann
method; micro-fracture

1. Introduction

The fluid flow in rock micro-fractures is a topic of great importance for a wide range of scientific
problems, such as water conservancy, oil recovery in low-permeability oilfields, nuclear waste
treatment and others [1–4]. Classical Navier-Stokes hydrodynamics with non-slip boundaries, in which
the fluid velocity at a fluid-solid interface equals the solid velocity, is successfully applied to seepage
research at the macro-scale. However, a series of experimental and numerical results indicate that
the non-slip boundary notion is invalid at the micro-scale [5,6]. Besides, there are a large number of
micro-fractures in the rock with the width < 1 mm [7]. The slip boundaries should be taken into account
during the fluid flow in these micro-fractures [8,9]. Meanwhile, the surfaces of micro-fractures show
different wettabilities due to its diverse mineral composition [10], and it has a strong influence on the
wall slip. Therefore, great attention should be paid to studying the slip conditions in micro-fractures
with different wettabilities.

Slip length is an important dynamic parameter for quantifying the slip condition of a liquid
flowing over the solid surface, and it’s difficult to measure directly through experiments due to the
objective limits of the current techniques [11,12]. Thus, slip length studies in micro-fluidics have focused
on numerical simulations. The lattice Boltzmann method (LBM) offers great potential for micro-scale
flow simulations owing to its mesoscopic particle background [13]. Many scholars have studied
micro-scale fluid flow with the LBM and proposed several typical multiphase models, such as the color
model, the free-energy model, the pseudo-potential model, etc. Among these, the pseudo-potential
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model realizes the phase separation by implementing micro-molecular interactions. It has received
considerable attention due to the fact the interface between different phases does not need to be tracked
or captured. Based on this model, Zhang et al. [14] found that the non-slip boundary conditions could
produce an apparent slip. Chen et al. [15] simulated the Couette flow and found that there was a direct
relationship between the magnitude of slip length and the strength of solid-fluid interaction. Zhang et
al. [16] investigated the droplet flow velocity in the micro-channels, and discussed the wall slip caused
by the roughness. Kunert [17] studied the influence of fluid viscosity on the slip length. However,
almost all the studies do not consider the effect of liquid-gas density ratio on the wall slip due to the
difficulty of achieving a large liquid-gas density ratio with the original pseudo-potential model [18].

Based on the LBM, an improved pseudo-potential model is introduced to simulate the liquid
flow in a rock micro-fracture, which could achieve a large liquid-gas density ratio. The validity of the
proposed model is tested on two benchmark cases: the thermodynamic consistency and Poiseuille flow.
The slip length is discussed considering the effects of wall wettability, micro-fracture width, driving
pressure and liquid-gas density ratio.

2. Slip Condition

Bernoulli first proposed the non-slip boundary model (Figure 1a) where the fluid velocity was
zero relative to the physical wall. Subsequently, some scholars have supposed that the fluid layer near
the wall has a certain thickness (Figure 1b), in which no relative movement occurs between the fluid
and the wall. In addition, some experimental results indicated that the fluid velocity was not zero
at the wall (Figure 1c). The above three slip conditions have been confirmed, and they are deemed
to be related to the wall wettability. When the fluid flow over a strong hydrophilic wall, it presents
non-slip or negative slip, and a fluid usually shows a positive slip condition at a strong hydrophobic
wall. As shown in Figure 1c, based on the assumption that the distance to the virtual wall, at which
the extrapolated fluid velocity at a constant shear would be equal to the wall velocity, Navier defined
the slip length l as:

l = vs/τwall, (1)

where vs is the slip velocity at the physical wall; τwall is the local shear near the physical wall.

 
(a) 

 
(b) 

 

(c) 

Figure 1. Slip boundary model (a) non-slip; (b) negative slip; (c) positive slip.

3. Coexistence Densities and Maxwell Construction Rule

In nature, the fluids in rock micro-fractures are mostly in a liquid-gas two phase situation. A two
phase fluid could be described by its equation of state, which is an equation relating the fluid state
variables in thermodynamics, such as pressure P, molar volume V, and temperature T. Figure 2 shows
a series of P − V curves of an equation of state with different temperatures, where the bulk (the region
not close to any interface) pressure P(V, T) is a function of the molar volume V and the temperature
T. For different temperatures, the fluid may show subcritical, critical, and supercritical behaviors.
At high temperature (above the critical temperature Tc) the fluid shows supercritical behavior and no
distinct liquid and gas phases can be discerned. Below the critical temperature, phase separation into
liquid and gas is possible, and different molar volumes Vl and Vg of the certain substance may coexist
at a single pressure P0 at equilibrium, where Vl and Vg are the liquid and gas phases molar volumes,
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respectively. At the critical temperature, the coexistence of different molar volumes is also impossible,
nevertheless the first and second derivative of P at Tc should be zero [19]:{

∂P(Tc)
∂V = 0

∂2P(Tc)
∂V2 = 0

, (2)

Figure 2. The equation of state of non-ideal fluid.

The Carnahan-Starling equation of state (C-S EOS) is one of classic equations of state for non-ideal
fluid, which is given by [19]:

P(ρ, T) = ρRT
1 + bρ/4 + (bρ/4)2 − (bρ/4)3

(1 − bρ/4)3 − aρ2, (3)

where a is the attraction parameter; b is the repulsion parameter;R is the gas constant and ρ is the fluid
density. Rearranging and taking the derivatives of Equation (3), a and b can be presented as function
of the critical pressure Pc and the Tc: {

a = 0.4963R2T2
c /Pc

b = 0.18727RTc/Pc
, (4)

Then, Tc can be given as:
Tc = 0.3773a/(bR), (5)

In this paper, the parameters in Equation (3) are set as a = 1, b = 4, R = 1, respectively [20].
Then Tc = 0.0943. The reduced temperature coefficient tr (0 < tr < 1) is introduced to ensure
the temperature T = trTc below the critical temperature, which makes the system at the subcritical
behavior. The coexistence of different molar volumes at a single pressure could be found according to
Maxwell construction rule [13]: { ∫ Vl

Vg
[P0 − P(V, T)]dV = 0

P0 = P
(
Vg, T

)
= P(Vl , T)

, (6)

Replacing the molar volume V as the reciprocal of density V = 1/ρ, Maxwell construction rule
Equation (6) can be rewritten as: { ∫ ρl

ρg
[P0 − P(ρ, T)] 1

ρ2 dρ = 0

P0 = P
(
ρg, T

)
= P(ρl , T)

, (7)
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where ρl and ρg are the liquid and gas phase coexistence densities, respectively. A series of coexistence
densities with different temperatures could be directly obtained by numerical method according to
Maxwell construction rule.

4. Numerical Model

4.1. The MRT-LBM

Using the Guo’s force scheme [21], the evolution equation of LBM can be given as follows:

Collision step : fα(r, t + δt)− fα(r, t) = Ωα + δtFα, (8)

Streaming step : fα(r + eαδt, t + δt) = fα(r, t + δt), (9)

where fα is the density distribution function in the α direction; r represents the coordinate of the
node;eα is the discrete velocity;δt is the time step; Ωα is the collision operator; Fα is the forcing term.

For the D2Q9 model:

eα =

⎧⎪⎨⎪⎩
(0, 0) α = 0
(cos[(α − 1)π/2], sin[(α − 1)π/2]) α = 1, 2, 3, 4(√

2 cos[(α − 5)π/2 + π/4],
√

2sin[(α − 5)π/2 + π/4]
)

α = 5, 6, 7, 8
, (10)

The single-relaxation-time lattice Boltzmann method (SRT-LBM) can simplify the collision
operator Ωα of the Equation (8). However, it comes at a cost of reduced accuracy and stability.
Compared with SRT-LBM, the multi-relaxation-time lattice Boltzmann method (MRT-LBM), which
offers a series of relaxation-time can overcome these problems [22]. So the MRT-LBM is applied in the
present work. The collision operator Ωα and the Guo’s forcing term Fα are respectively given by [23]:

Ωα = −
(

M−1ΛM
)

αβ

(
fβ(r, t)− f eq

β (r, t)
)

, (11)

Fα = Sα − 0.5
(

M−1ΛM
)

αβ
Sβ, (12)

where M is an orthogonal transformation matrix; Λ is a diagonal matrix; f eq is the equilibrium density
distribution function;S is the forcing term in the moment space; α and β is the row and column number
of a matrix, respectively. For the D2Q9 model, M and Λ can be written as:

M =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1 1 1 1 1 1 1
−4 −1 −1 −1 −1 2 2 2 2

4 −2 −2 −2 −2 1 1 1 1
0 1 0 −1 0 1 −1 −1 1
0 −2 0 2 0 1 −1 −1 1
0 0 1 0 −1 1 1 −1 −1
0 0 −2 0 2 1 1 −1 −1
0 1 −1 1 −1 0 0 0 0
0 0 0 0 0 1 −1 1 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (13)

Λ = diag
(

τ−1
ρ , τ−1

e , τ−1
ζ , τ−1

j , τ−1
q , τ−1

j , τ−1
q , τ−1

υ , τ−1
υ

)
, (14)

where M contains all the relaxation rates; it is set as Λ = diag(1.0, 1.1, 1.1, 1.0, 1.1, 1.0, 1.1, 0.8, 0.8) [20]
in this paper. The kinematic viscosity υ can be derived from one of the relaxation coefficients τυ:
υ = c2

s (τυ − 0.5)δt, where cs = c/
√

3 is lattice sound speed, and c is the lattice constant, which is set as
1 for the present.
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The moments m can be obtained by m = M f ; the equilibrium moments meq can be
straightforwardly computed by meq = M f eq. Alternatively, it can be constructed more precisely
and efficiently from the density ρ and the velocity v by [20]:

meq = ρ
[
1,

(
−2 + 3|v|2

)
,
(

1 − 3|v|2
)

, vx,−vx, vy,−vy,
(

v2
x − v2

y

)
, vxvy

]T
, (15)

where v =
(
vx, vy

)
is the macroscopic velocity given by v =

N
∑

α=1
eα fα/ρ + F/2ρ; and ρ =

N
∑

α=0
fα is the

macroscopic density; F =
(

Fx, Fy
)

is the total force.
Through Equations (11) and (12), the Equation (8) can be transformed as follows:

m∗ = m − Λ(m − meq) + δt(I − Λ/2)S, (16)

where m∗ are the moments after the collision step; I is the unit tensor; S is the forcing term in the
moment space which is given by [20]:

S =
[
0, 6

(
vxFx + vyFy

)
,−6

(
vxFx + vyFy

)
, Fx,−Fx, Fy,−Fy, 2

(
vxFx − vyFy

)
,
(
vxFy + vyFx

)]T, (17)

After the collision step, the moments m∗ should be transformed to the density distribution
function by f ∗ = M−1m∗, then the f ∗ can be streamed to the next node through Equation (9).

4.2. The Original Pseudo-Potential Model

The total force in Equation (17) is given by F = Fex + Fsc, where Fex is the external force such
as gravitational force and buoyancy force. The inter-molecular force Fsc = Fint + Fw can be obtained
by the pseudo-potential ψ(ρ) presented in the following, which is a function to mimic the molecular
interactions that cause phase separation. Fint is the inter-molecular force within fluids; Fw is the
adhesive force between fluid particles and solid wall. Both Fint and Fw can be expressed as [24–26]:

Fint = −Gψ(ρ(r))
N

∑
α=1

w
(
|eα|2

)
ψ(ρ(r + eα))eα, (18)

Fw = −GS(r)
N

∑
α=1

w
(
|eα|2

)
ψ(ρ(r + eα))eα, (19)

S(r) =

{
0 (r �= rw)

ψ(ρw) (r = rw)
, (20)

where G is the interaction strength, which is set as 6.0 in the present paper; w
(
|eα|2

)
is the weight,

w(1) = 1/3 and w(2) = 1/12; rw represents the solid wall node; ρw is the wall density. It should be
noticed that ρw is not a real physical density. It is merely an artificial parameter to acquire different
wall affinities.

Using the Chapman-Enskog analysis, the following macroscopic equation can be derived from
Equations (11), (15)–(17) [20]:

∇ · P = ∇ ·
(

ρc2
s I
)
− F, (21)

Through the Taylor expansion, the Equation (18) can be rewritten as [26,27]:

F = −Gc2
[
ψ∇ψ + c2

6 ψ∇(∇2ψ
)]

+ · · ·
= −Gc2

2 ∇ψ2 − Gc4

6
[∇(

ψ∇2ψ
)−∇2ψ∇ψ

]
+ · · ·

= −Gc2

2 ∇ψ2 − Gc4

6 ∇(
ψ∇2ψ

)
+ Gc4

6

[
∇ · (∇ψ∇ψ)− 1

2∇|∇ ψ|2
]
+ · · ·

(22)
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Combining Equations (21) and (22), the normal pressure tensor Pn of the interface can be given
by [26]:

Pn = ρc2
s +

Gc2

2
ψ2 +

Gc4

12

[
α

(
dψ

dn

)2
+ βψ

d2ψ

dn2

]
, (23)

where the subscript n denotes the normal direction of the interface; α and β are constants for the D2Q9
model. According to Equation (23) and the physical requirement that the interface pressure should
be equal to the bulk (the region not close to any interface) pressure at equilibrium, the following
mechanical stability condition can be written as:

∫ ρl

ρg

(
P0 − ρc2

s −
Gc2

2
ψ2

)
ψ′

ψ1+ε
dρ = 0, (24)

where ψ′ = dψ/dρ, ε = −2α/β, and P0 = P(ρl) = P
(
ρg

)
. In the pseudo-potential LB model,

the coexistence densities (ρl and ρg) are determined by the mechanical stability condition Equation
(24). Maxwell construction rule, which determines the thermodynamic coexistence, is built in the
requirement of Equation (7). To satisfy the Equation (7), Sbragaglia and Shan [28] have proposed the
following interaction potential ψ(ρ):

ψ(ρ) =

⎧⎨⎩ exp(−1/ρ) , ε = 0(
ρ

ε+ρ

)1/ε
, ε �= 0

, (25)

which gives ψ′/ψ1+ε = 1/ρ2. With the above potential function, Equations (7) and (22) will be same,
thereby the thermodynamic consistency (Maxwell construction rule) will be obtained. But, to be
consistent with the equation of state in the thermodynamic theory, the potential ψ(ρ) must be chosen
as [18,29]:

ψ(ρ) =

√
2(P − ρc2

s )

Gc2 , (26)

Obviously, Equations (25) and (26) cannot be obtained at the same time, so this original
pseudo-potential model cannot content the thermodynamic consistency.

4.3. The Improved Pseudo-Potential Model

To resolve the problem of thermodynamic inconsistency, the parameter ε in Equation (24) can be
tuned to approximately achieve the thermodynamic consistency when ψ(ρ) is defined by Equation
(26). Through changing the original forcing term, Equation (17) is rewritten as follows [20]:

S
∗
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

6
(
vxFx + vyFy

)
+ 12σ|F|2

ψ2δt(τe−0.5)

−6
(
vxFx + vyFy

)− 12σ|F|2
ψ2δt(τς−0.5)

Fx

−Fx

Fy

−Fy

2
(
vxFx − vyFy

)(
vxFy − vyFx

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (27)

Meanwhile, Equation (23) could be given as:

Pn = ρc2
s +

Gc2

2
ψ2 +

Gc4

12

[
(α + 24Gσ)

(
dψ

dn

)2
+ βψ

d2ψ

dn2

]
, (28)
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which leads to ε = −2(α + 24Gσ)/β, where σ is a correction parameter which could tune the
mechanical stability condition Equation (24) to approximately get the thermodynamic consistency.

4.4. Flowchart of the MRT-LBM

Based on the improved pseudo-potential model, the MRT-LBM has been proposed to simulate
the fluid flow in the rock micro-fracture. The flowchart is shown in Figure 3.

 

Figure 3. The flowchart of the improved pseudo-potential MRT-LBM.

4.5. Verification

Two reference problems are simulated to verify the improved pseudo-potential MRT-LBM in this
section. One case is a bubble in gas, which is applied to test the thermodynamic consistency with large
liquid-gas density ratio. The other is Poiseuille flow, in which the slip boundary with the slip length l
close to zero is applied to simulate the non-slip behavior. It should be noticed that the units in this
paper are all lattice units.

4.5.1. The Thermodynamic Consistency

A bubble in gas is simulated in a 100 × 100 lattice computational domain. The periodic boundary
is set for its four sides, and the bubble is placed in the middle. The liquid-gas density coexistence
curves are obtained by changing the temperature T = trTc, which are compared with the theoretical
curve given by Maxwell construction rule [30]. As shown in Figure 4, the results of the original forcing
scheme (σ = 0), and the improved model with σ = 0.09, 0.12 are in good agreement with the theoretical
results in the liquid phase, but there are large deviation between them in the gas phase. The numerical
solutions of the improved forcing scheme with σ = 0.11 agrees well with the theoretical ones in both
phases, which indicate that the proposed model could satisfy the thermodynamic consistency in the
case of large liquid-gas density ratio, so the correction parameter σ is set as 0.11 in the following work.
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Figure 4. Comparison of the numerical coexistence curves with the theoretical solutions.

4.5.2. Poiseuille Flow

Poiseuille flow is simulated with the slip length l close to zero (l = −0.02). A 800 × 100 uniform
lattice system is chosen in this case, the top and bottom boundaries are solid walls with the bounce-back
boundaries, and the left and right sides are set as the periodic boundaries. To analyze the influence of
different discretization features, we simulate the Poiseuille flow with the different mesh sizes (400 × 50,
800 × 100, and 1600 × 200). In this test, the liquid kinematic viscosity u is 0.1, the liquid is driven by
the pressure of 3 × 10−4 along the horizontal direction. The wall density ρw is set as 0.12 to ensure the
slip length l close to zero (l = −0.02). The reduced temperature coefficient tr is 0.55. The correction
parameter σ is 0.11. Other parameters are set as follows: lattice spaces are equal in horizontal and
vertical direction, δx = δy = 1, and the time step is δt = 1. Figure 5 shows the velocity profile obtained
by the proposed model, which are compared with the theoretical solutions of Poiseuille flow (non-slip
behavior) [13]. It is obvious that the fluid velocity given by numerical method shows a good match
with the theoretical results and the grids number have little influence on the computed result. The
maximum error is less than 3.24%. Hence, the improved pseudo-potential MRT-LBM can be used to
simulate the fluid flow in the narrow channel successfully.

Figure 5. Comparison of the numerical velocity profile and the theoretical solutions.

5. Results and Discussion

In the present study, the slip condition is discussed in a rock micro-fracture with different
wettabilities. The wall wettability is the macroscopic expression of the interaction between fluid
particles and the solid wall, so the relationship between the contact angle and the wall density is tested
based on the improved the improved pseudo-potential model and the slip length, as an important
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parameter for judging the slip condition, is investigated considering the effects of contact angle, driving
pressure, and liquid-gas density ratio.

5.1. Contact Angle Test

To obtain the relationship between the contact angle and the wall density, a 200 × 200 lattice
domain is used, the top and bottom boundaries are solid walls and the left and right sides are set as
the periodic boundaries. A liquid droplet is placed at the solid surface. The liquid-gas density ratio is
set as 293:1 in this test. Different wall densities are applied to describe the changing wall affinities,
Figure 6 presents different contact angles, and the relationship between the contact angle and the wall
density is listed in Table 1.

   
(a) (b) (c) 

  
(d) (e) 

Figure 6. The wall wettabilities. (a) θ = 148.7◦; (b) θ = 115.9◦; (c) θ = 92.6◦; (d) θ = 76.0◦; (e) θ = 61.9◦.

Table 1. Relationship between the contact angle and the wall density.

Wall Density (ρw) 0.02 0.06 0.10 0.14 0.18
Contact Angle (θ) 148.7◦ 115.9◦ 92.6◦ 76.0◦ 61.9◦

5.2. Discussion

Based on the improved pseudo-potential MRT-LBM, a size of 800 × 100 lattice domain is applied
to simulate the rock micro-fracture with different wettabilities. As shown in Figure 7, the left and
right sides of the micro-fracture are set as the periodic boundaries; the top and bottom of the model
are the solid walls. The volume ratio of liquid to gas is 9:2 in the initial state, and the liquid phase
is placed in the middle of the micro-fracture. To ensure a laminar flow regime, the driving pressure
of 3 × 10−4 is applied in the horizontal direction after the liquid-gas phases separated, in which the
calculated Reynolds number is 1.49. The slip length, as an important parameter for judging the slip
degree, is used to discuss the effects of contact angle, driving pressure, and liquid-gas density ratio on
the fluid flow state in the micro-fracture.
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(a) 

(b) 

(c) 

Figure 7. Fluids in a rock micro-fracture with different contact angles: (a) θ = 148.7◦; (b) θ = 92.6◦; (c) θ = 61.9◦.

5.2.1. Effect of the Contact Angle

In order to study the effect of the contact angle on the slip length, the liquid-gas density ratio is
set as 293:1, and the micro-fracture widths are set as 25, 50, and 100, respectively. Figure 8 shows the
slip length against the contact angle.

Figure 8. Slip length versus contact angle.

It can be observed that the slip length increases from −0.27 to 4.9 as the contact angle increasing
from 61.9◦ to 148.7◦. The larger the contact angle, the more significant the slip length changes.
This finding is in agreement with that by Tsu-Hsu Yen [31] and Bladimir Ramos-Alvarado [32].
Moreover, in the case of different fracture widths, the variation trends of slip length with the contact
angle are very close to each other, which indicate that the micro-fracture width has little effect on the
slip length.

To analyze the physical mechanism of wall slip, the liquid density profiles (the fracture width is
100) for different contact angles are shown in Figure 9. As the contact angle increases, the liquid density
near the wall decreases and the slip length increases, which confirms the existing slip theory [33,34].
The wall slip is induced by the changes of the liquid density near the solid surface, which is attributed
to the varying interaction force between the liquid and the solid wall. With the increases of interaction
force, the liquid density near the wall increases. Thereby it shows non-slip or even negative slip
behaviors. As the interaction force decreases, the liquid density close to the wall surface decreases and
the slip length increases. Even when the liquid density is less than a certain value, the liquid density
near the wall surface is reduced to the gas density, so that a “gas layer” is formed at the solid surface.
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Figure 9. Liquid density profiles for different contact angles.

5.2.2. Effect of the Driving Pressure

To investigate the effect of the driving pressure on the slip length, the micro-fracture width W
is set as 100, the liquid-gas density ratio is 293:1, and the contact angles are 61.9◦, 76.0◦, 92.6◦, 115.9◦

and 148.7◦, respectively. When the driving pressure ranges from 3 × 10−4 to 1.5 × 10−3, the maximum
Reynolds number is 7.48, which shows that the liquid flow is in a laminar flow regime. Figure 10
presents the relationship between the driving pressure and the average flow velocity, which indicates
that the flow velocity linearly increases with the driving pressure. In Figure 11, the relationship
between the driving pressure and the slip length shows that the driving pressure has almost no
influence on the slip length. Xiang [35] and Huang [36] have also yielded the similar results by other
numerical methods.

Figure 10. Liquid velocity against driving pressure.
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Figure 11. Slip length against driving pressure.

5.2.3. Effect of the Liquid-Gas Density Ratio

To study the influence of liquid-gas density ratio on the slip length, the liquid-gas density ratios
are chosen in the range from 22:1 to 293:1. In this case, the micro-fracture width is 100, the driving
pressure is 3 × 10−4, and the contact angles are 61.9◦, 76.0◦, 92.6◦, 115.9◦, and 148.7◦, respectively.
It should be noticed that changing liquid-gas density ratio will affect the contact angle, so the wall
density ρw should be lightly tuned to ensure the contact angle unchanged. Numerical results of the
slip length against the density ratio are shown in Figure 12. In the case of θ = 148.7◦, the slip length
increases from 0.18 to 4.54 with the liquid-gas density ratio from 22:1 to 293:1. The relationship between
the slip length and the density ratio is close to linear. The above phenomena is induced by the strong
changes of the liquid density near the wall and the formation of the “gas layer” at the solid surface.
When the contact angles θ are 115.9◦, 92.6◦, 76.0◦, and 61.9◦, the slip lengths increase from 0.09 to
0.77, −0.09 to 0.12, −0.21 to −0.13, and −0.30 to −0.27, respectively, the growth slope is relatively
smaller. Thus, the liquid-gas density ratio has an important influence on the fluid flow characteristics,
especially for the hydrophobic wall.

Figure 12. Slip length against liquid-gas density ratio.

6. Conclusions

Based on the improved pseudo-potential model, the MRT-LBM is proposed to investigate the fluid
flow in the rock micro-fracture, and it is verified according to two benchmark cases. The slip length is
used to evaluate the flow characteristics in the micro-fracture, and the effects of the contact angles, the
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driving pressure, and the liquid-gas density ratio on the slip length are discussed, the corresponding
conclusions are summarized as follows:

(1) With increasing contact angle, the slip length increases at the wall, and the larger the contact
angle, the more obvious the slip length changes.

(2) Under the laminar flow regime, the fluid flow velocity is proportional to the driving pressure,
but there is almost no change in the slip length with the driving pressure increasing, so the
driving pressure has almost no impact on the slip length.

(3) The slip length increases with the increasing of the liquid-gas density ratio, and the larger the
wall contact angle, the more remarkable it shows. The liquid-gas density ratio has an important
influence on the fluid flow characteristics, especially for the hydrophobic wall.

(4) The wall slip is induced by the changing of liquid density near the solid surface, which
is attributed to the varying interaction force between fluid particles and the solid wall.
With the decrease of interaction force, the liquid density near the wall decreases and the slip
length increases.

And as the increase of interaction force, it shows no slip or even negative slip at the solid wall.
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Abstract: There are multiporosity media in tight oil reservoirs after stimulated reservoir volume
(SRV) fracturing. Moreover, multiscale flowing states exist throughout the development process.
The fluid flowing characteristic is different from that of conventional reservoirs. In terms of those
attributes of tight oil reservoirs, considering the flowing feature of the dual-porosity property and the
fracture network system based on the discrete-fracture model (DFM), a mathematical flow model of
an SRV-fractured horizontal well with multiporosity and multipermeability media was established.
The numerical solution was solved by the finite element method and verified by a comparison
with the analytical solution and field data. The differences of flow regimes between triple-porosity,
dual-permeability (TPDP) and triple-porosity, triple-permeability (TPTP) models were identified.
Moreover, the productivity contribution degree of multimedium was analyzed. The results showed
that for the multiporosity flowing states, the well bottomhole pressure drop became slower, the linear
flow no longer arose, and the pressure wave arrived quickly at the closed reservoir boundary. The
contribution ratio of the matrix system, natural fracture system, and network fracture system during
SRV-fractured horizontal well production were 7.85%, 43.67%, and 48.48%, respectively in the first
year, 14.60%, 49.23%, and 36.17%, respectively in the fifth year, and 20.49%, 46.79%, and 32.72%,
respectively in the 10th year. This study provides a theoretical contribution to a better understanding
of multiscale flow mechanisms in unconventional reservoirs.

Keywords: tight oil reservoir; SRV-fractured horizontal well; multiporosity and multiscale; flow
regimes; productivity contribution degree of multimedium

1. Introduction

It has been commonly recognized that tight oil reservoirs have threshold pressure gradient and
medium deformation characteristics because of their great lithologic compaction, fine pore-throat, and
high flow resistance [1–7]. In recent years, stimulated reservoir volume (SRV) fracturing has become
the most efficient technology in tight reservoir formation treatment [8–15]. To enhance well production
as much as possible, it is necessary to create complex fracture networks with a multiporosity medium
by connecting hydraulic fractures with natural fractures away from the well bore, and then increasing
the contact area with formations and reservoir stimulated volume [16–23]. Multiple porous media
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systems include network fractures, natural fractures, and matrix pore systems. Moreover, there exist
different flowing states, i.e., multi-scale flow characteristics.

The research methods of the flow characteristics of SRV-fractured horizontal wells in a tight
oil reservoir have been mainly focused on analytical, semi-analytical, and numerical methods. The
analytical or semianalytical solution is mainly represented by the three linear flow model proposed by
Brown [24], the five-zone model raised by Stalgorova [25], and the compound flow model presented
by Su [26]. However, those models have relatively strict assumptions. Generally, the models need
to idealize the complex fracture network to regular fracture network forms composed of orthogonal
primary and secondary fractures and simplify the complex flow processes to specific flow regimes
such as elliptic or linear flow regimes [27–29]. In terms of numerical models, Yao [30] and Fan [31]
used the finite element method to carry out dynamic analysis of a horizontal well with a complex
fractured continuous medium system, but those models did not consider the development degree
of the natural fractures in tight oil reservoirs or the existence of the threshold pressure gradient in
the matrix system. Therefore, it is a challenge to use these models to accurately describe the complex
structures of actual network fractures and reveal the multiporosity and multiscale flow characteristics
of an SRV-fractured horizontal well in tight oil reservoirs.

The objective of this work was to study the multiporosity and multiscale flow characteristics of
SRV-fractured horizontal wells. Moreover, the innovation of this paper was to reveal the contribution
of multiple porous media to horizontal well productivity by establishing a multiscale flow model.
Enlightened by previous studies, a mathematical flow model was built to reflect the multiscale
attributes of tight oil reservoirs based on the dual-porosity model (DPM) and discrete-fracture model
(DFM), which were divided into three kinds of media systems. A reasonable solution of this numerical
model was obtained and verified by the finite element method. Additionally, the flow mechanisms
of an SRV-fractured horizontal well with the consideration of the multiporosity and multiscale effect
were revealed, which were different to that of a conventional multifractured horizontal well without
an SRV system. The findings of this research provide effective theoretical and methodological support
for the prediction of the production performance prediction of unconventional hydrocarbon resources.

2. Physical Model and Assumed Conditions

SRV fracturing of a horizontal well in tight oil reservoirs with natural fractures has often induced
complex fracture network growth, as revealed by microseismic monitoring [32–35]. Moreover, the
complex fracture network divides the reservoir into multiple porous media systems. Furthermore, the
physical properties and fluid flow rules of each system are different. Based on the network fracture
propagation process and the final form in the tight oil reservoir, a physical model of an SRV fractured
horizontal well was built that considered the structure characteristics of multiple porous media, as
shown in Figure 1, where Δyf is the interval between fracturing segments (m); and a and b are the band
width and band length of single fracture network, respectively (m).

Complex fracture networks composed of primary and secondary fractures formed by SRV
fracturing are integrated into both the natural fracture system and matrix system. A reservoir that has
been subjected to SRV fracturing treatment can be represented by a combination of a complex fracture
network system, a natural fracture system, and a matrix system. Assumptions of the physical model
were made as follows: (1) the study area was a three-dimensional, box-shaped closed, and isotropic
body with natural fractures; (2) the rock and fluid were slightly compressible bodies, and the nonlinear
flow in the matrix system, Darcy flow in the fracture system, and pseudosteady crossflow between
the matrix system and fracture system are also found in the multiple media; and (3) the simulated
production process was a single-phase fluid flow in porous and isothermal media without considering
the influence of gravity.
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Figure 1. Physical model diagram of the SRV-fractured horizontal well with multi-porosity media.

3. Flow Mathematical Model Considering the Multiporosity

3.1. Nonlinear Flow in the Matrix System

The nonlinear flow equation in the matrix system can be given as [36,37]

vm = −Km

μ
(∇pm − χ) (1)

where vm is the flow velocity vector of fluid (10−3 m/s); Km is the permeability tensor of the matrix
(D); μ is the viscosity of fluids (mPa·s); � is the Hamiltonian; pm is the pore pressure in the matrix
system (MPa); χ is the threshold pressure gradient tensor (MPa/m) and can be defined as χ = χE,
where χ is the threshold pressure gradient of matrix (MPa/m), and E is the unit matrix.

Via a combination of the state equation and continuity equation, the surface source in the 3D
space is equivalent to the superposition of line sources in the 2D space, and the mathematical flow
model for the matrix system can be derived [38] as

∇2 pm − χCL∇ · pm − φmμCm

Km

∂pm

∂t
− α(pm − pn) = 0 (2)

where α is the shape factor of matrix; pn is the pressure of natural fracture (MPa); CL is the compression
coefficient of fluid (MPa−1); and Cm is the comprehensive compression coefficient of matrix system
(MPa−1).

Since Cm = φmCL + (1 − φm)Cmf [39], φm << 1 and Cmf = φmCp, the comprehensive compressibility
of the matrix system is defined as

Cm ≈ φmCL + Cm f = φm(CL + Cp) (3)

where φm is the porosity of the matrix; Cmf represents the compression coefficient of the matrix rock
(MPa−1); and Cp is the compression coefficient of the pore (MPa−1).

The dimensionless pressure is defined as

pjD =
2πheKn(pi − pj)

μqj
(4)

where j represents m, n, or f ; pi is the initial formation pressure (MPa); pj is the pressure of each system
(MPa); Kn is the permeability of natural fracture (D); and qj is the volume flow of each system (s−1).
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The dimensionless permeability of the matrix is defined as

KmD = Km/Kn (5)

The dimensionless threshold pressure gradient is

χD = χLCL (6)

The crossflow coefficient between the matrix system and natural fracture system is defined as

λ = αL2KmD (7)

The elastic storativity ratio of the natural fracture system is

ωn =
φnCn

φmCm + φnCn
(8)

where φn is the porosity of the natural fracture; and Cn is the comprehensive compression coefficient
of the natural fracture system (MPa−1).

The dimensionless production time is

tD =
Knt

μL2(φmCm + φnCn)
(9)

Then, the dimensionless flow equation can be obtained [38] as

∇2 pmD − χD∇ · pmD − (1 − ωn)
∂pmD
∂tD

− λ(pmD − pnD) = 0 (10)

Accordingly, the initial and boundary condition for fluid flow in the matrix system are given by⎧⎨⎩ pmD(xD, yD, zD; tD = 0) = 0
∂pmD
∂xD

∣∣∣
x=xeD

= ∂pmD
∂yD

∣∣∣
yD=yeD

= ∂pmD
∂zD

∣∣∣
zD=zeD

= 0 (11)

3.2. Darcy Flow in the Natural Fracture System

Assuming that there exists fluid crossflow between the matrix system and natural fracture system
in the formation as well only the natural fracture system instead of the matrix system for fluid
exchange to the network fracture system [40], the dimensionless variables are defined as follows: the
dimensionless distances are MD = M/L, MeD = Me/L (M = x, y, z), aD = a/L, bD = b/L, where the length,
width, and height of the study area are xe, ye, and he, respectively (m); the horizontal well length is
L (m); the dimensionless production rate is qkD = qk/qt, where k represents n or f ; and qt is the total
volume flow (s−1).

Therefore, the dimensionless Darcy flow equation in the matrix system can be given [31] as

∇2 pnD − ωn
∂pnD
∂tD

+ λ(pmD − pnD) + 2πheDqnDδ(M − M′) = 0 (12)

where δ(M − M′) is the Dirac delta function.
The initial and boundary conditions for fluid flow are given by⎧⎨⎩ pnD(xD, yD, zD; tD = 0) = 0

∂pnD
∂xD

∣∣∣
x=xeD

= ∂pnD
∂yD

∣∣∣
yD=yeD

= ∂pnD
∂zD

∣∣∣
zD=zeD

= 0 (13)
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3.3. Darcy Flow in the Network Fracture System

The discrete-fracture model (DFM) is used to characterize the fracture network stimulated
system [41,42]. According to the fracture flow model of parallel plate openings (cubic law), the
permeability of the network fracture is defined as Kf = a2

f/12, where af is the fracture opening (mm).
The dimensionless permeability of the network fracture is defined as KfD = Kf/Kn; the elastic storativity
ratio of the network fracture system is defined as ωf = φfCf/(φmCm + φnCn), where φf is the porosity
of the network fracture; and Cf is the comprehensive compression coefficient of the network fracture
system (MPa−1).

Similarly, the dimensionless Darcy flow equation in the network fracture system can be
given [31] by

K f D∇2 p f D − ω f
∂p f D

∂tD
+ 2πheDq f Dδ(M − M′) = 0 (14)

The initial and boundary conditions for fluid flow in the natural fracture system are given by{
p f D(xD, yD, zD; tD = 0) = 0
pmD(xD, yD, zD; tD) = pnD(xD, yD, zD; tD) = p f D(xD, yD, zD; tD)

(15)

All of the above flow equations and the fixed solution conditions of the matrix, natural fracture,
and network fracture systems together constitute the multiporosity and multiscale flow mathematical
model for an SRV-fractured horizontal well in tight oil reservoir.

4. Numerical Solution with the Finite Element Method

4.1. Finite Element Method Meshing

The finite element integral equation is established by using Galerkin’s weighted residual method
and the continuous solving unit with an infinite degree of freedom is discretized into the finite element
unit. The horizontal well, network fracture, and reservoir unit are described by a line, triangle, and
tetrahedron, respectively. The dimensionless parameters of horizontal wells and hydraulic fractures
in a box-shaped closed reservoir are the length of horizontal well LD = 1; the reservoir domain
xeD = 6, yeD = 6, and heD = 0.1; the coordinate of five fracturing sections in the x-direction (−0.4, 0.2, 0,
0.2, 0.4). It is assumed that all fractures are vertical, the mesh generation of the whole model is based
on triangle forward algorithm, and local grid refinement (LGR) is performed at the horizontal well
and network fracture. The three-dimensional gridding division of an SRV-fractured horizontal well
can be obtained as shown in Figure 2.

 

Network fracture system with multiple media
(SRV-fracturing area)

Matrix and natural fracture with double media
 (Unstimulated reservoir area)

Figure 2. 3D gridding division near an SRV-fractured horizontal well area.
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4.2. Finite Element Solution

Assuming that the study area node number is Np, the node pressure of matrix system and natural
fracture system can be written by Pm = [Pm,1, Pm,2,..., Pm,Np]T and Pn = [Pn,1, Pn,2,..., Pn,Np]T. The
equivalent integral transformation for control Equations (10), (12), and (14) is carried out by using the
equilibrium condition and variation principle, and the characteristic matrix equation of the system
element can be obtained. The element characteristic matrix of the network fracture system can be
expressed [38] as

a f DK f D
�

Ωe, f

∇NT
e, f∇Ne, f dΩe, f Pe, f + a f Dω f

�
Ωe, f

NT
e, f Ne, f dΩe, f

∂Pe, f
∂tD

= a f D2πhD
�

Ωe, f

q f DNT
e, f δ(MD − M′

D)dΩe, f
(16)

where afD is the dimensionless opening of the 2D fracture surface; Pe,f is the pressure matrix of the
node in the network fracture system; Ωe,f is the flow area of the network fracture located at the node;
and Ne,f = [N1, N2, N3] represents the shape function of two-dimensional triangular elements.

Finally, based on the element characteristic matrix of the matrix system and natural fracture
system, the equilibrium equation of the reservoir system can be derived [38] as

AmPm + Bm
∂Pm

∂tD
+ C(Pm − Pn) = 0 (17)

AnPn + Bn
∂Pn

∂tD
− C(Pm − Pn) = Qn (18)

where the expression of the coefficient matrix is

Am =
�
Ωe,mn

(∇NT
e,mn∇Ne,mn + χDNT

e,mn∇Ne,mn)dΩe,mn + a f DK f D

�
Ωe, f

∇NT
e, f∇Ne, f dΩe, f

An =
�
Ωe,mn

∇NT
e,mn∇Ne,mndΩe,mn + a f DK f D

�
Ωe, f

∇NT
e, f∇Ne, f dΩe, f

Bm = (1 − ωn)
�
Ωe,mn

NT
e,mnNe,mndΩe,mn+a f Dω f

�
Ωe, f

NT
e, f Ne, f dΩe, f

Bn = ωn

�
Ωe,mn

NT
e,mnNe,mndΩe,mn + a f Dω f

�
Ωe, f

NT
e, f Ne, f dΩe, f

C = λ
�
Ωe,mn

Ne,mnNT
e,ndΩe,mn

Qn = 2πhD

�
Ωe,n

qnDNT
e,mnδ(MD − M′

D)dΩe,mn + a f D2πhD

�
Ωe, f

q f DNT
e, f δ(MD − M′

D)dΩe, f

Assuming that the fluid flows from the natural fracture system to the network fracture system in
the initial time, by using the implicit backward difference method concerning time for the equilibrium
Equation (18) of the natural fracture system, the governing equation of the finite element method
corresponding to the (k + 1)th time of the fracture system can be obtained [38] by{

An +
Bn

tk+1
D − tk

D

+ C

}
Pk+1

n = Qk+1
n +

Bn

tk+1
D − tk

D

Pk
n + CPk

m (19)
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According to the Equation (17), the pressure of the matrix system at (k + 1)th time step can be
calculated as {

Am +
Bm

tk+1
D − tk

D

+ C

}
Pk+1

m =
Bm

tk+1
D − tk

D

Pk
m + CPk

n (20)

When the coefficient matrix Am = 0, the model represents the triple-porosity, dual-permeability
(TPDP) media. When Am �= 0, the abovementioned represents the triple-porosity, triple-permeability
(TPTP) model. Using the abovementioned dominating Equations (12) and (13), the transient pressure
and production performance of an SRV-fractured horizontal well under the conditions of constant
productivity rate and stable bottomhole pressure can be calculated respectively.

5. Multiscale Flow Characteristics of SRV-Fractured Horizontal Well

In recent years, SRV fracturing technology has been widely used in the tight oil reservoirs of
the Longdong oilfield, Ordos Basin, China. The Chang-7 oil reservoir in the mining area, which has
an average depth of 1705 m, is a typical lithologically controlled oil reservoir characterized by tight
pores, low pressure, and well-developed natural fractures. Therefore, complex fracture networks
with multiple pores are easily developed in the formation after fracturing. According to the actual
geological parameters and microseismic monitoring data of a ZP1 horizontal well with SRV fracturing
of tight oil reservoirs in the Longdong oilfield, the basic parameters were determined (Table 1). The
dimensionless variables used for the analysis and discussion of the results can be calculated, as shown
in Table 2. The above parameters were substituted into the dominating Equations (12) and (13) to verify
the finite element solution of the proposed model. Furthermore, the flow regimes and production
performance of an SRV-fractured horizontal well with multiporosity media were analyzed.

Table 1. Geological and engineering parameters of the ZP1 well in the Longdong oilfield.

Geological and Engineering Parameters, Symbol (Unit) Value

Reservoir size, xe × ye × he (m) 2400 × 2400 × 40
Permeability, Km, Kn, Kf (mD) 0.16, 160, 3.33 × 108

Porosity, φm, φn, φf 0.091, 0.27, 0.32
Compression coefficient of fluid and pore, CL, Cp (MPa−1) 0.0014, 0.0042

Comprehensive compression coefficient of fracture system, Cn, Cf (MPa−1) 0.00061, 0.00061
Viscosity of fluids, μ (mPa·s) 1

Threshold pressure gradient, χ (MPa/m) 0.0025
Initial formation pressure, pi (MPa) 20

Horizontal well length, L (m) 400
Number of fracturing segments, N 5

Segments spacing, Δyf (m) 80
Network fracture size, aD × bD (m) 40 × 80

Fracture opening, af (mm) 2

Table 2. Dimensionless variables used for the analysis and discussion of the results.

Dimensionless Parameters, Symbol Value

Reservoir size, xeD × yeD × heD 6 × 6 × 0.1
Network fracture size, aD × bD 0.1 × 0.2

Fracture opening, afD 0.5 × 10−6

Matrix permeability, KmD 0.001
Network fracture permeability, KfD 2.08 × 106

Threshold pressure gradient, χD 0.001
Elastic storativity ratio of the natural fracture system, ωn 0.78

Elastic storativity ratio of network fracture system, ωf 0.92
Crossflow coefficient, λ 60

195



Energies 2018, 11, 2724

5.1. Accuracy Verification of the Numerical Solution

To verify the accuracy of the numerical solution of our model, on the one hand, it was considered
that the reservoir was a dual-porosity and single-permeability medium without threshold pressure.
Moreover, only primary fractures exist in the reservoir after fracturing. The numerical solution of the
finite element model was compared with the analytical solution of the Zerzar et al. 2004 model [43] for
a conventional multistage fractured horizontal well, and the comparative curve of the pressure and
pressure derivative behaviors were obtained, as shown in Figure 3. On the other hand, according to the
actual geological parameters and fracturing parameters of a ZP1 well with 33 months of production
history in the Longdong oilfield, the oil production rate and cumulative oil production of the ZP1 well
with SRV fracturing could be calculated using the numerical model proposed in this paper, and the
comparison curves are shown in Figure 4.

Figure 3. Pressure and pressure derivative behaviors in a multi-stage fractured horizontal well
intercepted by the numerical solution and Zerzar [43] analytical solution.

 
(a) 

 
(b) 

Figure 4. Comparison curve of the ZP1 well production data and theoretical calculation data. (a) Oil
production rate. (b) Cumulative oil production.

Figure 3 shows that the pressure and pressure derivative behaviors of a multistage fractured
horizontal well calculated by the two models were basically consistent. Figure 4 shows that the
theoretical model had good degree of fit with the actual well production data. Therefore, the model
established in this paper could not only be simplified as the Zerzar analytical solution model, but
could also be used to accurately predict the production performance of an SRV-fractured well in tight
oil reservoirs.
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5.2. Flow Regimes Division during Well Production

Considering the effect of natural fractures inherent in tight formation and network fracture
systems produced by SRV fracturing on the productivity of the horizontal well and using the TPDP
and TPTP models to simulate the production performance of a horizontal well under the conditions
of constant productivity rate, the pressure, and pressure derivative behaviors (type-curves of well
testing) [44] for an SRV-fractured horizontal well in a tight oil reservoir could be obtained, as shown in
Figure 5.

Figure 5. Type-curves of well testing for an SRV-fractured horizontal well with the TPDP and
TPTP models.

For the TPDP model, the matrix system exhibited only the fluid crossflow phenomenon with
the natural fracture system, but was not involved in the fluid flow process to the network fracture
system. Under the assumption that the stimulated area was composed of triple-porosity media and
the unstimulated area was composed of dual-porosity media, based on the pressure derivative curve,
the TPDP model flow regimes during SRV-fractured horizontal well production in a tight oil reservoir
could be divided into seven flow periods, as shown in Figure 6, where k is the slope of the pressure
derivative curve; and both m and n are constants.

The TPDP model flow regimes can be divided into the following periods. Stage A: The initial
pseudosteady flow around primary fractures; this stage mainly reflects the linear flow inside the
primary fractures and the radial flow around the primary fractures, and the combination of the two
causes the pressure derivative behavior to show a straight line with unit slope. Stage B: Linear flow
inside the network fracture system; this stage reflects the linear flow from the secondary fractures to
the primary fracture, and the pressure derivative behavior shows an oblique line with a near unit slope.
Stage C: Pseudosteady crossflow between the matrix and natural fracture systems; as the pressure
drop of the natural fracture system is greater than that of the matrix system, this stage mainly reflects
the pseudosteady flow process from the matrix system into the natural fracture system, which leads
to a concave part of the pressure derivative behavior. Stage D: Formation linear flow; this stage
represents the linear flow around the network fracture, and the pressure derivative curve shows a
straight line with a 1/2 slope. Stage E: Pseudosteady flow in the stimulated area; when the pressure
wave propagates to the boundary of the stimulated area, the effective distance of fluid flow in the
unstimulated area increases continuously, resulting in the formation of a moving sealed boundary
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with time changing around the stimulated areas. The pressure derivative behavior shows an oblique
line with a near unit slope. Stage F: Pseudo radial flow near the SRV-fractured horizontal well; the flow
characteristics at this stage are expressed as a pseudo radial flow centered on the horizontal well with
the network fracture system, and the pressure derivative behavior is shown as a horizontal straight
line. Stage G: Pseudosteady flow in the whole reservoir; the influence of the closed outer boundary
is observed during the later stage of well production, i.e., when the pressure wave propagates to the
reservoir boundary, the bottomhole pressure drops rapidly and pressure derivative behavior is shown
as a straight line with unit slope.

pseudo-steady flow
around main fractures

k = 1

k = 0

linear flow inside
network fracture

pseudo-steady
crossflow

formation
linear flow

pseudo-steady flow
in stimulated area

pseudo radial flow
near horizontal well

pseudo-steady flow
in whole reservoir

Moving sealed
boundary

Reservoir boundary
behavior

k ≈ m concave part k =1/2

k ≈ n k = 1

A B D

E F G

C

Matrix and natural 
fracture system

Transient flow
to SRV

Figure 6. Flow regimes division during SRV-fractured horizontal well production in tight oil reservoir.

For the TPTP model, the fluid in the matrix system is involved in the flow to the network fracture
system. Therefore, comparing with the TPDP model flow regimes, the bottomhole pressure drop of
the horizontal well with the TPTP model becomes slower in the B’, C’, E’, and F’ stages. The linear
flow in the formation (D) no longer arises and is covered by the pseudosteady crossflow (C’), which
quickly changes the pseudosteady flow (E’). Then, the pressure wave propagates quickly to the closed
reservoir boundary, and the bottomhole pressure drop increases rapidly during the pseudosteady flow
in the whole reservoir (G’), which is consistent with the pressure and pressure derivative behaviors of
the TPDP model gradually. According to the development experience of tight oil reservoirs, the TPTP
model is more reasonable for tight oil reservoir simulation.

5.3. Productivity Contribution Degree of Multiporosity Systems

To further quantitatively analyze the contribution degree of multiporosity systems to well
productivity, the TPTP model was used to simulate the production process of the SRV-fractured
horizontal well (800 m in length and fracturing with 10 segments) under the following three cases:
(1) there was only the matrix system in the reservoir; (2) there were only the matrix and natural
fracture systems in reservoirs; (3) there were the matrix, natural fracture, and network fracture systems
in the reservoirs. The productivity (including the daily production and cumulative production)
contribution curves for the three systems (including the matrix, natural fracture, and network fracture
systems) during SRV-fractured horizontal well production in tight oil reservoirs can be calculated
respectively, as shown in Figure 7. Moreover, the daily production contribution ratio (DPCR) and
cumulative production contribution ratio (CPCR) of the three systems to SRV-fractured horizontal well
productivity can be obtained statistically, as shown in Table 3.
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(a) (b) 

Figure 7. Productivity contribution curves of three systems during SRV-fractured horizontal well
production in a tight oil reservoir. (a) Oil production rate. (b) Cumulative oil production.

Table 3. DPCR and CPCR of three systems to SRV-fractured horizontal well productivity in different
development stages of tight oil reservoir

DPCR 1 (%)
Matrix System Natural Fracture System Network Fracture System

CPCR 2 (%)

1st year 11.73 56.36 31.91
7.85 43.67 48.48

5th year 39.08 45.49 15.43
14.60 49.23 36.17

10th year 59.12 26.80 14.08
20.49 46.79 32.72

1 DPCR is the daily production contribution ratio; 2 CPCR is the cumulative production contribution ratio.

The simulation results indicated that the proportion of productivity contribution for triple-porosity
media systems during SRV-fractured horizontal well production varied at different stages of reservoir
development. In the early stage of tight oil reservoir development, the productivity of the SRV-fractured
horizontal well was mainly contributed to by natural fracture and network fracture systems with high
conductivity. The daily production rate was large, but declined rapidly. After that stage, due to the
fracture failure, the DPCR of the natural fracture and network fracture systems gradually decreased,
and the latter was more serious; on the contrary, the DPCR of matrix system increased rapidly. In the
late stage of reservoir development, the daily production of the horizontal well was maintained at a
lower level, and the DPCR of the matrix system was more than half. The CPCR of the matrix system,
natural fracture system, and network fracture system during SRV-fractured horizontal well production
were 7.85%, 43.67%, and 48.48%, respectively in the 1st year; 14.60%, 49.23%, and 36.17%, respectively
in the 5th year; and 20.49%, 46.79%, and 32.72%, respectively in the 10th year.

6. Conclusions

During the development of a tight oil reservoir after SRV fracturing, the flow characteristics
are different from those of conventional reservoirs. This paper investigated the multiporosity and
multiscale flow characteristics of an SRV-fractured horizontal well in a tight oil reservoir. Based
on the dual-media theory and discrete-fracture network models, a mathematical flow model of an
SRV-fractured horizontal well with multiporosity and multipermeability media was built, solved, and
verified. It has been found that there exist different flow regimes and productivity characteristics
in SRV-fractured horizontal wells. The TPDP model flow regimes during SRV-fractured horizontal
well production in tight oil reservoirs could be divided into seven flow periods, which include
the initial pseudosteady flow around the primary fractures, linear flow inside the network fracture
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system, pseudosteady crossflow, formation linear flow, pseudosteady flow in the stimulated area,
pseudoradial flow near horizontal well, and pseudosteady flow in the whole reservoir. For the
multiporosity and multiscale flowing states, the well bottomhole pressure drop became slower, the
linear flow in the formation no longer arose, and the pressure wave arrived quickly at the closed
reservoir boundary. The initial production rate of the SRV-fractured horizontal well was large but
declined rapidly. The contribution ratio of the matrix system, natural fracture system, and network
fracture system during SRV-fractured horizontal well production were 7.85%, 43.67%, and 48.48%,
respectively in the 1st year; 14.60%, 49.23%, and 36.17%, respectively in the 5th year; and 20.49%,
46.79%, and 32.72%, respectively in the 10th year. The proposed research may provide valuable
insight into understanding the multiporosity and multiscale flow mechanisms and unconventional
hydrocarbon recovery maximization. For the actual oilfield, the change of the dynamic energy of the
formation system can be predicted by the change of well productivity, which could guide managers in
carrying out the development of regime adjustment and improvements in the management system in
a timely manner.
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Abstract: Aimed at the multi-scale fractures for stimulated reservoir volume (SRV)-fractured
horizontal wells in shale gas reservoirs, a mathematical model of unsteady seepage is established,
which considers the characteristics of a dual media of matrix and natural fractures as well as
flow in the large-scale hydraulic fractures, based on a discrete-fracture model. Multi-scale flow
mechanisms, such as gas desorption, the Klinkenberg effect, and gas diffusion are taken into
consideration. A three-dimensional numerical model based on the finite volume method is established,
which includes the construction of spatial discretization, calculation of average pressure gradient,
and variable at interface, etc. Some related processing techniques, such as boundedness processing
upstream and downstream of grid flow, was used to limit non-physical oscillation at large-scale
hydraulic fracture interfaces. The sequential solution is performed to solve the pressure equations
of matrix, natural, and large-scale hydraulic fractures. The production dynamics and pressure
distribution of a multi-section fractured horizontal well in a shale gas reservoir are calculated.
Results indicate that, with the increase of the Langmuir volume, the average formation pressure
decreases at a slow rate. Simultaneously, the initial gas production and the contribution ratio of
the desorbed gas increase. With the decrease of the pore size of the matrix, gas diffusion and the
Klinkenberg effect have a greater impact on shale gas production. By changing the fracture half-length
and the number of fractured sections, we observe that the production process can not only pursue the
long fractures or increase the number of fractured sections, but also should optimize the parameters
such as the perforation position, cluster spacing, and fracturing sequence. The stimulated reservoir
volume can effectively control the shale reservoir.

Keywords: shale gas; volume fracturing; finite volume method; production simulation; multi-scale
flow; multi-scale fracture

1. Introduction

As an important part of unconventional oil and gas resources, shale gas resources have become a
new hot spot in recent years. At present, numerical simulation models for shale gas mainly include
dual media, multiple discrete media, and equivalent media, among which dual media models are
widely used. Sawyer and Kucuk [1] first studied the pressure changes of shale gas reservoirs based
on a dual-porosity continuous medium. Subsequently, Bumb and McKee [2] studied the effect of
adsorption-desorption on transient behaviour by adding additional adsorption coefficients to the
Langmuir isotherm equation. However, the above studies ignore the diffusion processes at the
nano-microscales. Carlson and Mercer [3] investigated the pressure changes in vertical wells of
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a shale gas reservoir by introducing diffusion and desorption terms into a dual-porosity media.
The model predicts the productivity of shale gas accurately in a short term. However, the long-term
prediction of productivity of gas wells is inaccurate, due to the failure to consider the slippage effect.
Swami et al. [4] established a dual media model that considers the Knudsen diffusion, slippage,
and sorption-desorption processes, and is validated by laboratory data.

Some researchers [5–11] have pointed out that although dual media models are widely used in
commercial software, due to their inherent shortcomings, full or partial encryption still suffers from
poor adaptability to multi-scale fracture network systems. In addition, due to the micro-pores in shale
gas reservoirs, it is usually necessary to conduct fracturing to obtain a commercial gas production
rate. However, natural and artificial fractures have big differences in morphology and seepage ability.
Kuuskraa et al. [12] propose to use multiple discrete media models to study the productivity of shale
gas reservoirs. Based on the concept of multiple media, Schepers [13] and Dehghanpour et al. [14]
established a Darcy flow model that couples diffusion and desorption processes with matrix flow,
respectively. Wu et al. [15] established a multi-discrete medium model of dense fractured reservoirs,
considering the stress sensitivity and slippage effects of fractures. The fractures are divided into
natural micro-fractures and artificial fractures. The slippage effect in the matrix is considered and the
differences between the multi-discrete and dual-media models are compared. Aboaba and Cheng [16]
used a linear flow model to study the typical productivity curve, which describes changes of fractured
horizontal wells in shale gas reservoirs without regard to adsorption and diffusion. In combination
with the perturbation method and the point source function, a well test model for a horizontal well,
considering diffusion and Darcy flow in a fracture, was proposed by Wang [17]. However, this model
does not consider the influence of the reconstructed volume on the pressure change in a horizontal
well. Fang et al. [18] considered the compressibility of tight reservoirs and the nonlinear seepage
of matrix fluids, and established a multi-scale seepage discrete fracture model of two-dimensional
volume fracturing.

In this paper, the authors summarize the law of flow in shale gas reservoirs and establish
a three-dimensional (3D) composite model, which uses dual media to describe matrix-natural
micro-fractures and utilizes discrete media to describe artificial fractures. The production of
multi-section fractured horizontal wells in a rectangular shale gas reservoir is described, considering
gas desorption, the Klinkenberg effect, and gas diffusion in the matrix. The stimulated volume is
determined by parameter setting of the artificial fractures. The numerical solution is obtained by using
the finite volume element method.

2. Mathematical Model

2.1. Assumptions

Figure 1a shows a multi-section fractured horizontal well in a shale gas reservoir. The x–y plane
represents the horizontal plane, and the z-axis represents the vertical direction. Artificial fractures are
represented by two-dimensional elemental bodies. Segments of the horizontal well are represented
by one-dimensional, line-element entities. In order to simplify the model, we propose the following
assumptions:

1. The gas reservoirs are rectangular, and the flow is an isothermal flow. The gas reservoirs are
divided into artificial fractures, natural micro-fractures, and matrix;

2. Flows in artificial fractures and natural micro-fractures are described by Darcy’s law. The gas
desorption in a matrix pore is described by the Langmuir isotherm equation;

3. Horizontal wells produce at constant pressure. There is only a single-phase gas in gas reservoirs;
4. The fractures are perpendicular to the horizontal wellbore and symmetrical about the wellbore;
5. Permeability anisotropy and gravity effects are ignored, and natural gas can only flow into the

horizontal wellbore through artificial fractures;
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6. Shale gas consists of methane, and does not consider the effect of competitive adsorption on the
adsorption-desorption process;

7. Gas diffusion process in shale gas matrix is a non-equilibrium, quasi-steady-state process,
which obeys Fick’s first law.

Figure 1. Diagram of a mathematical model. (a) Multi-section fractured horizontal well grid section
diagram; (b) artificial fracture diagram; (c) grid of natural micro-fractures and matrix.

2.2. Governing Equation

2.2.1. Flow Equation

According to the real gas state equation, the shale gas density can be defined as

ρgi =
Mg pi

ZRT
(1)

where i = m or f represents the matrix and the fractures, respectively; ρg is gas density (kg m−3); Mg is
the molecular mass (kg mol−1); Z is the gas deviation factor (dimensionless); p is pressure (Pa); R is
the universal gas constant (J mol−1 k−1); and T is temperature (K).

Based on the above assumptions, the governing flow equation of shale gas in the matrix can be
obtained from the law of conservation of mass, as follows:

∂
(
ρgmφm

)
∂t

+∇ · (ρgmvm
)
+ (1 − φm)qm + qm−f = 0 (2)

where φm is the shale matrix porosity (value), vm is the apparent gas velocity (m s−1), qm is the matrix
desorption rate (m3 s−1), and qm−f is the crow-flow rate from the matrix to the fracture (m3 s−1).

The first term in the formula represents the change of fluid mass in the unit volume element of
the matrix. The second term is the flux flowing through the surface of the element, which must be
modified by introducing the shale-gas-transport mechanisms in nanopores. In this paper, we consider
gas molecular diffusion, slippage, and desorption. The third term is the desorption capacity of the
matrix. The fourth item is the cross-flow from the matrix to the fracture. Generally speaking, water is
not able to enter the micro-pores in the matrix of shale gas reservoirs. Therefore, it is reasonable to
consider that there is only gas phase in the matrix. In other words, the gas in the micro-pores can
be divided into adsorption gas adsorbing on the surface of the matrix and the free gas flowing in
the micro-pores.

According to the study by Javadpour [19], the Knudsen number is in the transition zone of the
viscous flow and Knudsen diffusion under shale gas formation conditions. At this time, the mass
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exchange of gas in the matrix is affected by viscous flow, Knudsen diffusion, and desorption. Therefore,
corrections should be made to the mass flow in the matrix:

ρgmvm = ρgm

(
vv

m + vk
m

)
(3)

where vv
m is the corrected gas velocity considering the Klinkenberg effect, and vk

m is the corrected
gas velocity considering the diffusive transport. The measure of pores in the matrix is usually tiny
compared to other reservoir types. The additional contribution of the Klinkenberg effect to gas
transport may be due to frequent collisions of gas molecules with the wall of the pores, causing the gas
viscosity in the Knudsen layer to gradually deviate from the traditional gas viscosity. According to the
study by Karniadakis et al., the gas effective viscosity can be expressed as

μe f f = μg

(
1

1 + 8αKn

)
(4)

where μe f f is the gas effective viscosity (mPa·s), μg is gas viscosity (mPa·s), α is the rarefaction
coefficient (dimensionless), and Kn is the Knudsen number (dimensionless).

Combing Equation (4) and Darcy’s law, the corrected gas velocity with the Klinkenberg effect can
be expressed as follows:

vv
m = − km

μg
(1 + 8αKn)∇pm (5)

There are two fundamental modes: the advection and diffusion of fluid transport. The flow
governing equation usually neglects the diffusive contribution, which is reasonable for most
reservoirs—having a medium-high permeability, it may be unreasonable for shale gas. According to
the mechanism of fluid dynamics [20], the gas diffusive velocity then can be expressed as

vk
m = − δm

ρgmτm φmDg∇ρgm = − δm

ρgmτm φmDg
∂ρgm

∂pm
∇pm = − δm

τm φmcgDg∇pm (6)

where Dg is the Knudsen molecule diffusivity (m2 s−1), cg is the gas compression factor (Pa−1; δm),
and τm is the constrictivity and tortuosity of the shale matrix, respectively. The value of δm/τm is
always less than one. Therefore, Equation (3) can be rewritten as

ρgmvm = −ρgm

[
km

μg
(1 + 8αKn) +

δm

τm φmcgDg

]
∇pm (7)

Another contribution to gas production from shale reservoirs comes from the desorption of the
gas (mostly to the kerogen) absorbed in shale, which is quantified via the change in the gas adsorption
amount. The amount of gas adsorption per unit matrix volume at any pressure can be described by
the Langmuir isotherm; then, the matrix desorption rate can be expressed as follows

qm = −dVm

dt
= − ∂

∂t

(
ρmMg

Vstd

VL pm

pL + pm

)
(8)

where Vm is the adsorption capacity of per unit volume matrix (m3), VL is the Langmuir volume
(m3 kg−1), pL is the Langmuir pressure (Pa), and Vstd is the mole volume of gas at temperature
(273.15 K) and pressure (101,325 Pa).

Substitute Equations (1), (5), (6) and (8) into Equation (2), the governing equation for gas transport
in the shale matrix is given by

∇
{[

km
μg

(1 + 8αKn) +
δm

τm φmcgDg

]
Mg pm
ZRT ∇pm

}
− σ1

km
μg

Mg pm
ZRT (pm − pf)

= φm
Mg

ZRT
∂pm
∂t + (1 − φm) ∂

∂t

(
ρm Mg

Vstd

VL pm
pL+pm

) (9)
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Analogously, for natural micro-fractures systems:

φfMg

ZRT
∂pf
∂t

−∇ ·
(

Mg pf

ZRT
kf
μg

∇pf

)
− σ1

km

μg

Mg pm

ZRT
(pm − pf) + qf−h = 0 (10)

where qf−h is the crow-flow rate from the natural micro-fracture to the artificial fracture (m3s−1).
For artificial fractures system

dhf
∂
(
ρgφhf

)
∂t

− ∂

∂l
·
(

dhf
ρgkhf

μg

∂phf
∂l

)
− (qf−h − qwell) = 0 (11)

where qwell is the horizontal well productivity (m3 s−1).

2.2.2. Initial Conditions

Under the initial conditions, the whole formation pressure is the original formation pressure, so

pm(x, y, z, t)|t=0 = pf(x, y, z, t)|t=0 = phf(x, y, z, t)|t=0 = pi

2.2.3. Boundary Conditions

Γout represents the outside boundary, and Γin represents the inner boundary. It is assumed that
the outer boundary of the model is the sealed boundary, and the production well produces at constant
pressure. In that case, the well has the boundary conditions as follows:

∂p
∂n

∣∣∣
Γout

= 0

p|Γin
= pwf

3. Discretization and Numerical Solution

3.1. Domain Discretization

Due to the geometric center coinciding with the centroid of the tetrahedral grid, in order to
simplify the calculation, the whole reservoir region is discretized by the unstructured tetrahedron.
Other types of grids are needed to recalculate the centroid of the control volume. As shown in
Figure 1c, the matrix and micro-fracture system are expressed as a tetrahedron grid, considered as a
dual continuous medium; the two-dimensional (2D) blue plane is decomposed in tetrahedral elements
that are faces of the tetrahedron surrounding the artificial fracture interface, as shown in Figure 1b.
Caumon G et al. [21] pointed out that fracture dimension reduction is a key method to improve the
convergence of multi-scale simulation calculation. If the fracture is considered as three-dimensional,
a large number of minimized grids will be generated, which will cause the subsequent calculations to
fail to converge. The research of Juanes et al. [22] shows that the convergence of the two dimensions
is significantly improved by considering the fracture in two dimensions. In addition, as shown in
Figure 1c, unlike the traditional finite element method, we establish controlling volume on each grid
to obtain the cell-centroid finite volume numerical calculation format. The computational domain
Γd consists of two subdomains: Γm−f representing the matrix and micro-fractures system, and Γhf
representing the artificial fractures system. In this paper, FGE is used to represent the flow governing
equation. Therefore, the integration of the entire domain Γd can be written as

�
Γd

FGEdΓd =
�
Γm−f

FGEdΓm−f + dhf ×
�
Γhf

FGEdΓhf (12)

As shown in Figure 2a, different from the vertex-centered variable arrangement in conventional
finite element methods, this paper uses a cell-centered variable arrangement to define a control volume.
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As shown in Figure 2b, in a vertex-centered arrangement the flow variables are stored at the vertices,
with elements constructed around the variables’ locations.

 
(a) 

 
(b) 

Figure 2. Control cell corresponding to the different variable arrangement. (a) Cell-centered;
(b) vertex-centered.

Compared with vertex-centered variable arrangement, the cell-centered variable arrangement
yields a high order accuracy of integrations. Moreover, it decreases the storage requirements.
Furthermore, there is no additional treatment on the boundary to ensure a consistent solution. Another
major advantage is that there is no need to pre-define a shape function based on element types.

3.2. Equation Discretization

This section uses the matrix system flow governing equation as an example to illustrate the
equation discretization process in a tetrahedral mesh. Flow governing equations in micro-fractures
and artificial fractures are similar. The process starts by integrating Equation (9) over element C,
which enables the recovery of its integral balance, as∫

Vc

φm
Mg

ZRT
∂pm
∂t dV − ∫

Vc

∇
{[

km
μg
(1 + 8αKn) +

δm

τm φmcgDg

]
Mg pm
ZRT ∇pm

}
dV

+
∫
Vc

(1 − φm) ∂
∂t

(
ρm Mg

Vstd

VL pm
pL+pm

)
dV +

∫
Vc

σ1
km
μg

Mg pm
ZRT (pm − pf)dV = 0

(13)

The above formula shows that for any control volume, the change of gas mass flux in the matrix
system within a certain time period is equal to the sum of the outflow through the control volume,
as well as the desorption gas volume and the cross-flow rate, thus ensuring that the model still respects
the conservation of mass in any local region. For the sake of mathematical simplicity, the following
variable is chosen to be the apparent permeability of shale matrix:

κ =
km

μg
(1 + 8αKn) +

δm

τm φmcgDg (14)

Then, according to the divergence theorem, the volume integral of the advective-diffusive term in
Equation (13) is transformed into a surface integral, yielding

∫
Vc

∇
(

κ
Mg pm

ZRT
∇pm

)
dV =

∮
∂Vc

(
κ

Mg pm

ZRT
∇pm · n

)
dS (15)

In the presence of discrete faces, the surface integral in Equation (15) becomes

∮
∂Vc

(
κ

Mg pm

ZRT
∇pm · n

)
dS = ∑

f∼ f aces(VC)

⎡⎢⎣∫
f

(
κ

Mg pm

ZRT
∇pm · n

)
dS

⎤⎥⎦ (16)
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where f is the integral point at the centroid of the boundary surface. Therefore, the integral in
Equation (16) is numerically approximated to the flux at the centroids of the faces, which is a
second-order approximation.

According to the trapezoidal integral formula, the surface integral in Equation (16) can be
written as ∫

f

(
κ

Mg pmkm

ZRTμg
∇pm · n

)
dS ≈ κ

Mg pmkm

ZRTμg
∇pm · S f (17)

Therefore, the advective-diffusive term in Equation (13) can be written as

∫
Vc

∇ ·
(

κ
Mg pmkm

ZRTμg
∇pm

)
dV = ∑

f∼ f aces(VC)

[(
κ

Mg pm

ZRT
λm∇pm

)
· S f

]
(18)

Similarly, the finite volume numerical calculation format for the unsteady term, gas desorption
term, and the cross-flow term can be obtained as∫

Vc

φm
Mg

ZRT
∂pm

∂t
dV = Vcφm

Mg

ZRT
∂pm

∂t
(19)

∫
Vc

(1 − φm)
∂

∂t

(
ρmMg

Vstd

VL pm

pL + pm

)
dV = Vc(1 − φm)

∂

∂t

(
ρmMg

Vstd

VL pm

pL + pm

)
(20)

∫
Vc

σ1
km

μg

Mg pm

ZRT
(pm − pf)dV = Vcσ1

km

μg

Mg pm

ZRT
(pm − pf) (21)

Since the capacity of the desorbed gas is a function of time, then according to Equation (2),
the finite volume numerical calculation format of the flow governing equation in the matrix system
can be rewritten as:[

Vcφm Mg
ZRT − Vc(1 − φm)dVm

dpm

]
∂pm
∂t − ∑

f∼ f aces(VC)

(
κ

Mg pm
ZRT ∇pm

)
· S f

+Vcσ1
km
μg

Mg pm
ZRT (pm − pf) = 0

(22)

Similarly, the finite volume numerical calculation format for micro-fractures and artificial fractures
can be obtained as

VcφfMg

ZRT
∂pf
∂t

− ∑
f∼ f aces(VC)

(
Mg pf

ZRT
λf∇pf

)
· S f − Vc(qm−f − qf−h) = 0 (23)

dhf

(
∑

f∼ f aces(VC−F)

S f φhf Mg
ZRT

)
∂phf

∂t

−dhf ∑
f∼ f aces(VC)

∑
b∼bounds( f )

(
Mg phf
ZRT λhf∇phf

)
· Sb − Vc(qf−h − qwell) = 0

(24)

3.3. Sequential Solution

The so-called sequential solution method means that each time step solves a variable firstly,
and then it substitutes other variables expressions for an iterative solution. This method ensures that
the amount of calculation is less than the overall solution method at each time step. Assuming that the
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current time step is k, then all variables related to the pressure of artificial fractures and matrix are
implicitly solved using value at k + 1 time steps. Equations (22) and (24) can be written as:

[
Vcφm Mg

ZRT − Vc(1 − φm)dVm
dpm

]
pk+1

m −pk
m

Δt = ∑
f∼ f aces(VC)

(
κk+1 Mg pk+1

m
ZRT ∇pk+1

m

)
· S f

−Vcσ1λk+1
m

Mg pk+1
m

ZRT
(

pk+1
m − pk

f
)
= 0

(25)

dhf

(
∑

f∼ f aces(VC−F)

S f φhf Mg
ZRT

)
pk+1

hf −pk
hf

Δt =

dhf ∑
f∼ f aces(VC)

∑
b∼bounds( f )

(
Mg pk+1

hf
ZRT λk+1

hf ∇pk+1
hf

)
· Sb + Vcλk+1

f

(
pk

f − pk+1
hf

)
− Vcqk

well

(26)

Note that in the two expressions, pf and qwell uses the value of the k time step—these are known
values. Therefore, each of the two formulae contains an unknown variable pk+1

hf and pk+1
m . Therefore,

we can iteratively solve the equation using the Newton–Raphson method. Then we substitute the
results into the micro-fracture flow governing equation to solve pk+1

f explicitly.

Vcφf Mg
ZRT

pk+1
f −pk

f
Δt = ∑

f∼ f aces(VC)

(
Mg pk

f
ZRT λk

f ∇pk
f

)
· S f

+Vcσ1λk+1
m

Mg pk+1
m

ZRT
(

pk+1
m − pk

f
)− Vcσ2λk

f
Mg pk

f
ZRT

(
pk

f − pk+1
hf

) (27)

3.4. Gradient Computation

Obviously, to solve Equations (25)–(27), we need to calculate the gradient of an element field.
The method adopted in this section is based on the Green-Gauss theorem, which is proven by
Cengel [23] and Incropera [24] relatively straightforwardly and can be used for a variety of topologies
and girds (structured/unstructured, orthogonal/non-orthogonal, etc.). The starting point is used to
define the average pressure gradient over a finite volume element, as shown as Figure 3, of centroid C
and volume VC:

∇pc =
1

Vc

∫
Vc

∇pdV (28)

Then, using the divergence theorem, the volume integral is transformed into the surface integral

∇pc =
1

Vc

∫
∂Vc

pdS (29)

where dS is the surface vector pointing outward. In the case of discrete faces, Equation (29) can be
rewritten as

∇p cVc = ∑
∂Vc

∫
f ace

pdS (30)

Next, the integral of a cell face is approximated by the mid-point integration rule, which is equal
to the interpolated value of the field at the face centroid multiplied by the face area, resulting in

∇p c =
1

Vc
∑

f=nb(C)
p f S f (31)
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Figure 3. Gradient computation.

By reviewing Equations (30) and (31) in Figure 3, it is apparent that to calculate the average
pressure gradient of the control element C, the information about the surface vector (S f ) is needed,
as well as information about the adjacent elements and the pressure values at the element centroids
(pC, pFk). This information is needed to calculate the pressure at the interface (p f ), which must be
interpolated in some way.

Assuming that the pressure between the elements C and F straddling the interface f varies linearly,
the approximate value for p f , denoted by p f , can be calculated as

p f = gF pF + gC pC (32)

Calculation of the weight factors gF and gC is given by

gF =
VC

VC + VF
gC =

VF
VC + VF

= 1 − gF (33)

Figure 4 considers the straddling elements; the surface vector cannot be outward at the same time,
so the direction of the surface vector defined for this grid is determined by the grid index. The direction
of the surface vector always points from the element which has a smaller index number to the element
has a larger index number. In order to consider the vector direction, use a sign function to modify
Equation (31) for the gradient as

∇pk =
1

Vk

⎛⎝− ∑
n←〈 f=nb(C)〉<k

pnSn + ∑
n←〈 f=nb(C)〉>k

pnSn

⎞⎠ (34)

Figure 4. Element connectivity and face orientation using global indices.

3.5. Non-Orthogonality

Due to the non-structural grid used in this article, the grids are non-orthogonal. Therefore,
the surface vector S f and the vector CF connects the centroids of the elements, which straddle the

211



Energies 2018, 11, 2329

interface and are not collinear. In this case, the pressure gradient perpendicular to the surface cannot
be written as a function of pC and pF, because it has a component in the direction perpendicular to CF.

If e represents the unit vector along the direction defined by the vector CF, then the pressure
gradient in the e direction can be written as

(∇p · e ) f =

(
∂p
∂e

)
f
=

pF − pC

‖rF − rC‖ =
pF − pC

dCF
(35)

Thus, to achieve the linearization of the flux in non-orthogonal grids, the surface vector S f should
be written as the sum of two vectors E f and T f , i.e.,

S f = E f + T f (36)

where E f is in the CF direction, such that part of the diffusion flux through face f can be written as a
function of the nodal values pC and pF:

(∇p ) f · S f = (∇p) f · E f + (∇p) f · T f

= Ef

(
∂p
∂e

)
f
+ (∇p) f · T f

= Ef
pF−pC

dCF
+ (∇p) f · T f

(37)

Some researchers [25–27] give different options for the decomposition of S f , which are shown in
Table 1.

Table 1. Different options for the decomposition of surface vector S f .

Option Diagram E f T f

Minimum Correction
Approach

Ef = (e·Sf)e = (Sfcosθ)e Tf = (n − cosθe)Sf

Orthogonal Correction
Approach

 

Ef = Sfe Tf = (n − e)Sf

Over-Relaxed
Approach

 

E f =
(

Sf
cos θ

)
e T f =

(
n − 1

cos θ e
)

S f

The above methods are correct and satisfy Equation (9). These methods differ in their accuracy
and stability on non-orthogonal grids. It has been found that the over-relaxed approach is the most
stable, even when the grid is highly non-orthogonal.

Minimum Correction Approach

T f = (n − cos θe)S f E f = S f e

Orthogonal Correction Approach

T f = (n − e)S f E f =

( S f

cos θ

)
e
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Over-Relaxed Approach

T f =

(
n − 1

cos θ
e

)
S f

3.6. Model Verification

In this paper, a rectangular composite shale gas reservoir model considering a finite-conductivity
fractured horizontal well is established. If the multi-scale flow mechanisms and the hydraulic fractures
(SRV) region are ignored, the model can be applied to the multi-section fractured horizontal well
of conventional dual-porosity gas reservoirs. To verify the accuracy of this method, comparisons
are made with the solution using commercial software Eclipse [28]. Both simulations are applied
for an 800 m long horizontal well with fifteen equally-spaced 200 m long transverse fractures in a
bounded rectangular conventional reservoir. The data for the formation and well properties used in
the simulations are shown in Table 2.

Table 2. Basic data of a multi-section fractured horizontal well in a single-porosity gas reservoir [27].

Parameter Unit Value

Reservoir length m 2000
Reservoir width m 2000
Reservoir height m 50

Horizontal well length m 800
Artificial fracture height m 40

Wellbore radius,rw m 0.1
Matrix permeability, km mD 0.5

Matrix porosity, φm - 0.05
Artificial fracture number - 15
Artificial fracture length, l m 200
Artificial fracture spacing m 50

Artificial fracture
permeability mD 100

As shown in Figure 5, the gas production curve for a constant wellbore pressure obtained from
our method is in good agreement with those from commercial software.

 

Figure 5. Comparison of the gas production calculated using finite volume method and commercial
software Eclipse.

However, at the early non-steady flow period, the numerical method may produce a calculation
error caused by the mesh precision. If dense grids around the artificial fracture system are used,
the precision of this method can be further improved.
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4. Example Simulation

4.1. Model Parameters

In this section, we simplify the shale gas reservoir with complex micro-scale fractures into a
combination of as a dual porosity continuum media and a discrete fracture media. Based on the
discrete fracture model, the artificial fracture can be simplified as a surface element by using a
reduction dimensional method. The data for the formation and well properties used in the simulations
are shown in Table 3.

Table 3. The parameter set for the shale gas reservoir model.

Reservoir Length m 1200
Reservoir width m 800
Reservoir height m 100

Horizontal well length m 800
Artificial fracture height m 100

Bottom hole pressure, pwf MPa 5
Original formation pressure, pi MPa 30

Gas deviation factor, Z - 0.93
Universal gas constant, R J/(mol·K) 8.314
Formation temperature, T K 343.15
Porosity of the matrix, φm - 0.05

Porosity of the microfracture, φf - 0.005
Porosity of the artificial fracture, φhf - 0.1

Permeability of the matrix, km mD 0.01
Permeability of the microfracture, kf mD 0.1

Permeability of the artificial fracture, khf mD 150
Langmuir volume, VL m3/kg 0.004
Langmuir pressure, pL MPa 5

Shale density, ρm kg/m3 2600
Gas molar mass, Mg g/mol 16

Standard gas molar volume, Vstd m3/mol 0.0024
Gas viscosity, μg mPa·s 0.185

Constrictivity and of the shale matrix, δm - 1.2
Tortuosity of the shale matrix, τm - 1.5

Gas compression factor, cg 1/Pa 4.39 × 10−8

The spatial arrangement of multi-section fractured horizontal wells is shown in Figure 6.
The half-length of the artificial fractures is 200 m.

Figure 6. A numerical model of a multi-section fractured horizontal well.
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4.2. Results Analysis

4.2.1. Pressure Distribution in Artificial Fractures

Figure 7 shows the pressure distribution in the artificial fractures at the beginning of production.
The pressure distribution in the artificial fractures is related to parameters such as fracture aperture
and permeability. As can be seen from the figure, due to the high conductivity of the artificial fractures,
the pressure in the fracture rapidly decreases. A drawdown pressure is created between the artificial
fractures and the matrix–micro-fracture system, so that gas flows from the matrix–micro-fracture
system into artificial fractures and gas is produced by production well.

 
(a) 

 
(b)  

 
(c) 

 
(d)  

Figure 7. Pressure distribution in artificial fractures. (a) T = 0 d; (b) T = 1 d; (c) T = 2 d; (d) T = 3 d.

4.2.2. Gas Desorption Process

Based on the physical model parameters, the production of shale gas multi-section fractured
horizontal wells is simulated. It has been shown in Figure 8 that during the first three years of
production, the decline of pressure in the reservoir is mainly concentrated in the area that is near
the wellbore and the hydraulic fracture faces, while the pressure drop in the outer area is very
small. It shows that the produced gas mainly comes from free gas and desorption gas in the
stimulated volume.

  

(a) (b)  

 
(c) 

 
(d) 

Figure 8. Reservoir pressure distribution at different production times. (a) T = 1a; (b) T = 3a; (c) T = 5a;
(d) T = 10a.
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Figure 9 shows the average reservoir pressure, gas production rate, and cumulative gas production
at different Langmuir volumes. We found that the desorption process has the effect of supplementing
the reservoir pressure, but the effect is not significant. Since the gas production rate is affected not only
by the physical properties of the reservoir, but also by the pressure distribution, the gas desorption
process has limited supplementary effects on pressure, and the impact on the gas production rate is
not significant. At the same time, as the Langmuir volume increases, the cumulative gas production
gradually increases.

 
(a) 

 
(b) 

Figure 9. Influence of gas desorption on horizontal well productivity. (a) Average reservoir pressure
at different Langmuir volumes; (b) Gas production rate and cumulative gas production at different
Langmuir volumes.

4.2.3. The Klinkenberg effect and Diffusive Gas Transport

Figure 10a–c show the Knudsen number distribution of shale gas reservoirs in fractured horizontal
wells at the same time of production, under different shale matrix permeabilities. As can be seen
from the figure, the closer to the artificial fractures, the larger the Knudsen number. This is due to the
negative correlation between Knudsen number and pressure, so the lower the pressure, the larger the
Knudsen number. At the same time, when the shale permeability decreases, the pressure drop of the
artificial fractures becomes larger and the pressure drop funnel becomes steeper. Therefore, the closer
the pressure gets to artificial fractures, the greater the increase of the Knudsen number.

 

(a) (d) 

 

(b) (e) 

 

(c) (f) 

Figure 10. Field distribution of Knudsen number and matrix pressure in shale gas reservoir.
(a) km = 10−5 mD, Kn; (b) km = 10−4 mD, Kn; (c) km = 10−3 mD, Kn; (d) km = 10−5 mD, pm;
(e) km = 10−4 mD, pm; (f) km = 10−3 mD, pm.
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Figure 10d–f show the matrix pressure distribution of shale gas reservoirs in fractured horizontal
wells at the same time of production, under different shale matrix permeabilities. It can be seen from
the figure that the pressure of the artificial fractures falls fastest, and the closer to artificial fractures,
the lower reservoir pressure. Comparing the reservoir pressures under different shale permeability
conditions, the lower the shale permeability, the faster the pressure of the artificial fractures drops
and the fewer reservoirs are used, resulting in steeper pressure drop funnels. This is because for shale
reservoirs with low permeability, it is difficult for gas to flow in such dense porous media, so the gas
stored in the shale cannot be added to the artificial fractures in time when the gas in the fracturing
fractures. When the gas in the artificial fractures is recovered, the pressure in the fracture rapidly
decreases. Compared to shales containing nano-micro pores, gases stored in the fractures and the
region near fractures are more likely to be produced to make the pressure drop faster.

Figure 11 shows the curve of the gas production rate and cumulative gas production for
multi-section fractured horizontal wells with different shale permeability. As can be seen from
the figure, the gas production rate and cumulative gas production increase with the increase of shale
permeability, and the growth rate also increases. However, compared with the production rate and
cumulative production (without considering diffusion and slippage effects), the increment of gas
production rate and cumulative production (considering the diffusion and slippage effects), decreases
with increasing shale permeability. This shows that when shale permeability becomes smaller (pore size
decreases), Knudsen diffusion and slippage effects have a greater impact on the daily gas production
and the cumulative production of fracturing horizontal wells.

 
(a) 

 
(b) 

Figure 11. The effect of Knudsen diffusion and the Klinkenberg effect on productivity. (a) Production
rate at different matrix permeability; (b) Cumulative gas at different matrix permeability.

4.2.4. Artificial Fracture Morphology

Based on the above numerical model, we change the number of fractured sections (Figure 12a–c)
and the half-length of artificial fractures (Figure 12d–f) to simulate the production of shale gas. It can be
seen from Figure 12g that as the half-length of artificial fractures increases, the gas production rate and
cumulative gas production also increase. However, the increasing rate in the gas production rate and
cumulative gas production has gradually decreased. The main reason for this is that as the half-length
of the artificial fractures increases, the multi-fracture interference becomes severer. Therefore, as the
half-length of artificial fractures increases, the increasing rate in the gas production rate and cumulative
gas production decreases.
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(a) (b) 

 

(c) (d) 

 

(e) 

 

(f) 

 

(g) 

 

(h) 

Figure 12. The effect of horizontal well parameters on productivity. (a) section number = 3; (b) section
number = 5; (c) section number = 7; (d) fracture half-length = 100 m; (e) fracture half-length = 150 m;
(f) fracture half-length = 200 m; (g) Three fractured sections, T = 5a; (h) Four fractured sections, T = 5a.

From Figure 12h, it can be seen that the number of sections has an important influence on the
gas production rate and cumulative gas production. With the increase in the section number, the gas
production rate and cumulative gas production also increase. It is worth noting that as the section
number increases, the rate of decline in gas production rate also increases. Similar to the previous
situation, the main reason is that with the increase of the section number, the multi-fracture interference
becomes severer. As a result, the larger section number, the faster the gas production rate declines.

Through analysis, it is found that excessive half-length of fractures and section numbers will
generate strong multi-fracture interference, which will have a negative impact on the productivity
of horizontal wells. Therefore, for a horizontal well fracturing design, the half-length of fractures
and section number should not be pursued blindly, but the parameters of horizontal wells should be
optimized to reduce the multi-fracture interference.

5. Conclusions

In this paper, based on the matrix–micro-fracture continuous dual model and discrete fracture
model, a mathematical model of the shale gas reservoir considering a multi-scale flow mechanisms
is established.
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The numerical calculation format using a cell-centered variable arrangement of shale gas
three-dimensional flow based on the finite volume element method is deduced. In this case,
the variables and their associated quantities are stored in the centroids of the control elements.
Thus, the elements are the same as the discretization elements; in general, the method is second-order
accurate, because all quantities are calculated at the element and face centroids. Talyor series expansion
can be used to reconstruct the variations within the cell. Another advantage of the cell-centered
formulation is that it allows the use of general polygonal elements without the need for pre-defined
shape functions. This permits a straightforward implementation of a full multigrid strategy.

The artificial fracture is expressed by the two-dimensional surface, and the wellbore is
expressed by a one-dimensional solid based on the dimension reduction method. The finite volume
element method is used to solve the multi-section fractured horizontal well productivity and
pressure distribution.

Through the analysis of the simulation results, it is found that the model can reflect the initial
production of shale gas and its characteristics of rapid decline. The analysis shows that the gas
desorption of shale gas has a great impact on reserves, which in turn have a supplementary effect
on the reservoir pressure. On one hand, with the prolongation of production time, the proportion of
desorption is increased. On the other hand, shale gas production is mainly affected by the scope of
stimulated volume.

According to the development process of shale gas reservoirs, a numerical model of a stimulated
reservoir volume fractured horizontal well is established. The analysis shows that the pressure will
rapidly decrease in artificial fractures. The desorption process has a great influence on the geological
reserves, but has a limited impact on the productivity of horizontal wells. With the decrease of the
pore size of the matrix, the Klinkenberg effect and gas diffusion have a greater impact on shale gas
productivity. When the matrix permeability is greater than 0.01 mD, those flow mechanisms has no
significant effect on the productivity. Compared with the fracture half-length, the section number has a
greater impact on the productivity of shale gas. However, the excessive half-length of the fracture and
the section number all induce multi-fracture interference. Therefore, the horizontal well parameters
need to be optimized.

The parameters of the artificial fracture network can be conveniently adjusted and the factors
affecting the productivity can be analyzed. The research content of this paper has certain theoretical
and practical significance for the volume fractured design of shale gas reservoirs and the reasonable
evaluation of production capacity.
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Nomenclature

pwf MPa flowing bottom hole pressure
pi MPa original reservoir pressure
ρg kg/m3 gas density
ρgm kg/m3 gas density in the matrix
ρgf kg/m3 gas density in the fracture
Z - gas deviation factor
R J/(mol·K) universal gas constant
T K reservoir temperature
vm m/s apparent gas velocity
vv

m m/s corrected gas velocity considering the Klinkenberg effect
vk

m m/s corrected gas velocity considering the diffusive transport
φm - porosity of matrix
φf - porosity of micro-fracture
φhf - porosity of artificial fracture
km mD permeability of matrix
kf mD permeability of micro-fracture
khf mD permeability of artificial fracture
VL m3/kg Langmuir volume
pL MPa Langmuir pressure
ρm kg/m3 density of shale
Mg g/mol molecular mass
Vstd m3/mol standard molar volume
μg mPa·s gas viscosity
μe f f mPa·s gas effective viscosity
α - rarefaction coefficient
Kn - Knudsen number
δm - constrictivity of the shale matrix
τm - tortuosity of the shale matrix
cg 1/Pa gas compression factor
Dg m2/s Knudsen molecule diffusivity
qm m3/s desorption gas flow
qm−f m3/s cross-flow rate
Vm m3 adsorption capacity of per unit volume matrix
pm MPa pressure of matrix
pf MPa pressure of micro-fracture
phf MPa pressure of artificial fracture
dhf - dimensionless fracture aperture
qwell m3/s well production
f - faces of control element
b - bounds of face
S f - surface vector of faces
Sb - surface vector of bounds
n - unit normal vector

References

1. Kucuk, F.; Sawyer, W.K. Transient Flow in Naturally Fractured Reservoirs and Its Application to Devonian
Gas Shales. In Proceedings of the SPE Annual Technical Conference and Exhibition, Dallas, TX, USA,
21–24 September 1980.

2. Bumb, A.C.; McKee, C.R. Gas-well testing in the presence of desorption for coalbed methane and devonian
shale. SPE Form. Eval. 1988, 3, 179–185. [CrossRef]

220



Energies 2018, 11, 2329

3. Carlson, E.S.; Mercer, J.C. Devonian Shale Gas Production: Mechanisms and Simple Models. J. Pet. Technol.
1991, 43, 476–482. [CrossRef]

4. Swami, V. Shale Gas Reservoir Modeling: From Nanopores to Laboratory. In Proceedings of the SPE Annual
Technical Conference and Exhibition, San Antonio, TX, USA, 8–10 October 2012.

5. Saputelli, L.; Lopez, C.; Chacon, A.; Soliman, M. Design Optimization of Horizontal Wells with Multiple
Hydraulic Fractures in the Bakken Shale. In Proceedings of the SPE/EAGE European Unconventional
Resources Conference and Exhibition, Vienna, Austria, 25–27 February 2014.

6. Rubin, B. Accurate Simulation of Non Darcy Flow in Stimulated Fractured Shale Reservoirs. In Proceedings
of the SPE Western regional meeting, Anaheim, CA, USA, 27–29 May 2010.

7. Klimkowski, Ł.; Nagy, S. Key factors in shale gas modeling and simulation. Arch. Min. Sci. 2014, 59.
[CrossRef]

8. Mirzaei, M.; Cipolla, C.L. A Workflow for Modeling and Simulation of Hydraulic Fractures in
Unconventional Gas Reservoirs. Geol. Acta 2012, 10, 283–294.

9. Yao, J.; Wang, Z.; Zhang, Y.; Huang, Z.Q. Numerical simulation method of discrete fracture network for
naturally fractured reservoirs. Acta Pet. Sin. 2010, 31, 284–288.

10. Hoteit, H.; Firoozabadi, A. Compositional Modeling of Fractured Reservoirs without Transfer Functions by
the Discontinuous Galerkin and Mixed Methods. SPE J. 2004, 11, 341–352. [CrossRef]

11. Moinfar, A.; Narr, W.; Hui, M.H.; Mallison, B.T.; Lee, S.H. Comparison of Discrete-Fracture and
Dual-Permeability Models for Multiphase Flow in Naturally Fractured Reservoirs. In Proceedings of
the SPE Reservoir Simulation Symposium, The Woodlands, TX, USA, 21–23 February 2011.

12. Kuuskraa, V.A.; Wicks, D.E.; Thurber, J.L. Geologic and Reservoir Mechanisms Controlling Gas Recovery
from the Antrim Shale. In Proceedings of the SPE Annual Technical Conference and Exhibition,
Washington, DC, USA, 4–7 October 1992.

13. Schepers, K.C.; Gonzalez, R.J.; Koperna, G.J.; Oudinot, A.Y. Reservoir Modeling in Support of Shale Gas
Exploration. In Proceedings of the Latin American and Caribbean Petroleum Engineering Conference,
Cartagena de Indias, Colombia, 31 May–3 June 2009.

14. Dehghanpour, H.; Shirdel, M. A Triple Porosity Model for Shale Gas Reservoirs. In Proceedings of the
Canadian Unconventional Resources Conference, Calgary, AB, Canada, 15–17 November 2011.

15. Wu, Y.S.; Moridis, G.; Bai, B.; Zhang, K. A Multi-Continuum Model for Gas Production in
Tight Fractured Reservoirs. In Proceedings of the SPE Hydraulic Fracturing Technology Conference,
The Woodlands, TX, USA, 19–21 January 2009.

16. Aboaba, A.L.; Cheng, Y. Estimation of Fracture Properties for a Horizontal Well With Multiple Hydraulic
Fractures in Gas Shale. In Proceedings of the SPE Eastern Regional Meeting, Morgantown, WV, USA,
13–15 October 2010.

17. Wang, H.T. Performance of multiple fractured horizontal wells in shale gas reservoirs with consideration of
multiple mechanisms. J. Hydrol. 2014, 510, 299–312. [CrossRef]

18. Fang, W.; Jiang, H.; Li, J.; Wang, Q.; Killough, J.; Li, L.; Peng, Y.; Yang, H. A numerical simulation model for
multi-scale flow in tight oil reservoirs. Pet. Explor. Dev. 2017, 44, 415–422. [CrossRef]

19. Javadpour, F. Nanopores and Apparent Permeability of Gas Flow in Mudrocks (Shales and Siltstone). J. Can.
Pet. Technol. 2009, 48, 16–21. [CrossRef]
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Abstract: An opened natural fracture (NF) intercepted by a pressurized hydro-fracture (HF) will be
diverted in a new direction at the tips of the original NF and subsequently form a complex fracture
network. However, a clear understanding of the diversion behavior of fracture networks in tight
reservoirs with frictional NFs is lacking. By means of the extended finite element method(XFEM),
this study investigates the diversion mechanisms of an opened NF intersected by an HF in naturally
fractured reservoirs. The factors affecting the diversion behavior are intensively analyzed, such as
the location of the NF, the horizontal principal stress difference, the intersection angle between HF
and NF, and the viscosity of the fracturing fluid. The results show that for a constant length of NF
(7 m): (1) the upper length of the diverted fracture (DF) decreases by about 2 m with a 2 m increment
of the upper length of NF (Lupper), while the length of DF increases 9.06 m with the fluid viscosity
increased by 99 mPa·s; (2) the deflection angle in the upper parts increases by 30.8◦ with the stress
difference increased by 5 MPa, while the deflection angle increases by 61.2◦ with the intersection
angle decreased by 30◦. It is easier for the opened NF in lower parts than that in upper parts to be
diverted away from its original direction. It finally diverts back to the preferred fracture plane (PFP)
direction. The diversion mechanisms of the fracture network are the results of the combined action of
all factors. This will provide new insight into the mechanisms of fracture network generation in tight
reservoirs with NFs.

Keywords: hydraulic fracturing; tight reservoirs; fracture diversion; extended finite element method;
fracture network

1. Introduction

With the technological progress in petroleum industries, petroleum engineers are increasingly
concerned with the exploration and development of tight reservoirs in recent years. Due to the
ultra-low matrix permeability, hydraulic fracturing is a key technology for enhancing the recovery of
tight hydrocarbon reservoirs [1–11]. Activation of preexisting natural fractures (NFs) during fracturing
treatment is favorable for creating complex fracture networks. The interaction between a hydraulic
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fracture (HF) and an NF is a complex coupled process, which involves rock deformation, fluid flow,
and fracture diversion [12–21].

When an HF intercepts an NF during a hydro-fracking treatment, three scenarios—arrest, offset,
and cross—are observed. Renshaw and Pollard developed a criterion to describe the mechanical
NF–HF interaction when they were perpendicular to each other [22]. Gu et al. afterwards proposed
an extended Renshaw–Pollard criterion at nonorthogonal intersection angles on the basis of the
experimental results of hydraulic fracturing for Colton sandstone [23]. This crossing criterion has been
extensively applied in the mathematical models of stimulated reservoir volume (SRV) fracturing in
shale gas wells. Various numerical techniques such as finite difference, discrete element, and finite
element methods have been presented to investigate the mechanical interaction between HF and
NF [16,24–26]. Based on the finite element software ABAQUS 6.14, Chen et al. developed a cohesive
zone finite element-based model to investigate the NF–HF interaction complexity, which took into
account the interface friction of weak planes [24]. Based on the discrete element method (DEM) model,
Zou et al. numerically investigated HF network propagation in shale formations, and the plastic
deformation in hydraulic fracturing was considered [25]. Wu and Wong used a numerical manifold
method (NMM) to capture the strong discontinuity across the crack face, and this method could
smoothly handle the problems of fracture network propagation [26]. However, the above-mentioned
numerical methods have the drawback that crack paths should be predefined a priori. Therefore,
crack cannot be freely extended on mesh grids if the direction of crack propagation is not known in
advance. By means of a diffusive phase-field modeling approach, Heider et al. introduced a numerical
framework of HF in tight rocks, but this simulation could be time-consuming because it requires a
very fine mesh [27].

The extended finite element method (XFEM), which introduces additional enrichment functions to
account for the jump across the crack surfaces and the singularity of stress in the vicinity of crack tips,
provides a powerful tool to simulate the hydraulic fracturing problem. Its great advantage is that crack
propagation is not mesh-dependent. Some scholars such as Dahi-Taleghani, Mao, and Gordeliy have
done a great deal of innovative research on hydraulic fracturing simulation [28–32] in past decades,
but some assumptions, such as a constant fluid pressure, were made to deal with the mechanical NF–HF
interaction in order to simplify the complex precess. Recently, Shi and Wang successfully modeled the
connection of two cracks by means of additional junction enrichment and by sharing pore pressure
nodes at intersection points [33,34]. Using the combined method of XFEM and DEM, Ghaderi et al.
concluded that the tensile and shear breakage of NFs were a function of angle and distance from an
induced fracture [35]. Paul et al. developed a mixed linear cohesive law, which relies on a stable mortar
formalism, and utilized the XFEM method to simulate the non-planar HF propagation [36]. Based on
the XFEM technique, Remij et al. applied the enhanced local pressure (ELP) model to investigate crack
interaction in hydraulic fracturing by assuming multiple discontinuities in the domain [37]. Vahab and
Khalili used an XFEM penalty method, which was embedded in Kuhn–Tucker inequalities, to model
multi-zone fracking treatments within saturated porous media [38].

It is well known that an HF usually has a non-planar crack growth (refereed to fracture diversion)
by a stress shadow effect [39–44]. An opened NF intercepted by an HF will be diverted in a new
direction at the tips of the original NF and subsequently form a complex fracture network [33,34,45,46].
However, a clear understanding of the diversion behavior of fracture network in tight reservoirs
with frictional NFs is lacking [47]. In particular, the effect of factors such as the location of the NF,
the horizontal stress difference, and the intersection angle between HF and NF on the mechanical
diversion behavior of HFs is not clear at present. Therefore, with the XFEM technique [48–51],
a numerical simulation on the diversion mechanisms of a fracture network in naturally fractured
reservoirs was studied. This study focuses on the diversion propagation behavior in the vicinity of the
two crack tips of the opened NF after an HF intersects with an NF. This will provide new insight on
the mechanisms of fracture network formation in tight formations with pre-existed frictional NFs.
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2. Problem Formulation

2.1. Governing Equations of Hydraulic Fracturing Problems

As shown in Figure 1, the domain Ω denotes a tight reservoir, which includes an HF and an
NF. The injection point is located on the middle left of the domain Ω, and the corresponding pump
rate is denoted by Q0. As is known, the hydraulic fracturing problem is essentially a fluid–solid
interaction process, so its governing equations consist of two parts: the stress equilibrium equation for
rock skeleton and fluid pressure equation in the hydraulically driven fracture [52–54].

 
Figure 1. Schematic diagram of a hydro-fracture (HF) intersection with a natural fracture (NF).

(1) The Stress Equilibrium Equation: According to the theory of elasticity, the stress equilibrium
equation is expressed:

∇ ·σ + b = 0 inΩ, (1)

where σ denotes the stress tensor; b denotes the body force vector in the rock skeleton. As shown in
Figure 1, the boundary conditions are composed of a displacement boundary condition (Γu) and a
force boundary condition (Γt). They are expressed as⎧⎪⎪⎪⎨⎪⎪⎪⎩

u = ū onΓu,
σ · n = t, onΓt,
σ · nHF = pnHF, onΓHF,
σ · nNF = tNF, onΓNF,

(2)

where p denotes the fluid pressure on the artificial fracture; tNF denotes the contact traction vector on
the NF surface ΓNF; ū denotes the displacement imposed on the boundary Γu; t denotes the traction
vector imposed on the boundary Γt.

For brittle rocks, there is a linear relationship between stress tensor and strain tensor under a
small deformation assumption, so the corresponding constitutive equation is expressed as

σ = D : ε, (3)

where D denotes the fourth elasticity tensor; ε denotes the strain tensor; the symbol ":" denotes the
double dot product of the two tensors.

Under the assumption of small deformation, the relationship between displacement vector u and
strain tensor ε are as follows:

ε =
1
2
[∇u + (∇u)T ]. (4)
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(2) Fluid Pressure in an HF: Under lubrication theory assumptions, the velocity profile of the fluid
in the HF is that of a planar Poiseuille flow between two parallel plates. Therefore, the fluid pressure
in the HF can be expressed as [15,33,34,55,56]

∂w
∂t

− ∂

∂s
(k

∂p
∂s

) = 0, (5)

where w denotes the fracture opening of HF; s denotes the crack propagation direction; t denotes the
injection time; k denotes the fracture transmissivity.

According to the cubic law, the fracture transmissivity can be expressed as

k =
w3

12μ
, (6)

where μ denotes the viscosity of fracturing fluid.
The corresponding initial and boundary conditions can be expressed as⎧⎪⎪⎪⎨⎪⎪⎪⎩

w(s, 0) = 0,
w(stip, 0) = 0,
q(0, t) = Q0,
q(stip, 0) = 0,

(7)

where stip denotes the tips of HFs; q denotes the injection rate of fracturing fluid at the crack point s
and time t.

It is can be seen that Equation (7) satisfies mathematically the Neumann boundary condition.
In order to get a unique solution for the fluid pressure equation, the constraint condition should be
additionally imposed. The necessary condition, i.e., the conservation of global mass in the HF can be
written as ∫ stip

0
wds −

∫ t

0
Q0dt = 0. (8)

2.2. Crack Propagation Criterion

According to the theory of fracture mechanics, the maximum circumferential stress criterion is
adopted to determine the propagation direction of a hydraulically driven fracture at every time t.
The artificial fracture will propagate along a direction perpendicular to the maximum circumferential
stress. If the stress intensify factor K is no less than the fracture toughness of rock skeleton KIC, the
crack will propagate along a certain direction. The interaction integral method in domain form is
utilized to calculate the stress intensity factors KI and KII. The following equation of the interaction
integral can be written as [57]

I(1,2) =
∫

A
[σ

(1)
ij

∂u2
i

∂x1
+ σ

(2)
ij

∂u1
i

∂x1
− W(1,2)δ1j]

∂qw

∂xj
dA, (9)

where I(1,2) denotes the interaction integral; W(1,2) denotes the interaction strain energy as follows;
qw(x) denotes the smooth weighting function, which takes a value from 0 to 1; δ denotes the Kronecker
symbol; the superscripts (1) and (2), respectively, denote the current state and the auxiliary state for the
stress and strain field. The corresponding calculation procedures can be described in detail in [40,57,58]

W(1,2) = σ
(1)
ij ε

(2)
ij = σ

(2)
ij ε

(1)
ij . (10)

The direction of crack propagation θ can be computed in a local tip coordinate system:

θ = 2arctan[
1
4
(KI/KII +

√
KI/KII)2 + 8)], (11)
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where the symbol “arctan” denotes the arc-tangent function.

2.3. The Cross Criterion between HF and Frictional NF

As is known, when an HF encounters a frictional NF, there are three possible scenarios: arrested,
direction-crossing, or a crossing with an offset [16,23,41]. Here, the extended Renshaw and Pollard
rule is adopted to determine the interaction behavior between HF and NF. As shown in Figure 2, if a
new fracture initiates on the opposite side of the NF, the maximum principle stress σ1 will reach the
rock tensile stress. Meanwhile, a no-slip condition should be satisfied along the NF surface. Otherwise,
the HF will cross directly or branch into NF with an offset. The expressions of the combined shear stress
and normal stress are shown in Equation (12), which is described in detail in other references [15,23].{

σ1 = T0,
τβ < S0 − μ f σβy,

(12)

where β denotes the intersection angle between HF and NF; τβ denotes the combined shear stress on
the NF surface under the action of remote stress and the local crack tip stress; σβy denotes the combined
normal stress; T0 denotes the rock tensile strength; S0 denotes the cohesion force of the frictional NF;
μ f denotes the frictional coefficient of the NF surface.

Figure 2. An HF approaching the NF.

2.4. XFEM and Discretization of the Governing Equations of the Hydraulic Fracturing Problem

The XFEM (extended finite element method) is utilized to approximate the displacement
discontinuity on both sides of the HF. In order to represent the multiple cracks, a Junction enrichment
function is introduced, as shown in Figure 3. The enriched displacement field can be written as [59].

u(x) = ∑
I∈N

NI(x)uI +
Mdis

∑
j=1

∑
J∈Ndis

NJ(x)[H(x)− H(xJ)]aI

+
Mtip

∑
k=1

∑
K∈Ntip

NK(x)
4

∑
α=1

[Ψα
tip(x)− Ψα

tip(xK)]bα
K

+
Mjun

∑
l=1

∑
L∈Njun

NL(x)[JH(x)− JH(xL)]cL,

(13)

where N, Ndis, Ntip and Njun, respectively, denote the set of standard nodes, Heaviside enrichment
nodes, crack-tip nodes, and junction enrichment nodes; u denotes the standard nodal d.o.f. (degrees
of freedom); aI , bα

K(α = 1, 4), and cL, respectively, denote the corresponding enriched nodal d.o.f.;
Mdis denotes the number of cracks including the main cracks and the secondary cracks; Mtip denotes
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the number of crack tips; Mjun denotes the number of junctions with Mjun = Mdis − 1; H(x) denotes
the Heaviside enrichment function; JH(x) denotes the junction enrichment function; Ψ(x) denotes the
crack-tip enrichment function; NI , NJ ,NK, and NL denote the standard shape function of node I, J, K,
and L, respectively.

Figure 3. The discontinuous junction function for multiple cracks.

The Heaviside enrichment function is expressed as [59]

H(x) =

{
0, i f x < 0,
1, i f x ≥ 0.

(14)

The crack-tip enrichment function is defined as

{Ψα
tip(r, θ)}4

α=1
= {√rsin

θ

2
,
√

rcos
θ

2
,
√

rsinθsin
θ

2
,
√

rsinθcos
θ

2
}, (15)

where (r, θ) denotes the local crack-tip coordinate in the polar coordinate system.
The junction enrichment function JH(x) is defined as

JH(x) =

{
H(ϕs(x)), i f ϕm(x) < 0,
0, i f ϕm(x) > 0,

(16)

where ϕm(x) and ϕs(x), respectively, denote the signed distance function of the main crack and the
secondary crack. It can be seen that JH(x) is equal to 1, −1, or 0 on different sub-domains divided by
the secondary cracks.

According to the finite element method, the pressure field p and the fracturing opening
displacement vector w can be respectively approximated as

w = ∑
I∈Sw

Nw
I uI = Nw(s)U, (17)

p(s) = ∑
I∈SHF

Np
I pI = N p(s)P, (18)

where U and P, respectively, denote the global nodal displacement vector and the nodal pressure
vector; N p(s) and Nw(s), respectively, denote the matrix of the shape function of the fracture opening
and pressure.
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By substituting the above XFEM formulation, displacement and pressure approximations into the
weak form of stress equilibrium equation and lubrication equation, the corresponding discretization
forms are written as

KU − QP − Fext = 0, (19)

QTΔU + ΔtHP + ΔtS = 0, (20)

where K denotes the global stiffness matrix; Q denotes the coupling matrix; Fext denotes the external
loading vector; H denotes the flow matrix; Δt denotes the time step; and S denotes the source term.
They are, respectively, defined as follows [33,34]:

K =

[∫
Ω(Bstd)T D(Bstd)dΩ

∫
Ω(Bstd)T D(Benr)dΩ∫

Ω(Benr)T D(Bstd)dΩ
∫

Ω(Benr)T D(Benr)dΩ +
∫

ΓNF
(Nw)T Dcont(Nw)dΓ

]

=

[
Kss Kse

Kes Kee + Kcont
ee

]
.

(21)

In the above Equation (21), Dcont denotes the contact stiffness matrix of fracture interfaces:

Q =
∫

Ω
(Nw)TnΓNF (N p)dΩ, (22)

Fext =
∫

Γt
(Nu)TtdΓ, (23)

H =
∫

ΓHF

∂Np

∂s

T

k
∂Np

∂s
ds, (24)

S = Np(s)T |s=0 Q0. (25)

As shown in Figure 4, the flow rate in the main crack and secondary crack satisfies the law of
conservation, i.e., Q0 = Q1 + Q2, where Q1 and Q2 denote the flow rate in Branches 1 and 2 of the
secondary crack, respectively. The nonlinear fluid–solid coupling system of equations of hydraulic
fracturing problems can be numerically solved by the Newton–Raphson method. More details are
described in [33,34].

Figure 4. Schematic diagram of a T-shaped fluid-driven fracture.

3. Results and Discussion

3.1. Verification of the XFEM Model

For the model verification, the results from our models is summarized in Appendix A [33,34].
The verification model of this XFEM code is described in detail in [33,34], so the related process is
not repeated in this article. It is shown that the numerical results have good agreement with the
experimental results of true tri-axial hydraulic fracturing by TerraTek, Inc. (Salt Lake City, UT, USA).
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For further details of numerical and experimental procedures and the corresponding results, we refer
the reader to References [33,34,60,61].

3.2. Effect of the Location of Natural Fractures on the Diversion of Fracture Network Propagation

In this section, the effect of the location position of an NF on HF propagation paths is determined
by numerical simulation using XFEM. The input parameter values of this model are as shown in
Table 1. Under isotropic stress state conditions, the intersection angle between HF and NF is equal to
90◦. As shown in Figure 1, the domain is a 25 m × 25 m square, where the injection point is located
at the midpoint of the left edge. In this domain, the HF is 2.6 m in length, and the length of NF is
equal to 7 m. Based on the above input parameters, the mechanical NF–HF interaction processes in
hydraulic fracturing are numerically simulated at different lengths of NF in lower and upper parts,
i.e., corresponding to Llower and Lupper in Figure 1, respectively.

Table 1. Input parameter values of the hydro-fracking model.

Input Parameter Value

Young’s Modulus, E 20 GPa
Poisson’s ratio, ν 0.2
Rock density, ρ 2460 kg/m3

Friction coefficient of NF, μf 0.3
Cohesion of the NF, S0 0 MPa
Fracture toughness, KIC 1.0 MPa · m

1
2

Tensile strength, T0 1.5 MPa
Unconfined compression strength, UCS 100 MPa
Apparent viscosity of fracturing fluid, μ 0.1 Pa · s
The consistency index of fracturing fluid, K 0.84 Pa · sn

The flow behavior index of fracturing fluid, n 0.53
Dynamic viscosity index, m 2.0
Fluid pump rate, Q0 0.001 m2/s
Pore pressure, P0 5 MPa
Maximum horizontal stress, σH 5 MPa
Minimum horizontal stress, σh 5 MPa

The corresponding crack propagation paths are as shown in Figure 5. It is obvious that fracture
diversion occurs near the tips of the NF in all cases. In Figure 5a, when the HF intersects with the
NF, the fracturing fluid flows into the opened NF. In the lower parts of the NF, the opened NF firstly
propagates along a vertically downward path for a certain length, and it is then diverted along a
new direction; in the upper parts of the NF, the opened NF is directly diverted at the upper tip of the
original NF. In Figure 5b, both the lower and upper parts of the NF firstly extend vertically downward
and upward for a short distance, respectively, and are then diverted to the right-hand side of the graph.
However, the length of the lower parts of the diverted fracture (DF) is longer than that of the upper
parts of the DF, corresponding to the red line in Figure 1. In Figure 5c, in the upper parts of the NF,
the opened fracture can only propagate vertically upward, and cannot be diverted near the tip of
the NF; in the lower parts of the NF, the opened fracture can be diverted away from the original NF.
By making use of the data in Figure 5, the length of the DF propagation in the upper parts is calculated
from the upper tip of the original NF. When the upper length of NF, i.e., Lupper, is equal to 4, 5, and 6 m,
the corresponding length is 3.14, 2.15, and 1.14 m, respectively. If Lupper is increased by 2 m, the upper
length of the DF will decrease by 2 m. Therefore, it is shown that the longer the upper parts of the
original NF are, the more difficult it is for the opened NF to be diverted away from the upper tip of the
NF under the conditions of an isotropic stress state, while the lower parts of the original NF is more
easily diverted to the right-hand side than the upper parts of the original NF under this circumstance.
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(a) Llower = 3 m, Lupper = 4 m

(b) Llower = 2 m, Lupper = 5 m

(c) Llower = 1 m, Lupper = 6 m

Figure 5. The crack propagation paths at different lengths of lower and upper parts of the NF. In this
figure, the black, blue, and red dotted lines, respectively, denote the original HF, the initial NF, and the
diverted fracture (DF).

The Von-Mises stress distributions are shown in Figure 6, where a blue color represent a relative
stress value, while a yellow or red one represent a higher stress value. For all cases of the model,
it is shown that there is a small region of stress concentration near the two tips of the original NF,
which indicates that a higher pressure is required to divert the opened NF away from the original NF.
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(a) Llower = 3 m, Lupper = 4 m

(b) Llower = 2 m, Lupper = 5 m

(c) Llower = 1 m, Lupper = 6 m

Figure 6. Von-Mises stress distributions at different lengths of lower and upper parts of the NF.

The fracture aperture and net pressure curves of the diverted fracture are shown in Figures 7 and 8,
respectively. With the decrease of Llower, both curves have revealed an asymmetrical characteristic,
which peak at the diverted point in the lower parts. In addition, at the intersection point between HF
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and NF, their corresponding values take second place. The fracture aperture and net pressure in the
lower parts of the DF are much greater than those in the upper parts. By comparison, in the case of
Llower = 3 m and Llower = 4 m, their curves are nearly symmetrical. This indicates that, under the
combined action of remote stress and local crack-tip stress, the variation tendency of the fracture
aperture and the net pressure is quite different from that in the case of only a single HF.

Figure 7. The fracture aperture curves of the DF along the fracture length at different lengths of the
lower and upper parts of the NF. The distance in the x-axis is along the direction from the lower parts
to the upper parts of the DF.

Figure 8. The net pressure curves of the DF along the fracture length at different lengths of the lower
and upper parts of the NF. The distance in the x-axis is along the direction from the lower parts to the
upper parts of the DF.

The flow rate in the diverted fracture is shown in Figure 9. When fluid flows into the intersection
point between HF and NF, it will flow upward and downward, respectively. If the value of the flow
rate is negative, fluid will flow upward; otherwise, it will flow downward. It is shown that the flow
rate in the lower parts of the DF is much greater than that in the upper parts. Therefore, the fracture
aperture and net pressure in the lower parts of the DF is greater than that in the upper parts under the
condition of the same fluid viscosity. With the decrease of Llower, fluid flows downward more easily.
Thus, the lower parts of the original NF is more easily diverted than the upper parts of the original NF.
This may explain the results in Figure 5.
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Figure 9. The flow rate curves in the DF along the fracture length at different lengths of the lower and
upper parts of the NF. The distance in the x-axis is along the direction from the lower parts to the upper
parts of the DF.

3.3. Effect of Horizontal Stress Differences on the Diversion of Fracture Network Propagation

Based on input parameters in Table 1, the effect of the remote stress difference on the diversion
of fracture network propagation is numerically simulated at different levels of minimum horizontal
stresses σh: 5, 4, and 0 MPa; the maximum horizontal stress σH is kept constant (5 MPa) in all cases of
this model. At the same time, Llower = 3 m, Lupper = 4 m, and the NF–HF intersection angle is equal
to 90◦.

The corresponding crack propagation paths are shown in Figure 10, in which the deflection
angle is defined the angle between NF and DF at the tips of the original NF. According to the data in
Figure 10, the deflection angle in the upper parts is calculated. When the horizontal stress difference is,
respectively, equal to 0 and 5 MPa, the corresponding deflection angle is 59.2◦ and 90◦, respectively.
If the stress difference is increased by 5 MPa, the deflection angle in the upper parts is increased by
30.8◦. The higher the horizontal stress difference is, the greater the deflection angle is. In Figure 10c,
i.e., Δσ = 5 MPa, the opened NF firstly diverts and propagates along the direction of minimum
horizontal stress and finally tends to extend along the preferred fracture plane (PFP) direction in
petroleum engineering. By contrast, when the stress state is approximately isotropic, crack propagation
in both the lower and upper parts will extend along the minimum horizontal stress direction for some
length. This indicates that crack propagation of the opened NF is a complex mechanical process under
the combined action of the local crack-tip and the remote stress state.

As shown in Figure 11c, there is a lower Von-Mises stress region (corresponding to blue area
on the contour) located on the right of DF for 5 MPa stress difference. This propagates the diverted
fracture along the PFP. In Figure 11a,b, both cases correspond to a lower stress difference, and the
lower stress region is mainly near the two crack tips. The local stress distribution is an explanation to
interpret crack paths in Figure 10.

The fracture aperture and net pressure curves of DF are shown in Figures 12 and 13, respectively.
The fracture aperture curve reveals an asymmetrical characteristic, while the net pressure curve reveals
a nearly symmetrical characteristic. The fracture aperture peaks at a global maximum value at the
inflection point, where the opened fracture in the upper parts diverts to the right side in Figure 10;
at the NF–HF intersection point, the fracture aperture takes the second place; at the inflection point in
the lower parts, it takes the third place. The net pressure reaches a maximum at the intersection point,
and there are two inflection points on this curve. This means that the opened fracture diverts to the
right side. The higher the stress difference is, the greater the net pressure it requires, which leads to a
greater fracture aperture.
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(a) σH = 5 MPa, σh = 5 MPa

(b) σH = 5 MPa, σh = 4 MPa

(c) σH = 5 MPa, σh = 0 MPa

Figure 10. The crack propagation paths at different levels of remote horizontal principle stress difference.

The flow rate in the DF is shown in Figure 14. It is obvious that the flow rate in the upper parts
is much greater than that in the lower parts. Therefore, the fracture aperture and net pressure in the
upper parts are greater than those in the lower parts for the same fluid viscosity. This might explain
the results of fracture aperture and net pressure in Figures 12 and 13.
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(a) σH = 5 MPa, σh = 5 MPa

(b) σH = 5 MPa, σh = 4 MPa

(c) σH = 5 MPa, σh = 0 MPa

Figure 11. Von-Mises stress distributions at different levels of remote horizontal principle stress difference.
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Figure 12. The fracture aperture curves of the DF along the fracture length at different levels of remote
horizontal principle stress difference. The distance in the x-axis is along the direction from the lower
part to the upper part of the DF.

Figure 13. The net pressure curves of the DF along the fracture length at different levels of remote
horizontal principle stress difference. The distance in the x-axis is along the direction from the lower
part to the upper part of the DF.

Figure 14. The flow rate curves of the DF along the fracture length at different levels of remote
horizontal principle stress difference. The distance in the x-axis is along the direction from the lower
part to the upper part of the DF.

237



Energies 2018, 11, 3035

3.4. Effect of the NF–HF Intersection Angle on the Diversion of Fracture Network Propagation

Based on the input parameters in Table 1, the effect of the NF–HF intersection angle on the
diversion of fracture network propagation is numerically simulated at different levels of intersection
angles β: 75◦, 60◦, and 45◦; both the maximum and minimum horizontal principle stresses are equal to
5 MPa in all cases of this model. Meanwhile, Llower and Lupper are, respectively, 3 m and 4 m.

The corresponding crack propagation paths are as shown in Figure 15. Under the condition of
isotropic stress state, the NF–HF intersection angle will have a significant impact on the propagation
direction of the primary HF, i.e., the black dotted line in Figure 15, when HF is approaching NF.
With the decrease of the intersection angle, the primary HF deflects from the horizontal line. When the
NF–HF intersection angle is greater than 60◦ (in Figure 15a,b), the opened NF in the upper parts is
more easily diverted away from the original NF than that in the lower parts under the combined
action of remote stress and the crack-tip stress field. However, the intersection angle is less than 60◦

(in Figure 15c). The opened NF in the lower parts is more easily diverted away from the original
NF than that in the upper parts under the combined action of remote stress and the crack-tip stress
field. By making use of the data in Figure 15, the deflection angle for the primary HF was calculated.
When the intersection angle is decreased from 75◦ to 45◦, the corresponding deflection angle is
increased from 0◦ to 61.2◦. This indicates that the NF–HF intersection angle will have a significant
impact on the diversion propagation of the primary HF and the secondary opened NFs.

The Von-Mises stress distributions at different levels of NF–HF intersection angle are shown in
Figure 16. In Figure 16a, there is a stress concentration region near the diversion point in the upper
parts of the NF, which indicates that it will require a high net pressure to divert the opened fracture
upward. In Figure 16b, the Von-Mises stress in the upper parts is greater than that in the lower parts,
which causes the subsequent fracture to easily divert upward. In Figure 16c, the Von-Mises stress on
the left of the NF is greater than that on the right, so it is more easily diverted downward.

The fracture aperture and net pressure curves of the DF are shown in Figures 17 and 18,
respectively. In the case of β = 75◦, the fracture aperture and net pressure in the upper parts is
greater than that in the lower parts. In particular, the fracture aperture and net pressure near the
diversion point in the lower parts is close to zero, and this is consistent with the results of Von-Mises
stress at this point. In the other two cases, the maximum values of the fracture aperture and the net
pressure are at the diversion point in the lower parts. The smaller the intersection angle is, the greater
the net pressure it requires to divert the fracture.

The flow rate in DF is shown in Figure 19. It is obvious that, in the case of β = 45◦, the flow rate in
the upper parts is much greater than that in the lower parts. This indicates that it is easy for fracturing
fluid to flow upward when the intersection angle is small. This is a possible reason for explaining the
results in Figures 17 and 18.

3.5. Effect of Fluid Viscosity on the Diversion of Fracture Network Propagation

Based on the input parameters in Table 1, the effect of the viscosity of fracturing fluid on the
diversion of fracture network propagation is numerically simulated at different levels of viscosity
μ : 100 mPa·s, 10 mPa·s, and 1 mPa·s [62]. In this model, the maximum and minimum horizontal
stresses are kept constant (5 MPa) for all cases. Meanwhile, the NF–HF intersection angle is equal
to 90◦.

The corresponding crack propagation paths are shown in Figure 20. By making use of the data
in Figure 20, the length of DF is calculated. When the fluid viscosity is increased from 100 mPa·s to
1 mPa·s, the length of DF is increased from 14.29 to 5.23 m. It is clear that the smaller the viscosity
is, the more difficult the opened fracture diverts into a new direction. When the viscosity is equal to
1 mPa·s, artificial fracture will propagate along the NF direction under given conditions. This indicates
that more energy is required to divert the opened NF upward and downward.
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(a) Intersection angle β = 75◦

(b) Intersection angle β = 60◦

(c) Intersection angle β = 45◦

Figure 15. The crack propagation paths at different levels of intersection angle between HF and NF.
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(a) Intersection angle β = 75◦

(b) Intersection angle β = 60◦

(c) Intersection angle β = 45◦

Figure 16. Von-Mises stress distributions at different levels of intersection angle between HF and NF.
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Figure 17. The fracture aperture curves of the DF along the fracture length direction at different levels
of intersection angle between HF and NF. The distance in the x-axis is along the direction from the
lower part to the upper part of the DF.
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�

�

Figure 18. The net pressure curves of the DF along the fracture length direction at different levels of
intersection angle between HF and NF. The distance in the x-axis is along the direction from the lower
part to the upper part of the DF.

�

�

�

Figure 19. The flow rate curves of the DF along the fracture length direction at different levels of
intersection angle between HF and NF. The distance in the x-axis is along the direction from the lower
part to the upper part of the DF.
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(a) Viscosity μ = 100 mPa ·s

(b) Viscosity μ = 10 mPa ·s

(c) Viscosity μ = 1 mPa ·s
Figure 20. The crack propagation paths at different levels of viscosity of fracturing fluid.

The Von-Mises stress distributions at different levels of fluid viscosity are shown in Figure 21.
In Figure 21c, there is a lower Von-Mises stress area on the right of the NF, which makes the opened
NF propagate along the original NF direction. This is consistent with the results in Figure 20.

The fracture aperture and net pressure curves of the DF are shown in Figures 22 and 23,
respectively. They are close to symmetrical about the axis of the original HF under the condition of
an isotropic stress state. In the cases of μ = 100 mPa ·s and μ = 10 mPa ·s, there are two inflection
points on the curves, which correspond to the diversion point in the lower and upper parts of the NF.
The greater the fluid viscosity is, the greater the fracture aperture and net pressure are.

The flow rate in the DF is as shown in Figure 24. Obviously, the greater the viscosity is, the greater
the flow rate is, and thus the easier it is for the secondary fracture to divert. This might explain the
results in Figures 20 and 21 [63].
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(a) Viscosity μ = 100 mPa ·s

(b) Viscosity μ = 10 mPa ·s

(c) Viscosity μ = 1 mPa ·s
Figure 21. Von-Mises stress distributions at different levels of viscosity of fracturing fluid.
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Figure 22. The fracture aperture curves of the DF along the fracture length at different levels of viscosity
of fracturing fluid. The distance in the x-axis is along the direction from the lower part to the upper
part of the DF.

Figure 23. The net pressure curves of the DF along the fracture length at different levels of viscosity of
fracturing fluid. The distance in the x-axis is along the direction from the lower part to the upper part
of the DF.

Figure 24. The flow rate curves of the DF along the fracture length direction at different levels of
viscosity of fracturing fluid. The distance in the x-axis is along the direction from the lower part to the
upper part of the DF.
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4. Conclusions

This paper investigates the diversion mechanisms of a fracture network in tight formations with
frictional NFs by means of the XFEM technique. The effects of some key factors such as the location of
the NF, the intersection angle between the NF and HF, the horizontal stress difference, and the fluid
viscosity on the mechanical diversion behavior of the HF were analyzed in detail. The following main
conclusions can be drawn:

(1) Fracture diversion propagation will occur near the two tips of the opened NF after an HF is
intersecting with an NF. The numerical results show that some key factors such as the NF position,
the NF–HF intersection angle, the horizontal stress differences, and the fluid viscosity have a
significant impact on the diversion propagation in the upper and lower parts of the opened NF.

(2) For a constant length of NF (7 m), the upper length of the DF decreases by about 2 m with
a 2 m increment of the upper length of the NF (Lupper), while the length of the DF increases
9.06 m, with the fluid viscosity increased from 1 to 100 mPa.s; (2) the deflection angle in the upper
parts increases by 30.8◦ with the stress difference increased by 5 MPa, while the deflection angle
increases by 61.2◦ with the intersection angle decreased from 75◦ to 45◦.

(3) The longer the upper parts of the original NF are, the more difficult it is for the opened NF to
divert away from the upper tip of the NF under the conditions of an isotropic stress state, while
the lower parts of the original NF is more easily diverted to the right-hand side than the upper
parts of the original NF. The NF–HF intersection angle will have a significant impact on the
diversion propagation of the primary HF and the secondary opened NFs.

(4) In general, the distributions of fracture aperture, net pressure, and flow rate reveal asymmetrical
characteristics for the secondary hydraulically driven fractures. For the distribution of Von-Mises
stress, there is usually a concentrated stress zone area near the turning point of the secondary
cracks, which corresponds to the inflection points on the curves of the fracture aperture and
net pressure.

(5) The diversion mechanisms of the fracture network are the results of the combined action of all
factors. This will provide a new perspective on the mechanisms of fracture network generation.
Future work should determine the primary and secondary relations of various factors by means
of experiments and numerical calculation.
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The following abbreviations are used in this manuscript:

XFEM Extended Finite Element Method
DEM Discrete Element Method
NMM Numerical Manifold Method
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HF Hydraulic Fracture or Hydraulically Driven Fracture or Hydro-Fracture
NF Natural Fracture
DF Diverted Fracture
PFP Preferred Fracture Plane
ELP Enhanced Local Pressure
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Appendix A

The result of XEFM is here compared with results of analytical solutions. As is known, depending
on the dimensionless fracture toughness, the analytical solutions of the Kristianovich-Geertsma-de
Klerk (KGD) model have different expressions. The dimensionless fracture toughness can be written as

Km = 4

√
2
π

KIC(1 − ν2)

E
(

E
12μQ0(1 − ν2)

)1/4, (A1)

where Km denotes the dimensional fracture toughness; KIC denotes the rock fracture toughness;
μ denotes the viscosity of fracturing fluid; Q0 denotes the injection rate; E denotes the rock Young’s
modulus; ν denotes the Poisson’s ratio of the rock matrix. If Km is greater than 4, the fracture
propagation regime is toughness dominated; if Km is less than 1, the fracture propagation regime is
viscosity dominated, which is much more common in most hydraulic fracturing treatments.

The input parameters of the verification model are listed in Table A1. According to Equation (A1),
the dimensionless fracture toughness is equal to 0.313, which indicates that the fracture propagation
regime is viscosity-dominated. In this model, the HF is located at the center of a symmetrical model
with a length of 100 m and 180 m along the x- and y-direction directions, respectively. The domain is
divided into 3080 bilinear quadrilateral elements.

Table A1. Input parameter values of hydro-fracturing.

Input Parameter Value

Young’s Modulus, E 20 GPa
Poisson’s ratio, ν 0.2
Fracture toughness, KIC 0.1 MPa · m

1
2

The consistency index of fracturing fluid, K 0.84 Pa · sn

Injection rate, Q0 0.001 m2/s
Viscosity, μ 0.1 Pa · s
Dimensionless fracture toughness, Km 0.313
Injection time, t 30 s

The initial half-length of the HF is equal to 1.25 m, and it is assumed that a constant fluid pressure
acting on the fracture wall is equal to 3.9 MPa. The curves of fluid pressure at the injection point
and the fracture width at 30 s are shown in Figure A1a,b, respectively, which is compared with the
corresponding analytical solutions. There is very good agreement between the numerical results and
analytical solutions, which indicates that the XFEM model can obtain reliable results.

(a) Fluid pressure at the injection point.

Figure A1. Cont.
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(b) Fracture width.

Figure A1. Results of the XFEM technique and of the analytical solutions.
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Abstract: Hydraulic Fracturing is considered to be one of the most important stimulation methods.
Hydraulic Fracturing is carried out by inducing fractures in the formation to create conductive
pathways for the flow of hydrocarbon. The pathways are kept open either by using proppant or by
etching the fracture surface using acids. A typical fracturing fluid usually consists of a gelling agent
(polymers), cross-linkers, buffers, clay stabilizers, gel stabilizers, biocide, surfactants, and breakers
mixed with fresh water. The numerous additives are used to prevent damage resulting from such
operations, or better yet, enhancing it beyond just the aim of a fracturing operation. This study
introduces a new smart fracturing fluid system that can be either used for proppant fracturing
(high pH) or acid fracturing (low pH) operations in sandstone formations. The fluid system consists
of glutamic acid diacetic acid (GLDA) that can replace several additives, such as cross-linker, breaker,
biocide, and clay stabilizer. GLDA is also a surface-active fluid that will reduce the interfacial tension
eliminating the water-blockage effect. GLDA is compatible and stable with sea water, which is
advantageous over the typical fracturing fluid. It is also stable in high temperature reservoirs (up to
300 ◦F) and it is also environmentally friendly and readily biodegradable. The new fracturing fluid
formulation can withstand up to 300 ◦F of formation temperature and is stable for about 6 h under
high shearing rates (511 s−1). The new fracturing fluid formulation breaks on its own and the
delay time or the breaking time can be controlled with the concentrations of the constituents of
the fluid (GLDA or polymer). Coreflooding experiments were conducted using Scioto and Berea
sandstone cores to evaluate the effectiveness of the developed fluid. The flooding experiments were
in reasonable conformance with the rheological properties of the developed fluid regarding the
thickening and breaking time, as well as yielding high return permeability.

Keywords: fracturing fluid; rheology; chelating agent; viscosity; polymer

1. Introduction

Hydraulic fracturing and acid fracturing operations are currently considered as one of the most
important stimulation methods in the oil and gas industry [1]. In acid fracturing, the acid is spent
to create uneven etches (channels) in the rock (fracture face). In acid fracturing, the formation rock
must contain minerals that are partially soluble in the acid used to create those etches. On the other
hand, in hydraulic fracturing, single or multiple fractures are induced in the formation by injecting
a high-pressure fluid to stimulate and enhance the producing wells. These fractures are then kept
open using a proppant, thus preventing the closure of those fractures due to stresses that are acting on
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the formation. After the completion of the process, the injected fluids are broken into low viscosity
liquids using breakers to enhance the flow back of the fluid to the surface [2–5].

Hydraulic Fracturing is prominent amongst permeability-impaired formations (low permeability
reservoirs) i.e., shale-gas and tight-gas [6–9]. Hydraulic fracturing significantly improves the
productivity of the wells and the overall recovery factor [10]. Hydraulic fracturing is also widely
used in moderate permeability reservoirs (up to 50 mD for oil and 1 mD for gas) with the large skin
around the vicinity of the wellbore by bypassing the damaged zone to further enhance the flow of
hydrocarbon, allowing for accelerated production without negatively impacting the formation reserves.
However, this case relies mostly on the economic feasibility of conducting such operations [11].

The fracturing fluid must be designed and tested carefully in order to avoid incompatibility
with the formation. Especially, if the reservoir contains minerals that are water sensitive, such as clay
minerals (smectite, illite) found in tight gas or shale gas reservoirs, which can cause fines migration
or swelling that results in damaging the reservoir furthermore. Due to the large quantities of gas in
those formations, any enhancement on their recovery is of great importance. Tight reservoirs are those
reservoirs that are characterized by a low-permeability (i.e., less than 0.5 mD), they are either carbonate
or sandstone reservoirs [12,13]. Problems that are associated with tight gas production in drilling
or hydraulic fracturing operations include aqueous phase trapping, natural fractures (fluid leak-off),
folding and faulting (making the prediction of fracture pressure difficult), and fluid incompatibility
with the formation [14]. Water blockage or aqueous phase trapping (APT) is a serious problem in tight
formations among others [15–17].

Several types of fracturing fluids have been used in oil & gas fields which include but not
limited to linear polymer gel, viscoelastic surfactants, crosslinked polymer gels, and foam-based
fracturing fluids [18–27]. Linear and crosslinked polymer fracturing fluids can achieve high viscosity,
less fluid leak-off, and good proppant suspension capabilities for varying reservoir permeabilities.
Polymer-based fracturing fluids are also thermally stable. At high pressure, filter cake formation
further reduces the leak-off of fluids into the formation. However, high residue that is deposited within
the fracture after the completion of fracturing process is a major disadvantage of the polymer-based
fracturing fluid. Different types of breakers are used to break the viscosity after completion process.
The viscoelastic surfactant-based fracturing fluid is thermodynamically stable and it causes less damage
to the formation when compared to the polymer-based gel. However, the rheological properties of
viscoelastic gels are severely affected by temperature, counterions, and surfactant concentration.
The viscoelastic surfactant-based gels have more leak-off due to low molecular weight and absence of
filter cake. Therefore, a fracturing fluid with better rheological properties, thermal stability, proppant
suspension capability, and less leak-off is required.

In this work, we introduce a new smart fracturing fluid system that can be either used for proppant
fracturing (high pH) or acid fracturing (low pH) operations in tight as well as conventional formations.
The fluid system consists of glutamic acid diacetic acid (GLDA) that can replace cross-linker, breaker,
biocide, and clay stabilizer from fracturing fluid formulation. GLDA could be manufactured in the form
of sodium-GLDA or potassium-GLDA, and both sodium and potassium are considered as clay stabilizers.
At the same time, GLDA at high pH is gentle to the clay minerals and does not break them like HCl [28,29].
Also, published literature showed that GLDA not only acts as a biocide, but also boosts the activity and
efficiency of biocides as well [30,31]. GLDA is compatible and stable with both freshwater and seawater
which is advantageous over other fracturing fluids. It is also stable in high-temperature reservoirs (up to
300 ◦F). GLDA (which is the main constituent of the newly proposed fracturing fluid) is a low-interfacial
tension (IFT) fluid, which will reduce the IFT eliminating the APT. At low pH, GLDA reacts as an acid
with the carbonate minerals in the formation producing CO2 as a by-product, and at high pH, it will react
with the rocks creating a lower IFT fluid than the initial value, which makes the fluid in both pH ranges
effective in reducing the APT effect. The new fluid system was tested and evaluated in low and high
permeability sandstones core samples (Scioto and Berea). The fracturing fluid was tested with several
polymers at several concentrations and pH ranges.
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2. Experimental

The fracturing fluid formulation was prepared by dissolving the polymer and chelating agent in
fresh water. Five different polymers used are shown in Table 1. Partially hydrolyzed polyacrylamide
(HPAM) and Copolymer of 2-acrylamido-2-methylpropane sulfonic acid and acrylamide (AMPS)
were supplied by SNF FLOERGER, France [32–36]. Thermoviscofying polymer (TVP) was obtained
from Hengju Polymer Co., Beijing, China. The structures of the chelating agents are given in Table 2.
The GLDA was supplied by AkzoNobel, while other chelating agents were purchased from Sigma
Aldrich (Saint Louis, MO, USA). Core sample characteristics and mineral compositions of core samples
are given in Tables 3 and 4, respectively. Thermogravimetric analysis (TGA) was carried out using
SDT-Q600 (TA Instruments, New Castle, DE, USA) at a heating rate of 9 ◦F/min under a nitrogen flow
rate of 20 cm3/min. Fourier Transform Infrared Spectroscopy (FTIR) of the solutions at a different
pH was conducted using Bruker Tensor27 equipment (Bruker, Billerica, MA, USA). The rheological
properties were determined using high temperature and high-pressure rheometer (Grace 5600, Grace
Instrument Co., Houston, TX, USA).

Table 1. The structure of the polymers used in this study.

Polymer Abbreviation Structure

Partially hydrolyzed
polyacrylamide HPAM

Xanthan Gum XC

 

Guar Gum HPG

Thermoviscofying polymer TVP

 

Copolymer of
2-acrylamido-2-methylpropane

sulfonic acid and acrylamide
AMPS
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Table 2. The structure of the chelating agents used in this study.

Chelating Agent Abbreviation Structure

glutamic acid diacetic acid GLDA

Ethylenediaminetetraacetic acid EDTA

Diethylenetriaminepentaacetic
acid DTPA

Table 3. Core Sample Characterization.

Sample 1 2

Type Sandstone Sandstone
Origin Berea Scioto

Diameter 6.35 cm 6.35 cm
Length 5.08 cm 5.08 cm

Pore Volume 35.4 cm3 19.3 cm3

Bulk Volume 160.8 cm3 160.8 cm3

Porosity 22% 12%
Pemreability 151.2 mD 3.837 mD

Table 4. Mineral composition of the core samples.

Minerals Berea Scioto

Quartz 86 70
Dolomite 1 -

Calcite 2 -
Feldspar 3 2
Kaolinite 5 Trace

Illite 1 18
Chlorite 2 4

Plagioclase - 5

Two different sandstone cores with varying permeability (Table 3) were used in
two coreflooding experiments. The cores were cut, polished, and the end faces were ground. The core
samples were saturated with 3 wt % potassium chloride (brine water) to prevent damage occurring
from clay minerals if contacted by fresh water. The preparations of core consisted of several steps.
The cores were dried in an oven at 250 ◦F for 24 h. The dry cores were weighted and then saturated
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with brine under vacuum using a pump and a desiccator for 6 h. The saturated cores were weighted
and the porosities of the cores were calculated. The permeabilities of the cores were calculated using
Darcy’s law. The schematic diagram of coreflooding setup is shown in Figure 1. For Scioto sandstone
core samples, 20 wt % GLDA at pH 12 and 45 pounds per thousand gallons (pptg) of AMPS polymer
diluted in deionized (DI) water were prepared for the continuous pumping experiment. For Berea
sandstone core sample, 20 wt % GLDA at pH 12 and 70 pptg of XC-Polymer diluted in DI water
were prepared for the continuous pumping experiment. The following procedure was adopted for
coreflooding experiments:

1. Fill the cell from the top with the fracturing fluid, and tighten the cell top and connect the pressure
lines coming from the transfer cells (Figure 2).

2. Insert the core sample into the cell and tighten the cell bottom of the cell against the core sample
to prevent leaking and attach the pressure lines leading to the back-pressure system.

3. Set the temperature to the required value and allow enough time for the core sample to be heated
(about 1 h).

4. Apply the required pressure on the transfer cells, and open the valves leading to the core cell,
and apply the required back pressure to the system, and open the valves leading to the core cell.

5. Using the water pump, the injection rate was set to the required value and activated to start
flooding the core sample, the pressure drop was monitored with time until the required pore
volumes were injected. Effluents from some intervals were collected for analysis.

The inlet pressure, back pressure, and temperature was 500 psi, 200 psi, and 300 ◦F, respectively,
for both cores. The injection rate for Scioto sandstone core was 1 cm3/min and for the Berea
sandstone core it was 20 cm3/min.

 

Figure 1. Filter-Press with continuous pumping set-up.
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Figure 2. Cell and Core specifications of the continuous pumping set up.

3. Results & Discussion

The results and discussion section is divided into four different sections. The first section deals
with the thermal stability of polymers that were used in this study. The second section describes the
rheological properties of different fracturing fluids. The third section represents the FTIR analysis of the
fracturing fluid formulations. Finally, the coreflooding results of the selected formulation are given in the
fourth section.

3.1. Thermal Stability

Five different water-soluble polymers from different classes were selected to develop the optimum
fracturing fluid formulation using polymer-chelating agent solution. The details of these polymers are
given in Table 1. In the first step, the thermal stability of all the polymers was investigated using the
thermogravimetric analyzer. Thermogravimetric analysis (Figure 3) showed that HPG polymer had the
lowest mass loss of all the tested polymers (11.63%), followed by XC polymer (12.83%), AMPS (13.3%),
HPAM (13.8%), and TVP (18.5%). However, the overall tolerance of the five polymers was good when
subjected to high temperatures, a 10% average of mass loss of those polymers can be attributed to the
residual humidity in the polymer powder and that is indicated by the sharp decline in the mass loss
in temperatures up to 212 ◦F. No severe polymer degradation was noticed in the five polymer samples,
which indicates that the polymers are resistive when subjected to temperatures similar to reservoir
conditions (up to 350 ◦F).
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Figure 3. Thermogravimetric analysis of polymers used in this work.
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3.2. Rheological Properties

The fracturing fluid formulation was developed by evaluating three different chelating agents
and five polymers. The performance of three different chelating agents (DTPA, GLDA, and EDTA)
with xanthan gum was determined. The apparent viscosity of the xanthan polymer solution in
deionized water was measured by adding three different chelating agents at a fixed concentration
(20 wt %). The concentration of the polymer was fixed to 0.43 wt % (typical field concentration).
Figure 4 shows the apparent viscosity of xanthan gum with three different chelating agents. All of
the investigated chelating agents (DTPA, GLDA, and EDTA) exhibited a thickening effect, however,
only GLDA experienced breaking behavior without the addition of breakers. Owing to a constant
viscosity with time (no breaking), DTPA and EDTA were excluded from further testing. It is, however,
worth mentioning that the DTPA and EDTA can be used if a breaker is to be introduced to the system.

Five different polymers (TVP, HPG, XC, AMPS, and HPAM) at a fixed concentration (20 pptg) were
mixed with GLDA (20 wt %) and the apparent viscosity was measured versus time for each sample.
Figure 5 shows the viscosity of polymers-GLDA solution in deionized water at 300 ◦F and 300 psi.
The maximum thickening effect was obtained using XC polymer followed by HPAM. The viscosity of
the XC polymer was 2.9 cP after 370 min. The HPAM achieved the viscosity of water after 280 min,
while the TVP and HPG approached the viscosity of water after 100 min. The minimum thickening
effect was achieved using AMPS polymer.
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Figure 4. Apparent viscosity of xanthan gum (0.43 wt %) with three different chelating agents (20 wt %)
in deionized water (Shear rate- 170.3 s−1, T = 200 ◦F, P = 300 psi, pH = 12).
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Figure 5. Apparent viscosity of different polymers (20 pptg) with glutamic acid diacetic acid (GLDA)
(20 wt %) in deionized water (Shear rate = 511 s−1, T = 300 ◦F, P = 300 psi, pH = 12).

Figure 6 shows the apparent viscosity of GLDA-XC polymer solution at different pH values.
The mixing of GLDA with XC increased the apparent viscosity from 33 cP (the apparent viscosity
of 0.43 wt % XC alone) to higher values at all investigated pH. At a pH of 4, the apparent viscosity
of the GLDA-XC polymer solution increased to 55 cP, which was reduced to 50 cP after 10 h due to
breakage of linked branches of the polymer. At a pH of 7, the apparent viscosity increased to 75 cP and
reduced to 60 cP after 3.5 h. At a pH of 12, the apparent viscosity of the mixture increased to 45 cP.
After 7 h, the viscosity of the mixture was reduced to below the initial value of XC polymer. Only at
this pH, both thickening and breaking took place, which is the main requirement in fracturing fluids.
This indicates breaking characteristics of GLDA at pH 12. The apparent viscosity of the GLDA-XC
polymer solution at room temperature (pH = 12) increased 50 cP and remained intact throughout the
entire time of mixing (approx. 40 h), which indicated the failure of breaking at room temperature.
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Figure 6. Apparent viscosity XC polymer (0.43 wt %) with GLDA (20 wt %) at different pH values
(Shear rate- 170.3 s−1, P = 300 psi).

258



Energies 2018, 11, 1663

Figure 7 shows the apparent viscosity of the AMPS polymer-GLDA solutions at different pH
and temperatures. The viscosity of the AMPS-GLDA solutions is higher when compared to the viscosity
of the AMPS solutions. The viscosity at pH 4 and pH 7 was almost constant throughout the experiment
and no breakage of the solution viscosity was observed at both pH. However, at pH 12, the viscosity of
the AMPS-GLDA solutions was increased initially and then decreased. At low temperature (77 ◦F),
the viscosity of the AMPS-GLDA solution was fluctuating between 6 cP and 7 cP without any breaking.
This indicates that, at room temperature, the GLDA thickens the polymer solution but it did not break it.
This suggests that viscosity of chelating agent-polymer solution strongly depends on temperature
and pH. When the polymer concentration was increased to 45 pptg, the initial viscosity was much
higher when compared to the solution with 20 pptg solutions. However, the viscosity declined sharply
after 30 min, which indicates the breaking of the polymer chains. As expected, increasing polymer
concentration enhanced the viscosity of the thickened fluid. However, the stability of the fluid with
time under constant shearing decreased.

The concentration of the GLDA was optimized using 45 pptg of AMPS polymer at 300 ◦F and
pH of 12. The apparent viscosity of GLDA-polymer solutions at a different concentration of GLDA
is shown in Figure 8. As observed from Figure, 5 wt % of GLDA yielded a very stable solution
under high-temperature high-pressure conditions but the viscosity increase was minimal due to the
small concentration of GLDA. The solution’s viscosity is very close to the viscosity of the polymer
alone, which indicates that the thickening effect was also minimal on this solution. The similar
effect was observed at 10% of GLDA. At higher concentrations (20–40%), the thickening effect was
increased significantly. At 40% GLDA, the thickening effect was less compared to the effect at 20%
and 30%. The highest viscosity was obtained using a GLDA concentration between 20% to 30% and
using 45 pptg of AMPS polymer in fresh water. The results clearly indicate that the viscosity thickening
effect can be controlled with the concentration of GLDA, and for optimum conditions, it should not be
more than 30 wt %. All of the stimulation operations in the field are performed with a concentration of
20 wt % because it was found to be the optimum in case of stimulation [37–39]. In this case, 20% of
GLDA also showed the optimum results.
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Figure 8. Apparent viscosity of AMPS polymer with a different concentration of GLDA at 300 ◦F
(Shear rate = 511 s−1, P = 300 psi, pH = 12).

3.3. FTIR Analysis

FTIR analysis was carried out to understand the thickening and breaking mechanism using
GLDA. The FTIR analysis of GLDA was conducted at pH 4 and pH 12 (Figure 9). At pH 4, the carboxyl
group was identified at the wavenumber 3477 cm−1, which are the functional group of GLDA. It is
characterized by a broad spectrum at 3477 cm−1 due to the OH group. The presence of C=O from the
carboxyl group was identified at wavenumber 1641 cm−1. At the wave number 1396 cm−1, a peak was
found and it was caused by the (C-N) group, however, this group is a non-functional group and it will
not contribute to the thickening and breaking of the polymer. At pH 12, two peaks were identified at
wavenumbers 1587 cm−1 and 1685 cm−1; the first was associated with C=O of the carboxylate group
(COO−), while the later was associated with the C=O of a carboxyl group (C(=O) OH). The OH group
was also identified at wavenumber 3610 cm−1. Comparison between the two spectra at pH 4 and 12
shows that increasing the pH of GLDA resulted in a reaction between GLDA and base. The reaction
between GLDA and base resulted in the partial loss of a proton from COOH group leaving behind the
both COOH and COO−, which is evident by the two peaks (1587 cm−1 & 1685 cm−1).

Figure 9. Fourier Transform Infrared Spectroscopy (FTIR) analysis of GLDA at different pH.

FTIR analysis of the polymer in fresh water and polymer/GLDA solution is given in Figure 10.
From the spectrum, the amide group (O=C-NH2) was identified as the functional group, with the
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carbonyl group (C=O) at a wavenumber of 1631 cm−1 and (N-H) at wavenumber 3488 cm−1. A mixture
of GLDA (at pH 12) and the polymer in fresh water was prepared, and FTIR analysis was conducted
on this fluid at the thickened and breaking stage in order to identify the functional groups responsible
for the thickening-breaking effect. The (OH) from GLDA appeared at a wavenumber of 3621 cm−1.
The N-H from the AMPS also contributes to this broad peak. The peak around 1670 cm−1 is due to the
contribution of carbonyl from amide group of the polymer and COOH from GLDA. The spectrum also
shows two distinct (C-N) groups peaks forming at wavenumber 1403 cm−1 and 1322 cm−1, one coming
from the GLDA and the other from the polymer. The initial increase in the viscosity is associated
with the partial loss of proton at high pH leaving behind the COO−. This results in the formation
of a complex of GLDA and the polymer that cause an increase in the viscosity. However, there is
another competing reaction between the polymer and OH−, which will result in the degradation of
the polymer chain and viscosity reduction.

Figure 10. FTIR analysis of polymer in deionized water and developed fracturing fluid.

3.4. Coreflooding

Two sandstone core samples were cut and prepared for flooding using the continuous
pumping setup. The porosity of the core samples was determined by measuring the dry and saturated
weight of the core samples. The core samples were dried and weighted, followed by the saturation
with 3 wt % KCl. After saturating the core with 3 wt % KCl, the core sample permeability has been
measured using the set-up after the flow and pressure difference has been stabilized. The two cores
selected were of different permeabilities and different fracturing fluids were evaluated. For high
permeability core, 20% GLDA (at pH = 12) with 70 pptg XC polymer was used. For low permeability
core, 20% GLDA (pH = 12) with 45 pptg AMPS polymer was injected.

3.4.1. High Permeability Coreflooding

The permeability was calculated using Darcy’s law and the average permeability was found
to be 151.2 mD. The fracturing fluid that was used in this core experiment consists of 20 wt % of
GLDA (at pH 12) mixed with 70 pptg of XC polymer in fresh water. The reason behind using high
polymer concentration is the high permeability of the core sample, which requires a thick fluid system.
The viscosity of the developed fluid after thickening reached 200 cP. The experiment was conducted
for approximately three hours and the pressure profile is shown in Figure 11. It can be seen from the
pressure profile that the fracturing fluid did not flow at the beginning of the experiment due to the
high viscosity of the fluid, which suggests that the thickening succeeded. The pressure difference
that is required for this fluid to flow was 1048 psi using Darcy’s law. Since the fluid was unable to
flow through the core sample, the pressure started to build up until the fluid started to gradually
break and hence allowing the fracturing fluid to flow through the core. The pressure started dropping
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after approximately two hours from the start of the flooding. The return permeability of the core
sample was measured by reversing the core and flowing it back with 3 wt % KCl. The average return
permeability was found to be 128 mD, and the regained permeability was found to be 85.2% of the
original permeability.
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Figure 11. Coreflooding data for the GLDA-XC polymer solution.

3.4.2. Low Permeability Coreflooding

After saturating the core with 3 wt % KCl, the core sample permeability was measured and
the average permeability of the core was found to be 3.837 mD. The fracturing fluid was prepared
using 20 wt % of GLDA and 45 pptg of AMPS in fresh water. The experiment was conducted for
approximately 4 h. It can be seen from the pressure profile (Figure 12) that the fracturing fluid did
not flow at the beginning of the experiment due to the high viscosity of the fluid which suggests
that the thickening succeeded. The pressure difference that is required for this fluid to flow was
1025 psi using Darcy’s law. Since the fluid was unable to flow through the core sample, the pressure
started to build up until the fluid started to gradually break, and hence allowing the fracturing fluid to
flow through the core. The pressure started dropping after two hours from the start of the flooding.
This result is not with great conformance with the rheology. This is because of the imposed shear
rate in a rheological experiment that reduced the stability of the fluid. Whereas, in this case, the fluid
was in the static state, which prolonged the breakage of the fluid. The return permeability of the core
sample was then measured by reversing the core and flowing it back with 3 wt % KCl. The average
return permeability was found to be 3.4067 mD, and the regained permeability was found to be 88.8%
of the original permeability.
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Figure 12. Coreflooding data for GLDA-AMPS polymer solution.

4. Conclusions

In this work, five different water-soluble polymers and three different chelating agents at
various temperature, concentration, and pH were evaluated to develop a new, simple, smart,
environmentally-friendly fracturing fluid for fracturing sandstone formations. The fracturing fluid
mainly consists of a water-soluble polymer and chelating agent. Thermal stability, rheology, FTIR,
and core flooding was performed to determine the optimum conditions and concentration of
fracturing fluid. The thermogravimetric analysis reveals that all of the investigated polymers
were thermally stable at reservoir temperature. The rheological properties were investigated by
changing temperature, pH, shear rate, chelating agent type and concentration, and polymer type
and concentration. Among investigated chelating agents, only GLDA shows both thickening and
breaking profiles only at basic pH range. EDTA and DTPA showed the thickening behavior but could
not break the viscosity. The optimum concentration of the GLDA was found to be between 20% and
30%, and the developed fluid will be more stable at high temperature. Fourier Transform Infrared
Spectroscopy analysis was conducted to determine the functional groups that were responsible for the
thickening and breaking of the developed fracturing fluid. The main groups that were responsible for
the thickening and breaking effect are the amide group (present in the polymer) and the carboxyl group
(present in the GLDA). Core flooding experiments were conducted on a low and a high permeability
sandstones cores (Scioto & Berea) to prove the effectiveness of the developed fluid, by treating the
core surface as the fracture face and studying the invasion of the fluid to the core. The coreflooding
of Scioto (low permeability core) yielded a return permeability of 89% and the fluid used composed
of 20 wt % of GLDA, 45 pptg of Co-polymer (AMPS) mixed in fresh water. The second coreflooding
experiment on Berea sandstone yielded a return permeability of 85% and the fluid that was used to
flood composed of 20 wt % GLDA, 70 pptg of XC polymer mixed with fresh water. The developed fluid
could result in replacing several additives that are essential in the formulation of typical fracturing
fluids, such as cross-linker, breaker, biocide, clay stabilizer, and friction reducer.
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Abstract: Hydraulic fracturing is one of the important methods to improve oil and gas production.
The performance of the fracturing fluid directly affects the success of hydraulic fracturing.
The traditional cross-linked polymer fracturing fluid can cause secondary damage to oil and gas
reservoirs due to the poor flow-back of the fracturing fluid, and existing conventional cleaning
fracturing fluids have poor performance in high temperature. Therefore, this paper has carried out
research on novel sulfonate Gemini surfactant cleaning fracturing fluids. The rheological properties
of a series of sulfonate Gemini surfactant (DSm-s-m) solutions at different temperatures and constant
shear rate (170 s−1) were tested for optimizing the temperature-resistance and thickening properties
of anionic Gemini surfactants in clean fracturing fluid. At the same time, the microstructures of
solutions were investigated by scanning electron microscope (SEM). The experimental results showed
that the viscosity of the sulfonate Gemini surfactant solution varied with the spacer group and the
hydrophobic chain at 65 ◦C and 170 s−1, wherein DS18-3-18 had excellent viscosity-increasing
properties. Furthermore, the microstructure of 4 wt.% DS18-3-18 solution demonstrated that
DS18-3-18 self-assembled into dense layered micelles, and the micelles intertwined with each other
to form the network structure, promoting the increase in solution viscosity. Adding nano-MgO can
increase the temperature-resistance of 4 wt.% DS18-3-18 solution, which indicated that the rod-like
and close-packed layered micelles were beneficial to the improvement of the temperature-resistance
and thickening performances of the DS18-3-18 solution. DS18-3-18 was not only easy to formulate,
but also stable in all aspects. Due to its low molecular weight, the damage to the formation was close
to zero and the insoluble residue was almost zero because of the absence of breaker, so it could be
used as a thickener for clean fracturing fluids in tight reservoirs.

Keywords: sulfonate gemini surfactant; thickener; temperature-resistance; clean fracturing fluid

1. Introduction

The weakness of polymer crosslinking fracturing fluid in field applications are becoming more
and more obvious with the development of unconventional oil reservoirs [1–5]. Compared with
the traditional cross-linked polymer fracturing fluids, clean fracturing fluids consist of a viscoelastic
surfactant and a corresponding salt solution. The have the advantages of high flowback, simple on-site
preparation, simple injection process and less damage to the formation [6]. As is shown in Table 1,
compared with the guanidine gum fracturing fluid, the cleaning fracturing fluid has many significant
advantages. However, the increase of temperature is not conducive to the formation of closely
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packed worm-like micelles in solution for the conventional single-chain surfactants, which results
in low viscosity and poor thickening performance [7]. Simultaneously, the amount of surfactant
will obviously increase with the increase of temperature, and the cost of clean fracturing fluids
will increase significantly [8,9]. Gemini surfactants have a special molecular structure including
two hydrophilic groups and two hydrophobic chains. They have characteristics of lower oil-water
interfacial tension, CMC, Krafft point, and higher viscosity compared with conventional single-chain
surfactants [10–12]. Gemini surfactants can form stable micellar structures with obvious thickening
effects at low concentration. Therefore, they have broad application potential in constructing a
temperature-resistant thickening clean fracturing fluid system [13,14]. At present, the application
of Gemini surfactants in cleaning fracturing fluids is mainly concentrated on cationic Gemini
surfactants [15]. Zhu et al. [16] added 4 wt.% NaCl or 15 wt.% hydrochloric acid to 2–2.5 wt.%
cationic Gemini surfactant solution to form a clean fracturing fluid. The temperature resistance of the
mixed solution could be up to 95 ◦C and 80 ◦C, respectively. Yang et al. [17] found that the 1.0 wt.%
cationic Gemini surfactant could maintain a high viscosity (50 mPa·s) at 120 ◦C and 100 s−1. Yu [18]
studied the viscosity characteristics and the micellar structures of cationic Gemini surfactants. It was
found that by increasing the hydrophobic chain length at s = 2, the linear micelles in the solution
tended to aggregate to form a network structure which led to an increase in viscosity.

Table 1. Comparison of clean fracturing fluid and guanidine gum fracturing fluid.

Parameter Clean Fracturing Fluid Guanidine Gum Fracturing Fluid

Molecular weight category Molecular weight less than 500 Molecular weight greater than 50,000
With or without crosslinker No Yes
With or without a breaker No Yes

Sand carrying mechanism Viscoelastic body carrying sand, viscosity
greater than 30 mPa·s at 100 s−1

Fracturing fluid carrying sand, viscosity
greater than 100 mPa·s at 100 s−1

Filtration loss Low filtration High filtration
Diversion capacity More than 93% More than 70%

Craftsmanship Easy to make on site Difficult to make on site

However, because of the positive charge-carrying properties of cationic Gemini surfactants,
they are easily adsorbed on the surface of oil-bearing rocks, leading to alteration of the wettability
of the oil-gas seepage channels and about 14 wt.% permeability damage to the reservoir [19].
Due to the fact that anionic Gemini surfactants have a lower adsorption than cationic Gemini
surfactants, in recent years, scholars have studied anionic Gemini surfactant viscoelastic fracturing
fluids. Several studies have shown that the viscosity of the sulfonate Gemini surfactant solutions
is affected by the hydrophobic carbon chain and spacer length and additive concentration [20–22].
Moreover, the viscosity behavior of a sulfonate Gemini surfactant solution was investigated. It was
concluded that the viscosity of the 0.6 wt.% surfactant solution could be 90 mPa·s at 30 ◦C and
6 s−1. However, when the temperature exceeded 60 ◦C, the viscosity of the solution was close to
that of water which indicated that the temperature resistance was poor. Tang et al. [23] formulated
a carboxylate Gemini surfactant clean fracturing fluid containing 3 wt.% DC16-4-16 and 0.04 wt.%
ZnO, and they found that it had high viscosity of 30 mPa·s at 100 ◦C. For application of anionic
Gemini surfactants as thickeners for clean fracturing fluids, the temperature-thickening properties
of the anionic Gemini surfactant solution are particularly important [24]. In addition, studies have
shown that spacer group and hydrophobic carbon chain play the most important role in the viscosity
of anionic Gemini surfactant solutions [25]. The bisulphonate structure in sulfonate Gemini surfactants
makes them have good water solubility, coupling and high surface activity, and their raw material
sources are relatively extensive, and the synthesis method is relatively simple, so sulfonate Gemini
surfactants are most likely to achieve large-scale industrial production.

Clean fracturing fluid studies are now mainly focused on the study of cationic viscoelastic
surfactants and have been used successfully in some oil fields. However, the cationic surfactant and
the cationic Gemini surfactant cleaning fracturing fluid easily cause reservoir damage, and have the
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problems of poor degradability and pollution damage to the environment and increased consumption
cost at high temperature. Simultaneously, the newly developed conventional anionic Gemini surfactant
cleaning fracturing fluids have problems of high dosage of chemicals and poor high temperature
stability. Therefore, a systematic investigation of the effects of hydrophobic carbon chain, spacer group,
temperature, concentration, and additives on the viscosity of novel sulfonate Gemini surfactants is
needed. Constructing a new non-invasive and temperature-resistant clean fracturing fluid to solve
the problems of high dosage, poor temperature stability and inability to automatically break of the
existing clean fracturing fluid has obvious scientific significance and practical value. The results have
scientific, social and economic value for the efficient development of oil and gas reservoirs.

In this paper, the effects of hydrophobic chain, spacer group, concentration, temperature and
addition of nano-MgO on the viscosity of sulfonate Gemini surfactant solution were investigated by
measuring the solution viscosity. Then, their micellar microstructures were observed by Cryo-SEM.
Finally, the thickening mechanism of sulfonate Gemini surfactant was investigated by correlating the
relationship between solution viscosity and its microstructure. Therefore, this research studied the
rheological properties of the sulfonate Gemini surfactant solution and provided experimental basis for
the application of sulfonate Gemini surfactants in clean fracturing fluid.

2. Materials and Methods

The sulfonate Gemini surfactants shown in Table 2 were purified twice. By accurately weighing
4 g of each surfactant and dissolving in distilled water in a 50 mL volumetric flask, 8.0 wt.% solutions
of different sulfonate Gemini surfactants were prepared. Other surfactant solution concentrations were
prepared by appropriately diluting the 8.0 wt.% solution.

Table 2. Sulfonate Gemini surfactants and their classification.

Spacer Sulfonate Gemini Surfactant (DSm-s-m)

s = 2 DS12-2-12, DS14-2-14, DS16-2-16, DS18-2-18
s = 3 DS18-3-18
s = 4 DS18-4-18

m: hydrophobic chain carbon number, s: spacer group carbon number.

By accurately weighing 0.4 g of nano-MgO and dissolving in distilled water in a 100 mL volumetric
flask, a 0.4 wt.% solution of nano-MgO was prepared. Other solution concentrations were prepared by
diluting the 0.4 wt.% solution.

Viscosity tests of sulfonate Gemini surfactant solutions were performed using a MCR-301
rheometer (Anton-Paar, Graz, Austria). The temperature for analysis ranged from 50 to 90 ◦C
(the experimental temperature was 65 ◦C if no special instructions are given), and the shear rate
was fixed with 170 s−1 according to the Oil and Gas Industry Standard SY/T5107-2005. The viscosity
data in the figures below were all averaged after three times unless otherwise stated, and the viscosity
test error was 1 mPa·s ± 0.005 mPa·s.

The micellar structure of sulfonate Gemini surfactant solution was observed using a S4800 FESEM
(Hitachi, Toyko, Japan). The test solution was placed in a liquid nitrogen tank for quick freezing.
After freezing, the sample was quickly placed in a freeze dryer for 24 h. The sample was coated with a
conductive plastic on a scanning electron microscope, and the sample was sprayed using ion sputtering
apparatus. Finally, the sample was observed by the S4800 field emission scanning electron microscope.

This experimental method can directly link the macroscopic solution viscosity to the
microstructure, and then the effect of the micelle on the viscosity of the solution can be investigated,
which is beneficial to the study of the thickening mechanism.

The disadvantage of this experimental method is that the scanning electron microscope can only
qualitatively observe the microstructure of the solution micelles but cannot quantitatively describe the
size and diameter of the micelles.
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3. Results and Discussion

3.1. Effect of Hydrophobic Chain on the Viscosity of Sulfonate Gemini Surfactant Solution

The effect of hydrophobic chain on the viscosity of sulfonate Gemini surfactant (DS-m-2-m)
solution (8.0 wt.%) was studied at 65 ◦C and 170 s−1. As can be seen from Figure 1, the viscosity of
sulfonate Gemini surfactant solution increases with increasing carbon number of the hydrophobic
chain. The reason for this phenomenon is the hydrophobicity of the molecule increases as the length of
the hydrophobic chain increases, which promotes the formation of micelles in the solution, and the
micelles become tightly entangled with each other, leading to the increase in solution viscosity [26].
The DS-16-2-16 solution’s viscosity is slightly lower, probably because the long hydrophobic chain
is easily deformed, making for less effective hydrophobic groups in the solution and a decrease of
solution viscosity [27]. To better explain this phenomenon, the micellar structures for selected sulfonate
Gemini surfactant solution are shown in Figure 2. DS-12-2-12 in solution self-assembles to form distinct
spherical micelles with a diameter of about 200 nm. The spherical micelles are closely arranged forming
a plate shape. DS-14-2-14 in solution self-assembles into rod micelles. Even though the diameters
of rod micelles are about 100 nm, these micelles are tightly packed together. In addition, DS-16-2-16
self-assembles into spherical and rod-shaped micelles, and their diameters are about 100 to 200 nm.
More importantly, these micelles are packed closer than in DS12-2-12. DS-18-2-18 also self-assembles
in solution to form spherical and ellipsoid (like rods) micelles, but their diameters are approximately
300 nm. Unlike DS12-2-12 and DS16-2-16, these micelles are loosely arranged, and only a few micelles
form the network structure. Therefore, DS-18-2-18 has a better viscosity-increasing effect, and the
maximum viscosity of the micelle solution is 14.7 mPa·s.

Figure 1. Effect of hydrophobic chain on the viscosity of DSm-2-m solution.

    
(a) DS12-2-12 (b) DS14-2-14 (c) DS16-2-16 (d) DS18-2-18 

Figure 2. Effect of hydrophobic chain on micelle structure of DSm-2-m solution.

3.2. Effect of Spacer Group on the Viscosity of Sulfonate Gemini Surfactant Solution

The effect of spacer group on the viscosity of sulfonate Gemini surfactant (DS-18-s-18) solution
(8.0 wt.%) was studied at 65 ◦C and 170 s−1. It can be seen from Figure 3 that the viscosity of the
sulfonate Gemini surfactant solution increases dramatically when the spacer group carbon number
increases from 2 to 3, and the solution viscosity reaches a maximum of 56.53 mPa·s. The viscosity
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decreases after the spacer group carbon number increases to 4. Figure 4 shows the micelle structures
of the selected sulfonate Gemini surfactants. DS-18-2-18 self-assembles in solution to form spherical
and ellipsoid (like rods) micelles, and their diameter are approximately 300 nm. These micelles are
loosely arranged, and only a few micelles form the network structure. DS-18-3-18 self-assembles
in solution to form layered micelles, which are intertwined to form a similar network structure.
In addition, DS-18-4-18 self-assembles into a flat-shaped structure with spherical micelles, but these
micelle structures are loosely arranged and cannot fill the whole space. Thus, as the spacer group
changes, the microstructures of selected DS18-s-18 solution undergoes a transition from spherical
micelles to a network of layered micelles and finally to spherical/layered mixed micelles. DS-18-3-18
has a better thickening behavior under the experimental conditions.

Figure 3. Effect of spacer group on the viscosity of DS18-s-18 solution(s = 2, 3, 4).

   
(a) DS18-2-18 (b) DS18-3-18 (c) DS18-4-18 

Figure 4. Effect of spacer group on micelle structure of DS18-s-18 solution(s = 2, 3, 4).

3.3. Effect of Concentration on the Viscosity of DS18-3-18 Solution

According to the results in Sections 3.1 and 3.2, DS18-3-18 was selected as thickener for our
clean fracturing fluid. The effect of concentration on DS-18-3-18 solution viscosity was studied at
65 ◦C and 170 s−1. It can be observed from Figure 5 that the solution viscosity increases with the
concentration, and the viscosity increases sharply when concentration increases from 3.0 wt.% to
4.0 wt.%. When the solution concentration is higher than 4.0 wt.%, the increase tendency of the
viscosity becomes slower, and the thickening ability becomes weak. The reason for this phenomenon is
that the sulfonate Gemini surfactant will form the dense network structure in solution with increasing
concentration, which is beneficial to the increase of solution viscosity. However, with the increase
of concentration, the micelle structure ultimately reaches a stable state, resulting in little change in
viscosity [28]. The effect of concentration on microstructure of DS18-3-18 was investigated, and the
results are exhibited in Figure 6. DS18-3-18 self-assembles into incomplete sheet micelles, and these
micelles can’t cover the whole space when the concentration is 1.0 wt.%. Then the complete sheet
structures appeared in the DS18-3-18 solution and occupy the entire space when the concentration
was 2.0 wt.% (Figure 6b). The number of sheet micelles increased, and some of the sheet micelles
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aggregated to form closely-coupled rod micelles, forming a network structure, and the density of the
micelles in the solution became greater when the concentration was 4.0 wt.% (Figure 6c). It can be
seen that the micelle structure gradually changed from an incomplete sheet micelle to tightly wound
rod-like and sheet structures as the concentration increased. Thus, 4.0 wt.% DS-18-3-18 was selected as
thickener’s concentration for the next research of thickening effect.

Figure 5. Effect of concentration on the viscosity of DS18-3-18.

   
(a) 1.0 wt.% DS18-3-18 (b) 2.0 wt.% DS18-3-18 (c) 4.0 wt.% DS18-3-18 

Figure 6. Effect of concentration on micelle structure of DS18-3-18.

3.4. Effect of Temperature on Viscosity of DS18-3-18 Solution

The relationship between DS-18-3-18 solution viscosity and temperature was studied, and the
results are shown in Figure 7. As the temperature increases, the solution viscosity of 4.0 wt.%
DS18-3-18 shows a downward trend. In particular, there is a significant decrease in DS18-3-18
solution viscosity when temperature increases from 60 ◦C to 70 ◦C. Then the tendency slows down
when the temperature exceeds 70 ◦C. This is because the network micelles in DS18-3-18 solution
will be destroyed as temperature increases [29,30]. Moreover, lamellar micelles, reticular micelles,
and worm-like micelles can help to keep the viscosity stability of DS18-3-18 solution at higher
temperatures. To further investigate the mechanism of temperature-resistance thickening of DS18-3-18
solution, the self-assembly morphology of DS18-3-18 micelles were characterized by scanning electron
microscopy, and the electronic micrographs are shown in Figure 8, where it can be seen that DS18-3-18
self-assembles into a complete layered micelle, and the layered micelles have large pieces of sheet
micelles attached at 50 ◦C. When the temperature raised to 70 ◦C, the lamellar micelles gradually
disintegrate to form sheet micelles, and these sheet micelles became smaller (Figure 8b). Then the sheet
micelle structures in the solution became sparse, and part of the sheet structure disintegrated to form
irregular spherical micelles and rod-like micelles at 90 ◦C. But these micelles still formed the network
structure in solution (Figure 8c).
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Figure 7. Effect of temperature on the viscosity of 4 wt.% DS18-3-18.

  
(a) 50 °C DS18-3-18 solution structure (b) 70 °C DS18-3-18 solution structure 

 
(c) 90 °C DS18-3-18 solution structure 

Figure 8. Effect of temperature on the micelle structure of 4.0 wt.% DS18-3-18.

This indicates that the density of network lamellar micelles in DS18-3-18 solution decreases as the
temperature increase, and the morphology of the micelles gradually becomes incomplete, resulting in a
decrease in solution viscosity. But the spatial network structure is conducive to the DS18-3-18 solution
viscosity when temperature is higher than 70 ◦C. Thus, DS18-3-18 solution viscosity was still 6.42 mPa·s
at 90 ◦C, which exhibited prominent thickening ability and tolerance of DS18-3-18 at high temperature
(>80 ◦C).

3.5. Effect of Nano-MgO on the Viscosity of 4.0 wt.% DS18-3-18

The influences of nano-MgO concentration on the 4.0 wt.% solution viscosity were studied at
90 ◦C. Figure 9 shows that the DS18-3-18 solution viscosity increases firstly and then decreases as
the nano-MgO concentration increases at high temperature. When 0.02 wt.% nano-MgO is added,
the solution viscosity reaches its maximum of 21.87 mPa·s, which meet the required viscosity of a clean

272



Energies 2018, 11, 3182

fracturing fluid. This is because the nano-MgO with extremely high specific surface area and can be
easily adsorbed on the micelle end plane or surface in the DS18-3-18 solution when the nano-MgO
concentration is low. Therefore, nano-MgO particles shield the micelles from electrostatic repulsion,
which is beneficial to form the network micelles and increase solution viscosity [31]. Due to the high
content (4.0 wt.%) of DS18-3-18, double-layered structures were formed with the nano-MgO through
non-covalent bonds. The hydrophilic heads of the surfactants faced outward, and the nanoparticles
were in the center [32]. As the mass fraction of nano-MgO continued to increase, it was more conducive
to the formation of this double-layer structure, which promoted the repulsion between DS18-3-18
solution micelles and weakened the stability of the network structure. Therefore, the viscosity
and temperature-resistance of the solution were reduced when the nano-MgO reached a certain
mass fraction. To better explain the observed phenomena, the micellar structures of the DS18-3-18
solution with different concentration of nano-MgO were investigated. As can be seen from Figure 10,
4.0 wt.% DS18-3-18 self-assembles into sparse sheet micelles. Then the aggregated rod-like micelle
structure appears on the sheet-like micelle structure in solution when adding 0.01 wt.% nano-MgO.
The rod-like micelles accumulated through the structure of the sheet micelles in the DS18-3-18 solution
gradually became larger and aggregated into a compact layer when the concentration of nano-MgO was
0.02 wt.% (Figure 10c). Finally, the compact layer structure gradually became sparse, and the rod-like
micelles gradually transformed into worm-like micelle structure when the concentration was 0.03 wt.%
(Figure 10d). Also, the viscosity of DS18-3-18 solution firstly increases and then decreases with the
increase of nano-MgO concentration. Therefore, nano-MgO affect viscosity of 4.0 wt.% DS18-3-18
solution in high temperature though changing micellar structure morphology of DS18-3-18 solution,
and it has the best temperature-resistant thickening effect on solution viscosity at the concentration
of 0.02 wt.%.

Figure 9. Effect of nano-MgO concentration on the viscosity of 4.0 wt.% DS18-3-18.
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(a) 4.0 wt.% DS18-3-18 (b) 4 wt.% DS18-3-18+0.01 wt.% nano-MgO 

  
(c) 4.0 wt.% DS18-3-18 + 0.02 wt.% nano-MgO (d) 4.0 wt.% DS18-3-18 + 0.03 wt.% nano-MgO 

Figure 10. Effect of different concentration of nano-MgO on the micelle structure of DS18-3-18 solution.

4. Conclusions

The effects of molecular structure, temperature and addition of nano-MgO on the viscosity of
sulfonate Gemini surfactants were investigated by testing the solution viscosity. The micelles of the
solution were observed by Cryo-SEM, and the mechanism of increasing the viscosity in surfactant
solution was explored. The most important conclusions for this work are summarized as below:

(1) The viscosity of the DSm-s-m solution showed a fluctuating upward trend with increasing the
length of hydrophobic chain at s = 2. Meanwhile, the viscosity of the DS18-s-18 solution increased
firstly and decreased later with increasing spacer group length. Moreover, DS18-3-18 showed
prominent viscosity behavior.

(2) The viscosity of the DS18-3-18 solution increased as the increase of surfactant concentration,
and the tendency of the increase became slow when the solution concentration exceeded 4.0 wt.%.

(3) 4.0 wt.% DS18-3-18 solution had better temperature-resistance, and the viscosity of the solution
kept above 6 mPa·s at 90 ◦C and 170 s−1, which satisfied the experimental requirements for a
clean fracturing fluid thickener.

(4) The addition of nano-MgO improved the temperature-resistance of 4.0 wt.% DS18-3-18 solution.
The viscosity of the solution increased firstly and decreased later with increasing nano-MgO
concentration. The viscosity of the solution reached its maximum of 21.87 mPa·s at 90 ◦C
when 0.02 wt.% nano-MgO was added, which achieved the required viscosity of the clean
fracturing fluid.

(5) DS18-3-18 self-assembled intodense layered micelles, and the micelles entangled with each
other to form a network structure, contributing to the better temperature-resistance and higher
viscosity. Nano-MgO further enhanced the temperature-resistance of 4.0 wt.% DS18-3-18 solution
by changing the micellar morphology.

(6) The limitation of this experimental study was that the temperature resistance of the sulfonate
Gemini surfactant can only reach 90 ◦C, and the cost was slightly higher.
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(7) Compared with other studies, DS18-3-18 had a temperature resistance of 90 ◦C, and the viscosity
after adding nano-MgO could reach up to 21.87 mPa·s, which meet the viscosity requirements of
a clean fracturing fluid and has good application prospects.
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Abstract: Oil production by natural energy of the reservoir is usually the first choice for oil reservoir
development. Conversely, to effectively develop tight oil reservoir is challenging due to its ultra-low
formation permeability. A novel platform for experimental investigation of oil recovery from tight
sandstone oil reservoirs by pressure depletion has been proposed in this paper. A series of experiments
were conducted to evaluate the effects of pressure depletion degree, pressure depletion rate, reservoir
temperature, overburden pressure, formation pressure coefficient and crude oil properties on oil
recovery by reservoir pressure depletion. In addition, the characteristics of pressure propagation
during the reservoir depletion process were monitored and studied. The experimental results showed
that oil recovery factor positively correlated with pressure depletion degree when reservoir pressure
was above the bubble point pressure. Moreover, equal pressure depletion degree led to the same oil
recovery factor regardless of different pressure depletion rate. However, it was noticed that faster
pressure drop resulted in a higher oil recovery rate. For oil reservoir without dissolved gas (dead
oil), oil recovery was 2–3% due to the limited reservoir natural energy. In contrast, depletion from
live oil reservoir resulted in an increased recovery rate ranging from 11% to 18% due to the presence
of dissolved gas. This is attributed to the fact that when reservoir pressure drops below the bubble
point pressure, the dissolved gas expands and pushes the oil out of the rock pore spaces which
significantly improves the oil recovery. From the pressure propagation curve, the reason for improved
oil recovery is that when the reservoir pressure is lower than the bubble point pressure, the dissolved
gas constantly separates and provides additional pressure gradient to displace oil. The present study
will help engineers to have a better understanding of the drive mechanisms and influencing factors
that affect development of tight oil reservoirs, especially for predicting oil recovery by reservoir
pressure depletion.

Keywords: dissolved gas; experimental evaluation; reservoir depletion; recovery factor; tight oil

1. Introduction

Over the years, the oil and gas Exploration and Production (E&P) industry has shifted their focus
from conventional oil and gas resources to unconventional resources due to decline of conventional
resources and increasing need for energy. Until now fossil fuels still remain the world’s leading
source of energy, therefore unconventional resources like tight oil and shale oil provides a means
to supplement our energy demand for the years to come [1–6]. Data from bulletin of United States
Geological Survey (USGS), International Energy Agency (IEA) and British Petroleum (BP) indicate
that the recoverable resources of tight oil in the world is about 472.8 × 108 t [7]. Therefore, with fast
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depletion of conventional oil resources, it is imperative to find ways to exploit these oil trapped in tight
formations [8,9]. However, developing tight oil reservoirs are very challenging due to each unique
formation characteristics, making field development based solely on its individual petrophysical
attributes. Pore structures of tight formations are inherent factors affecting the storage and development
oil tight oil reservoirs. This makes a comprehensive characterization of tight oil pore structures a great
importance for their overall development [10–12]. Generally, there is no formal definition of tight oil,
nonetheless several researchers define tight oil as those found in reservoir with ultra-low permeability
and porosity (less than 0.1 md and 10% matrix porosity) [13–17]. Large reserve distribution across the
world and better output potential of tight oil has led to the increasing exploitation of these resources
in countries like United States, Canada, and Australia [18–22]. Tight oil reservoirs are also widely
distributed in China, such as in the Ordos, Sichuan, Songliao, Junggar and Tuha basins, albeit their
exploration and development remain in the pilot stage [23–25]. The Chang 7 tight reservoir in the
Ordos Basin of the Changqing Oilfield has become the largest experimental area for developing tight oil
in China [26]. Horizontal well technology and multi-stage hydraulic fracturing technology provide a
basis for commercial exploitation of tight oil [27–30]. Even so, the recovery factor of tight oil reservoirs
obtained by relying on formation energy is 3–10% due to its tight lithology, large seepage resistance
and poor pressure conduction ability [31–34].

Reserve estimation is crucial for every oil and gas E&P venture and recovery factor is a key
parameter that aid in calculating the reserve of a new oil and gas asset [35,36]. Recovery factor is
usually defined as the ratio of geological reserves to economically extracted quantities. The recovery
factor of tight oil is uncertain because it takes into account the original oil in place, natural and hydraulic
fractures, crude oil properties and the formation’s low permeability and porosity. The resource potential
of reservoir is typically assessed by Decline Curve Analysis (DCA) [37–40]. Though, published
estimates of recovery factor in tight oil is mainly by the following three methods (1) Production
data analysis; (2) Numerical simulation; (3) Laboratory experimental evaluation. When reservoir
properties are known and production data is available, the first method would be the most accurate.
Yet, this method has many uncertainties, many indexes and poor universality, and most importantly
cannot reveal the factors affecting oil recovery in essence. In Bakken reservoir, the recovery factor
according to Reisz et al., [41], Brohrer et al., [42] and Clark [43] with production data analysis method
are 15–20%, 0.7–3.7 % and 6.1–8.7 % respectively. The results showed that the production analysis
method cannot accurately evaluate the recovery factor of the Bakken reservoir. With the application of
numerical simulation, Ghaderi et al., built a black oil simulator by using ECLIPSE 100TM simulator
to evaluate the factors affecting primary recovery in multi-fractured horizontal wells [44]. Xu et al.,
used nonlinear seepage numerical simulation software of the low permeability reservoir to give the
optimum fracture parameters of the specific block and analyze the effect of the fracture parameters
on the depletion [45]. Xu et al., established a numerical model and experimental method to study the
seepage law of tight oil from the microscopic study and analyze the relationship between the pressure,
permeability, core size and depletion recovery factor in one dimensional space [46]. Kabir et al.,
generated a synthetic example with a finite-difference simulator to demonstrate the use of various
analytical and numerical tools to learn about both short and long-term reservoir behaviors [47].
Dechongkit and Prasad used deterministic and probabilistic methods to calculate the Antelope,
Pronghorn and Parshall oilfield recovery to be 9.2–16% [48]. Clark estimated the recovery factor
to be 4–6 % with the material balance equation at the dissolved gas saturation pressure in Bakken shale
reservoir [43]. The accuracy of the aforementioned three adopted methods to estimate the recovery
rate is compared with the Perm reservoirs in Russia, which were evaluated by the three dimensional
recovery factor rate model, the chart method and the (American Petroleum Institute) API recovery
formula [49]. At the same time, according to the influencing factors of these methods, the recovery
level of depletion were analyzed [50]. Recovery factor estimation methods of newly added measured
reserves in present petroleum reserves standardization of China are inapt for sandstone oil reservoirs
of extra-low permeability. For this reason, there are inadequate mature standard reference in the
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experimental study of tight oil depletion in China, hence few reports on experimental evaluation have
been published [51]. Therefore, further research needs to be done experimentally in order to fully
grasp the factors affecting recovery of tight oil and how recovery factor can be improved significantly
before a decision whether or not to exploit specific tight oil reservoir can be made.

In this paper, a novel depletion laboratory experimental platform and its evaluation method
about tight oil reservoir is developed. To simulate the actual conditions of horizontal flow in a well in
the Chang 7 tight oil reservoir of the Yanchang Formation, three horizontal core samples were used.
The depletion experiment at different temperature, formation pressure coefficient and oil properties
were conducted to measure the recovery factor, as well as a real-time monitoring of the pressure
propagation in the process of reservoir depletion. At the end of the experiment, the drive mechanism
and recovery factor of tight oil reservoirs depletion were revealed.

2. Materials and Experiments

2.1. Materials

The target tight oil reservoir for this research is the Yanchang Formation, located in the Erdos
Basin of China, and the reservoir temperature is 60 °C. The reservoir formation depth is 2000 m and
hydrostatic pressure is 20 MPa. However, the reservoir formation pressure is only 16 MPa, with a
formation pressure coefficient of 0.8. The reservoir GOR is 54.1 m3/m3 with saturation pressure of
8.85 MPa. Kerosene was used as the experimental oil whereas methane as the dissolved gas. Because
of low permeability and porosity of tight oil reservoir cores, using conventional core sample which
has 1 in. diameter and pore volume usually smaller than 0.008 L leads to large measurement error.
To reduce these systematic errors, three horizontal core samples with a total length of 88.3 cm and a
total pore volume of 0.776 L were used during the experiment, as shown in Figure 1. The core samples
were collected from the outcrop of the tight sandstone formation. Tables 1 and 2 present the detailed
oil and core sample properties used respectively.

 

Figure 1. Core samples used in the experiment.
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Table 1. The density and viscosity of kerosene used in the experiments at room and reservoir temperature.

Temperature (◦C) Density (g/cm3) Viscosity (mPa·s)

20.1 0.754 1.44
60 0.725 0.86

Table 2. The parameters of core samples used in the experiments.

Sample
Length

(cm)
Diameter

(cm)
Porosity

(%)
Porosity Volume

(L)
Air Permeability

(mD)

A2 28.959 9.979 10.420 0.236 0.350
A3 29.264 9.975 10.670 0.235 0.320

AB1 30.06 9.906 13.180 0.305 0.300
Total 88.3 - - 0.776 -

The conventional method of saturating cores is unsuitable to saturate low permeability cores
samples in the laboratory because they are normally restricted to small core samples which are easy to
be destroyed in the saturation process. In this study, two centrifugal pumps were used to vacuum the
3 core samples in the core holder for 24 hours and at a final pressure of 0.01 MPa. The samples were
later saturated with kerosene to measure the volume of the saturated kerosene. The saturation degree
of the kerosene (ratio of the volume of kerosene to the cores pore volume) was more than 96%.

2.2. Experimental Platform and Methods

A novel experimental platform for studying tight oil reservoir depletion was developed in this
paper. A schematic diagram of the experimental apparatus is shown in Figure 2. The core holder’s
length was 1 m and seven piezometric points were placed along the holder from inlet to the end.
The pressure propagation during the coring process was monitored in real time by sensors. A constant
confining pressure of 46 MPa was applied to simulate the overburden pressure. The oil production by
pressure depletion was measured with pump. As shown in Figure 3, the core pressure decreases with
the oil expansion out of the core holder. Assuming the pore volume is VP, and the oil production at
time ti is Vi, the oil recovery Ri at the same time ti can be calculated as:

Ri =
Vi
Vp

× 100% (1)

Figure 2. Schematic diagram of the experimental setup.
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Figure 3. A schematic diagram for the oil production measurement during pressure depletion.

2.3. Experimental Scheme

The pressure depletion in tight sandstones saturated with dead oil and live oil were studied
respectively. Besides, the effects of different experiment temperature, formation pressure coefficient,
pressure depletion type (linear or step-like) and pressure depletion range on oil recovery and pressure
propagation were investigated.

3. Experimental Results and Analysis

3.1. Depletion Characteristics of Tight Oil without Dissolved Gas

3.1.1. Depletion Experiments with Formation Pressure Coefficient of 1

At room temperature of 20.1 °C and formation pressure coefficient of 1, six set of linear pressure
depletion experiments with different depletion rate were conducted, as shown in Table 3. The output
of the experiment is shown in Figure 4. Although the depletion rate were different, the ultimate oil
recovery was the same, around 2%. However, higher depletion rate resulted in higher oil production
rate. Therefore, it can be concluded that depletion rate does not affect the ultimate oil recovery but
directly affect oil production rate.

Table 3. Linear pressure depletion experiment with six different depletion rates.

No.
Temperature

(◦C)

Pressure Depletion Range (MPa) Depletion Time
(min)

Pressure Depletion Rate
(MPa/min)Initial Pressure Final Pressure

1 20.1 20 5 10 1.50
2 20.1 20 5 20 0.75
3 20.1 20 5 30 0.50
4 20.1 20 5 40 0.38
5 20.1 20 5 50 0.30
6 20.1 20 5 60 0.25
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Figure 4. Pressure, oil production rate and recovery factor of six different kinds of linear pressure
depletion. (a) Pressure depletion with different depletion rate; (b) Oil production rate with different
depletion rate; (c) Oil recovery factor with different depletion rate.

Other than the continuous linear pressure depletion, oil recovery by step-like pressure depletion
was also investigated. As shown in Table 4, the depletion process was divided into four stages, and
during each stage the pressure was kept constant then followed by linear pressure depletion of 5 MPa
with a constant pressure depletion rate. The results of the step-like pressure depletion experiment
are depicted in Figure 5. Comparatively, the results of the linear pressure depletion and step-like
pressure depletion revealed a similar oil recovery trend irrespective of the change in pressure depletion
type. This is because under the same initial formation pressure and final pressure conditions, the
elastic recovery is basically the same. The depletion by means of formation pressure is mainly used to
characterize the elastic energy of rocks and fluids.

When the formation pressure decreases, the fluid expands and the pore size shrinks causing elastic
energy of the fluid in the rock pore to be released from the pore spaces into the wellbore. For these
pressure depletion experiment with formation pressure coefficient of 1 and without dissolved gas,
depletion mainly by the elastic deformation of rock and the release of fluid elastic energy resulted in a
recovery factor of about 2%.

Table 4. Experimental conditions of step-like pressure depletion.

No.
Temperature

(◦C)

Pressure Depletion Range (MPa) Depletion Time
(min)

Pressure Depletion Rate
(MPa/min)Initial Pressure Final Pressure

1 20.1 20 15 60 8.33 × 10−2

2 20.1 15 10 60 8.33 × 10−2

3 20.1 10 5 60 8.33 × 10−2

4 20.1 5 0 60 8.33 × 10−2
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Figure 5. Pressure, production rate and oil recovery of the step-like pressure depletion experiment.
(a) Pressure change with time; (b) Oil production rate change with time; (c) Oil recovery factor change
with time.

3.1.2. Depletion Experiments with Formation Pressure Coefficient of 1.5

The formation pressure coefficient was adjusted to a value of 1.5 resulting in an increase in the
formation pressure from 20 MPa to 30 MPa. The significance of the increment in formation pressure
coefficient was to ascertain how much the recovery factor can be improved if the reservoir’s pore
pressure is increased. Eight linear pressure depletion experiments with different depletion rate were
carried out on the core samples. The detailed experimental conditions are shown in Table 5.

Table 5. Experimental conditions of linear pressure depletion with different pressure depletion rate for
the cases of formation pressure coefficient equal to 1.5.

No.
Temperature

(◦C)

Pressure Depletion Range (MPa) Depletion Time
(min)

Pressure Depletion Rate
(MPa/min)Initial Pressure Final Pressure

1 20.1 30 5 0 ∞
2 20.1 30 5 1 25.0
3 20.1 30 5 10 2.5
4 20.1 30 5 60 4.2 × 10−1

5 20.1 30 5 120 2.1 × 10−1

6 20.1 30 5 180 1.4 × 10−1

7 20.1 30 5 240 1.0 × 10−1

8 20.1 30 5 480 5.2 × 10−2

Figure 6 presents the pressure, oil production rate and oil recovery versus time for the linear
pressure depletion with eight different pressure depletion rates for the cases of formation pressure
coefficient equal to 1.5. It is noticeable that the ultimate oil recovery is the same, however the increase
in depletion speed, resulted in a faster oil recovery. Nonetheless, with the different depletion types,
the ultimate recovery factor of tight oil reservoir was almost 3%. Compared with the cases of formation
pressure coefficient equal to 1, the enhanced ultimate oil recovery by increasing initial formation
pressure is proportional to the increased formation pressure coefficient. According to the theory of
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reservoir engineering, the elastic energy of the formation determines the final oil recovery by pressure
depletion before dissolved gas comes out of crude oil, as given by [52]:

ER =
Boi
Bob

[
Cf + φ[Co(1 − Swc) + CwSwc]

]
φ(1 − Swc)

(Pinitial − Pbubble) (2)

where ER is the recovery factor by pressure depletion; Cf is the rock compressibility coefficient; Co is the
compression coefficient of crude oil; Cw is the formation water compression coefficient; φ is porosity;
Swc is the connate water saturation; Pinitial is the initial formation pressure; Pbubblr is the Crude oil
bubble point pressure; Boi is the initial oil formation volume factor; Bob is the oil formation volume
factor at bubble point. Equation (2) is generally adopted for estimating the recovery factor of primary
oil recovery by depletion, and the oil recovery by pressure depletion is proportional to the pressure
depletion range. When the formation pressure coefficient was 1.5, the recovery factor was higher
compared to that with formation pressure coefficient of 1 due to the increase in reservoir’s energy.
This indicates that recovery factor of the depletion process positively correlates with reservoir pressure.
Under different pressure coefficients, the reservoir rock and fluid have different elastic energies.
The larger the pressure coefficient, the higher elastic energy and the recovery factor will increase when
the elastic energy is released.
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Figure 6. Results of the linear pressure depletion experiments. (a) Pressure depletion with different
depletion rate; (b) Oil production rate with different depletion rate; (c) Oil recovery factor with different
depletion rate.

3.1.3. Characteristics of Pressure Propagation of Dead Oil Depletion

It should be noted that although pressure can instantly deplete from the initial pressure to the
ending pressure, it still takes some time to reach the ultimate oil recovery. For example, the pressure
depletion of the No. 1 case in Figure 6 finishes instantly, oil recovery reaches the ultimate value but
takes more than 50 min. It may be that pressure takes some time to propagate in the tight formations,
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hence the pressure cannot be balanced instantaneously. During the depletion process, the pressure
propagation was analyzed from the real-time data collected from the pressure points distributed along
the core holder.

Figure 7 depicts the pressure distribution along the core holder during the depletion experiments
with different pressure depletion rate. Taking Figure 7c as an example, when the pressure depleted
from 30 MPa to 5 MPa in 10 min, the pressure near the oil outlet dropped immediately. Otherwise,
if the pressure points are far away from the oil outlet, the slower the rate of pressure drop, signifying
that pressure propagation rate become much slower from the inlet to the outlet. With the pressure
depletion rate increasing, the asynchrony of pressure depletion at different location becomes more
significant. The pressure propagation can be explained by the radius of investigation of the reservoirs
as given by [53]:

t = 0.0872
φμCtr2

k
(3)

where Ct is the total compressibility in 1/MPa; φ is the formation porosity in fraction; μ is the fluid
viscosity in mPa·s; k is the formation permeability in mD; r is the reservoir radius in m; t is the time
for the transient pressure propagating to the reservoir radius r. Although Equation (3) is mainly used
to estimate the time pseudo-steady flow begins in a homogenous reservoir with radial flow, it can
also reflect how pressure propagation speed negatively correlates to formation permeability. For the
tight formation with ultra-low permeability, pressure needs more time to propagate in the formation
compared with highly permeable formation.
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Figure 7. Characteristics diagram of pressure propagation during depletion experiments. (a) Pressure
depletion finished in 0 min; (b) Pressure depletion finished in 1 min; (c) Pressure depletion finished in
10 min, (d) Pressure depletion finished in 60 min; (e) Pressure depletion finished in 120 min; (f) Pressure
depletion finished in 480 min.

3.2. Characteristics of Tight Oil Depletion with Dissolved Gas

3.2.1. Depletion Experiments at Room Temperature (20.1 ◦C)

Dissolved gas usually exists in-situ in reservoir, therefore there is the need to carry out the
depletion experiment with the oil containing dissolved gas. Four sets of different depletion experiments
were carried out at 20.1 ◦C temperature with and without dissolved gas. The experimental conditions
are shown in Table 6. The GOR of the live oil used in the experiment was 90 m3/m3 with saturation
pressure of 9.1 MPa. The initial formation pressure was set to 20 MPa, and the linear pressure depletion
was used to reduce the outlet pressure from 20 MPa to 5 MPa. The experimental conditions of the four
groups were the same except the first group which did not contain dissolved gas (dead oil).

Table 6. The experimental parameters with dissolved gas.

No. Oil Type
GOR

(m3/m3)

Saturation
Pressure

(MPa)

Pressure Depletion Range (MPa) Depletion
Time
(min)

Pressure
Depletion Rate

(MPa/min)Initial Pressure Final Pressure

1 dead oil 20 5 240 0.0625
2 live oil 90 9.1 20 5 240 0.0625
3 live oil 90 9.1 20 5 240 0.0625
4 live oil 90 9.1 20 5 240 0.0625

Figure 8 presents the oil recovery versus pressure depletion of experimental results. During the
depletion process, at formation pressure higher than bubble point pressure, the recovery curve of the
four groups basically coincided. However, it can still be identified that for the same pressure depletion
range, the oil recovery of depletion experiments with dissolved gas (live oil) was a bit higher than
that of the depletion experiment without dissolved gas (dead oil). This is ascribed to the fact that,
the formation with dissolved gas has larger elastic energy to expand. However, when the formation
pressure dropped below the bubble point pressure, there was an abrupt rise in the recovery degree
of the live oil groups, though the rising trend of the dead oil recovery continued. As the formation
pressure decreased from 20 MPa to 5 MPa, the ultimate recovery factor of dead oil group was only 2%.
On the other hand, the recovery factor of the three groups of live oil (1–3) were 14.1%, 11.9% and 11.6%
respectively. Therefore, from the output of the depletion process, dissolved gas has a significant effect
on the recovery of tight oil depletion since recovery rate of live oil reached 14.1% compared to that of
dead oil which was only 2%.
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3.2.2. Depletion Experiments at Reservoir Temperature (60 ◦C)

Five groups of pressure depletion experiments with live oil at reservoir temperature with different
initial formation pressure were conducted, and experimental conditions are shown in Table 7. There
were three different formation pressure coefficients, i.e. 0.8, 1.25 and 1.5, and the depletion range and
time vary from each other.

Table 7. Experimental conditions of live oil depletion under different initial formation pressure.

No.
Formation
Pressure

Coefficient

Pressure Depletion
Range (MPa)

Depletion
Time
(min)

Pressure
Depletion

Rate
(MPa/min)

Oil Type
GOR

(m3/m3)

Saturation
Pressure

(MPa)Initial
Pressure

Final
Pressure

1 1.5 30 5 1440 0.0173 live oil 50 8.85
2 1.25 25 6 1440 0.0132 live oil 50 8.85
3 0.8 16 6 750 0.0133 live oil 50 8.85
4 0.8 16 6 750 0.0133 live oil 50 8.85
5 0.8 16 6 750 0.0133 live oil 50 8.85

Figure 9 shows the oil recovery versus pressure depletion degree for the cases with the different
initial formation pressure, and the detailed produced oil and gas volume are shown in Table 8.
The experimental results demonstrate that ultimate oil recovery increases with increasing initial
formation pressure. For the experiments with formation pressure coefficient equal to 0.8, the average
ultimate oil recovery by pressure depletion from 16 MPa to 6 MPa was 11.41%. When the formation
pressure coefficient was increased to 1.25, the oil recovery increased to 12.35%, but less than 1% oil
recovery increment was seen. This is due to the limited elastic energy of fluids and rock. However,
when the initial formation pressure was increased to 30 MPa and the final pressure decreased to 5 MPa,
the ultimate oil recovery increased to 18.18%. It can be inferred that most of the oil recovery increment
is due to the expansion of dissolved gas. When the formation pressure was above the bubble point
pressure, the oil recovery was proportional to the pressure depletion degree, and the oil recovery
lines were parallel which indicates the same total compressibility of formation. When the formation
pressure dropped below the bubble point pressure, the oil recovery increased sharply, also the lower
the final pressure, the high oil recovery factor will be.
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Table 8. Experimental results of live oil depletion under different initial formation pressure.

No.
Produced Gas Volume

(mL)
Produced Oil Volume

(mL)
Ultimate Oil Recovery Factor

(%)

1 11,827.8 133.72 18.18
2 5660.28 88.62 12.35
3 5496.11 77.6 11.27
4 6364.32 79.6 11.56
5 5234.4 78.42 11.39
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Figure 9. Recovery factor of live oil depletion under different pressure coefficient.

3.2.3. Characteristics of Pressure Propagation of Live Oil Depletion

The pressure distribution along the core holder was monitored during the experiments of pressure
depletion using live oil. Figure 10 shows the pressure propagation during the live oil depletion
experiments at different formation pressure coefficients. When formation pressure is higher than the
bubble point pressure, only single-phase flow exists in the reservoir and the pressure drop of the
pressure measurement points are synchronized as the pressure depletion rate is low. The initial stage is
similar to the pressure propagation of dead oil depletion with low pressure depletion rate as depicted
in Figure 7f. However, when the pressure is lower than the bubble point pressure, there exist pressure
differences along the core holder, and the pressure of the measurement point far from the outlet is
high than the outlet pressure due to the dissolved gas that comes out of solution. The dissolved gas
provides additional pressure gradient to drive oil to the outlet, which in turn increases ultimate oil
recovery. The pressure difference along the core holder after gas comes out of solution in Figure 10a is
more significant than that in Figure 10b, due to the lower final pressure (5 MPa) which can account
for the higher ultimate oil recovery (18.18%). The large pressure differences between measurement
points due to more gas coming out of the oil provide larger pressure gradient to enhance oil recovery.
The pressure propagation curves in Figure 10 can explain the mechanism of dissolved gas enhancing
oil recovery.
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Figure 10. Pressure propagation characteristic of depletion experiments with different pressure
depletion range (a) pressure depletion from 30 MPa to 5 MPa; (b) pressure depletion from 25 MPa to
6 MPa; (c) pressure depletion from 16 MPa to 6 MPa.

4. Discussion

The recovery factor of tight oil depletion is mainly affected by the following factors.

4.1. Effect of Formation Pressure Coefficient on Recovery Factor

Formation pressure coefficient will affect the physical properties of reservoir rock and fluid,
mainly reflected on the elastic energy. From the elastic energy equation, the higher the formation
pressure coefficient, the higher the elastic energy of the rock and fluid. The recovery factor is higher
with depletion that has higher elastic energy. The effect was seen in the experimental results as the
recovery factor of dead oil estimated with formation pressure coefficient of 1 was only 2% but 3% for
formation pressure coefficient of 1.5, regardless of the different depletion time.

4.2. Effect of the Type of Depletion on Recovery Factor

Many depressurization ways can be used in tight reservoir depletion. Under the same formation
pressure, depletion range can be reduced to different pressure values under different depletion times.
From our experimental results, both the linear pressure depletion and step-like depletion method had
a recovery factor of 2% despite the different depletion method. This means that, different ways of
lowering pressure will only affect the rate of oil production, but not the final recovery factor since the
elastic energy of the reservoir that releases the fluids is much dependent on the pressure rather than
the depressurization method used. The way of lowering the pressure can be determined according to
production requirements and equipment conditions.
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4.3. Effect of Dissolved Gas on Recovery Factor

The presence of dissolved gas in tight oil reservoirs has a major effect on the recovery of tight
oil. This is because when the pressure is higher than the bubble point pressure, gas is completely
dissolved in the oil and the fluid in the reservoir is a single phase. In this case, the flow characteristics
and the recovery factor of the dead oil and the live oil are basically the same. However, when the
reservoir pressure is lower than the bubble point pressure, the dissolved gas is separated from the oil
and expanded to form gas-liquid two-phase flow. The continuous expansion of the gas due to pressure
decline tends to fills greater portion of the ultra-low rocks pores continuously thereby forcing the oil
out of the pore spaces. This will accordingly improve the recovery factor greatly as it was seen that the
recovery factor of live oil improved significantly to 18% compared to that of the deal oil which was
only about 2–3%.

5. Conclusions

A novel experimental platform for modelling the pressure depletion process in tight oil reservoirs
was developed. The developed experimental platform can effectively measure the oil recovery
over pressure depletion, and the pressure propagation during depletion can also be recorded.
The experimental results showed that pressure depletion without dissolved gas has limited elastic
energy and the oil recovery was about 2–3%. In addition, the ultimate oil recovery was dependent on
pressure depletion range but not pressure depletion types. The transient pressure propagates slowly
in tight formations, and obvious pressure lags exist especially for the reservoir depletion with high
pressure depletion rate. Dissolved gas can greatly enhance tight oil recovery when pressure depletes
below bubble point pressure, since the ultimate oil recovery reached 11–18%, and it will continue to
increase with decreasing final pressure. Pressure propagation curves of live oil depletion experiments
demonstrated that the additional pressure gradients due to the evolution of gas out of the oil can
account for the significant improvement in the oil recovery.
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Abstract: In this paper, the nuclear magnetic resonance (NMR) technique is applied to exploring
the spontaneous imbibition mechanism in tight sandstones under all face open (AFO) boundary
conditions, which will benefit a better understanding of spontaneous imbibition during the
development of oil & gas in tight formations. The advantages of nuclear magnetic resonance imaging
(NMRI) and NMR T2 are used to define the distribution of remaining oil, evaluate the effect of
micro structures on imbibition and predict imbibition recovery. NMR T2 results show that pore size
distributions around two peaks are not only the main oil distributions under saturated condition but
also fall within the main imbibition distributions range. Spontaneous imbibition mainly occurs in
the first 6 h and then slows down and even ceases. The oil signals in tiny pores stabilize during the
early stage of imbibition while the oil signal in large pores keeps fluctuating during the late stage of
imbibition. NMRI results demonstrate that spontaneous imbibition is a replacement process starting
slowly from the boundaries to the center under AFO and ending with oil-water mixing. Furthermore,
the wetting phase can invade the whole core in the first 6 h, which is identical with the main period of
imbibition occurring according to NMR T2 results. Factors influencing the history of oil distribution
and saturation differ at different periods, while it is dominated by capillary imbibition at the early
stage and allocated by diffusion at later time. Two imbibition recovery curves calculated by NMRI
and NMR T2 are basically consistent, while there still exists some deviations between them as a result
of the resolutions of NMRI and NMR T2. In addition, the heterogeneity of pore size distributions in
the two samples aggravates this discrepancy. The work in this paper should prove of great help to
better understand the process of the spontaneous imbibition, not only at the macroscopic level but
also at the microscopic level, which is significant for oil/gas recovery in tight formations.

Keywords: tight sandstones; spontaneous imbibition; remaining oil distributions; imbibition front;
imbibition recovery; NMR

1. Introduction

Tight oil reservoirs show typical low porosity and ultralow permeability characteristics, caused
by a wide pore size distribution and complex pore throat structures [1–3]. Large volumes of slick water
during multistage hydraulic fracturing are pumped into the tight formation to improve petrophysical
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properties by creating complex fracture networks [4,5]. Therefore, the spontaneous imbibition
mechanism in tight sandstones is a key issue that needs to be focused upon to prevent channeling
in the development of tight oil reservoirs. Hence, oil recovery by spontaneous imbibition is of
special importance in tight formations, particularly when the formation is characterized by developed
fractures [6,7]. For decades, researchers have carried out a lot of research on imbibition and obtained
important conclusions [8–10]. The characterization of the imbibition process, especially in tight
formations, has become a research hot topic. Many authors have focused on evaluating the imbibition
recovery based on conventional experiments, while few of them have examined the imbibition recovery
and residual oil distributions at microscopic level [11–15]. Indeed, acquiring a better understanding of
spontaneous imbibition in tight oil reservoirs can be tricky because of a wide pore size distribution
with a significant portion of it being nanoscale porosity [3]. Furthermore, an accurate measurement of
oil imbibed from tight samples is crucial for calculating the oil recovery of spontaneous imbibition.
Traditional measurement methods such as the volume method and the mass method, are not suitable
for imbibition of tight oil [16–18]. Therefore, a new method for characterizing spontaneous imbibition
is desperately needed. NMR has become a common experimental method in light of its fast, visual
and non-destructive properties [19–22]. On the one hand, NMRI can obtain images of the residual oil
distribution and imbibition front at relatively large scales [23,24]. On the other hand, NMR T2 can
reflect quantitatively the residual oil distributions at microscopic level [25,26]. Therefore, not only
the imbibition front can be observed, but also the fluids change at pore scale during spontaneous
imbibition can be obtained [27,28].

In this paper, spontaneous imbibition experiments and NMR tests are performed in tight
sandstone samples. This study aims to explore the potential of the NMR technique in characterizing the
microscopic imbibition mechanism in tight oil reservoirs. First of all, The changing characteristics of the
wetting and non-wetting phase at the microscopic level during imbibition are described using NMR
T2; Secondly, imbibition front advancing characteristics are observed by NMRI; lastly, the applicability
of two methods for calculating the imbibition recovery is evaluated and the reasons for the deviations
of imbibition recovery based on the two methods are respectively discussed.

2. Methodology

Imbibition recovery is an important parameter when evaluating imbibition effect. During imbibition,
oil is always adhered to the core surface and not easy to separate from core plugs. Moreover, the oil
content in tight sandstone core is low and the volume of oil that can be imbibed from the core is less,
which is difficult to measure. As a result, traditional methods of predicting imbibition recovery present
defects. Therefore, simple and efficient methods of predicting imbibition recovery in tight sandstones are
desperately needed. Herein, two methods for predicting imbibition recovery are recommended based on
NMR T2 distributions and NMR 2D-images, which is respectively called the NMR T2 method and the
NMRI method.

2.1. NMR T2

Under the action of radio frequency (RF) pulses hydrogen nuclei not only change in phase, but
also absorb energy to transition to higher energy states. After the RF excitation stops, the phase and
energy of hydrogen nuclei are restored to the original state. This process is called relaxation. There are
two relaxation times: T1 (longitudinal relaxation time) and T2 (transverse relaxation time). Although,
T2 contains the same information as T1 (T1 = kT2, k is constant), but it has more collected points than
T1. Moreover, the time for obtaining T2 is much shorter [29,30]. Therefore, T2 is usually choosen for
core analysis. The expression for T2 can be expressed as follows [19]:

1
T2

= (
1
T2

)S + (
1
T2

)D + (
1
T2

)B (1)
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where ( 1
T2
)S is the relaxation contribution from the surface of the rock particles (1/ms), ( 1

T2
)D is the

relaxation contribution from diffusion in magnetic gradients (1/ms), ( 1
T2
)B is the relaxation contribution

from bulk (1/ms). Equation (1) can also be described as follows:

1
T2

= ρ2(
S
V
) +

D(γGTE)
2

12
+

1
T2B

(2)

Since the value of T2B is always 2~3 s, which is much larger than T2. 1
T2B

in Equation (2), it can be
ignored. G is the magnetic gradient (gauss/cm), whose value is 0 in uniform magnetic field. Therefore,
D(γGTE)

2

12 in Equation (2) can also be ignored. Hence, Equation (1) can be converted to Equation (3):

1
T2

= ρ2(
FS
r
) (3)

where FS is the shape factor for irregular balls, for example, FS equals 3 in a spherical model and equals
2 in a column model. r is the pore and throat radius (um), ρ2 is the transverse relaxation strength
(constant). Therefore, a relationship between T2 and the pore radius can be further built in Equation (4):

r = CT2 (4)

where C = 1
FSρ2

, μm/ms C is a constant since FS and ρ2 are constant. Thus, there is a one to one
relationship existing between T2 and r. The coefficient factor C in Equation (4) can be obtained by
contrasting the T2 distribution and the pore throat size by PCP [31]. Consequently, the larger pores
have a longer relaxation time. And the larger the pore volume of the corresponding pore, the larger
the area of pore radius.

With the NMR T2 method, the remaining oil percentage can be obtained by dividing the sum of
the signal amplitudes at a measurement time by that at the initial time. The imbibition recovery can be
calculated using the remaining oil percentage and the specific expression is shown in Equation (5):

RNMR = (1 − Ai

A0
)100% (5)

where RNMR is the imbibition recovery calculated by Equation (5), %, Ai is the acreage enclosed by T2

curves of core after imbibition and on the X-axis, A0 is the acreage enclosed by T2 curves of core under
saturation conditions and on the X-axis.

2.2. NMRI

There are three factors contributing to the signal in the process of general NMRI, including the
longitudinal relaxation time, the transversal relaxation time and the hydrogen proton density [19].
The signal amplitude in NMRI can be expressed as follows:

A = AOρ(1 − e−TR/T1)e−TE/T2 (6)

where A is the signal amplitude, AO is the original signal amplitude, ρ is the hydrogen proton density,
TR is the repeat time, T1 is the longitudinal relaxation time, and TE is the echo time. As can be seen
from Equation (6), we can highlight the effect of one factor and restrain the effects of two other factors
by adjusting the imaging parameters. In this paper, a larger TR and a smaller

. TE were set, weighing the impact of proton density and reducing the impact of T1 and T2 on the
image, which is also called the proton density-weighted imaging method. Consequently, Equation (6)
can be converted into Equation (7):

A = AOρ (7)
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As can be seen from Equation (7), the signal amplitude is determined only by ρ. The stronger
the signal intensity, the larger the proton density and the more the oil content. Therefore, images of
oil distributions can be obtained by Equation (7), which is called the NMR proton density-weighted
imaging method. The specific process of obtaining NMRI images is described below: select a slice
of the sample parallel to the gradient magnetic field in the Z-axis direction. At the same time, the
Y-axis of a pixel can be determined by phase encoding and the X-axis determined by rate encoding.
2D-images can be reconstructed based on signal intensity and the information above, which reflects oil
distributions in a core section.

With the NMRI method, the remaining oil percentage can be obtained by dividing the mean
of pixels at a measurement time by the mean of pixels at the initial time. The imbibition recovery
can also be calculated using the remaining oil percentage and the specific expression is shown in
Equations (8) and (9):

RNMRI = (1 − P1

Po
)× 100% (8)

P =
∑5500

1 Pn

5500
(9)

where RNMRI is the imbibition recovery calculated by Equation (8),%, Pi is the pixel mean of 5500
voxels at a certain imbibition moment, Po is the pixel mean at the initial time, Pn is the pixel value of
one pixel, P1 and Po can be calculated by Equation (9). 5500 pixels are randomly selected from the
NMR 2D-images.

3. Experimental Materials

3.1. Samples

Two cylindrical outcrop tight samples were collected to perform spontaneous imbibition and
NMR tests in this study. Petrophysical properties of two samples are shown in Table 1. The length
and radius of core plugs were measured, and then helium porosity and nitrogen permeability tests
were performed. Contact angle was measured by the contact angle measuring instrument JC2000D3.
It should be noted that oil saturation in Table 1 represents the oil percentage of a blank core after being
saturated by white oil-5 and the detailed calculation can be referred in Section 3.4.

Table 1. Mineral contents, porosity, permeability and contact angle of two samples.

Sample
Petrophysical Property X-ray Results/%

L/cm R/cm K/mD φ/% So/% θ/◦ Qz Pl Cal Dol TCCM

SX-5 3.99 2.52 0.21 9.7 96.5 49.3 69.4 8.5 1.1 5.0 16
YL-1 3.83 2.52 0.89 10.2 98.3 40.5 82.7 - - - 17.3

Note: L—core length, R—core radius, K—permeability, φ—porosity, So—oil saturation, θ—contact angle;
Qz—quartz, Pl—plagioclase, Cal—calcite, Dol—dolomite; TCCM represents the total content of clay minerals.

3.2. Fluids

In order to eliminate the hydrogen signal of water, MnCl2 solution with the weight percentage of
40% is selected as the wetting phase by comparing the shield effect of various MnCl2 solutions with
different concentrations. So as to avoid volatilization in the magnetic chamber, white oil-5 is used as
the non-wetting phase instead of kerosene, which is characterized by a density of 0.82 g/cm3 and a
viscosity of 3.5 mPa·s.
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3.3. Experimental Instrument

A PANalytical diffractometer was used to acquire the relative mineral percentages, estimated by a
semi-quantitative method. It was performed on powdered tight sandstone at room temperature under
a relative humidity (RH) of 66 %.

NMR tests were performed on a MacroMR23-60H-I instrument (Suzhou Niumag Analytical
Instrument Corporation, Suzhou, China) with a constant magnetic field strength of 0.55 T and a
resonance frequency of 23.408 MHz. The measurement parameters are as follow: echo spacing, 0.12 ms;
waiting time, 2500 ms; echo numbers, 6000; numbers of scans, 64. All experiments were conducted at
room temperature under a relative humidity of 60%. The temperature of the magnetic chamber was
305.15 K.

3.4. Experimental Procedure

Firstly, core samples were dried at 378.15 K to a constant weight. Then the core samples were
weighed and measured (both the length and the diameter). Secondly, two core samples were saturated
by displacement until 8 pore volume white oil-5 are obtained at the end of the core holder. The weights
of the saturated cores were recorded. The oil saturation (Table 1) of each core can be calculated
using the dry weight, the wet weight and the volume of the sample. Thirdly, raw NMR data of
oil-saturated cores were obtained. At last, the oil-saturated cores were immersed in MnCl2 solution to
simulate spontaneous imbibition under AFO boundary conditions (Figure 1). Boundary conditions are
complicated due to the existence of both co-current and counter-current imbibition, among which AFO
condition is the most common one. The boundary condition AFO was chosen to further investigate in
this study [32–34]. Six sets of NMR experiments were conducted at 3 h, 6 h, 19 h, 26 h, 60 h, and 180 h
after being immersed into MnCl2 solution (The rate of spontaneous imbibition slow down with time
in previous research, measurement intervals were small at the early stage of spontaneous imbibition
and then measurement intervals were large at the later stage of spontaneous imbibition, so our NMR
measurements were set at 3 h, 6 h, 19 h, 26 h, 60 h, and 180 h). Then, NMR T2 and NMR images for
each set of the NMR experiment were obtained.

Figure 1. Counter-current imbibition in oil-saturated cores under AFO boundary condition.

4. Results and Discussion

4.1. NMR T2 under Saturated Condition

The top curves in Figures 2 and 3 show the T2 distributions of samples under saturation condition.
Each T2 distribution curve shows two peaks with a higher right peak and a lower left peak. The larger
the value of T2 is, the bigger the pore is. Pores ranging 10 ms–1000 ms and 0.1 ms–10 ms can be defined
as large pores and tiny pores respectively, which is around right peak and left peak. The two peaks of
SX-5 are located at about 5 ms and 100 ms whereas the two peaks of YL-1 are located at about 1 ms
and 150 ms. The height of the left peak is obviously lower than that of the right one in SX-5, while the
divergence is smaller inYL-1. The area enclosed by left peak is apparently smaller than that of the right
peak for SX-5, while the relationship is opposite for YL-1. In conclusion, oil content in tiny pores is
less than oil content in large pores for SX-5 and the relationship in YL-1 is just opposite. One possible
reason for the difference is probably that YL-1 has more tiny pores than SX-5. The other probable

298



Energies 2018, 11, 2359

reason is that YL-1 has a better connectivity. However, considering the high oil saturation of the two
samples (Table 1). We attribute the difference to the first one.
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Figure 2. T2 distributions of core SX-5 during imbibition.
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Figure 3. T2 distributions of coreYL-1 during imbibition.

4.2. Remaining Oil Distributions after Imbibition

The other six curves from top to bottom in Figure 2 or Figure 3 represent the T2 distribution curves
of the remaining oil in the core after imbibition for 3 h, 6 h, 19 h, 26 h, 60 h and 180 h, for simplicity,
they are recorded as C3, C6, C19, C26, C60 and C180, respectively. When taking the overall process of
imbibition of SX-5 into account, the left peak of C3 descends significantly and part of the left peak of
C6 descends slightly. Left peaks of C6 and C19 almost coincide with each other. Then the left peak of
C26 rises up and then the left peaks of C60 and C180 are almost identical. When it comes to the right
peaks at different imbibition time, it can be seen that the right peaks of C19 and C6 almost coincide.
The right peak of C26 falls down slightly and then the right peaks of C60 and C180 both rise up in an
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apparent manner. The change of T2 distributions of SX-5 indicates that the main imbibition time of
tiny pores and large ones is relatively 0~3 h and 0~6 H. In contrast with SX-5, YL-1 shows a more
obvious main imbibition pore size interval around the left peak. The left peak falls down continuously
at early stage and then stays unchanged during the 19–26 h period, then slightly falls down at 60 h and
again stays unchanged at 180 h. The right peak falls down slightly during the first 26 h, then rises up a
little at 60 h and again falls down slightly at 180 h. However, the right peak of C180 is still lower than
that of C60, but still higher than that of C26. As for the reasons why the time of experiment sets 26 h is
fallen as the lowest curve and 180 h located in the middle in both Figures 2 and 3, and the oil signal
amplitude in pores, especially in large pores, fluctuates during the later period of imbibition process,
the detailed explanation can be found in Section 4.3.

The changes of the two peaks of the two samples during the imbibition process are not
synchronized, which indicates that the difference of imbibition between tiny pores and large pores is
obvious. The left peaks of the two samples move right during imbibition which does not happen in
the right peak, indicating that tiny pores exert a strong advantage in imbibition. At the early stage of
imbibition process of two samples, oil in tiny pores is displaced by the wetting phase and oil in large
pores is also discharged by counter-current imbibition under the AFO boundary condition. Therefore,
the oil signal of tiny pores and large pores is weakened just as in the T2 results above. Tiny pores play
a stronger role than large pores in imbibition at the early stage. Reasons for this are as follows: on the
one hand, as the main driving force for imbibition, the capillary force of large pores is smaller than that
of tiny pores. As a result, imbibition in large pores is slower than that in tiny pores. On the other hand,
both oil originally stored in large pores and oil imbibed from tiny pores should be discharged from
the large pores at the same time. Therefore, the oil signal in tiny pores decreases more quickly than in
large pores at the beginning. Since tiny pores in SX-5 are less developed, the difference of imbibition
intensity between tiny pores and large pores in SX-5 is little. Also, the above reasons as well as the
existence of abundant tiny pores inYL-1 leads to a significantly main imbibition interval. As imbibition
continues, the oil signal in tiny pores and maintains a slightly downward trend and even tends to
remain unchanged while the oil signal in large pores fluctuates during the later stage.

At the same time, the common point of two samples is that tiny pores show a strong ability of
imbibition. However, by comparing the two samples, we can find that there are some differences
between them. The first one is that imbibition in tiny pores of YL-1 lasts longer than that of SX-5.
The other is that large pores of SX-5 show a stronger ability of imbibition than those of YL-1. Since right
peaks of SX-5 and YL-1 are located at 5 ms and 1ms when left ones are at 100 ms and 150 ms, tiny pores
distributed in the left peak of YL-1 have a larger capillary force than those of SX-5 while the capillary
force in large pores in the right peak shows the opposite result. Hence, tiny pores ofYL-1 show a
stronger imbibition than those of SX-5 when large pores display the opposite result. Therefore, more
oil is imbibed from tiny pores to large ones. It is thus not imbibed out of large pores. Consequently,
oil is trapped in large pores, which leads to a slow fall of the right peak of T2 distribution. As can be
seen from all the above statements, the pore size distribution has a great effect on imbibition. Pore size
distribution can account for the two differences.

4.3. Imbibition Front

2D-images in Figures 4 and 5 are reconstructed by employing the NMR proton density-weighted
imaging method, which represent fluid distributions in the center section of cylindrical cores at
different stages (0 h, 3 h, 6 h, 19 h) of imbibition. It is noted that NMR-2D images at 26 h, 60 h,
and 180 h were left out because few changes happen after 26 h. The red area means that core is
saturated 100% by oil and the blue region on the edge of the core is affected by a noise-signal ratio.
The green color corresponds to the oil-water two phase region and the lighter green is related to areas
with a larger water saturation. As can be seen from Figure 5, oil is evenly distributed throughout the
overall section before imbibition. The oil signal around the border then weakens. Furthermore, the
oil-water mixing zone approaches the center of 2D-image with imbibition carrying on taking place.
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Finally, the whole core is filled with oil-water two phase. The center of the 2D-image corresponds to a
no-flow boundary, which is invaded by water at last. The core surface is directly contacted with the
wetting phase under AFO boundary condition, which can be considered as the situation where the
matrix is coming into contact with the fractures, in this paper. It can also be seen from Figures 4 and 5
that although the resolution of NMRI 2D-image is low, the imbibition front advancing is relatively
clear. Spontaneous imbibition is a replacement process starting slowly from the boundaries towards
the center, in which a radial displacement is formed during counter-current imbibition under AFO
boundary conditions.

 

 
   

0 h 3 h 6 h 19 h 

 

3.99cm 

Figure 4. 2D images of SX-5 during imbibition.

 

 
   

0 h 3 h 6 h 19 h 

 

3.83cm 

Figure 5. 2D images of YL-1 during imbibition.

The results demonstrate that the wetting phase can invade the whole core in 6 h. The change of
fluid distribution is no longer obvious when time passes from 6 h to 19 h. As concluded in Section 4.2,
NMR T2 curves of the remaining oil distributions after 6 h also change a little, which makes good
agreement. The oil signal inYL-1 changes obviously from 0 h to 19 h and pure oil areas are sporadically
distributed near the no-flow boundary until 19 h, which coincides with the changes of the left peak of
YL-1 T2 curves. Therefore, the imbibition front advancing trend concluded from NMRI makes good
accordance with NMR T2. According to the results of NMRI and NMR T2, continuous oil is cut off
once water invades the whole core. The reason why the oil signal amplitude in pores, especially in
large pores, fluctuates during the later period of the experiment is that diffusion plays a dominant role
in the distribution change of discontinuous oil. Based on observations above, we concluded that the
early imbibition time represents a period dominated by the capillary force, whereas the later period
towards the end of the experiment is controlled by diffusion. During the later period of imbibition,
the oil signal in large pores increases in an obvious manner and the oil signal in tiny pores fluctuates
slightly or even stays unchanged. The oil in tiny pores invaded into larger pores under the process of
diffusion and the oil is not discharged out timely, which causes an increase of the oil signal in large
pores. It can be seen that the remaining oil is mainly distributed in the larger pores and cannot be fully
imbibed by water.
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4.4. Recommended Methods to Calculate Imbibition Recovery

Using the two methods recommended in Methodology (Section 2), imbibition recovery curves of
the two samples above are obtained in Figure 6 or Figure 7. The imbibition recoveries of two samples
exceed 30% at 6 h after imbibition and keep stable after 19 h. The ultimate recoveries of the NMR T2

method are 35% and 42% respectively for SX-5 andYL-1, which is consistent with the recovery results
using the imbibition bottle in our previous work. However, the ultimate recovery results of the NMRI
method are 51% (SX-5) and 38% (YL-1). The recovery results show no obvious relationship with the
permeability. Even the recovery results show differences. The imbibition recovery results still indicate
that imbibition is critical for the development of tight oil reservoirs.
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Figure 6. The imbibition recovery of SX-5 predicted by the NMR T2 method and the NMRI method.
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Figure 7. The imbibition recovery of YL-1 predicted by the NMR T2 method and the NMRI method.

Comparisons between two methods in Figure 6 or Figure 7 were analyzed. On the one hand,
as can be seen from Figure 6 or Figure 7, the two curves show the same trend with time. On the
other hand, the imbibition recovery obtained by the NMRI method for SX-5 is always larger than
that acquired by the NMR method, while the relationship is just opposite for YL-1. Reasons for the
discrepancies are mainly attributed to the resolution of two methods and the heterogeneity of pore
size distributions. The resolution of NMR T2 is much higher than that of 2D-images. The NMRI
method cannot effectively identify oil changes in tiny pores during spontaneous imbibition. The NMR
T2 and NMRI results can lead us to make the following remarks. Firstly, both tiny pores and large
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pores are abundant inYL-1 whereas the large pore content is high and tiny pore content is low in SX-5.
Furthermore, the imbibition ability in large pores of YL-1 is weak while tiny pores show a strong
imbition ability inYL-1. Not only tiny pores, but also large pores show a strong imbibition ability in
SX-5. Here, the dominant imbibition pores are large pores whereas the dominant imbibition pores
in YL-1 are tiny pores. Therefore, the imbibition recovery of SX-5 can be mostly contributed by the
dominant imbibition pores when the imbibition recovery of YL-1 can be mostly contributed by a poor
pore behavior. What’s more, the heterogeneity of pore size distributions in two samples aggravates
this dicrepancy in the two methods.

Based on the results above, the NMR T2 method can effectively identify tiny and large pores,
we recomend it as an effective tool for predicting imbibitoin recovery in tight sandstones. However,
with the improvement of resolutions in NMRI, the imbibiton recovery predicted by the NMRI method
will get more and more close to the recovery calculated by the NMR T2 method. In our future work,
the relationship between the resolution of NMRI and predicted imbibition recovery will be studied.

5. Conclusions

In this study, two outcrop samples were collected to perform spontaneous imbibition experiments
under AFO boundary condition. NMRI and NMR T2 tests were conducted during spontaneous
imbibition, and employed to evaluate the spontaneous imbibition mechanism and the oil displacement
recovery by imbibition. The main conclusions are as follows: (1) Spontaneous imbibition slows
down and even ceases after 6 h. The oil signal in tiny pores stabilizes during the early stage of
imbibition while the oil signal in large pores keeps fluctuating during the late stage of imbibition.
(2) According to the results of NMRI and NMR T2, we conclude that continuous oil is cut off once
water invades the whole core and then imbibition slows down or even ceases. The reason why the
oil signal amplitude in pores, especially large pores, fluctuates at a late period of the experiment is
that diffusion plays a dominant role in determining the distributions of discontinuous oil at the late
stage. (3) The imbibition recovery of two samples using two methods exceeded 35%. Even differences
occurred, the results still indicate that imbibition is critical for the development of tight oil reservoirs.
(4) The two imbibition recovery curves that were predicted by the two methods are basically consistent.
Discrepancies, however, still exist. Due to the differences of the resolutions of the two methods, there
are some discrepancies in the imbibition recovery values. Furthermore, the heterogeneity of pore size
distributions in the two samples aggravates this discrepancy between the two methods.
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Abstract: Low-salinity water (LSW) flooding technology has obvious operational and economic
advantages, so it is applied to practice in many oilfields. However, there are differences in the
oil recovery efficiencies in different oilfields, the reasons for which need to be further studied and
discussed. This paper studies the effect of different clay mineral compositions on low-salinity water
flooding. For this purpose, three groups of core displacement experiments were designed with cores
containing different clay mineral compositions for comparison. In the process of formation water
and low-salinity water driving, the oil recovery and produced-water properties were measured.
By comparing the two types of water flooding, it was found that the cores with the highest
montmorillonite content had the best effect (5.7%) on low-salinity water flooding and the cores
with the highest kaolinite content had the least effect (1.9%). This phenomenon is closely related to
the difference in ion exchange capacity of the clay minerals. Moreover, after switching to low-salinity
water flooding, the interfacial tension and wetting angle of the produced-water increased and the
value of pH decreased, which are important mechanisms for enhancing oil recovery by low-salinity
water flooding. This study reveals the influence of clay mineral composition on low-salinity water
flooding and can provide more guidance for conventional and unconventional oilfield application of
low-salinity water flooding technology.

Keywords: low-salinity water flooding; clay mineral composition; enhanced oil recovery; wetting
angle; pH of formation water

1. Introduction

Compared with other enhanced oil recovery (EOR) technologies such as chemical flooding and
thermal recovery, low-salinity water flooding is simple, economical and practical. Especially for
unconventional reservoirs such as tight reservoirs, the general EOR methods such as polymer flooding
cannot be applied because of the difficulty in injecting into such small pores, whose overpressure
matrix permeability is less than 0.1 × 10−3 mD. On the other hand, low-salinity water flooding
can enter the small pores at this scale, and the risk is low. Thus, low-salinity water flooding
has great application potential in unconventional reservoirs. During the period of low oil prices,
low-salinity water flooding has made great progress [1–3]. Martin [4] reported for the first time
that decreasing the salinity of injected water improved the recovery of oil. However, this report did
not get much attention until 1997 when Tang and Morrow [5] reported that the oil recovery was
effectively improved by injecting low-salinity water and optimizing the composition of injected water.
After that, numerous laboratory tests and field tests on low-salinity water flooding were carried
out. Robertson, Lager and Seccombe [6–8] carried out oil field tests and achieved the desired results,
confirming the feasibility of low-salinity water flooding. In 2006, Jerauld [3] found through numerical
simulation that the injection of low-salinity water affected the relative permeability and formation
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pressure, thus changing the wettability of rock and finally improving the recovery. In 2008, Larger and
others [9] proved through experiments that multicomponent ion exchange (MIE) occurs between
low-salinity water injection, clay mineral surface and injected brine, thus enhancing the oil recovery.
In 2010, Sorbie [10] proposed a mechanism for low-salinity water flooding, which is believed to be
associated with rock porosity by low-salinity water flooding. At the same time, Rezaeidoust [11] also
verified through application of low-salinity water flooding in Beihai sandstone reservoir that when
the salinity of the injected water is low enough, the oil recovery can be improved. Many low-salinity
water flooding experiments were carried out on limestone cores by Yousef and others [2,12,13] in
2011, and they found that continuous injection of low-salinity water can make rock more hydrophilic
and improve recovery by improving pore throat connectivity. In 2015, Wu Jian [14] analyzed the
oilfield experimental data and concluded that the main reason for the enhanced oil recovery effect of
low-salinity water flooding is the microscopic transformation of reservoirs caused by migration of clay
particles. Recently, Shehata [15] used zeta-potential measurements in low-salinity water flooding and
found that chlorite and illite contributed to a smaller electrical-double-layer expansion compared to
kaolinite, feldspars, montmorillonite, and muscovite. It has provoked people’s attention to the effect
of clay minerals in low salinity water flooding.

Clay minerals are widely distributed in China and the types and contents of clay minerals in
different reservoirs vary greatly [16–18], so they have an important impact on oilfield development.
According to Li and Zou [19,20], three main clay minerals (illite, kaolinite and montmorillonite)
have very different crystal structures (Table 1), which may be the reason for their different effects on
low-salinity water flooding.

Table 1. Crystallographic characteristics of kaolinite, illite and montmorillonite.

Property Kaolinite Illite Montmorillonite

Layer 1:1 2:1 2:1
Grain size, μm 5–0.5 <0.5 2–0.1

Ion exchange capacity, meq/100 g 3–15 10–40 80–150
Surface area BET-N2, m2/g 15–25 50–110 30–80

Each unit of kaolinite crystal structure consists of Si-O tetrahedral sheet and A1-O/OH octahedral
sheet. The head of Si-O tetrahedral sheet points to A1-O/OH octahedral sheet, and shares oxygen
atoms with the A1-O/OH octahedral sheet. The layers are connected by hydrogen bonds, so that
the interlayer spacing remains mainly unchanged and the expansion properties are small (Figure 1a).
The interaction between atoms is strong, and desorption requires a greater chemical force.

Figure 1. Structural diagram of clay minerals; (a) Kaolinite; (b) Illite.
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Illite is made up of two Si-O tetrahedral sheets and one A1-O/OH octahedral sheet. The octahedral
sheet is between two Si-O tetrahedral sheets. The head of Si-O tetrahedral sheets points to A1-O/OH
octahedral sheet, and shares Oxygen atom with A1-O/OH octahedral sheet. Approximately 1/4 of Si4+

atoms in the Si-O tetrahedron are replaced by A13+, causing a lack of positive charge. Consequently,
a layer of K+ is formed between the two structural unit layers to balance the negative charge due to
the displacement. During the evolution of mica into illite, K+ is easily exchanged with other cations.
Therefore, Ca2+ and Mg2+ are often found in the layers of illite, and the interlayer structure of illite is
not stable (Figure 1b). This property is beneficial for ion exchange on its surface.

Each unit of the montmorillonite crystal structure consists of two Si-O tetrahedral sheets and one
A1-O/OH octahedral sheet. The layers are bonded by the weak van der Waals forces. Montmorillonite
can absorb water and other liquids, and can adsorb cations to balance interlayer charge. The interlayer
water and exchangeable cations adsorbed between two structural layers can cause the lattice to expand,
and the adsorbed cations allow montmorillonite to have significant ion exchange capacity. Therefore,
montmorillonite generally has less chemical force between layers and contains more Na+ or Ca2+

(Figure 2).

  

Figure 2. Structural diagram of montmorillonite. (a) Crystal structure of montmorillonite; (b) Crystal
structure of montmorillonite after water swelling.

Great progress has been made in the study of the mechanism of low-salinity water flooding, but
there is still a lot of controversy. Furthermore, the above studies did not quantitatively analyze the clay
mineral composition of the cores used. The effect of low-salinity water flooding is probably related to
clay mineral composition, but the influence of clay mineral composition on the EOR mechanism lacks
the necessary basic experimental support. Therefore, three groups of experiments were designed in this
study, and the influence of clay mineral composition on low-salinity water flooding was quantitatively
studied based on the measurements of pH value, interfacial tension and wetting angle. The research
results are of great significance for improving the recovery of clay-bearing mineral reservoirs.

2. Experiment

Three groups of high-temperature core displacement experiments were designed according to
the experiment purposes. Each group of comparison experiments included the whole process of
formation water flooding and low-salinity water flooding after the injection of 0.5 PV (1 PV = 1 pore
volume) of formation water. The effects of clay mineral composition on low-salinity water flooding
and the mechanism of low-salinity water flooding were comprehensively studied by statistical results
of produced liquid and property tests of produced-water.

308



Energies 2018, 11, 3317

2.1. Core Preparation

The artificial cores were prepared in the laboratory as follows: First, the raw materials were
prepared and mixed in a certain proportion. Then, they were placed in the mold for pressing and
bonding. Finally, the cores were cut and stored for two weeks. Here, the clay mineral content of each
core was designed as shown in Table 2.

Table 2. Clay mineral content of each group of cores.

Group
Clay Content,

%
Montmorillonite

Content, %
Kaolinite

Content, %
Illite Content,

%
Core Quantity

I 7 60 20 20 2
II 7 20 60 20 2
III 7 20 20 60 2

According to the designed content, montmorillonite, kaolinite and illite (Figure 3) were added
to the raw materials to make the six artificial cores (Figure 4). Their physical parameters are listed in
Table 3.

 
Figure 3. Clay minerals in the raw materials.

 

Figure 4. The 6 artificial cores for experiments.

Table 3. Physical parameters of the artificial cores.

Core Number Length, m Diameter, m Porosity, % Permeability, D

1 0.096 0.025 18.2 0.4435
2 0.096 0.025 17.8 0.4307
3 0.094 0.025 16.8 0.4266
4 0.097 0.025 18.4 0.4104
5 0.097 0.025 19.0 0.4637
6 0.096 0.025 18.5 0.4523
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2.2. Fluid Preparation

The samples of the formation water and low-salinity water were provided by A block in Shengli
Oilfield, and their ionic composition were tested (Table 4). According to the ionic composition,
formation water was prepared by dissolving sodium chloride, magnesium chloride, and calcium
chloride reagents in deionized water, and low salinity water was prepared by dissolving sodium
chloride, magnesium chloride, calcium chloride and sodium bicarbonate reagents in deionized water.

Table 4. Ion content of formation water and low-salinity water.

Ion Composition Na+ Ca2+ Mg2+ Cl− HCO3− Total Salinity pH

Ion content of formation water, g/m3 8200 530 140 14000 550 23420 6.9
Ion content of low-salinity water, g/m3 575 80 24 1100 - 1994 -

Field crude oil of the A block in Shengli Oilfield was selected for the experiments. The density of
the crude oil is 0.857 kg/m3 at 25 ◦C, the viscosity is 100 mPa·s, and the pH is 6.79. The experimental
crude oil was subjected to a four-component separation test, and the crude oil components are given
in Table 5.

Table 5. Contents of four components of crude oil.

Four-Component Saturated Component Aromatics Colloid Asphaltene

Content, % 43.45 12.97 3.80 0.54

2.3. Experimental Procedure

The instrument used in the experiment is a thermostatic displacement device (Figure 5).

 
Figure 5. Schematic diagram of the experimental instrument.

The specific experimental procedures are as follows, and each step is in strict accordance with
the experimental standards [21]. (1) The cores were first weighed, then they were evacuated for 7 h,
and then saturated with formation water for 24 h at pressure of 20 MPa. (2) The samples were weighed
and nuclear magnetic resonance (NMR) spectroscopy was performed; (3) Oil flooding was performed
for 15 PV to saturate cores with crude oil, then the cores were weighed and placed in the oil for
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240 h. (4) The pipeline was connected and the displacing equipment was started. The equipment was
preheated for 2 h before every experiment to reach 90 ◦C. (5) For core No.1, core No. 3 and core No. 5,
low-salinity water was injected after injecting 0.5 PV formation water. (6) For core No. 2, core No. 4
and core No. 6, continuous injection of formation water was carried out until the water cut reached
98%. In steps (5) and (6), during the experiment, the water output and oil output were measured and
the pH, interfacial tension and wettability of produced-water were tested. The specific parameters of
the comparison experiment are designed as Table 6.

Table 6. Design of the comparison experiment.

Group Number
Main Component of

Clay Mineral
Experimental Procedures and Parameters

I
1 Kaolinite Injecting formation water at the beginning and injecting

low-salinity water after 0.5 PV with flow rate of 0.05 cm3/min

2 Kaolinite Injecting formation water with the flow rate of 0.05 cm3/min

II
3 Illite

Injecting formation water at the beginning and injecting
low-salinity water after 0.5 PV with the flow rate of 0.05
cm3/min

4 Illite Injecting formation water with the flow rate of 0.05 cm3/min

III
5 Montmorillonite

Injecting formation water at the beginning and injecting
low-salinity water after 0.5 PV with the flow rate of 0.05
cm3/min

6 Montmorillonite Injecting formation water with the flow rate of 0.05 cm3/min

3. Results

3.1. Porous Structure of the Prepared Cores

The T2 NMR spectrum showed good correspondence with the pore structure of the cores [22–25].
The T2 spectrum curves of the six cores in saturated water state are shown in Figure 6. It can be
observed that the pore structures of the six cores are relatively similar.

Figure 6. NMR curves of cores saturated with water.

3.2. Relationship between Clay Mineral Composition and Oil Recovery

Measurements were taken at ten points during the experiments, and the oil recovery results were
calculated and plotted, as shown in Figure 7.
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Figure 7. Comparison of oil recovery of the cores. (a) Cores No. 1 and No. 2; (b) Cores No. 3 and No. 4;
(c) Cores No. 5 and No. 6.

As seen from the above graphs, injecting low-salinity water in cores containing clay minerals
improved the oil recovery, but the degree of EOR was different. Cores with the highest content of
montmorillonite had the most obvious effect of EOR, from 38% (Core No. 6) of the whole process
of formation water flooding to 43.7% (Core No. 5), and the degree of recovery increased by 5.7%.
On the other hand, cores with the highest content of kaolinite showed the poorest effect on low-salinity
water flooding, from 38.6% (Core No. 2) of the whole process of formation water flooding to 40.5%
(Core No. 1), and the degree of recovery increased by only 1.9%. Cores with the highest content of
illite showed an intermediate effect of EOR (3.3%). The relative improvement of oil recovery for each
group of cores was calculated, as shown in Table 7. It is obvious that cores with the highest content of
montmorillonite are the most suitable for low-salinity water flooding.

Table 7. Difference in EOR.

Core 1–2 3–4 5–6

Difference in EOR, % 4.92 8.85 15.00

3.3. Change in Properties during Displacement Process

During the displacement process, five samples were taken from each core and each sample was
subjected to measurements of pH value, interfacial tension and wetting angle. A total of 90 attribute
tests were performed and the results are presented in Figure 8.

 

Figure 8. Results in attribute tests in Cores 1–6. (a) The change of pH; (b) The change of interfacial
tension; (c) The change of wetting angle.

During the entire process of formation water flooding test, the changes in the three properties were
not significantly affected by clay mineral composition, and all the cores showed a consistent pattern.

In the test involving injecting low-salinity water after injecting formation water, the values of
different properties changed significantly, mainly reflected in the increase in pH value (0.5–0.6), and
the decrease in interfacial tension (8–9 mN/m) and wetting angle (5–6.5◦) of the produced-water.
These results indicate the alkaline enhancement of displacing liquid system and the decrease in
resistance of oil displacement. This effect is favorable for improving oil displacement efficiency,
ultimately resulting in the improvement of oil recovery.
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Groups with different clay mineral compositions showed various degrees of difference in the
three properties between two diverse displacement tests. Taking these results in combination with the
oil recovery data, a clear trend can be observed: cores with better effect of EOR on low-salinity water
flooding will have higher pH value and lower interfacial tension and wetting angle.

4. Discussion

Based on the analysis of the above experimental data, combined with literature research, the
mechanism of influence of clay mineral composition on low-salinity water flooding is discussed in
this section. According to the NMR results in Section 3.1, the pore structure of the six cores is similar.
Therefore, the effect of pore structure on the low-salinity water flooding in the experiment is excluded.

4.1. Ionic Mechanism of Low-Salinity Water Flooding

After injecting formation water, the organic acids and salt base in the crude oil and some cations in
the formation water (such as Ca2+) are adsorbed on the surface of the clay mineral due to the negative
charge on the surface. At this point, the ion concentration, temperature, pressure, and pH are in a state
of chemical equilibrium (Figure 9a).

 
Figure 9. Ion exchange process during low-salinity flooding. (a) Initial state of clay surface; (b) Reaction
occurring during low-salinity flooding; (c) Final state of clay surface.

After injecting low-salinity water, the original salt-rock interface equilibrium is destroyed. Then,
the ion desorption reaction occurs on the rock surface, especially for Ca2+, because the ion concentration
of low-salinity water is much lower than that of the original formation water. Thus, in order to
compensate for the loss of Ca2+ on the rock surface and maintain charge balance, H+ in the water is
adsorbed on the rock surface. In other words, the interaction between Ca2+ and H+ occurs on the
surface of clay minerals (Figure 9b).

As the amount of H+ in the liquid system decreases and pH value of the system rises, the matrix
and organic acids on the clay surface react with the OH−, thereby forming a new interface of acid and
salt and desorbing from the surface of the clay mineral (Figure 9c).
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During this process, the amount of matrix and organic acids adhering to the clay surface is
reduced by the reaction. On the one hand, this makes the rock surface more hydrophilic, and on the
other hand, this reduces the resistance of oil displacement. Generally, this chemical reaction is similar
to that of alkali flooding.

4.2. Analysis of Influence of Clay Mineral Composition on Low-Salinity Water Flooding

From the above analysis, it is evident that the surface ionic chemical reaction is closely related
to the enhanced oil recovery mechanism of low-salinity water flooding. According to the statistics
of the physical properties of the three clay minerals, it can be inferred that the fundamental reason
for the different degrees of enhanced oil recovery is the differences in the degree of cation conversion
occurring on the mineral surface for the three kinds of clay minerals.

Therefore, the different crystal structures of the three clay minerals determine the ion exchange
capacity of their surface, which further influences the EOR effect of low-salinity water flooding.
For kaolinite, the ion exchange capacity on its surface is weak, which is not conducive to the mechanism
of low-salinity water flooding. As there are Ca2+ and Mg2+ ions inside the illite layer, and the interlayer
structure of illite is unstable, its surface is favorable for ion exchange. At the same time, it is found that
Ca2+ plays an extremely important role in EOR effect of low-salinity water flooding. Montmorillonite
usually has less chemical force between layers and contains more Na+ or Ca2+, which not only increases
the surface area available for the ionic reaction, but also transfers and catalyzes the ionic reaction.
Therefore, montmorillonite is more suitable for the application of water flooding to enhance the
oil recovery.

5. Conclusions

Core flooding tests were designed to investigate the effects of different clay mineral compositions
on the EOR effect of low-salinity water flooding. At the same time, the properties of the effluent
were determined in different flooding stages, and the mechanism of EOR effect of low-salinity water
flooding was analyzed. The following conclusions were drawn from the results of this work:

Compared to the entire process of water flooding test, the pH value increased by 0.5–0.6, the
interfacial tension decreased by 8–9 mN/m, and the wetting angle decreased by 5–6.5◦ during the
low-salinity water flooding. That is, after the low-salinity water was injected into the core, a similar
effect to the alkaline flooding occurred, which increased the overall cleaning efficiency and ultimately
improved oil recovery.

The composition of clay minerals had a significant influence on the effect of low-salinity water
flooding. In particular, cores with the highest content of montmorillonite showed the most obvious
effect on low-salinity water flooding (EOR of 5.7%), while cores with the highest content of kaolinite
showed the poorest effect on low-salinity water flooding (EOR of 1.9%). The cores with the highest
content of illite showed an intermediate effect (EOR of 3.3%). These results can be explained by the
differences in the crystal structure of the clay mineral. The interlayer of montmorillonite is connected
by van der Waals forces, which makes its surface have the highest ion exchange capacity. On the
other hand, kaolinite has the largest crystal chemical force and the closest ion connection. Thus, the
ion exchange capacity on its surface is weak. The performance characteristics are consistent with the
experimental data, indicating that ion exchange is one of the essential mechanisms of EOR effect of
low-salinity water flooding. Therefore, in formations with similar conditions but different clay mineral
composition, the content of montmorillonite is the most important factor affecting the performance
of low-salinity water flooding. If the content of montmorillonite is relatively high in the formation,
low-salinity water flooding can achieve better results.
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Abstract: Characterization of a deep circulation groundwater flow system is a big challenge, because
the flow field and aqueous chemistry of deep circulation groundwater is significantly influenced by
the geothermal reservoir. In this field study, we employed a geochemical approach to recognize a deep
circulation groundwater pattern by combined the geochemistry analysis with isotopic measurements.
The water samples were collected from the outlet of the Reshui River Basin which has a hot spring
with a temperature of 88 ◦C. Experimental results reveal a fault-controlled deep circulation geothermal
groundwater flow system. The weathering crust of the granitic mountains on the south of the basin
collects precipitation infiltration, which is the recharge area of the deep circulation groundwater
system. Water infiltrates from the land surface to a depth of about 3.8–4.3 km where the groundwater
is heated up to around 170 ◦C in the geothermal reservoir. A regional active normal fault acts as
a pathway of groundwater. The geothermal groundwater is then obstructed by a thrust fault and
recharged by the hot spring, which is forced by the water pressure of convection derived from the
800 m altitude difference between the recharge and the discharge areas. Some part of groundwater
flow within a geothermal reservoir is mixed with cold shallow groundwater. The isotopic fraction
is positively correlated with the seasonal water table depth of shallow groundwater. Basic mineral
dissolutions at thermoneutral conditions, hydrolysis with the aid of carbonic acid produced by the
reaction of carbon dioxide with the water, and hydrothermal alteration in the geothermal reservoir
add some extra chemical components into the geothermal water. The alkaline deep circulation
groundwater is chemically featured by high contents of sodium, sulfate, chloride, fluorine, silicate,
and some trace elements, such as lithium, strontium, cesium, and rubidium. Our results suggest that
groundwater deep circulation convection exists in mountain regions where water-conducting fault
and water-blocking fault combined properly. A significant elevation difference of topography is the
other key.

Keywords: deep circulation groundwater; groundwater flow; geothermal water; faults; isotopes
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1. Introduction

There is a continuous heat-flow from the Earth’s interior to the surface. Away from tectonic
plate boundaries, geothermal gradient is about 25–30 ◦C/km of depth near the surface in most of
the world [1]. For deep circulation groundwater, downward flow lowers crustal temperatures, while
upward flow tends to raise temperatures. Deep circulation groundwater as part of the hydrologic
cycle influences the distribution of heat and, thereby, the temperature field in the Earth’s crust [2].
Deep circulation groundwater flow systems need more attention.

Deep circulation groundwater flow systems are usually connected to geothermal system,
especially in neotectonic and volcanic areas. Geological structures relating to geothermal activities,
such as faults, usually complicate the flow and chemistry of deep circulation groundwater. Generally,
a geothermal system is mainly fed by meteoric water infiltrating at different altitudes including
rain water and snowmelt [3–5]. Mountain regions are usually the recharge area [6,7]. Flow and
geochemistry of geothermal water are usually structurally controlled [4,8]. Fault zone permeability
influences the spatial distribution and behavior of hydrothermal and geothermal systems at all scales.
Areas of spatial interaction between two groups of faults are structurally ideal places for concentrated
hydrothermal activity [9].

Geothermal waters from metamorphic, granite, and sedimentary regions exhibit varying
hydrogeochemical features [10]. Variant types of geothermal waters can be formed, such as HCO3-Ca,
HCO3-Na, SO4-Na (Ca), and Cl-SO4-Na type [10–12]. Enhanced water–rock interaction increases
concentrations of major and trace elements in geothermal waters. It was reported that the sodium and
chloride concentrations of geothermal fluid reach up to 16,963 mg/L and 68,256 mg/L in a volcanic
geothermal system, respectively [13]. It is possible that the deeply sourced geothermal fluids cause
degradation of water quality of the shallow groundwater and surface water [14]. In addition, the
geothermal water might show an altered water isotopic composition by a stronger oxygen shift in the
deeper reservoir [7]. Although geothermal water is chemically different with cold water of the same
area in most cases, the similarity of geothermal and cold water in chemical and isotopic compositions
also exists [3].

Mixing is a common process during the upward flow of geothermal water. Geothermal waters
might be a mixture of magmatic water, stream, deep geothermal fluids, shallow geothermal fluids, and
cold water from the surface [13,15–19]. Mixing is also a process that controls outlet temperatures and
causes dilution of geothermal water [5]. At the same time, mixing blurs the information of the deep
circulation groundwater.

Deep circulation groundwater flow systems are structurally and geochemically complex. Isotopic
investigations combined with geothermal applications represent powerful tools for the exploration of
deep circulation groundwater flow systems [6,7,12]. In this study, a deep circulation hydrothermal
system was surveyed based on hydrogeochemical and isotopic constraints to elucidate the origin of
the geothermal fluids and the source of solutes and to discern the mixing and the hydrogeochemical
alteration. The main goal is to gain a conceptual model and mechanisms for the deep circulation
groundwater flow system.

2. Study Area

2.1. Geographical Settings

The study area, the Reshui River Basin, located around E 113◦54′ and N 25◦32′ with subtropical
monsoon humid climate in southeast China. The multi-year average precipitation is 1670 mm.
About 50% of annual precipitation happens during April to August. The coldest month is January with
an average temperature of 6.5 ◦C, while the warmest month is July with a mean temperature of 27.8 ◦C.
The annual mean air temperature is about 16.7 ◦C. The landscape is mainly hills and mountains with
small basins distributed. Elevation changes from 200 m to 1700 m. Forests cover more than 70% of
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land surface. Many streams drain the area. The Shangyoujiang River has an annual mean flow of
16 m3/s (Figure 1).

Figure 1. Elevation, rivers, main faults, and sampling sites in the study area.

2.2. Geological and Hydrogeological Settings

The study area is within the plate collision zone between the Cathaysian block and the Yangtze
block. The exposing strata mainly include Sinian strata and Precambrian strata. Intrusive rocks
are mainly monzonite granite formed during Triassic to Jurassic distributing on the east and south.
There are four fault systems that dominated the geologic structure (Figure 2).

The F1 fault is an active about 200 km long fault system. Master faults strike NE and dip NW with
an angle ranging 78–87◦. The fault-throw is about several decameters. Many warm springs discharge
waters controlled by the fracture system, which infers that the major fault of the system could penetrate
deeply the crust. The F2 fault parallels to F1 located around 15 km on the southeast of the F1. The F2 is
a NW dipping fracture system with an angle about 50◦. The fault-throw changes from several meters
to several decameters. The F3 is a SE dipping active normal fault with an angle 70–85◦. The fracture
zone is 7–12 m wide. The F4 is a NW trending thrust fault system with a maximum fault-throw about
20 m. The dipping angle of the F4 fault is around 66◦ towards SW.

The unconsolidated Quaternary alluvial sediments are distributed in the river valley. The sediment
can be divided into two layers. The upper layer is sandy clay with a thick of 1–5 m. The second layer
is gravels and sandy clay, which is 1–3 m thick. Mountains and hills are mainly outcrops of sandstone,
slate, and granite (Figure 2). The thickness of weathering crusts ranges from 9 m to 24 m.
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Figure 2. Geological sketch of the study area (revised from unpublished data).

There are three kinds of groundwater including: (1) pore water in unconsolidated sediments;
(2) fissure water in weathering fracture and structural fracture of bedrocks outcrops; and (3) deep
circulation groundwater. Groundwater occurred in Quaternary sediment exchanges with rivers
seasonally and distributes in basins. The fissure water is recharged by precipitation flowing within
fracture networks until discharged as spring or into Quaternary sediment on the base of slopes.
The unconsolidated sediment and fracture networks of weathered crust are a connected system in
which shallow groundwater flows. A part of the fissure water flows downwards into the deep through
fault systems alimenting the deep circulation groundwater.

2.3. Thermal-Geological Features

The Reshui hot spring geothermal field has an area about 3 km2. The spring locates on the
riverside of the Reshui River that is a tributary of the Shangyoujiang River. A vertical stratum of
slate forms the river bed where the hot spring discharges. The temperature of the spring water is
usually around 90 ◦C with a maximum of 98 ◦C. Several boreholes were drilled around the hot spring.
The production of hot water is up to 2500 m3/d in total.

Boreholes with hot water (outlet temperature 84.6–92.2 ◦C) and the hot spring are distributed
along the line trending 110–115◦. Crustal derived granite locates on the east and the south of the hot
spring. The geothermal field might be heated by magma activities and radioactive decay.

3. Method

Two field surveys were conducted on September 2016 and February 2017, respectively.
Water samples of shallow groundwater, river water, and geothermal water were collected for major
ions, trace elements, δD, and δ18O (Figure 1). Samples of G07, G15, G16, and G17 were collected
from geothermal springs. Samples of G02, G05, and G06 were collected from boreholes reaching the
deep fissure network. The depths of the boreholes are 500, 200, and 150 m, respectively. The other
groundwater samples were collected from open wells. Some of the wells are artesian on rainy seasons
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(summer). Before sampling, we measured water table depths and physicochemical parameters in
situ (Horiba U-51 calibrated in advance), such as water temperature, pH, electrical conductivity (EC),
oxidation-reduction potential (ORP). Water samples were collected in a 100 mL syringe and filtered
immediately through 0.45 μm cellulose-ester membranes into three 60 mL and one 100 mL high density
polyethylene (HDPE) bottles, which were filled to overflowing and capped. The samples in the 100 mL
bottles were used for titration of bicarbonate on the day of sampling. The samples for cation analysis
were acidified immediately (pH = 2).

Water samples were analyzed in the laboratory of the Institute of Geographic Sciences and
Natural Resources Research, Chinese Academy of Sciences. The chemical compositions were
characterized by ICP-OES (PerkinElmer, Optime 5300 DV, Waltham, MA, USA) for cations and Ion
Chromatography (Shimadzu LC-10ADvp) for anions. The trace elements (Al, Ag, As, Ba, Be, Bi,
Cd, Co, Cu, Cr, Cs, Fe, Ga, In, Li, Mn, Mo, Ni, Rb, Pb, Se, Sr, Sb, Tl, Ti, U, V, Zn) were analyzed by
an inductively coupled plasma mass spectrometry (PerkinElmer, ICP-MS Elan DRC-e). Hydrogen
and oxygen stable isotopic compositions of the water samples were analyzed by the isotope ratio
mass spectrometer (Finnigan MAT-253, Silicon Valley, CA, USA) using the TC/EA (high-temperature
conversion/elemental analyzer) method. The δ18O and δD values were reported as per mill (‰)
deviations from the international standard V-SMOW (Vienna Standard Mean Ocean Water). The δ18O
and δD measurements were reproducible to ±0.2‰ and ±1‰, respectively.

4. Results

4.1. Deep Circulation Geothermal Groundwater (TW) Features

Upward flow of the deep circulation groundwater usually carries heat of crust from the depth
showing a high temperature. The water temperature is around 88 ◦C in the thermal spring (G07),
which is located close to the F3 fault and the F1 fault. Long-term stress conditions would favor
continuous fluid flow through vertical high-flux conduits in the faults [9]. While the borehole (G05)
drilled into the F3 fault fractured zone with a depth about 200 m discovered the geothermal water
directly with a water temperature of 93 ◦C. Given heat loss of water during ascending, the geothermal
water temperature could be higher than 93 ◦C at the depth. The difference between G05 and G07 was
induced by longer residence time and more heat loss of the geothermal water in fractures compared
to the geothermal water in the borehole. The other geothermal water from springs or boreholes had
water temperatures lower than 60 ◦C. It is suggested that the mixing of deep circulation geothermal
groundwater with shallow cold groundwater in the subsurface. Based on the G05 and G07, the
deep circulation geothermal water shows a pH value around 8.7 and an EC value about 340 μS/cm.
Both were significantly higher than other water samples (Table 1 and Figure 3). The concentration of
CO2 degassing usually results in the geothermal water pH increase [19]. Eh (estimated by measured
ORP values) of the geothermal water changes from 173 mV to 271 mV between September and
February, which significantly lower than other water samples.

The hydrogeochemical type (Figure 4) of the deep circulation geothermal groundwater is
HCO3·SO4-Na (September rainy season) or HCO3·SO4-Na (February dry season). The water isotopic
composition is δ18O −7.2‰ and δD −45‰ in average (Table 1). The concentrations of SiO2 and
F− are about 150 mg/L and 10 mg/L, respectively. Specially, the trace elements, for example
Li (370 μg/L), Rb (38 μg/L), Cs (36 μg/L), Mo (23 μg/L), As (15 μg/L), and Ga (3 μg/L) are
significantly higher in the deep circulation geothermal groundwater than those in other water samples.
Moreover, there is no obviously seasonal variance in hydrogeochemical features of the deep circulation
geothermal groundwater.
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Table 3. Calculated saturation indexes on February 2017.

Sites Type Talc Chrysotile Sepiolite Calcite Aragonite Quartz Chalcedony

G05 TW 9.12 4.46 0.91 0.52 0.42 0.39 0.14
G07 TW 7.72 2.65 1.24 0.41 0.29 0.83 0.49
G06 TW - - - 0.42 0.31 0.52 0.24
G02 TW −4.68 −9.23 −5.56 −1.08 −1.23 0.87 0.44
G15 TW −4.22 −8.86 −5.89 −1.23 −1.36 0.79 0.39
G16 TW −0.85 −5.73 −3.21 −0.58 −0.72 0.98 0.56
G17 TW −0.39 −5.34 −3.39 −0.14 −0.27 0.92 0.54
G01 SG −9.53 −13.79 −8.63 −2.24 −2.39 0.77 0.32
G03 SG −12.64 −16.48 −10.75 −3.16 −3.3 0.57 0.12
G04 SG −9.36 - −8.29 −1.98 −2.13 0.68 0.21
G08 SG −10.63 −14.97 −12.17 −2.94 −3.09 0.8 0.36
G09 SG −12.46 −16.77 −10.37 −3.12 −3.27 0.84 0.38
G10 SG −6.74 −10.77 −6.46 −2.36 −2.51 0.73 0.26
G11 SG −3.38 −7.58 −6.95 −1 −1.16 0.79 0.32
G12 SG −10.11 −14.31 −8.84 −2.68 −2.83 0.78 0.32
G13 SG −10.23 −14.5 −8.69 −2.6 −2.76 0.86 0.38
G14 SG −15.2 −19.22 −12.43 −3.74 −3.89 0.66 0.2
R01 RW −10.66 −14.74 −9.25 −3.22 −3.37 0.72 0.26
R02 RW −8.86 −12.8 −7.87 −1.94 −2.09 0.69 0.21
R03 RW −8.34 −12.22 −7.51 −2.75 −2.91 0.66 0.19
R04 RW −2.1 −6.03 −5.85 −1.77 −1.92 0.69 0.22
R05 RW −7.82 −11.78 −9.68 −1.68 −1.83 0.7 0.22
R06 RW −10.44 −14.5 −8.88 −3.23 −3.38 0.75 0.28
R07 RW −8.32 −12.32 −7.71 −2.59 −2.74 0.68 0.22
R08 RW −2.72 −6.76 −6.4 −1.51 −1.66 0.72 0.26
R09 RW 2.4 −1.74 −3.17 −0.72 −0.88 0.75 0.29

Figure 3. Hydrochemical comparison of geothermal water (TW) to river water (RW) and shallow
groundwater (SG).
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4.2. Shallow Groundwater (SG) Features

The circulation of deep geothermal water is deeply different with the shallow groundwater.
The water table depth of the shallow groundwater is less than 0.5 m. Mean pH value is 6.1 in
September and 6.7 in February for the shallow groundwater, while the average Eh values were 540
mV and 640 mV, respectively. EC value rarely changes in the shallow groundwater with a mean
value about 40 μS/cm. Compared with the deep circulation groundwater, the shallow groundwater is
weakly mineralized, oxidized, neutral, or slightly acidic.

The hydrogeochemical type of the shallow groundwater is HCO3-Ca (September rainy season) or
HCO3-Na·Ca (February dry season). The mean water isotopic compositions are δ18O −6.1‰ and δD
−36‰. The concentrations of SiO2 and F− are about 26 mg/L and 0.2 mg/L (Table 1), respectively.
The trace element concentrations are lower than the deep circulation geothermal water.

Figure 4. Piper plots in September rainy season (left) and February dry season (right).

4.3. River Water (RW) Features

The river water originates from the spring and outflowing shallow groundwater, which can
be inferred from the water isotopes data (Figure 5). As a result, river water shows similar
hydrogeochemical features to the shallow groundwater. Mean pH values are 7.2 in September and 7.5
in February for the river water, while the average Eh values are 470 mV and 620 mV, respectively. EC
value rarely changes for the river water with a mean value about 38 μS/cm. The hydrogeochemical
type of the river water is HCO3-Ca·Na (September rainy season) or HCO3-Na·Ca (February dry
season). The mean water isotopic compositions are δ18O −6.1‰ and δD −36‰. The concentrations
of SiO2 and F− are about 20 mg/L and 0.3 mg/L, respectively. The trace element concentrations are
generally lower than the deep circulation geothermal water. The river water is also weakly mineralized,
oxidized, and neutral.
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Figure 5. Isotopic compositions in different waters. The left is derived from the survey in September.
The right is based on the result of February. The isotopic composition of the deep circulation geothermal
water (G05 and G07) obviously depletes in heavy water isotopes indicating a different water source
with other waters. The shallow groundwater is subject to evaporation in September due to very small
depth of water table (<0.5 m), which tends to make an isotopic signal of the water locating below the
local meteorological water line (LMWL).

5. Discussion

5.1. Mixing of Deep Circulation Groundwater (TW) with Shallow Groundwater (SG)

Mixing with shallow cool groundwater usually happens during the ascending of deep circulation
groundwater. Mixing ratios should be considered accurately before assessing the deep circulation
groundwater flow system based on hydrogeochemical and isotopic data. The thermal water from the
borehole (G05) is withdrawn directly from the fracture zone of the F3 fault with a water temperature
of 93 ◦C that is the highest among all water samples. The geothermal water (G05) and the geothermal
spring (G07) are chemically equivalent featured by high contents of sodium, sulfate, chloride, fluorine,
silicate, and some trace elements—such as lithium, strontium, cesium and rubidium. Moreover, the
distinct physicochemical features exist between the geothermal water in G05 and G07 and the other
water samples (Figure 3 and Table 1). According to the Figure 6 which identifies two end-members
and the mixing line, geothermal groundwater from G05 and G07 are considered as the deep circulation
water occurring in the geothermal reservoir without mixing with shallow cool groundwater (15 ◦C in
February and 23 ◦C in September in average).

The shallow groundwater flows from east, west, and south to the Reshui geothermal field area
following the topographic gradient with very shallow water table depth (within 0.5 m). In September,
the end of rainy season, shallow groundwater receives significant recharge from precipitation. As a
result, a part of wells even became artesian. In February, the period of low flow, water table depth
fells with cease of the artesian wells. The seasonal change of water table depth strongly suggests
a seasonal groundwater flow enhanced during rainy seasons. The seasonality of precipitation also
caused differences in hydro-geochemistry of the shallow groundwater. As shown in Figure 6, the
shallow groundwater has an identical hydrogeochemistry after a rainy season (September). However,
a part of shallow groundwater gains more Na+ and SO4

2− during a dry season (February). Based on a
two end-member mixing mechanism, a mixing line connects the deep circulation groundwater and
the shallow groundwater (Figure 6). Therefore, we confirmed that (1) the geothermal water G06 is
the mixture of the deep circulation geothermal groundwater and the local shallow groundwater; and
(2) the geothermal water G15, G16, and G17 belong to another geothermal system (Figure 6).
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Figure 6. Plots of Na+ versus SO4
2− reveal the relationship between end-members. The left is derived

from the survey in September. The right is based on the result of February.

Geothermal water of G02, G05, G06, and G07 belongs to the Reshui geothermal field, while
the geothermal water of G15, G16, and G17 comes from another geothermal system named here
the Nuanshui geothermal field. The two deep circulation geothermal water systems can also be
verified by distinct hydrogeochemical features. The geothermal water of the Nuanshui geothermal
field (G17) shows a little higher EC (370 μS/cm) and lower pH (7.8) than water in the Reshui system.
The hydrogeochemical type of G17 is HCO3-Na with obviously lower content of SO4

2− compared to
the G05 and G07 (Figure 6). Moreover, the concentrations of trace elements such as Li (417 μg/L), Sr
(137 μg/L), Cs (101 μg/L), and As (22 μg/L) in G17 are higher than that of G05 and G07 (Figure 7).

Figure 7. Trace elements concentrations in deep geothermal water (the mean of G05 and G07 represents
the Reshui geothermal system, while G17 stands for the Nuanshui geothermal system), shallow
groundwater (samples mean) and river water (samples mean). The other thermal water had obviously
lower contents than G05, G07, and G17.

Based on the two end-member mixing method and tracer concentrations of Na+ and SO4
2−, the

average mixing ratio of the deep thermal water is 71% in September (the rainy season) and 81% in
February (the dry season) for G06. The mixing ratio decreases obviously during the rainy season,
which is consistent with the enhanced shallow groundwater flow in rainy seasons. The borehole
of G06 has a depth about 150 m where the upward deep geothermal water mixes with the shallow
groundwater flow. When pumping, the water table depth drops down about 50 m. Once pumping
ceases, the water table depth recovers quickly closing to the ground surface. The mixing ratio of the
deep circulation geothermal groundwater only slightly changes from 5% to 6% for G02. The depth of
borehole G02 is over 500 m drilled into thick diorite discovering thermal water with a temperature
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around 88 ◦C at the depth of 150 m. After the cease of pumping, shallow groundwater mixes into the
borehole and dominated in the borehole tube.

5.2. Water Source of Deep Circulation Groundwater

The local meteorological water line (LMWL) is characterized as δD = 8.42 δ18O + 16.28 based
on water isotopes in precipitation of Guilin (1983–1998) [20] that are close to the study area with
similar climate and geographical conditions. All samples of the study area are plotted around the
LMWL indicating local precipitation origin of water (Figure 5). The deep circulation geothermal water,
G05, G07, and G17 show the most depleted isotopic compositions. The shallow groundwater and
the river water have similar isotopic compositions with an identical average isotopic composition
(δ18O −6.1‰ and δD −36‰ on September, δ18O −6.0‰ and δD −35‰ on February). In addition,
the shallow groundwater is significantly influenced by evaporation on September showing a more
enriched isotopic composition.

The geothermal water of G06, G15, and G16 are distributed along the LMWL between G05,
G07, and G17 and the average of shallow groundwater (Figure 5). It is the result of mixing of the
ascending deep circulation geothermal water with the shallow groundwater. It should be noticed
that the Reshui geothermal groundwater system and the Nuanshui geothermal groundwater system
cannot be separated by isotope data due to the same precipitation isotopic input. The geothermal
water of G02 shows an obviously enriched isotopic composition. The borehole G02 discovers deep
circulation geothermal groundwater. The highest water temperature was observed around 88 ◦C,
when the borehole was pumped. However, the borehole has been sealed for near a year long before
our sampling with no pump installed. The water table depth was about 24.6 m with an around 500 m
long water column in the borehole tube. The depth of the aquifer is about 150 m. We collected water
samples from about 50 m below the ground surface. According the geochemical features (Table 1,
Figures 4–6), the river water and shallow groundwater should have mixed into the borehole. Water in
the tube is hard to flow and ready to be evaporated (Figure 5). Evaporation of waters also hinders the
distinguishing of mixtures based on geochemical data.

The distinct distributions of isotopic compositions suggest different water sources. Water source
areas can be identified by water isotopic compositions in surface water, groundwater and precipitation.
Globally, the stable isotope lapse rate (change in stable isotope composition with elevation, namely,
the altitude effect in precipitation isotopes) was reported to be in the range −0.15 and −0.5‰ per
100 m altitude increase for δ18O [21]. Altitude is considered as the main geographic control on δ18O in
precipitation in Southern China with a lapse rate about −0.20‰ for every 100 m [22]. The average
δ18O in shallow groundwater and rivers is -6.1‰ with an elevation about 350 m in the lower part of
the basin. At the same time, the mean value is −7.2‰ in the deep circulation geothermal groundwater.
However, the δ18O at the leeward slope of mountains is around 0.5‰ larger than that at the windward
slope induced by continuous rain-out processes associated with orographic lifting at the windward
side and sub-cloud evaporation at the leeward side [21]. The south China belongs to the eastern Asia
monsoon region with rainy seasons controlled by south to north wet monsoon. It is suggested that the
mean δ18O should be revised as around −7.7‰ due to the leeward sampling positions. Therefore, the
average recharge elevations are estimated about 1150 m for G05 and G07 of the Reshui geothermal
system. The mean recharge elevation is close to the altitude of the halfway up to surrounding mountain
tops, which suggested that the mixture of precipitation infiltration from different heights of mountains
is the source of the deep circulation geothermal water. For the Reshui geothermal groundwater system,
the water source area is located in the surrounding high mountains on the south.

5.3. Ion Origin and Phase Equilibrium of Minerals in Deep Circulation Groundwater

Simple solution and hydrolysis contributed to mineralization of the water. According to
saturation indexes of minerals calculated by PHREEQCI [23], shallow groundwater and river water
are supersaturated with respect to hematite, K-mica, goethite, kaolinite, Ca-montmorill, illite, gibbsite,
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quartz, and chalcedony (Tables 2 and 3), which are contained in widely distributed granite, slate, and
quartz sandstone. These minerals contribute to constituents in water of the study area. Granite and
slate covering most part of the watershed are usually hard to be weathered. However, carbonic acid
formed by the reaction of carbon dioxide with the water takes apart in and promotes weathering
progresses to derive mineral constituents such as metals and silica from granites. It is supported by a
high percent of anionic milliequivalent of bicarbonate (average 82%) and the low pH value (average
6.4) in the shallow groundwater that means high activity of the hydrogen ion induced by the reaction
of carbon dioxide with the water. Thus carbon dioxide takes an important role in the weathering of
rock-forming minerals.

Compared with shallow groundwater and river water, the deep circulation geothermal water
(G05 and G07) in the Reshui geothermal groundwater system is also supersaturated with respect to
some altered minerals, such as talc, chrysotile, chlorite, and sepiolite (Tables 2 and 3), which is related
with geothermal activities in depth supporting the deep circulation pattern [13]. Moreover, the deep
circulation geothermal water shows distinct major ion chemistry. First, the content of sodium and
sulfate are about ten times higher than that in shallow groundwater and river water. Second, the
concentration of carbonate is around three times higher than that of shallow groundwater and river
water. Third, there was no nitrate in the deep circulation geothermal water considering the rational
measurement precision. The most widespread source of sodium is the weathering of feldspars in
the study area. The deep circulation geothermal water in the Reshui geothermal system originated
from the surrounding mountains on the south where feldspars are one of the common rock-forming
minerals. Moreover, the weathering of feldspars would be promoted under geothermal condition
with fresh replenishing of geothermal fluid. In hydrothermal environments, S is common and usually
presents as sulfides. The sulfides would be oxidized to sulfates once exposed to the atmosphere or
oxygenated. Therefore, substantial sodium and sulfate enter into the deep circulation geothermal
water in the deep geothermal reservoir. However, the main source of nitrate in the water seems to be
biologic activities in near-surface zones, forest litter, and the soil. During the deep circulation of the
geothermal water, the nitrate could be consumed up by chemical and biochemical processes under an
oxygen-deficient situation. That is the reason why nitrate is only observed in the shallow groundwater
and the river water. Differences in saturation indexes of minerals and major ion chemistry suggest the
different flow paths of the shallow groundwater and the deep circulation groundwater.

The deep circulation geothermal water (G05 and G07) also showed high contents of silicate and
fluorine. The average concentrations of the silicate and fluorine are 150 mg/L and 10 mg/L in the
geothermal water, respectively, which is consistent with a low temperature and large circulation depth
geothermal water. At the same time, the concentrations are only 23 mg/L and 0.2 mg/L in the shallow
groundwater and river water. Plagioclase, followed by K-feldspar and the ferromagnesian silicate
minerals, are the major sources of dissolved silica in the groundwater. Large silica concentrations
suggest that hydrolysis of primary silicates is a major process in the thermal water system. The very
high saturation indexes (higher than 5) of hematite, K-mica, kaolinite, talc, and so on suggest the
formation of secondary minerals, which is an indicator of a slowly flowing system.

The significant seasonal variation of phase equilibria of minerals is recorded for the shallow
groundwater and river water that are supersaturated with respect to hematite, K-mica, goethite,
kaolinite, Ca-montmorill, illite, gibbsite, quartz, and chalcedony in September and only quartz and
chalcedony in February (Tables 2 and 3). Hematite, K-mica, and other clay minerals are chemical
weathering productions of igneous rock by hydrolysis. Granite mountains are located on the south
of the study area with a developed crust of weathering. In September, air temperature is high.
Shallow groundwater ascends and even becomes artesian due to plenty rainfall during the rainy
seasons when the weathering crust is flushed. Chemical weathering of the crust is intensive. As a
result, the shallow groundwater and the river water are supersaturated with respect to hematite
and clay minerals. In February, air temperature is low. Shallow groundwater descends and artesian
springs disappear, because rainfall is infrequent. The crust would be exposed to dry air. The chemical

329



Energies 2019, 12, 404

weathering of the crust is greatly weakened. Chemical weathering changed seasonally following the
seasonality of precipitation, which is presented by the seasonal variation of saturated minerals in the
shallow groundwater and river water.

5.4. Circulation Depth and Passageway

Due to mixing with shallow cool groundwater, the geothermal water of G06 and G02 do not
represent the true geothermal reservoir fluid and hence geothermal reservoir temperature estimated
using geothermometers would deviate true value [3,17]. Geothermal water from G05 and G07 does
not mix with the shallow cool groundwater. The geochemistry could represent the original result
of the water-mineral equilibrium between the geothermal reservoir fluid and the host rocks in the
geothermal reservoir. Chemical geothermometers give the last equilibration temperature for the
reservoir. Many geothermometry techniques have been developed to predict reservoir temperatures in
geothermal systems. All of these techniques are based on the assumption that temperature dependent
water-mineral equilibrium is attained in the reservoir. The Na-K-Mg triangular diagram technology
of Giggenbach [24] shows the geothermal water samples of G05 and G07 are located on the partial
equilibrium zone (Figure 8). According to the saturation index of quartz (Tables 2 and 3), the ascending
geothermal water is still saturated with silica. Therefore, geothermometers based on Na-K and SiO2

can be used. However, the rates at which different species react vary, with silica adjusting faster than
cations like Na+ and K+. Moreover, concentrations of SiO2 in G05 and G07 are around 150 mg/L that
is so high that SiO2 loss (aggregation and precipitation) during sample storage has to be considered.
The average reservoir temperature is estimated at 177 ◦C by the Na-K geothermometers [24,25],
173 ◦C [26], and 161 ◦C [27]. Therefore, the temperature of the geothermal reservoir is estimated as
170 ◦C, which is the average of results from above methods. When considering 13% SiO2 loss during
sample storage, the same result of reservoir temperature is reached by the SiO2 geothermometer (no
steam loss) based on quartz solubility [28]. Our result suggested that a cation geothermometer, such
as Na-K, typically has a longer ‘memory’ during the storage than SiO2 geothermometer when the
thermal water has high SiO2 concentrations.

Figure 8. Ternary giggenbach’s diagram (samples data in mg/L).

The equilibration temperature and the geothermal gradient of the region could offer a reliable
estimate of the depth of geothermal reservoirs using the following formula [7]

D = (T − T0)/K × 1000 (1)

where D is the reservoir depth (m); T is the reservoir temperature (◦C); T0 is the temperature of
constant temperature zone (16.7 ◦C); K is geothermal gradient (◦C/km). In South China, the average
geothermal gradient is 24.1 ◦C/km, and the average heat flow is 64.2 mW/m2 [29]. However, land
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plate boundaries and the active zones of the deep faults are coincident with anomalies of high heat
flow values and high geothermal gradient. The Reshui geothermal field is within the plate collision
zone with the measured heat flow values ranging 60–100 mW/m2 that is obviously higher than the
average. Referencing to the result of Yuan et al. [29], geothermal gradients of 35 ◦C/km and 40 ◦C/km
are employed in this study. The depth of the geothermal reservoir is estimated ranging between
3.8–4.3 km using Equation (1), which indicates the circulation depth of the geothermal water.

The deep circulation geothermal water is recharged on the southern mountains. However, the
geothermal reservoir is located 10 km northward away and 3.8–4.3 km in depth. The NE trending
fault systems of F1, F2, and F3 penetrate the granite and connect the recharge area and the geothermal
reservoir offering the passageway for the deep circulation groundwater.

5.5. Conceptual Model of the Deep Circulation Groundwater

Based on the above discussion, the pattern of the deep circulation geothermal water in the
Reshui low-temperature geothermal field is reconstructed (Figure 9). The deep circulation geothermal
water originates from precipitation infiltration in the southern mountains with an average elevation
about 1150 m. The infiltrating water flows downward in the fracture network of the weathering
crust, and then a part of the groundwater converges into the F1 (the dipping angle 78–87◦) and F2
(the dipping angle 50◦) fault fracture zones (trending NNE–SSW). Groundwater in the fault fracture
zones moves downward and northward under the pressure of water from the recharge highlands.
The deep circulation water is heated by deep heat sources to a temperature around 170 ◦C at a depth of
3.8–4.3 km. Simple solution and hydrolysis contribute to mineralization of the deep circulation water
that is also supersaturated with respect to some altered minerals—such as talc, chrysotile, chlorite,
and sepiolite—by hydrothermal alteration. Therefore, the hydrogeochemical features are distinct with
the shallow groundwater. The alkaline deep geothermal water enriches in Na, F, Li, and other trace
elements consistent with the granite reservoir nature [19]. The bicarbonate geothermal water with
some sulfate and a little chloride is mainly heated by conduction partially by steam in the reservoir.

Figure 9. Sketch of the conceptual model of the geothermal groundwater flow system.

However, the deep circulation geothermal water encounters a 110◦ trending thrust fault F4 which
hindered the movement of the deep circulation geothermal water. The deep circulation geothermal
water subsequently flows upwards to approach the surface along the F3 fault fracture zone driving by
high water pressure originating an elevation difference about 800 m between recharge and discharge
areas of the deep circulation groundwater and reduced density after heating. A part of the ascending
geothermal water directly discharges into the Reshui River valley forming the Reshui Spring (G07).
The deep circulation geothermal water (G05) is derived from F3 fault. The other recharges into the
overlying phreatic aquifer mixing with the local cool shallow groundwater (G06).
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6. Conclusions

Deep circulation groundwater flow systems are usually connected to geothermal system,
especially in neotectonic and volcanic areas. Based on hydrogeochemical and isotopic data, the
deep circulation groundwater flow system was surveyed in the Reshui geothermal field where an 88
◦C hot spring occurs. Precipitation, mostly falling in the highlands, is the water source of the deep
circulation groundwater flow system. The weathering crust of the granite mountain on the south
collects infiltration of precipitation, which is recognized as water source area of the deep circulation
groundwater. The average recharge elevation is about 1150 m. A regional active normal fault system
formed the passageway connecting the water source area on the surface and the deep geothermal
reservoir. Groundwater from the surface circulates to a depth about 3.8–4.3 km where the water is
heated up to around 170 ◦C by conduction and partially by steam from the geothermal reservoir.
The ongoing geothermal water is obstructed by a thrust fault system. Then the geothermal water flows
upwards and forms the hot spring forcing by the water pressure of convection derived from the 800 m
elevation difference between the recharge (the south mountains) and discharge (the hot spring) areas.
The geothermal water is equilibrium with hot rocks in the geothermal reservoir. A simple solution
of minerals, hydrolysis with the aid of carbonic acid produced by the reaction of carbon dioxide
with the water, and hydrothermal alteration in the geothermal reservoir contribute ions to the deep
circulation geothermal water. The alkaline deep circulation geothermal water is chemically featured
by high contents of sodium, sulfate, chloride, fluorine, silicate, and some trace elements—such as
lithium, strontium, cesium, and rubidium—and by depleted water isotopic compositions. Although
the hydrogeochemistry of deep circulation groundwater is greatly changed in the geothermal reservoir,
the isotopic investigations combined with geothermal applications still represent powerful tools for
the exploration of deep circulation groundwater flow system in a geothermal field.

Our results suggest that groundwater deep circulation convection exists in where
water-conducting fault and water-blocking fault combined properly. A water-conducting fault with a
bigger dipping angle would act as a passageway for deep circulation convection. Significant elevation
difference in topography is the other key. Those conditions would be met in mountain areas in most
cases. Groundwater would seldom circulate to a significant depth in plain regions, usually due to the
thick and layered alluvial deposits.
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[CrossRef]

9. Roquer, T.; Arancibia, G.; Rowland, J.; Iturrieta, P.; Morata, D.; Cembrano, J. Fault-controlled development of
shallow hydrothermal systems: Structural and mineralogical insights from the Southern Andes. Geothermics
2017, 66, 156–173. [CrossRef]

10. Zhang, Y.; Tan, H.; Zhang, W.; Wei, H.; Dong, T. Geochemical constraint on origin and evolution of solutes in
geothermal springs in western Yunnan, China. Chem. Der Erde—Geochem. 2016, 76, 63–75. [CrossRef]

11. Han, D.; Liang, X.; Currell, M.J.; Song, X.F.; Chen, Z.Y.; Jin, M.G.; Liu, C.; Han, Y. Environmental isotopic and
hydrochemical characteristics of groundwater systems in Daying and Qicun geothermal fields, Xinzhou
Basin, Shanxi, China. Hydrol. Process. 2010, 24, 3157–3176. [CrossRef]

12. Sayres, D.S.; Pfister, L.; Hanisco, T.F.; Moyer, E.J.; Smith, J.B.; St. Clair, J.M.; O’Brien, A.S.; Witinski, M.F.;
Legg, M.; Anderson, J.G. Influence of convection on the water isotopic composition of the tropical tropopause
layer and tropical stratosphere. J. Geophys. Res. 2010, 115, D00J20. [CrossRef]

13. Baba, A.; Yuce, G.; Deniz, O.; Ugurluoglu, D.Y. Hydrochemical and Isotopic Composition of Tuzla Geothermal
Field (Canakkale-Turkey) and its Environmental Impacts. Environ. Forensics 2009, 10, 144–161. [CrossRef]

14. Newell, D.; Crossey, L.; Karlstrom, K.; Fischer, T.; Hilton, D. Continental-scale links between the mantle
and groundwater systems of the Western United States; evidence from travertine springs and regional He
isotope data. GSA Today 2005, 15, 4–10. [CrossRef]

15. Guo, Q.; Wang, Y.; Liu, W. O, H, and Sr isotope evidences of mixing processes in two geothermal fluid
reservoirs at Yangbajing, Tibet, China. Environ. Earth Sci. 2010, 59, 1589–1597. [CrossRef]

16. Dotsika, E.; Poutoukis, D.; Kloppmann, W.; Guerrot, C.; Voutsa, D.; Kouimtzis, T.H. The use of O, H, B,
Sr and S isotopes for tracing the origin of dissolved boron in groundwater in Central Macedonia, Greece.
Appl. Geochem. 2010, 25, 1783–1796. [CrossRef]
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Abstract: The well-placement of an enhanced geothermal system (EGS) is significant to its
performance and economic viability because of the fractures in the thermal reservoir and the expensive
cost of well-drilling. In this work, a numerical simulation and genetic algorithm are combined to
search for the optimization of the well-placement for an EGS, considering the uneven distribution of
fractures. The fracture continuum method is used to simplify the seepage in the fractured reservoir
to reduce the computational expense of a numerical simulation. In order to reduce the potential
well-placements, the well-placement optimization problem is regarded as a 0-1 programming problem.
A 2-D assumptive thermal reservoir model is used to verify the validity of the optimization method.
The results indicate that the well-placement optimization proposed in this paper can improve the
performance of an EGS.

Keywords: enhanced geothermal system; well-placement optimization; fracture continuum method;
0-1 programming

1. Introduction

Development and utilization of renewable energy have been a hot topic in society in recent years
because of increased energy consumption and pollution [1]. Due to its reproducibility and cleanness,
geothermal energy has received extensive attention. Most geothermal energy is preserved in hot dry
rock (HDR) with a temperature between 150 ◦C to 650 ◦C in a depth range of about 3–10 km [2].

The enhanced geothermal system (EGS) proposed in the 1970s is the representative technology
for HDR development [3]. The connected fracture network is formed in HDR through hydraulic
fracturing, and the fractured thermal reservoir, called an artificial thermal reservoir, can be injected
with cold water to extract the thermal energy [4].

The cost of an EGS in reservoir development and management is expensive, especially in
well-drilling. In the process of constructing an EGS, the cost of well-drilling would account for
more than 50% of the total cost because the hard reservoir and high temperature in hot dry rock
could damage the drill bit quickly [5]. The optimal well-placement and operation are important to
the performance of the EGS [6]. Combining numerical simulation with optimization algorithms is an
effective method to search for the optimal well-placement.

The seepage in EGS during heat extraction is affected by multiple factors such as multi-field
coupling [7], geometrical parameters of porous media [8] and fractures. The effects of fractures on
seepage and heat extraction cannot be ignored because the EGS is often developed by hydraulic
fracturing [9]. Many methods have been applied to research the fluid flow in the fracture, including
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the equivalent porosity model (EPM) [10], dual-porosity model (DPM) [11], digital core [12], discrete
fracture network (DFN) [13], stochastic continuum (SC) [14], fracture continuum method (FCM) [15]
and lattice Boltzmann methods (LBM) [16].

The optimization algorithm has been used in groundwater resource management [17],
porous media model building [18] and oil reservoir management [19] for many years. Optimal
well-placement [20,21], or well pattern [22,23], has largely improved the performance of the reservoir.
In addition, there are several optimization algorithms applied to the well location or well pattern of the
reservoir, such as the adjoint gradient algorithm [24,25], genetic algorithm (GA) [26], particle swarm
optimization (PSO) [27], and new unconstrained optimization algorithm (NEWUOA) [28].

Some research about the well-placement in an EGS has been proposed. Akin et al. [29] optimized
a new injection well-placement using simulated annealing based on the Kizildere geothermal field.
A trained artificial neural network replaced the commercial simulators to reduce the processing
demand. Chen et al. [30] proposed that a suitable well layout can improve the heat extraction
effect. In addition, they designed a five-spot well layout and confirmed its performance using a
numerical simulation. Chen et al. [31] used a multivariate adaptive regression spline (MARS) to set
a surrogate model to replace the numerical model and used the bound optimization by quadratic
approximation (BOBYQA) to optimize the well-placement. Wu et al. [32] studied the relationship
between well-placement and heat extraction based on the semi-analytical solution model with a
single horizontal fracture. Guo et al. [33] proposed that more production wells are more effective in
delaying the breakthrough of the cold front, and the well should be placed at a position with higher
rock stiffness.

There is less research on well-placement and all studies used the traditional method to encode
the well-placement. On the other hand, they did not fully consider the uneven distribution of lots of
fractures. In order to improve the performance of heat extraction, an optimization framework based on
0-1 programming and genetic algorithms is used in EGS well-placement. The purpose of this work is
to provide a valid method to determine where the best locations of wells are in an EGS with a complex
fracture network. The framework for EGS well-placement optimization consists of two parts: coding
the well-placement variable with a 0-1 variable instead of the traditional coordinates of well-placement
and reducing the computational cost by the FCM model. The first part is used to decrease the possible
well-placements and it also has the potential to do joint optimization for well-placement and the
number of wells. The FCM model is used to simplify the fractured reservoir model to reduce the
computational costs while preserving the effect of fractures on heat extraction. An assumptive model
is used to verify the validity of the method, and GA is used to search the best well-placement in EGS.

2. Method

2.1. Fracture Continuum Method

For a geothermal reservoir with a large number of fractures, the discrete fracture network model
needs to discretize each fracture, which is too computationally expensive, making it unsuitable for
optimization problems that require multiple iterations. In this work, the FCM is used to describe the
flow of fluids in the thermal reservoir, and to minimize the computational cost of numerical simulation
while preserving the effect of the fracture network on the fluid flow.

The FCM model can be considered as a stochastic continuum model that preserves the
characteristics of the fracture distribution. In the FCM model, the reservoir is divided into several
sub-grids, and the permeability of each sub-grid is determined by the fractures passing through
that sub-grid.

2.1.1. Backbone Network’s Extraction

Matthäi [34] proposed that the disconnected fractures contribute little to the fluid flowing in the
fractured reservoir when the permeability of the matrix is more than six orders of magnitude smaller
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than the fracture, and the effect of heat convection is much greater than heat conduction during heat
extraction. Therefore, the disconnected fractures and the dead-end of fractures are eliminated and the
backbone of the fracture network is extracted. Figure 1 shows an original fracture network and the
backbone network extracted from the original network.

(a) (b) 

Figure 1. An original fracture network and the extracted backbone fracture network: (a) Original
network. (b) Backbone network.

The permeability mapping in the next section is based on the backbone network, because the
fractures that are not connected to each other are able to be connected in permeability mapping due
to the dead end or disconnected fracture, which cause a higher permeability. Using the backbone
network can largely avoid the higher permeability and retain the effect of the fracture on seepage.

2.1.2. Permeability Mapping Approach

The permeability mapping method is proposed in Ref [35]. An analytical method is used to
calculate the permeability of each sub-grid. The permeability of the model in this work is expressed
in tensor to preserve the effect of fracture direction on fluid flow. For a fracture with an angle θ to
the x-axis, the permeability tensor of the fracture kF in the two-dimensional coordinate system can be
expressed as:

kF = k f

[
cos2 θ sin θ cos θ

sin θ cos θ sin2 θ

]
(1)

where θ is the angle between the fracture and the x-axis; k f is the permeability of the fracture.
The contribution of the fracture to the hydraulic conductivity of the sub-grid, which is crossed,
can be estimated as Tf /Δ [36], where Tf is the hydraulic conductivity of the fracture and Δ is the size
of sub-grid. The relationship of the fracture to the permeability of the sub-grid, which the fracture
passes through, can be expressed as:

kc =
d f

Δ
k f (2)

where kc is the permeability contribution of fracture to the sub-grid; and d f is the width of the fracture.
Therefore, the permeability of each sub-grid can be calculated as:

ki,j = km +
d f

Δ
k f

[
cos2 θ sin θ cos θ

sin θ cos θ sin2 θ

]
(3)
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where ki,j is the permeability of sub-grid(i, j); and km is the permeability of matrix. For cases where
multiple fractures pass through the same sub-grid, the permeability sub-grid can be calculated
as follows:

ki,j = km +
N

∑
n=1

kc

[
cos2 θ sin θ cos θ

sin θ cos θ sin2 θ

]
(4)

where N is the number of fractures passing through the sub-grid(i, j); and ki,j is the permeability of the
sub-grid(i, j). Figure 2 shows the process of fracture permeability mapping.

Figure 2. The schematic diagram of permeability mapping.

Considering the error between the FCM model obtained after mapping and the DFN model, the
permeability of FCM needs to be corrected as follows:

k′i,j = Cki,j (5)

where k′i,j is the corrected permeability of the sub-grid(i, j); C is the permeability correction factor used
to correct for the error in flow rate that occurs from mapping. In Ref [36] research C is calculated as
|sin θ|+ |cos θ|. In this work, the correction factor was calculated from the flow ratio between the DFN
model and FCM model with uncorrected permeability.

2.2. Governing Equation

The fluid flowing in the thermal reservoir is described by Darcy’s law. The mass balance equation
in the porous media is as follows:

∂
(

ερ f

)
∂t

+∇ · (ρ f u) = Qm (6)

∂
(

ερ f

)
∂t

= ρ f S
∂P
∂t

(7)

u= − k
μ
∇P (8)

where ε is the porosity of the rock matrix; ρ f is the density of the fluid; t is the time; u is the Darcy
velocity; S is the storage coefficient; P is the pressure; k is the permeability of media; μ is the fluid
dynamic viscosity; Qm is the source-sink term.
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In this work, the local thermal non-equilibrium theory is used to describe the heat exchange
between the rock and the fluid flowing in the geothermal reservoir. The energy balance equations are
as follows [37,38]:

(1 − ε)ρsCp,s
∂Ts

∂t
= ∇ · [(1 − ε)λs∇T] + qs f

(
Tf − Ts

)
(9)

ερ f Cp, f
∂Tf

∂t
+ ερ f Cp, f u∇Tf = ∇ ·

(
ελ f∇T

)
+ qs f

(
Tf − Ts

)
(10)

where ρs is the density of the matrix; Ts and Tf are the temperatures of the matrix and fluid respectively;
Cp,s and Cp, f are the specific heat capacities of the matrix and fluid respectively; λs and λ f are the matrix
and fluid thermal conductivities respectively; qs f is the interstitial convective heat transfer coefficient.

In Section 3 of this paper, the permeability of the FCM model needs to be corrected by using the
results of the DFN model. The governing equations in the matrix are the same as that used in the
FCM model.

The mass conservation equation in discrete fractures is written as:

d f
∂ρ f

∂t
+∇T · d f ρ f u f = d f Qm (11)

u f =
k f

μ
∇T P (12)

where u f is the Darcy velocity in the fracture. The porosity of fractures is assumed to be 100%, so the
temperature of the rock is not considered in the energy balance equation of fractures. The energy
balance equation for the fluid in the discrete fractures is written as [39]:

Q f e = d f ρ f Cp f
∂Tf r

∂t
− d f ρ f Cp f u f∇tTf r − d f λ f∇tTf r (13)

where Tf r is the temperature of the fluid in fractures; Q f e is a source term to describe the heat transfer
between the matrix and fractures, which mainly results from the heat convection.

2.3. Well-Placement Optimization of EGS FCM Model

Generally speaking, there are two principles in EGS well-placement design [30]: longer major
flow path and less preferential flow. However, it is difficult to find a long major flow path directly
without preferential or short-circuit flow which is a notorious issue annoying EGS researchers and
engineers [40]. Combinations of optimization algorithms and numerical simulations provide an idea
for solving this problem.

2.3.1. Well-Placement Optimization Problem with 0-1 Programming

When designing an EGS well-placement, all wells, including injection wells and production wells,
should pass through fractures because of the low permeability of the matrix. In the FCM model used
in this paper, the thermal reservoir is divided into several equal-sized sub-grids, the parameters of
each sub-grid represent the fractures’ effect to this sub-grid. Therefore, all wells are located in the
fractured sub-grids that have high permeability, which can ensure adequate connectivity between
wells and reduce the number of potential well-placements. As shown in Figure 3, there are just 36
potential well-placements in a FCM model with 100 sub-grids.
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Figure 3. Schematic diagram of high permeability grid mapping from the fracture network.

However, this method of well-placement designing would bring some difficulties to the
optimization. Complex fracture distribution in the reservoir results in uneven distribution of
high permeability sub-grids, which makes it hard to deal with the constraints of well-placement.
Transforming the well-placement optimization problem into a 0-1 programming problem can solve
this difficulty.

In this work, the well-placement optimization problem of EGS is considered as a 0-1 programming
problem. The one-well injection and multi-well production pattern are applied in this work. All wells
are located in the high-permeability sub-grid and only one well at most on each sub-grid. For each
grid, the grid without the well is recorded as 0, and the grid where the well is located in is recorded
as 1. The coding form is shown in Figure 4, where the yellow grids represent the high-permeability
sub-grids and the blue grids represent the low-permeability sub-grids.

(a) (b) 

Figure 4. The well-placement and the optimal variables (a) The locations of wells (red point represents
injection wells and blue represents production wells). (b) The optimal variables transformed from
well locations.

This gives variables consisting of 0-1 to indicate the number and location of wells in the thermal
reservoir. The high-permeability sub-grids have been numbered and the well-placement would be
transferred to a one-dimensional vector consisting of binaries. The injection wells and production
wells are not distinguished in coding, but the well closest to the center of the model is used as the
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injection well, and the other wells are used as production wells. The EGS well-placement problem
based on 0-1 programming can be described as follows:

max f (x)

s.t.
n
∑

i=1
xi ≤ M

n
∑

i=1
xi ≥ N

xi = 0 or 1

(14)

where x is a vector of 0s and 1s transformed from well-placement, f (x) is the objective function, M is
the upper limit of the number of wells, and N is the lower limit of the number of wells.

2.3.2. Genetic Algorithm

In this work, a GA is used to solve the EGS well-placement optimization problem. A GA is an
optimization algorithm that searches for the best solution by simulating natural evolution. The iteration
of a GA begins with a population of individuals. One individual represents a potential solution and
the population represents a potential set of solutions to a problem. The individual is encoded by genes
that represent the variables of the problem. The individual is evaluated by the fitness value determined
by the user. The fitness value is the result of the objective function in most cases. The process of
population regeneration consists of selection, crossover, and mutation. The role of selection is to
eliminate individuals with low fitness, and crossover and mutation are used to generate new solutions
to keep the diversity of the population. The best individual in the last generation is seen as the
approximate optimal solution to the problem.

The strategies in GA adopted in this work are given below:

1. Initialization: N individuals are randomly generated before iterations, which is used as the first
generation in GA.

2. Fitness calculation: the fitness (objective function) of each individual is calculated by a
numerical simulation.

3. Selection: roulette is used to select parent individuals from the current population, which means
that individuals with greater fitness are more likely to be selected, and the selected individuals
enter the parents pool.

4. Crossover: do the single-point crossover of individuals in the parent pool based on
crossover probability.

5. Mutation: single-point mutation is employed to make small random changes in the individuals
in the parent pool

6. Elitist strategy: an elitist strategy is applied in the process of evolution. The individual with
the best fitness in the current generation is retained to the next generation without crossover
and mutation.

7. Stopping criteria: when the number of generations achieves the pre-set value, GA will stop.
8. Constraint: the constraint in this work is the number of wells. The first generation is initialized in

the feasible region, and the infeasible solution generated in the iteration will be repaired.
9. Repair method: the production well closest to the center would be removed if the number of

wells is above the upper bound of the number of wells, and the well would be added at random
locations if the number of wells is below the lower bound.

The GA is written in MATLAB R2018b which is easy to combine with numerical
simulation modules.
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3. A Well-Placement Optimization Case

3.1. Computational Model

Natural fractures [41] or hydraulic fracturing fractures [42] in the reservoir can often be obtained
from history matching or seismic inversion [43]. In this work, an assumptive model sized 200 m ×
200 m is used as the original fracture network and the parameters of fractures are referenced from
Ref [35]. Two hundred fractures, which are divided into two sets with different dip angles (i.e., 0◦ and
90◦), are generated, and the fractures’ lengths follow exponent distribution with the maximum length
of 200 m, the minimum length of 20 m and exponent of 1. The backbone of the generated network is
extracted using the method described in Section 2.1.1. The thickness of the permeable layer is 10 m.
Figure 5 shows the original fracture network and the backbone network.

(a) (b) 

Figure 5. Fracture network: (a) original network (b) backbone network.

The model is divided into 20 × 20 square sub-grids with a side length of 10 m. The permeability
mapping is based on the backbone network shown in Figure 5b. There is no permeability heterogeneity
on the x-y and y-x components due to the direction of the fractures. The x-x component and y-y
component of the permeability tensor are shown in Figure 6.

(a) (b) 

Figure 6. The permeability tensor (mm2) of the FCM model. (a) x-x component (b) y-y component.
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The mathematical model of the above governing equations including the matrix and fracture
are discretized using the finite element method (the initial and boundary conditions are given in
Section 3.2), which is solved using a commercial finite element software COMSOL Multiphysics 5.3
(COMSOL Co. Ltd., Stockholm, Sweden) and the GA written by MATLAB R2018b is linked to the
software by LiveLink for MATLAB, which is developed by COMSOL. The parameters of GA are shown
in Table 1.

Table 1. The parameters of genetic algorithm (GA).

Parameters Value

Population size 400
Max generation 40
Crossover rate 0.6
Mutation rate 0.02
Number of wells 5

3.2. Model Parameters

The reservoir is initially saturated with water. All wells, including 4 production wells and 1
injection well work under constant pressure conditions. The working fluid for heat extracting is also
water. The parameters are written in Table 2, which are referenced from some previous numerical
studies [44,45]. The permeability of FCM has been corrected by the flow ratio of the DFN model and
uncorrected FCM model.

Table 2. Model Parameters.

Parameters Value

Matrix density (kg/m3) 2700
Matrix porosity 0.01
Matrix permeability (m2) 1 × 10−17

Matrix heat capacity (J/(kg·K)) 1000
Matrix heat conductivity (W/m·K) 3
Fracture permeability (m2) 1 × 10−10

Fracture width (m) 0.001
Water density (kg/m3) 1000
Water viscosity (Pa·s) 0.001
Water heat capacity (J/(kg·K)) 4200
Water heat conductivity (W/m·K) 0.6
Storage coefficient (1/Pa) 1 × 10−10

Thickness of permeable stratum(m) 10
Correction factor 0.79

No-flow and adiabatic boundaries are around the reservoir. The adiabatic boundary is set to
better observe the effect of well-placement on heat extraction in temperature distribution. The initial
and boundary conditions can be found in Table 3.

Table 3. Initial and Boundary Conditions.

Conditions Value

Initial pressure (MPa) 20

Initial temperature (◦C) 200

Injection pressure (MPa) 30

Injection temperature (◦C) 65

Production pressure (MPa) 20
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In this work, we just consider a five-spot well-placement pattern with one injection well and
four production wells. The injection well and production wells are not distinguished in the 0-1 code.
The well closest to the center of the model would be used as an injection well while the other wells
would be used as production wells. To facilitate analysis of single well performance, the production
well number would be numbered clockwise from the well that is closest to that production well (0,0).

3.3. Objective Function

In this work, accumulative extracted thermal energy is used as the objective function of the
well-placement optimization. Considering the adiabatic boundaries, it is equal to the decline in the
thermal energy of the reservoir. It is expressed as follow [45]:

E =
�

Vs
ρscp,s(Ti − T(t))dv (15)

where E is the decline in thermal energy in the reservoir; Ti is the initial temperature; and T(t) is the
reservoir temperature in time t.

Besides E, the flow rate (Q), the accumulative extracted thermal energy (γ), the average production
temperature (Tout) and output thermal power (p) are also used to evaluate the performance of a
geothermal reservoir with different well-placement. Q, γ, Tout and p are defined as:

Q =
∫

L
u(t)dl (16)

γ =
∫ ts

0
Qρ f Cp, f (Tout − Tin)dt (17)

Tout =

∫
LT(t)dl

L
(18)

p = Qρ f Cp, f (Tout − Tin) (19)

where L is the length of the boundary of the well; γ is the accumulative extracted thermal energy; ts is
the simulation time; Tout is the average temperature of production water; Tin is the temperature of
injection water; and L is the length of the outlet boundary.

3.4. Results and Discussion

Genetic algorithms do not require a given initial solution, which is different from traditional
optimization algorithms. Therefore, two different five-spot injection/production patterns (named Case
1 and Case 2) are used as two comparisons of the optimization result. As in Section 2.3, the yellow grids
represent the high-permeability sub-grids and the blue grids represent the low-permeability sub-grids.
In Case 1 the production well 1 and 3 is located on a sub-grid without fractures, while in Case 2 all
wells are set in the sub-grids passed through fractures just like the optimization result. Figure 7 shows
the comparisons and the optimization result (named Case 3).

Figures 8 and 9 show the best individual of four different generations and the convergence process
of the objective function. In Figure 9, the solid blue line indicates the best fitness in each generation,
and the orange dotted lines indicate the average fitness of each generation.

The convergence process shows that the best fitness achieved a high value in previous generations,
which may be due to the fact that the wells are always placed in a high-permeability sub-grid
during the optimization process. The lower average fitness in previous generations illustrates
that many low fitness individuals are generated during the population initialization and genetic
manipulation of previous generations, and the rapid increase in average fitness indicates that the
entire population is evolving, which can prove the validity of 0-1 programming and GA in geothermal
well-placement optimization.
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(a) (b) (c) 

Figure 7. The well-placement of two comparisons and the optimization result (the green circle
represents the production well and the red circle represents the injection well): (a) Case 1; (b) Case 2;
(c) Case 3.

(a) (b) 

(c) (d) 

Figure 8. The best individual in (a) 1st generation (b) 10th generation (c) 20th generation (d)
40th generation.

The temperature variations of three cases are shown in Figure 10. The distribution of temperature
is similar to each other at first because of the near location of the injection well. Gradually the cold
front of each case migrates with the high-permeability sub-grid and the placement of production wells.
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It is obvious that the migrations of the cold front in Case 2 and Case 3 are faster than Case 1. The cold
front in Case 1 only migrated to the Pro2 and Pro4 that are located in high-permeability sub-grids
caused by the connected fracture. From the temperature variation, it can be observed that the effect of
fractures to seepage and heat extraction is preserved in the FCM model.

Figure 9. The convergence process of the GA in well-placement optimization.

Figure 10. The temperature variations of three cases. The top is Case 1, the middle is Case 2 and the
bottom is Case 3 (optimization result).
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The difference in heat extraction between Case 2 and Case 3 is not as obvious as between Case 1
and other cases, but it can be found that the temperature of the northeast in Case 3 is lower than Case
2 and the low-temperature region in Case 3 is larger than Case 2 overall. Considering that there is no
supply source, the heat extraction in Case 3 is more adequate. The accumulative extracted thermal
energy of the three cases are plotted in Figure 11.

Figure 11. The accumulative extracted thermal energy in the three cases.

As shown in Figure 11, the final γ of Case 3 from GA is higher than the two five-spot patterns
that set to compare, which can also prove the validity of the well-placement method applied in this
work. It also can be found that the heat recovery rate of Case 2 is higher than that of Case 3 in the first
1500 days. Figure 12 shows the change in output thermal power in the three cases, which is consistent
with Figure 11. As shown in Figure 12, the power of Case 2 is highest in the first 700 days, but it also
has the fastest decline. After 2500 days, the power of Case 2 is the least in all three cases.

Figure 12. The production power in the three cases.

At the initial running stage, the higher heat recovery rate indicates a better flow connection
between the production well and the injection well, which means there are more fractures connected
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with the production well and injection well, but it does not mean the final performance will be
better. Preferential or short-circuit flow in the thermal reservoir is always a headache for geothermal
development and management. High flow velocity may cause a rapid decrease in matrix temperatures
beside the connected fractures, which decrease the efficiency of heat convection. The average
temperature shown in Figure 13 and the flow rate shown in Figure 14 can prove it.

Figure 13. The average production temperature of the three cases.

Figure 14. The production flow rate of the three cases.

The flow rate is rapidly stable because of the little storage coefficient. As shown in Figure 13,
the average production temperature of Case 2 has a fast drop. It can be inferred from the temperature
and flow rate that the preferential flow exists in Case 2.

Figures 15–17 show the accumulative energy, average temperature and the flow rate of each
production well in the three cases. Consistent with the temperature distribution, the production wells,
Pro1 and Pro3 in Case 1 contribute little to heat extraction, and the Tout of Pro3 shows the preferential
flow in Case 2 mainly exists between the injection well and Pro3, and the optimization result has been
improved in it.
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(a) (b) 

 
(c) (d) 

Figure 15. The accumulative extracted thermal energy of the production well (a) Pro1 (b) Pro2 (c) Pro3
(d) Pro4.

 
(a) (b) 

 
(c) (d) 

Figure 16. The average temperature of the production well (a) Pro1 (b) Pro2 (c) Pro3 (d) Pro4.
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(a) (b) 

(c) (d) 

Figure 17. The flow rate of the production well (a) Pro1 (b) Pro2 (c) Pro3 (d) Pro4.

4. Conclusions and Future Work

A well-placement optimization framework is proposed in this paper. FCM is used to simplify
the fractured thermal reservoir model and the GA is used to solve the well-placement optimization
problem that was considered as a 0-1 programming problem.

1. The developed framework is efficient in the EGS well-placement optimization problem.
The extracted thermal energy, which was the objective function, has increased in the convergence
process of GA. And the optimization result shows better performance than comparison.

2. The FCM model can reflect the effect of fractures on seepage and heat transfer to a certain extent.
3. Regarding the well-placement optimization problem as a 0-1 programming problem can reduce

the potential well-placements and improve the optimization effect. It also has the potential in
joint optimization for well-placement and the number of wells.

4. In the well-placement design of EGS, the connectivity between the injection well and production
well should be considered as the primary factor. The well in low-permeability contributes little to
heat extraction.

5. Strong connectivity between wells does not mean better performance. Strong connectivity may
lead to preferential flow and early heat breakthrough.

In this study, the framework only includes the 2-D model and the vertical well. In the future,
this work will be generalized to the 3-D multi-field coupling model, a horizontal well, and the joint
optimization of well-placement and the number of wells. A more advanced algorithm will be applied in
EGS well-placement optimization, such as multi-objective optimization [46] and machine learning [47].
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Nomenclature

The following terms are used in this manuscript:

kF fracture permeability tensor (m2)
θ angle between the fracture and the x-axis (◦)
k f fracture permeability (m2)
Tf fracture hydraulic conductivity (m/s)
Δ sub-grid size in FCM model (m)
kc permeability contribution of fracture to the sub-grid (m2)
d f fracture width (m)
ki,j sub-grid (i, j) permeability (m2)
km matrix permeability (m2)
N fracture numbers
k′i,j corrected permeability of sub-grid (i, j) (m2)
C permeability correction factor
ε matrix porosity
ρ f fluid density (kg/m3)
t time (s)
u Darcy velocity (m/s)
S matrix storage coefficient (1/Pa)
P pressure (Pa)
k porous media permeability (m2)
μ fluid dynamic viscosity
Qm source-sink term (1/s)
ρs matrix density (kg/m3)
Ts matrix temperature (K)
Tf fluid temperature (K)
Cp,s matrix specific Heat capacity (J/kg/K)
Cp, f fluid specific heat capacity (J/kg/K)
λs matrix thermal conductivity (W/m/K)
λ f fluid thermal conductivity (W/m/K)
qs f interstitial convective heat transfer coefficient (W/m3/K)
u f Darcy velocity in Fracture (m/s)
Tf r fluid temperature in fracture (K)
E The decline in thermal energy of the reservoir (J)
γ accumulative extracted thermal energy (J)
L the length of the boundary of well (m)
ts simulation runtime (s)
Q mass flow rate in time t (m3/s)
Tout production water temperature In time T (K)
Tin injection water temperature (K)
Tout average production temperature (K)
p output thermal power (kW)
L length of the outlet boundary (m)
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