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Valentin Foulon, Pierre Boudry, Sébastien Artigaud, Fabienne Guérard and Claire Hellio

In Silico Analysis of Pacific Oyster (Crassostrea gigas) Transcriptome over Developmental Stages
Reveals Candidate Genes for Larval Settlement
Reprinted from: Int. J. Mol. Sci. 2019, 20, 197, doi:10.3390/ijms20010197 . . . . . . . . . . . . . . . 278

Romit Seth, Abhishek Bhandawat, Rajni Parmar, Pradeep Singh, Sanjay Kumar and Ram

Kumar Sharma

Global Transcriptional Insights of Pollen-Pistil Interactions Commencing Self-Incompatibility
and Fertilization in Tea [Camellia sinensis (L.) O. Kuntze]
Reprinted from: Int. J. Mol. Sci. 2019, 20, 539, doi:10.3390/ijms20030539 . . . . . . . . . . . . . . . 294

Gabriela Marisol Cruz-Miranda, Alfredo Hidalgo-Miranda, Diego Alberto Bárcenas-López,
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Preface to ”Transcriptional Regulation: Molecules,

Involved Mechanisms and Misregulation”

Transcriptional regulation is a critical biological process involved in the response of a cell, tissue,

or organism to a variety of intra- and extracellular signals. Moreover, it controls the establishment

and maintenance of cell identity throughout developmental and differentiation programs. This

highly complex and dynamic process is orchestrated by a vast number of molecules and protein

networks and occurs through multiple temporal and functional steps. Of note, many human disorders

are characterized by misregulation of global transcription, since most of the signaling pathways

ultimately target components of the transcriptional machinery. This book includes a selection of

papers that illustrate recent advances in our understanding of transcriptional regulation and focuses

on many important topics, from cis-regulatory elements to transcription factors, chromatin regulators,

and non-coding RNAs, in addition to multiple transcriptome studies and computational analyses.

Amelia Casamassimi, Alfredo Ciccodicola

Special Issue Editors

ix





 International Journal of 

Molecular Sciences

Editorial

Transcriptional Regulation: Molecules, Involved
Mechanisms, and Misregulation

Amelia Casamassimi 1,* and Alfredo Ciccodicola 2,3,*

1 Department of Precision Medicine, University of Campania “Luigi Vanvitelli”, Via L. De Crecchio,
80138 Naples, Italy

2 Institute of Genetics and Biophysics “Adriano Buzzati Traverso”, CNR, 80131 Naples, Italy
3 Department of Science and Technology, University of Naples “Parthenope”, 80143 Naples, Italy
* Correspondence: amelia.casamassimi@unicampania.it (A.C.); alfredo.ciccodicola@igb.cnr.it (A.C.)

Received: 26 February 2019; Accepted: 11 March 2019; Published: 14 March 2019

Transcriptional regulation is a critical biological process that allows the cell or an organism to
respond to a variety of intra- and extra-cellular signals, to define cell identity during development,
to maintain it throughout its lifetime, and to coordinate cellular activity. This highly dynamic
mechanism includes a series of biophysical events orchestrated by a huge number of molecules
establishing larger networks and occurring through multiple temporal and functional steps that
range from specific DNA-protein interactions to the recruitment and assembly of nucleoprotein
complexes. Essentially, the key transcription levels include the recruitment and assembly of the
entire transcription machinery, the initiation step, pause release and elongation phases, as well as
termination of transcription. Additionally, these steps are interconnected with governing chromatin
accessibility (such as the unwrapping process, which is controlled by histone modification and
chromatin remodeling proteins), and other epigenetic mechanisms (such as enhancer-promoter looping,
which is necessary for a successful gene transcription). Finally, various RNA maturation events, such
as the splicing that occurs with transcription, constitute an additional level of complexity. Numerous
molecules and molecular factors, including transcription factors, cofactors (both coactivators and
corepressors), and chromatin regulators, are known to participate to this process [1]. Essential
components of the basal transcription machinery comprise the RNA polymerase II holoenzyme,
the general initiation transcription factors (TFIIA, -IIB, -IID, -IIE, -IIF, and -IIH) and the Mediator
complex, a multi-subunit compound that joins transcription factors bound at the upstream regulatory
elements—such as nuclear receptors—and all the remaining apparatus at the promoter region. It is
noteworthy that it also works in close interplay between the basal machinery and factors responsible
for the epigenetic modifications; for instance, together with cohesin, it facilitates DNA looping [2].
More recently, a novel multi-subunit complex named Integrator was added as one of the components
of the RNA Polymerase II-mediated transcription apparatus. It is also involved in many stages of
eukaryotic transcription for most regulated genes [3].

Additionally, the high complexity of transcriptional regulation is also derived from the
involvement of non-coding RNAs (ncRNAs). Indeed, research over the last two decades has revealed
new classes of ncRNAs, including microRNAs (miRNAs), small nucleolar RNAs (snoRNAs), long
ncRNAs (lncRNAs), circular RNAs (circRNAs), and enhancer RNAs (eRNAs), each with different
regulatory functions and altogether belonging to a larger RNA communication network ultimately
controlling the production of the final protein [4].

Recent advances in “omics” and computational biology have provided novel tools that allow
one to integrate different layers of information from biophysical, biochemical, and molecular cell
biology studies. In turn, these novel strategies provided a fuller understanding of how DNA
sequence information, epigenetic modifications, and transcription machinery cooperate to regulate
gene expression. Of note, most of the new molecular biomarkers and therapeutic targets for several
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human pathologies derive from transcriptome profiling studies, and their number is continuously
increasing. Next Generation Sequencing (NGS), mainly RNA-Sequencing (RNA-Seq), has completely
revolutionized transcriptome analysis, allowing the quantification of gene expression levels and
allele-specific expression in a single experiment, as well as the identification of novel genes, splice
isoforms, fusion transcripts, and the entire world of ncRNAs at an unprecedented level [4].

It is well known that many human disorders are characterized by global transcriptional
dysregulation because most of the signaling pathways ultimately target transcription machinery.
Indeed, many syndromes and genetic and complex diseases—cancer, autoimmunity, neurological
and developmental disorders, metabolic and cardiovascular diseases—can be caused by
mutations/alterations in regulatory sequences, transcription factors, cofactors, chromatin regulators,
ncRNAs, and other components of transcription apparatus [1–4]. Thus, advances in our understanding
of molecules and mechanisms involved in the transcriptional circuitry and apparatus lead to new
insights into the pathogenetic mechanisms of various human diseases and disorders.

In this special issue, a total of 19 excellent and interesting papers consisting of 11 original research
studies, seven reviews, and one communication are published [5–23]. They cover all subjects of
transcriptional regulation, from cis-regulatory elements to transcription factors, chromatin regulators,
and ncRNAs. Additionally, several transcriptome studies and computational analyses are also included
in this issue.

Huang et al. analyzed the transcriptional regulation of the gene coding for the Chloride
intracellular channel 4 (CLIC4). This is a multifunctional protein with diverse physiological functions.
Differential expression of CLIC4 between cancer cells and the surrounding stroma has been reported in
various tumor types [11]. Here, the authors found an alternative G-quadruplex (G4) structure, PG4-3,
in its promoter region. Through the use of the CRISPR/Cas9 system, they provided evidence that this
element could play an important role in regulating the CLIC4 transcription levels [11].

Regarding transcription factors, a comprehensive review summarized the structures and functions
of these regulators in both model and non-model insects, including Drosophila, and appraises the
importance of transcription factors in orchestrating diverse insect physiological and biochemical
processes [17]. An original article examined the paired-box 3 (Pax3) transcription factor in the winged
pearl oyster Pteria penguin. More precisely, this study investigated the role of PpPax3 in melanin
synthesis and used RNA interference to provide evidence that this function is exerted in this important
marine species through the tyrosinase pathway [18]. A bioinformatics approach was used to identify
the significant genes responsible for the human Patau syndrome (PS), a rare congenital anomaly due
to chromosome 13 trisomy. This molecular network analysis and protein-protein interaction study
indicated FOXO1 (Forkhead Box O1) as a strong transcription factor interacting with other key genes
associated with lethal heart disorders in PS. [15].

As expected in the NGS era, transcriptome analysis by RNA-Seq has been widely used in many
studies to elucidate the most varied mechanisms of pathophysiology as well as other relevant biological
processes in diverse organisms [5,9,20,21]. Actually, a small number of studies still utilize microarray
as a useful approach. Indeed, this platform allows one to identify the common pathway(s) of Major
Depressive Disorder and glioblastoma [5]. Otherwise, most of the studies employ RNA-Seq to,
for example, understand the regulatory system of stringent response in sphingomonads [9] or to
unravel molecular insights of phase-specific pollen-pistil interaction during self-incompatibility and
fertilization in tea [21]. Additionally, in silico analyses of available transcriptome databases are often
very useful when the biological material is scarce or difficult to isolate, as in the case of a study aimed to
identify genes that could have a potential role in the oyster larval adhesion at the pediveliger stage [20].
Additionally, the availability of multi-omics datasets from patient tissues represents a unique source to
study human diseases. Particularly, The Cancer Genome Atlas (TCGA) collects data from thousands of
subjects with human malignancies, thus enabling the in silico analysis of genes or families of genes of
interest. For example, in an effort to obtain a pan-cancer overview of the genomic and transcriptomic
alterations of the PR/SET domain gene family (PRDM) members in cancer, our group reanalyzed the
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Exome- and RNA-Seq datasets from the TCGA portal [12]. Likewise, to date, a lot of similar studies
have led to a better comprehension of the pathogenetic mechanisms as well as the discovery of novel
biomarkers and/or therapeutic targets for these human disorders, as cited in a review dissecting the
role of Adiponectin as a link factor between adipose tissue and cancer [23].

In the field of cancer research, an interesting pathogenetic mechanism involving dysregulation of
transcription is represented by the destabilization of the messenger RNAs of critical genes implicated
in both tumor onset and tumor progression exerted by tristetraprolin (TTP). Indeed, as reviewed in a
paper of this special issue, the tumor suppressor TTP can negatively regulate tumorigenesis. In turn,
TTP expression is frequently downregulated in several tumors by various mechanisms [13].

Several papers have described novelties in the field of ncRNAs. For instance, a study investigated
the possible role in cell metabolism of miR-25-3p. This miRNA is highly conserved in mammals
and was previously found to be involved in many biological processes and in some cancer and
cardiovascular related diseases. Specifically, in the C2C12 cell line derived from mouse muscle
myoblasts, it is positively regulated by the transcription factor AP-2α and enhances cell metabolism by
directly targeting the 3′ untranslated region of AKT serine/threonine kinase 1 (Akt1), a gene related to
metabolism [6].

LncRNAs play an important role as epigenetic and transcriptional regulators. Evidence of their
importance in the pathophysiology of many malignancies has drastically increased in the last decade.
In their excellent contribution, Cruz-Miranda et al. describe the functional classification, biogenesis,
and role of lncRNAs in leukemogenesis, highlighting the evidence that lncRNAs could be useful as
biomarkers in the diagnosis, prognosis, and therapeutic response of leukemia patients, as well as
showing that they could represent potential therapeutic targets in these tumors [22]. In a preliminary
study, RNA-Seq data were used to profile, quantify, and classify (for the first time) lncRNAs in human
term placenta [8]. Although the obtained lncRNAs still need to be functionally characterized, they
could expand the current knowledge of the essential mechanisms in pregnancy maintenance and
fetal development.

Lei et al. proposed a new computational path weighted method for predicting circRNA-disease
associations, the PWCDA method. Despite some limitations, it showed a much better performance
than other computational models [14].

A remarkable study explored the utility of eRNA expression as a causal anchor in predicting
transcription regulatory networks based on the observation that eRNAs mark the activity of regulatory
regions [16]. In their work, the authors developed a novel statistical framework to infer causal gene
networks (named Findr-A) by extending the Findr software for causal inference through the use of cap
analysis of gene expression (CAGE) data from the FANTOM5 consortium [16].

Numerous epigenetic mechanisms other than regulation by ncRNAs take place during RNA
polymerase II-transcription and may be involved in human pathophysiology. An outstanding review
on the Cyclin Dependent Kinase Inhibitor 1C (CDKN1C) gene summarizes all the possible (epi)-genetic
alterations leading to diseases. This gene encodes the p57Kip2 protein, the third member of the CIP/Kip
family, and its alterations are known to cause three human hereditary syndromes characterized by
altered growth rate. Interestingly, CDKN1C is positioned in a genomic region characterized by a
remarkable regional imprinting that results in the transcription of only the maternal allele. Moreover,
this gene is also down-regulated in human cancers. Of note, its transcriptional regulation is linked to
several mechanisms, including DNA methylation and specific histone modifications. Finally, ncRNAs
also play important roles in controlling p57Kip2 levels [7].

Selenium-related transcriptional regulation is the topic of a comprehensive review [10]. Selenium
is a trace element controlling the expression levels of numerous genes; it is essential to human health,
and its deficiency is related to several diseases. It is incorporated as seleno-cysteine to the so-called
seleno-proteins via an uncommon mechanism. Indeed, the codon for seleno-cysteine is a regular
in-frame stop codon, which can be passed by a specific complex translation machinery in the presence
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of a signal sequence in the 3′-untranslated part of the seleno-protein mRNAs. Nonsense-mediated
decay and other mechanisms are able to regulate seleno-protein mRNA levels [10].

It is well-known that DNA methylation contributes to the gene expression regulation without
changing the DNA sequence. Abnormal DNA methylation has been associated with improper gene
expression and may lead to several disorders. Both genetic factors and modifiable factors, including
nutrition, are able to alter methylation pathways. An interesting review of this special issue carefully
describes molecular mechanisms underlying the link between diet and DNA methylation [19].

Finally, we hope the readers enjoy this Special Issue of IJMS and the effort to present the current
advances and promising results in the field of transcriptional regulation and its involvement in all of
the relevant biological processes and in pathophysiology.

Acknowledgments: We would like to thank all the participating assistant editors and reviewers for their important
contribution to this Special Issue.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Depression as a common complication of brain tumors. Is there a possible common
pathogenesis for depression and glioma? The most serious major depressive disorder (MDD) and
glioblastoma (GBM) in both diseases are studied, to explore the common pathogenesis between
the two diseases. In this article, we first rely on transcriptome data to obtain reliable and useful
differentially expressed genes (DEGs) by differential expression analysis. Then, we used the
transcriptomics of DEGs to find out and analyze the common pathway of MDD and GBM from
three directions. Finally, we determine the important biological pathways that are common to MDD
and GBM by statistical knowledge. Our findings provide the first direct transcriptomic evidence
that common pathway in two diseases for the common pathogenesis of the human MDD and
GBM. Our results provide a new reference methods and values for the study of the pathogenesis of
depression and glioblastoma.

Keywords: major depressive disorder; glioblastoma; differentially expressed genes; transcriptomics;
common pathway

1. Introduction

Glioma is the most common tumor in the central nervous system, mostly occurring in the
brain, and the diagnosis and treatment of glioma are incomplete, inaccurate, and easily reappeared.
The current study [1,2] shows that most patients with glioma can get better diagnosis and treatment,
but the diagnosis and treatment results are still unsatisfactory, even with depression. Moreover,
the pathogenesis of depression is still unknown, which seriously hinders the prevention, diagnosis,
and treatment of depression. Therefore, depression is one of the major causes of global disability
and has considerable risks in patients with gliomas. Depression has become a common complication
of brain tumors [3], and has become the first clinical manifestation of gliomas in clinical diagnosis.
Seddighi et al.’s studies have shown that depressive symptoms are shown to be common signs in
patients with brain tumors [4]. They suggest that statistical analysis of the deterioration of psychiatric
symptoms mentioned in the later stages of tumorigenesis is not feasible due to the high variability
of tumor staging. Glioblastoma (GBM) is a rare malignant tumor that arises from astrocytes—the
star-shaped cells that make up the “glue-like” or supportive tissue of the brain and is the most
malignant glioma in astrocytic tumors. Despite all therapeutic efforts, GBM remains largely incurable.

Aiming at this problem, this study uses GBM and major depressive disorder (MDD) as the research
object to study the overlapping genes, miRNA, biological pathways, and so on. Is the statistical analysis
of the correlation between MDD and GBM feasible? With the implementation of the human genome
project (HGP), the Human Proteome Project (HPP), and the Human Connectome Project (HCP),
more and more ion channels, cytokines, growth factors, neurotransmitters and neurotransmitter
receptors, enzymes, other proteins, and miRNA associated with the development of depression and
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glioblastoma diseases, have been identified and validated [5]. Therefore, it is feasible to analyze the
correlation between MDD and GBM by the method of omics. But, few new and effective treatments
appear. At present, RNA interference has enormous therapeutic potential for two diseases. Therefore,
it is the best way to explore the pathogenesis of the disease through transcriptome data. This study
designs a set of transcriptomics in three directions to study the common pathways of disease programs,
the flowchart can be found in Figure 1. The process is mainly to analyze the function of RNA in coding
region and non-coding region. It mainly divided into three parts. (1) The differentially expressed
genes (DEGs) were screened from the gene expression profile data by R software and its corresponding
expansion kit [6–9], and the gene ontology (GO), Kyoto Encyclopedia of Genes and Genomes(KEGG)
results were significantly correlated with functional enrichment analysis; (2) Using the STRING [10]
and Cytoscape [11] tools to construct the protein—protein interaction (PPI) network, the core gene
module was excavated by MCODE [12] algorithm, and the GO and KEGG results of MDD and
GBM overlap were obtained by functional enrichment analysis; and (3) Targetscan [13] tool was
used to predict the miRNA of differentially expressed genes in two diseases, and to enrich, analyze,
and annotate the overlapped miRNA in two diseases by miEAA [14]. This study finds from another
direction the pathogenesis of the disease. It is hoped that these findings will provide new ideas for the
diagnosis and treatment of MDD and GBM.

Figure 1. The flowchart of the research program. Cylinder: the database; Rectangle: method or software;
Parallelogram: data or result; Ellipse indicates the finally result.

2. Results

2.1. The Common Co-Occurrence Gene by Text-Mining

Through COREMINE platform text mining tools, MDD and 1826 genes have co-occurrence
relationship, Glioma and 1826 genes have co-occurrence relationship, GBM and 4510 genes have
co-occurrence relationship. Among them, 57% of MDD co-occurrence genes and 23.1% of GBM
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co-occurrence genes were identified as common genes, with a total of 1041 genes (Table 1). Besides,
it is shared with 78 co-occurrence GO cellular component (CC), 317 co-occurrence GO biology process
(BP), and 52 co-occurrence GO molecular function(MF) betweenthe two diseases. Our finds speculated
that may have common biological pathways or the occurrence of the same mutation between MDD
and GBM.

Table 1. The results of text-mining in COREMINE platform. MDD: Major Depressive Disorder;
GBM: glioblastoma; Related articles: Pubmed search with a concept or expert name to generate a list of
articles; BP: Biology Process; CC: Cellular Component; MF: Molecular Function.

Disease Related Articles Gene/Protein Chemical CC BP MF

MDD 34377 1826 3511 110 498 104
GBM 30193 4510 7779 229 834 244

GBM ∩ MDD 4 1041 2248 78 317 52

2.2. Differentially Expressed Genes

After the DEGs was screened out, the DEGs of different platforms of the same disease were
combined as the final DEGs of the disease. There are 463 DEGs (p-value < 0.01) significantly associated
with MDD, and 823 DEGs (p-value < 0.05 and fold change ≥ 4) were significantly associated with
GBM. A simple statistical analysis of DEGs revealed that a total of 27 genes were not only significantly
associated with MDD but also closely related to GBM. It was found that five genes (GRK3, SHANK3,
EGR4, CRH, GNB5) in these 27 genes are down-regulated genes, and six genes (IGF2BP3, MGP, LOX,
KCNE4, DLGAP5, MS4A7) are up-regulated genes.

Statistics were found through literature mining, in 463 MDD DEGs, 80 genes have been reported
related to MDD, there are 201 genes associated with depression; in 823 GBM DEGs, 452 genes are
reported with GBM; 27 DEGs overlap in MDD and GBM, eight genes has been reported related to
MDD, 14 genes have been reported related to GBM. Moreover, four genes in the reported gene are
associated with both MDD and GBM. The four genes are LOX, NPY1R, SHANK3, VEGFA. The study
finds that LOX expression and activity increased positively correlated with GBM [15]. MDD treatment
of electroconvulsive shock (ECS) can be induced by activity-dependent induction of genes (FOX) that
are associated with plasticity of the brain, such as neuronal signaling-induced neurogenesis and tissue
remodeling [16]. Berent et al. found that higher VEGFA concentrations may have antidepressant
effects [17]. Therefore, VEGFA may play a potentially important role in the pathogenesis of MDD.
However, Stefano et al. suggest that VEGFA triggers an angiogenic response and promotes GBM
vascular growth [18]. There are indications that have been screened for differentially expressed genes
that are reliable. We can carry out the next step of the functional analysis.

2.3. Functional Enrichment of DEGs

The R tool is used to analyze and enrich the DEGs. DEGs in MDD were significantly enriched
in 804 terms (count ≥ 2 and p-value < 0.05), including 704 GO biology process terms, 35 GO cellular
component terms, 47 GO molecular function terms, and 18 KEGG pathway terms. DEGs in GBM
are significantly enriched in 1681 terms, involving 1207 GO biology process terms, 201 GO cellular
component terms, 224 GO molecular function terms, and 48 KEGG pathway terms. These results show
that MDD and GBM have 264 BP, 18 CC, 16 MF functional annotations overlap in GO, and seven
biological pathways overlap in KEGG. Figure 2 shows the same functional enrichment results for the
Wein diagram and its proportion in both diseases. It can be found that the enrichment of the two
diseases has some common ground. The same GO or KEGG of the two diseases is approximately 1/3
of the MDD functional enrichment results, approximately 1/10 of the GBM functional enrichment.
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Figure 2. Differentially Expressed Genes Enrichment Venn Diagram and Its 3D Area Map.
Figure (A–D) indicate similarities and differences in the functional enrichment results of two diseases.
They are GO_BP, GO_CC, GO_MF, KEGG. In Figure (E), the Yellow: GBM enrichment results;
blue: MDD functional enrichment results; green: MDD and GBM common enrichment results.
MDD: Major Depressive Disorder; GBM: glioblastoma; BP: Biology Process; CC: Cellular Component;
MF: Molecular Function.

The 1680 GBM function enrichment results and 804 MDD function enrichment results are
summarized, and 305 common data of MDD and GBM are extracted. Pearson’s method was used to
calculate the correlation coefficient of the respective differentially expressed genes of MDD and GBM
in the common data. Finally, calculated the correlation coefficient between the two is 0.9525328, close to
1, the relevance and high. That is, even though only 27 of the two diseases overlap, almost completely
different differentially expressed genes. There is also an extremely high correlation in this common
functional enrichment data, suggesting that MDD may also have some relevance to the underlying
pathogenesis of GBM. Of course, we also functionally enrich 27 co-differentially expressed genes and
obtain three significant KEGG pathways.

2.4. Protein-Protein Interaction Network of DEGs

In this study, we use the STRING online tool to construct the PPI of 402 nodes and 512 sides
for MDD, as well as PPI of 794 nodes and 4443 sides for GBM (Figure 3). The Cytoscape tools are
used to build the interaction of MDD and GBM PPI. Based on PPI (the elimination of independent
protein), 74 and 64 HUB genes (Table 2) (Betweenness Centrality (BC) ≥ 0.01, degree ≥ 2) were closely
related to MDD and GBM. Among the key genes in MDD and GBM, four genes exist together. Namely,
CXCR4, VEGFA, MGP, GNB5, and MGP genes are down-regulated in two diseases, while GNB5 gene
is co-up-regulated.
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Figure 3. The protein-protein interaction network of MDD and GBM. (A) The protein—protein
interaction (PPI) of MDD. (B) The PPI of GBM. Nodes of the same color represent proteins that are
aggregated into the same class; large nodes indicate that the three-dimensional structure of the protein
is known and that the small nodes are unknown; the line represents the interaction between proteins;
there are seven kinds of relationship. Red, fusion gene; Green, adjacent interaction; Blue, coexistence
relationship; Purple, experimental study of validation interactions; Yellow, literature digging to the
interaction; and, Light blue, the database included interaction; Black, shared expression. MDD, Major
Depressive Disorder. GBM, glioblastoma.
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Table 2. MDD and GBM Hub genes.

GBM MDD

HS6ST3; ZNF385B; VSTM2L; EGFR; VEGFA; TOP2A;
CDC42; MYC; IL8; FN1; PRKACB; CD44; CDK1; VIM;

GFAP; SYP; PPP3CA; SNCA; STX1A; DNM1;
GNAO1; CACNA1B; LPL; PCSK2; PRKCB; SYT1;

SNAP25; TUBB4A;DLG2; PVALB; CAMK2A; CALB1;
CDK2; CAV1; CXCR4; GNB5; VAMP2; NPY; VCAM1;

PRKCE; C3; EZH2; CDC20; SST; GAD2; ITPR1;
ADCY2; LUM; TAC1; AURKA; CD163; SYN1; SPARC;

BIRC5; GABBR2; ANXA1; MGP; GAD1; TYMS;
GNG3; SCN2A; MCL1; CNKSR2; NDE1

JUN; VEGFA; EGF; CXCR4; GNAI3; EGR1; FLT1; CDKN1A;
ATF3; CXCL1; GNG11; GNB5; ACTA2; MET; FGFR2; SH3GL1;

CXCL5; MGP; THBS1; FAS; IRF5; JUP; RAP2A; TCF7L2;
MRPL23; TNFAIP3; CCND3; SLC25A1; MAPK4; BATF3; CD55;

CDC25C; MPP3; PPM1D; ILF3; HIST1H4D; CDK13; SSU72;
PTPN6; CREM; OCLN; ADORA2B; HIBCH; DYNC1I2; CTSB;
MAFF; RYR2; DLGAP5; DCLRE1C; SSR4; ADRBK2; COPS2;

COX6A1; LOX; SNAP29; BRD4; DDX11; KRR1; AKAP9; SMC5;
ZFP36L1; AIMP1; CFDP1; GAS7; MYO10; GP5; SYT7; ESCO2;

MSI2; CLEC1B; FECH; B4GALT1; TKT

MCODE algorithm is used to cluster MDD and GBM PPI, respectively. The PPI of MDD can be
clustered into 11 categories, and the GBM of PPI is clustered into 20 categories (Table S1). In the MDD’s
11 core gene module, the functional enrichment of the most significant class (Figure 4 and Table 3)
found that GABAergic synapse, Serotonergic synapse, Cholinergic synapse, Glutamatergic synapse,
Dopaminergic synapse, and Morphine addiction affect the development of depression. In the GBM’s
20 core gene module, the functional enrichment of the second significant group (Figure 4 and Table 3)
also found that GABAergic synapse, Serotonergic synapse, Cholinergic synapse, Glutamatergic
synapse, and Morphine addiction, were associated with the development of GBM. Therefore, the two
core gene modules with high significance and overlapping biological pathways are regarded as the
significant core gene modules of disease. Moreover, there are two common key genes in the core gene
module, that is CXCR4 and GNB5. The accumulation of two significant core gene modules revealed
that 10 biological pathways overlap, accounting for 71.4% of MDD enrichment, and 50% of GBM
enrichment. The two core gene modules with higher saliency and overlapping biological pathways
as the significant core gene modules of the disease. In addition, there are two overlapping key genes
in significant core gene modules—CXCR4 and GNB5, accounting for half of the overlapping key
genes of both diseases. These two significant core gene modules may play an important role in the
underlying pathogenesis of MDD or GBM. Ten common KEGG biological pathways of significant core
gene modules are the likely common pathways of MDD and GBM.

Figure 4. PPI of the core gene module. (A) The PPI of the most significant core module about MDD.
(B) The PPI of the secondary core gene module about GBM. Node: protein; connection: the interaction
between proteins. MDD, Major Depressive Disorder. GBM, glioblastoma.

11



Int. J. Mol. Sci. 2018, 19, 234

Table 3. Functional enrichment of significant core gene module—KEGG. MDD, Major Depressive
Disorder. GBM, glioblastoma. MDD KEGG: the unique KEGG pathways of significant core gene
module of Major Depressive Disorder; GBM KEGG: the unique KEGG pathways of significant core
gene module of glioblastoma; Common KEGG: the common KEGG pathways of significant core gene
module in Major Depressive Disorder and glioblastoma.

MDD KEGG GBM KEGG Common KEGG

Alcoholism Endocytosis GABAergic synapse

Pertussis Gap junction Cholinergic synapse

Serotonergic synapse Insulin secretion Pathways in cancer

Dopaminergic synapse

Salivary secretion Morphine addiction

Synaptic vesicle cycle Circadian entrainment

Gastric acid secretion Glutamatergic synapse

GnRH signaling pathway cAMP signaling pathway

Estrogen signaling pathway Chemokine signaling pathway

Oxytocin signaling pathway Retrograde endocannabinoid signaling

Neuroactive ligand-receptor interaction Regulation of lipolysis in adipocytes

2.5. miRNA

This study uses the TargetScanHuman tool to predict the related miRNAs of DEGs (mRNA).
After a series of screening criteria, 18,656 pairs for MDD mRNA—miRNA, 52,413 pairs for GBM
mRNA—miRNA are obtained. Data analysis of MDD reveals that there are 370 different mRNA
corresponding to 2455 different miRNA. Data analysis of GBM reveals that there are 754 different
mRNA, corresponding to 2586 different miRNA. Figure 5 intuitively shows the miRNA of two diseases,
overlapping up to 2453. In the figure, 99.9% of the miRNAs predicted by MDD-related DEGs are the
same as the miRNA predicted by GBM. Moreover, the predicted miRNAs of the 27 common DEGs to
the two diseases completely overlap with the common miRNAs predicted by the two diseases.

Figure 5. The predicted miRNA Venn Diagram. GBM_miRNA: the miRNAs predicted by
GBM-related DEGs; MDD_miRNA: the miRNAs predicted by MDD-related DEGs; com_DEGs_miRNA:
the miRNAs predicted by common 27 DEGs; com_miRNA: common miRNA between GBM_miRNA
and MDD_miRNA.

2.6. Functional Enrichment of Common DEGs and Common miRNA

Through the enrichment of 27 common DEGs in MDD and GBM, three KEGG biological pathways
are enriched, which are Cytokine—cytokine receptor interaction, Chemokine signaling pathway,
Bladder cancer. There are 128 GO biology process (BP) terms, two GO cellular component (CC) terms,
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three GO molecular function (MF) terms are significantly enriched (Table S2). The results showed that
the cellular components of common DEGs in the two diseases are related to the activity of transcription
factors. Its molecular function is related to the extracellular matrix, and its biological process is
mainly involved in the regulation of multicellular biological processes, the regulation of ion transport,
the regulation of growth and development, and the response to some stimuli, and so on.

The common miRNAs are analyzed by miEAA, and their enrichment and annotation results are
shown in Table 2, where the enrichment results of GO are not fully shown. These miRNAs are closely
related to the expression of CD3, CD14, CD19, and CD56 in four immune cells, indicating that both
MDD and GBM can cause immune system disorders. 2453 common miRNAs have 102 miRNAs located
on chromosome 7, indicating that chromosome 7 is not only associated with mental illness, such as
depression and schizophrenia, but are also closely related to the pathogenesis of glioblastoma [19,20].
The results show that there are seven biological pathways (Table 4), 356 gene ontologies are enriched.
In the 7 pathways, two are related to amino acid metabolism, two are related to carbohydrate
metabolism, two are related to mRNA processing, and one is the Notch signaling pathway that
affects multiple processes that occur in cells.

Table 4. Results of the common miRNA enrichment and annotation.

Category Subcategory p-Value Observed

Pathways WP411 mRNA processing 0.060337 145

Pathways hsa00260 Glycine serine and threonine metabolism 0.060337 30

Pathways hsa00562 Inositol phosphate metabolism 0.060337 99

Pathways hsa03040 Spliceosome 0.060337 138

Pathways hsa00330 Arginine and proline metabolism 0.081737 67

Pathways hsa04330 Notch signaling pathway 0.081737 94

Pathways P02756 N acetylglucosamine metabolism 0.095531 14

Immune cells CD3 expressed 0.008542 205

Immune cells CD19 expressed 0.029347 182

Immune cells CD14 expressed 0.040935 235

Immune cells CD56 expressed 0.055024 252

Chromosomal location Chromosome 7 0.036298 102

Gene Ontology GO0042832 defense response to protozoan 0.0626691 11

Gene Ontology GO0045859 regulation of protein kinase activity 0.0626691 41

Gene Ontology GO0048304 positive regulation of isotype switching to igg isotypes 0.0626691 11

Gene Ontology GO0016290 palmitoyl coa hydrolase activity 0.0665877 24

Gene Ontology GO0044130 negative regulation of growth of symbiont in host 0.0681013 19

Gene Ontology GO0004439 phosphatidylinositol 4 5 bisphosphate 5 phosphatase activity 0.0753516 16

Gene Ontology GO0004523 ribonuclease h activity 0.0753516 19

Gene Ontology GO0031848 protection from non homologous end joining at telomere 0.0753516 16

3. Discussion

To comprehensively and accurately identify the pathogenesis of MDD and GBM, all available
transcript data for both of the diseases are downloaded. The purpose is to horizontally merge
large amounts of transcriptome data to expand the sample size and obtain a larger sample size
dataset. Functional analysis of the differential expression genes of the two diseases is carried out from
three aspects.

From the perspective of coding genes, MDD and GBM differentially expressed genes are enriched
in seven common biological pathways, namely Melanoma, Pathways in cancer, mitogen-activated
protein kinase (MAPK) signaling pathway, Endocytosis, p53 signaling, Focal adhesion, Bladder cancer.
As a result, it has been found that five common pathways are associated with the development of
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cancer, suggesting that the two diseases may also be closely related to other diseases, particularly cancer.
Due to the complexity of cancer, the five pathways are temporarily serve as the common pathway
for the two diseases. At the same time, it can see that the other two common pathways, MAPK
signaling pathway and Endocytosis, are reported to be associated with both diseases. The MAPK
pathway may be initiated at the cell surface and continue during endosomal sorting, while more recent
studies suggest that MAPK signaling is a required element of endocytosis [21]. Li Kai et al. found
the disturbance mechanism of MAPK and cell cycle signaling pathway in GBM by bioinformatics
analysis [22]. The study has found that the MAPK signaling pathway is impaired in MDD and plays
a key role in neuronal plasticity and neurogenesis, and is shown to be stimulated by an antidepressant
treatment [23]. It is suggested by the results that MAPK signaling pathways may be one of the common
pathways for MDD and GBM. Cytokine—cytokine receptor interaction, Chemokine signaling pathway
and Bladder cancer are enriched by MDD and GBM common DEGs. These three biological pathways
also belong to the common biological pathway of MDD and GBM.

From the perspective of miRNA, the corresponding miRNAs are predicted by the mRNA of the
two diseases, and the number of common miRNAs has been found to be 2453. In addition, various
miRNAs have been demonstrated to be either upregulated or downregulated in glioma tumors,
and played critical roles in regulating glioblastoma proliferation, migration, and chemosensitivity [24].
Several recent studies have suggested the possible role of miRNAs in synaptic plasticity, neurogenesis,
and stress response, all implicated in MDD [25]. Most of these miRNAs are contained in common
miRNAs. For example, Hsa-miR-21 is not only involved in the alterations of white matter in depression
and alcoholism [26], but it also plays a key role in the pathogenesis of GBM and can be used as
a biomarker for the diagnosis and treatment of GBM patients [27]. The miRNAs were found to be
closely related to the abnormal expression of CD3, CD14, CD19, and CD56 in immune cells category.
CD3 and CD4 are protein mixtures present on the surface of T cells, CD19 is a protein present on the
surface of B cells, and CD56 is an affinity binding glycoprotein expressed on the surface of neurons,
glial, and skeletal muscle. CD3, CD4, CD19 are related to the immune process, CD56 role in the
p59Fyn signaling pathway. Are the common pathogenesis of the two diseases related to the immune
system? There is no confirmation here. It can only be said that the pathogenesis of MDD and GBM
may be associated with the immune system. In the seven biological pathways enriched by common
miRNA, four pathways are metabolically related, two pathways are associated with mRNA processes,
and one is Notch signaling pathway. On the one hand, the possible reason is that MDD and GBM
patients biochemical environment affects the brain tissue, metabolic changes occur. On the other hand,
Irshad et al. have identified the key molecular cluster characteristics of the Notch pathway response
in hypoxic GBM and glial cell spheres [28]. Moreover, Ning et al. also determined that differential
expression of Notch-associated miRNAs in peripheral blood may be involved in the development
of depression [29]. Thus, glycine—serine and threonine metabolism, inositol phosphate metabolism,
arginine and proline metabolism, N-acetylglucosamine metabolism, and Notch signaling pathways
are also common biological pathways for MDD and GBM.

From the perspective of protein interaction, the significant core gene modules in the MDD and
GBM protein interaction networks were enriched to 10 common biological pathways. The discovery of
significant core gene modules in protein—protein interaction networks allows for a more accurate and
comprehensive understanding of the function of DEGs in disease. The γ-aminobutyric acid (GABA),
glutamic acid, and acetylcholine (Ach) are three common amino acid neurotransmitters, which are
specific chemicals that act as “messengers” in synaptic transmission. Salvadore et al. confirm that
amino-acid neurotransmitter system dysfunction plays a major role in the pathophysiology of major
depressive disorder [30]. Panosyan et al. have found that these three neurotransmitters are involved
in the metabolic pathways underlying the potential targets of GBM therapy, but the hypothesis that
they have a significant antitumor effect on GBM has not been demonstrated [31]. Hence, GABAergic
synapse, Cholinergic synapse, and Glutamatergic synapse may be common pathways for MDD and
GBM. Retrograde endocannabinoid signaling has been shown to be related to the pathophysiological
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mechanisms of MDD and GBM [32,33]. Pathways in cancer, Chemokine signaling pathway is also
a common pathway when using genomics enrichment. Therefore, Pathways in cancer, Retrograde
endocannabinoid signaling, Chemokine signaling pathway may also be a common pathway for MDD
and GBM.

4. Materials and Methods

4.1. Text Mining

In the biomedical field, text mining has been widely used to identify biological terms, such as
genes, disease names in the literature, and even reveal the relationship between biological terms.
In this study, COREMINE [34] (Available online: http://www.coremine.com/medical/), a medical
ontology information retrieval platform, was used to search for key words, such as major depressive
disorder and glioblastoma.

4.2. Data and Data Preprocessing

The original gene expression profiling data was based on the GPL570 and GPL17027 platform
developed by Affymetrix, derived from EBI’s common library database ArrayExpress [35] (Available
online: http://www.ebi.uk/ArrayExpress). Including transcriptome data sets of major depressive
disorder (excluding bipolar disorder) and glioblastoma. A total of 47 series, 2093 samples of raw data,
11 series, 367 samples were associated with MDD, 36 series, and 1726 samples were associated with
GBM (Table S3 for data sources). In this study, we used the RMA (Robust Multichip Average) method
in the Affy package of the R tool to normalized the raw data and then obtained the corresponding
gene expression matrix.

4.3. Differential Expression Analysis

Studies had found that disease is associated with genes, even if only a small change in a subunit
in the genome. For example, the duplication or absence of a dose-sensitive gene [36] is associated
with disease, including heart disease, cancer, and neuropsychiatric disorders. Therefore, the use of
differential expression analysis method to identify the disease-related genes is essential. In this study,
the linear regression and classical Bayesian method in the limma package of R language were used
to analyzed and screened differentially expressed genes of the two diseases. Since the two diseases
do not belong to the same type of disease, the screening criteria for differentially expressed genes
use different thresholds. MDD differential expression gene screening criteria were p-value threshold
of 0.01, GBM differential expression gene screening criteria were p-value threshold is 0.05, and the
difference in expression was greater than 4.

4.4. Functional Enrichment Analysis

Functional enrichment analysis is a method of cross-integration between biology and mathematics,
which is the best choice to solve the massive data of gene chip. In this study, we used the GOstats
and KEGG.db toolkit in the R language to perform functional enrichment analysis on the significantly
differentially expressed genes and select the GO entry with a Count value greater than or equal to 2
and a p-value of less than 0.05. At the same time, the KEGG pathway with p-value less than 0.05 was
selected as the enrichment biological pathway.

4.5. Protein—Protein Interaction Network

In this study, the STRING (Available online: http://string-db.org/) database was used to
construct the Protein-Protein Interaction (PPI) between proteins encoded by differentially expressed
genes. The STRING database is a database that collects protein—protein interactions, gene regulatory
relationships, document mining analysis, and protein co-expression analysis, and calculates physical
interactions and predicts interaction relationships. The protein interaction threshold was set at

15



Int. J. Mol. Sci. 2018, 19, 234

0.4. The protein interaction data obtained from the online STRING database is imported into the
Cytoscape software, and the node with the degree greater than 2 and the BC was greater than 0.01
was obtained by using its Network Analysis plug-in tool. The node as a network centre node (Hub).
The protein represented by the central node was usually the key protein (Hub gene) [37] with important
physiological functions. Then, the MCODE algorithm in Cytoscape was used to further cluster analysis
to find the core gene module in the protein interaction network, and to dig the biological function or
pathway that was significantly related to the disease.

4.6. Predicted miRNAs

Numerous studies have confirmed that alterations of specific microRNAs (miRNAs) levels
are closely related to human pathologies [38]. A small number of miRNA biological functions
have been elucidated. Thus, miRNAs were predicted by the TargetScanHuman (Available online:
http://www.targetscan.org/vert_71/) tool for differentially expressed genes. The standard for
screening predicted miRNAs was 8 mer—a (exact match to positions 2–8 of the mature miRNA
followed by an “A”) and the percentage of context ++ score (CS) should not be less than 95%. This CS
is the cumulative sum of 14 features for a particular site, including the type of site, complementary
pairing, minimum distance, length of open reading frame (ORF), conserved target probability (PCT),
and so on. To further analyze and explore the pathogenesis of the disease. The miEAA (miRNA
Enrichment Analysis and Annotation Tool, Available online: https://ccb-compute2.cs.uni-saarland.
de/mieaa_tool/) online tool was used to enrich and annotate the predicted miRNAs by combining the
two diseases. The miEAA’s p-value adjustment method was error detection rate (false discovery rate,
FDR), the category of p-value less than 0.1 was significantly related.

5. Conclusions

In this article, we first rely on transcriptome data to obtain reliable and useful differentially
expressed genes (DEGs) by differential expression analysis. Then, we used the transcriptomics of DEGs
to find out and analyze the common pathway of MDD and GBM from three directions. At present,
more and more miRNA are the biomarkers of disease, which are related to the pathophysiology of
various diseases, including MDD and GBM. However, due to the large number of predicted miRNAs,
further studies are needed to find suitable biomarkers for MDD and GBM. Finally, we determine the
important biological pathways that are common to MDD and GBM by statistical knowledge. It is
worth mentioning that, Chemokine signaling pathway not only found in functional enrichment of
coding genes is a common pathways between MDD and GBM, also found in the core gene module
of the protein interaction network. Our findings provide the first direct transcriptomic evidence
that common pathway in two diseases for the common pathogenesis of the human MDD and GBM.
Our results provide a new reference methods and values for the study of the pathogenesis of depression
and glioblastoma.
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Abstract: miR-25, a member of the miR-106b-25 cluster, has been reported as playing an important
role in many biological processes by numerous studies, while the role of miR-25 in metabolism
and its transcriptional regulation mechanism remain unclear. In this study, gain-of-function
and loss-of-function assays demonstrated that miR-25-3p positively regulated the metabolism of
C2C12 cells by attenuating phosphoinositide 3-kinase (PI3K) gene expression and triglyceride (TG)
content, and enhancing the content of adenosine triphosphate (ATP) and reactive oxygen species
(ROS). Furthermore, the results from bioinformatics analysis, dual luciferase assay, site-directed
mutagenesis, qRT-PCR, and Western blotting demonstrated that miR-25-3p directly targeted the AKT
serine/threonine kinase 1 (Akt1) 3′ untranslated region (3′UTR). The core promoter of miR-25-3p
was identified, and the transcription factor activator protein-2α (AP-2α) significantly increased the
expression of mature miR-25-3p by binding to its core promoter in vivo, as indicated by the chromatin
immunoprecipitation (ChIP) assay, and AP-2α binding also downregulated the expression of Akt1.
Taken together, our findings suggest that miR-25-3p, positively regulated by the transcription factor
AP-2α, enhances C2C12 cell metabolism by targeting the Akt1 gene.

Keywords: mouse; miR-25-3p; Akt1; AP-2α; promoter; cell metabolism

1. Introduction

MicroRNAs (miRNAs) are endogenous, small (~22 nucleotides), and single-stranded noncoding
RNAs. The role of different miRNAs in biological systems is well established. They are generally
regarded as negative regulators of gene expression, as they bind to the 3′ untranslated region
(3′UTR) of messengerRNAs (mRNAs), leading to mRNA degradation and/or suppression of mRNA
translation [1–3]. Currently, thousands of miRNAs have been identified as participating in a number
of biological processes, such as cellular growth, proliferation, development, and metabolism [4].

Based on Solexa sequencing, the expression of microRNA-25 (miR-25) was higher in the
longissimus dorsi muscle of Large White pigs (a lean type) than in those of Tongcheng pigs (a Chinese
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indigenous fatty pig). Because skeletal muscle plays a vital role in whole-body metabolism [5],
we speculated that miR-25 could play a regulatory role in metabolism.

Previous studies have reported that miR-25 plays an important role in many biological processes.
The expression of miR-25-3p was significantly increased in the plasma of thyroid papillary carcinoma,
as compared with patients with benign tumors or healthy individuals [6]. miR-25 expression was
higher in ovarian epithelial tissue, gastric cancer, lung adenocarcinoma, and many other tumors, and
miR-25 expression levels were also closely related to tumor stage and lymph node metastasis [7–10].
Inhibition of miR-25 markedly improved cardiac contractility in the failing heart [11]. miR-25 could
protect cardiomyocytes against oxidative damage by downregulating the mitochondrial calcium
uniporter (MCU) [12]. Variations in miR-25 expression influenced the severity of diabetic kidney
disease [13]. However, to our knowledge, the role of miR-25 in metabolism has not been reported,
and its transcriptional regulatory mechanism is not clear.

Thus, in this study, we first investigated whether miR-25 was involved in metabolism by
gain-of-function and loss-of-function assays. Then, the target gene of miR-25, AKT serine/threonine
kinase 1 (Akt1), which is related to metabolism, was predicted and verified using bioinformatics
software and experiments. Finally, the core promoter of miR-25 was identified, and the binding of
the transcription factor activator protein-2α (AP-2α) to the core promoter was shown to promote the
transcriptional activity of miR-25 and downregulate Akt1 expression.

2. Results

2.1. miR-25 Is Highly Conserved in Mammals

Clustal Omega (Available online: https://www.ebi.ac.uk/Tools/msa/clustalo/) [14] was used
to build the phylogenetic tree of pre-miRNA of miR-25. The results show that compared with other
species selected in this study, the genetic relationship between mice and humans, cattle and goats,
and gorillas and rhesus monkeys is closer (Figure 1A). The mature sequences of miR-25 are highly
conserved in mammals, including pigs, mice, humans, goats, rats, hamsters, gorillas, chimpanzees,
cattle, and rhesus monkeys. The “seed” sequences of miR-25 are identical, although there is a base
deletion at the end of the chimpanzee sequence (ptr) (Figure 1B).

 

Figure 1. miR-25 is highly conserved in mammals. (A) The phylogenetic tree of pre-miRNA of miR-25.
pre-miRNA sequences were obtained from NCBI. (B) The mature sequences of miR-25 in selected
species. These mature sequences were obtained from miRBase. Seed regions are highlighted in red.
ssc, sus scrofa; mmu, mus musculus; hsa, homo sapiens; chi, capra hircus; rno, rattus norvegicus;
cgr, cricetulus griseus; ggo, gorilla gorilla; ptr, pan troglodytes; bta, bos taurus; mml, macaca mulatta;
cfa, canis lupus familiaris.
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2.2. Effects of miR-25 on the Metabolism of C2C12 Cells

To investigate the role of miR-25-3p in metabolism, miR-25-3p mimics/negative control (NC)
or inhibitors/NC were respectively transfected into growing C2C12 cells (mouse muscle myoblasts).
The abundance of miR-25-3p was detected, which was ~3300-fold (p < 0.01) higher as compared with
another microRNA (Figure S1). The mRNA and protein expression levels of the metabolism-related
gene PI3K were repressed by miR-25-3p overexpression, while the levels of PI3K were upregulated in
the inhibitor group, as compared with the negative controls (Figure 2A,B).

In addition, the overexpression of miR-25-3p decreased levels of triglyceride (TG), whereas
the knockdown of miR-25-3p increased them (Figure 2C). Conversely, the overexpression of
miR-25-3p increased ATP and ROS levels, and the knockdown of miR-25-3p decreased their levels
(Figure 2D,E).These data indicate that miR-25-3p plays a role in metabolism.

 

Figure 2. The effect of miR-25 on the metabolism of C2C12 cells. miR-25-3p mimics/NC or
inhibitors/NC were respectively transfected into growing C2C12 cells. After 48 h, PI3K expression
was detected by qRT-PCR (A) and Western blotting (B). After 24–48 h transfection, the levels of
triglyceride (TG) (C), ATP (D), and reactive oxygen species (ROS) (E) were measured with commercial
kits. The fluorescence of DCF represents the content of ROS. NC = negative control (miR-239b-5p of
caenorhabditis elegans). β-actin served as the loading control. Data were presented as means ± SD
(n ≥ 3); * p < 0.05; ** p < 0.01.

2.3. miR-25-3p Directly Targets Akt1

To explore the molecular mechanism of miR-25-3p effects on metabolism, the possible targets for
miR-25-3p were predicted using TargetScan, and a putative binding site for miR-25-3p was predicted in
the 3′UTR of Akt1 mRNA. miR-25-3p targeting elements in the Akt1-3′UTR were relatively conserved
in many mammals, including mice, humans, chimpanzees, rhesus monkeys, and rats (Figure 3A).

To validate whether miR-25-3p directly targets Akt1, a luciferase reporter containing a 250 bp
fragment from the Akt1 3′UTR was tested in vitro. Additionally, we generated a mutated version of
the above mentioned reporter, in which five nucleotides of the predicted binding site were changed in
order to abolish the putative interaction between miR-25-3p and Akt1 mRNA (Figure 3B). The Akt1
3′UTR and mutant luciferase plasmid were cotransfected with mimics or NC into growing C2C12
cells. Twenty-four hours after transfection, analyses of luciferase activity revealed that miR-25-3p
mimics significantly decreased the luciferase activity of the wild reporter plasmid as compared with
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NC, while there was no significant effect on the mutant plasmids (Figure 3C). These results revealed
that miR-25-3p directly targets the 3′UTR of Akt1 in vitro.

To directly test the validity of the putative target, we transfected miR-25-3p mimics and miR-25-3p
inhibitors into growing C2C12 cells. We found that the overexpression of miR-25-3p repressed Akt1
expression, as measured by qRT-PCR (p < 0.01) and Western blotting, whereas the knockdown of
miR-25-3p derepressed it (Figure 3D,E). These results demonstrate that Akt1 was a target of miR-25-3p.

 

Figure 3. miR-25-3p directly targets the 3′UTR of Akt1. (A) The sequences of miR-25-3p target elements
in the Akt1 3′UTR were relatively conserved in many mammals. These sequences were obtained from
TargetScan. (B) Site-directed mutagenesis of the miR-25-3p target site in the Akt1 3′UTR; mutated bases
shown in red. (C) Dual luciferase reporter assay. The Akt1 3′UTR/mutant plasmid was cotransfected
with miR-25-3p mimics/NC, respectively, into growing C2C12 cells; dual luciferase activities were
measured from cell lysates (24 h after transfection). miR-25-3p mimics/NC or inhibitors/NC were
respectively transfected into growing C2C12 cells. After 48 h, Akt1 expression was detected by
qRT-PCR (D) and Western blotting (E). NC = negative control (miR-239b-5p of caenorhabditis elegans).
β-actin served as the loading control. Data were presented as means ± SD (n ≥ 3). ** p < 0.01;
NS, not significant.
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2.4. Identification and Characterization of the Mouse miR-25-3p Promoter

To further identify the promoter region and regulatory elements of mouse miR-25-3p, we used
luciferase assays to analyze a series of deletions in the potential promoter region, as predicted by
neural network promoter prediction (NNPP) online software (Figure 4A).The plasmids containing the
various lengths of the miR-25-3p promoter were transiently transfected into growing BHK and C2C12
cells. Analyses of luciferase activity revealed that miR-25-3p-P9 (−119/+144) showed the greatest
transcriptional activity, and the longer fragment showed lower transcriptional activity (Figure 4B),
indicating that the region from −1870 to −119 contains one or more cis-acting elements that can repress
miR-25-3p expression. The result demonstrates that this 263 bp-long sequence was the core promoter
of mouse miR-25-3p.

2.5. The Transcription Factor AP-2α Binds to the Core Promoter of Mouse miR-25-3p

To further search the transcription factors that bind to the core promoter of mouse miR-25-3p,
AliBaba 2.1 and Genomatix software programs were utilized to analyze the putative transcription
factors. As shown in Figure S2, AP-2α was found to be able to bind to the core promoter of mouse
miR-25-3p. To examine whether AP-2α influences the activity of the mouse miR-25-3p promoter,
an AP-2α overexpression plasmid (pc-AP-2α) was generated and cotransfected with the miR-25-3p-P9
plasmid into growing C2C12 cells. Twenty-four hours after transfection, analyses of luciferase activity
showed that pc-AP-2α significantly increased miR-25-3p promoter transcriptional activity (Figure 4C).

To determine the functional importance of the AP-2α binding site, we mutated the AP-2α binding
site at −109 to −102, by using the wild-type miR-25-3p-P9 plasmid as the template. The mutant was
constructed and transfected into growing C2C12 cells. As shown in Figure 4D, the luciferase activity
of the mutant was significantly decreased as compared with the wild-type miR-25-3p-P9 construct.
These results indicated that transcription factor AP-2α may induce transcriptional activity by directly
binding to the core promoter of mouse miR-25-3p.

To further verify whether transcription factor AP-2α binds to the core promoter of mouse
miR-25-3p, ChIP was performed in growing C2C12 cells. Chromatin was immunoprecipitated using
the AP-2α antibody, and PCR amplification was performed, using the DNA fragment of the expected
size as a template. The ChIP-Q-PCR assay showed that AP-2α interacted with the miR-25-3p promoter
within the binding site (Figure 4E). These results confirmed that the transcription factor AP-2αis
capable of binding to the AP-2α binding site in the mouse miR-25-3p promoter region, and induces
miR-25-3p transcription.

2.6. AP-2α Regulates miR-25-3p and Akt1 Expression

Because Akt1 was identified as a direct target of miR-25-3p, and the transcription factor AP-2α
could upregulate miR-25-3p transcription, the effect of AP-2α on Akt1 expression was further appraised
by the overexpression or knockdown of AP-2α in growing C2C12 cells. As AP-2α mRNA expression
was significantly decreased by doublestranded short interfering AP-2α RNA ( si-AP-2α-1) and
si-AP-2α-2, and the inhibitory effect of si-AP-2α-2 was greater than that of si-AP-2α-1 (Figure S3),
si-AP-2α-2 was chosen for subsequent experiments. pc-AP-2α or si-AP-2α was transfected into
growing C2C12 cells, respectively. Fourty-eight hours after transfection, RNA and protein were isolated.
The overexpression of AP-2α significantly increased miR-25-3p expression, while the knockdown
of AP-2α resulted in the significant suppression of miR-25-3p expression (Figure 5A). Conversely,
the mRNA and protein expression of Akt1 were significantly suppressed by AP-2α overexpression,
and were increased by si-AP-2α (Figure 5B–D). These results indicate that AP-2α activated mature
miR-25 expression, and downregulated the expression of Akt1.
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Figure 4. Transcription factor AP-2α binds to the miR-25-3p promoter region. (A) Schematic diagram of
the AP-2α binding site (arrow, red dot) in the miR-25-3p promoter. The first nucleotide of pre-miR-25-3p
was assigned as +1, and the other nucleotides were numbered relative to it. (B) A series of progressive
deletion mutants were transfected into growing BHK and C2C12 cells, and the promoter activities were
analyzed by dual luciferase activity assay. (C) miR-25-3p-P9 reporter constructs were cotransfected
with pc-AP-2α into growing C2C12 cells. Dual luciferase activity was measured 24 h after transfection.
Overexpression of AP-2α upregulated miR-25-3p promoter luciferase activity. pcDNA-3.1(+) was
used as a control. (D) Site-directed mutagenesis of the AP-2α binding site (CAGG into TGTA) in
the miR-25-3p promoter region resulted in the miR-25-3p-P9 luciferase activity being reduced. Data
were expressed as the ratio of relative activity, normalized to pRL-TK, and presented as means ± SD
(n ≥ 3). (E) Binding of AP-2α to the miR-25-3p promoter region was analyzed by chromatin
immunoprecipitation (ChIP). DNA isolated from immunoprecipitated materials was amplified using
qRT-PCR. Normal mouse IgG was used as the negative control. Data were normalized by total
chromatin (input) and presented as means ± SD (n = 3); ** p < 0.01.

24



Int. J. Mol. Sci. 2018, 19, 773

 

Figure 5. The effects of AP-2α on the expression of miR-25-3p and Akt1. The eukaryotic expression
plasmid pc-AP-2α or si-AP-2α was transfected into growing C2C12 cells. After 48 h, the expression of
miR-25-3p and Akt1 was detected by qRT-PCR and Western blotting. (A) The expression of miR-25-3p
was detected by qRT-PCR. (B) The mRNA expression of Akt1 was detected by qRT-PCR. Data were
presented as means ± SD (n = 3); * p < 0.05; ** p< 0.01. (C) The protein expression of Akt1 was detected
by Western blotting after pc-AP-2α transfection. (D) The protein expression of Akt1 was detected by
Western blotting after si-AP-2α transfection. β-actin served as the loading control.

3. Discussion

Increasing evidence shows that miR-25, a member of the miR-106b-25 cluster, is involved in many
biological processes. For instance, miR-25 inhibits human gastric adenocarcinoma cell apoptosis [15],
promotes glioblastoma cell proliferation and invasion [16], and regulates human ovarian cancer
apoptosis [17]. The miR-106b-25 cluster regulates adult neural stem/progenitor cell proliferation,
migration, and differentiation [18,19]. miR-25 plays an important role in heart disease [11,12] and
diabetic kidney disease [13]. In addition, numerous studies have demonstrated that miRNAs are
implicated in metabolism [20–23]. However, miR-25 has not been functionally related to metabolism
until now.

In this study, miR-25 was identified as a novel regulator of metabolism. The gain-of-function
and loss-of-function assays showed that miR-25-3p inhibited the expression of PI3K and reduced
levels of triglyceride (TG), while levels of ATP and ROS were increased. PI3K has been implicated in
insulin-regulated glucose metabolism [24], and PI3K signaling has a role in many cellular processes,
such as metabolic control, immunity, and cardiovascular homeostasis [25–27]. It is well-known that
triglycerides (TG) are a component of lipids, and participate in lipid metabolism. ATP is the most
direct source of energy in an organism, and takes part in many metabolic processes. ROS, a class of
single electron radicals of oxygen, comprise superoxide anions (O2

−), hydrogen peroxide (H2O2),
and hydroxyl radicals (·OH) [28], and are closely related to adipogenesis and myogenesis [28–31].
These data indicate that miR-25-3p indeed participates in metabolism in mice.
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To further understand the molecular mechanism by which miR-25-3p regulates metabolism,
we searched for potential target genes of miR-25-3p via TargetScan. Fortunately, the 3′UTR of Akt1
contained a 7 nucleotides perfect match site complementary to the miR-25-3p seed region (Figure 3B).
The serine-threonine kinase ATK, also known as protein kinase B (PKB), is an important effector
for PI3K signaling as initiated by numerous growth factors and hormones [32]. Akt can control
glucose uptake by regulating GLUT4 in cells, thereby reducing blood sugar and promoting glycogen
synthesis [32–34]. Akt usually promotes glycogen synthase kinase-3 alpha (GSK3α) phosphorylation
and inhibits its activity [35], and then activates glycogen synthesis [36]. A previous study has
demonstrated that overexpression of miR-25-3p downregulates Akt expression and inactivates
Akt phosphorylation in the tongue squamous cell carcinoma cell line Tca8113 [37]. Consequently,
we deduced that the role of miR-25-3p in metabolism may arise from its inhibition of Akt1. First,
the dual luciferase reporter assay demonstrated that Akt1 was a direct target of miR-25-3p, shown
by the steady decrease luciferase activity of the pmirGLO-Akt1-wt vector; but not the mutant form
(Figure 3C). Meanwhile, qRT-PCR and Western blotting results showed that the expression of Akt1 was
inhibited by the miR-25-3p mimics, and that this inhibition was reversed by the miR-25-3p inhibitors
(Figure 3D,E). These results suggested that the effect of miR-25-3p in metabolism was due, at least in
part, to the suppression of Akt1.

An increasing number of studies have shown that transcription factors are capable of binding to
miRNA promoter elements and modulating miRNA transcription [38–40]. Therefore, we analyzed
the transcriptional mechanism of miR-25-3p in this study. Nine fragments of 5′-flanking sequences
of mouse miR-25-3p were isolated. Subsequently, a series of experiments, including dual luciferase,
site-directed mutagenesis, and ChIP assays, confirmed that AP-2α bound to the miR-25-3p promoter
region and promoted its transcription activity (Figure 4). Moreover, qRT-PCR and Western blotting
results showed that overexpression of AP-2α resulted in the upregulation of miR-25-3p and
downregulation of Akt1, and that the knockdown of AP-2α reversed these results (Figure 5).

The AP-2 family of transcription factors consists of five members, in humans and mice: AP-2α,
AP-2β, AP-2γ, AP-2δ, and AP-2ε; which play important roles in several cellular processes, such as
apoptosis, migration, and differentiation [41,42]. AP-2α was first identified by its ability to bind to the
enhancer regions of SV40 and human metallothionein IIA [43]. Subsequently, numerous studies have
demonstrated that AP-2α can regulate gene expression. For instance, AP-2α binding to the C/EBPα

promoter results in decreased C/EBPα expression [44], and AP-2α can bind to the TACE promoter
and decrease its expression in dendritic cells [45]. Furthermore, Qiao et al. [46] reported that there
was an AP-2α binding site in the DEK core promoter, and overexpression of AP-2α upregulated
DEK expression. In this study, we identified that AP-2α binds to the miR-25-3p promoter region and
promotes its transcription activity.

In conclusion, our results demonstrate that miR-25-3p acts as a positive regulator of the
metabolism of growing C2C12 cells, by affecting Akt1 gene expression through directly binding
to its 3′UTR. Moreover, the transcription factor AP-2α is able to bind to the core promoter of mouse
miR-25-3p, activating mature miR-25 expression and downregulating the expression of Akt1 (Figure 6).
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Figure 6. Representation of the proposed mechanism. miR-25-3p is regulated by transcription factor
AP-2α, and contributes to C2C12 metabolism by targeting Akt1. The arrow-head and “+” represent
activation while the blunt-head and “−“ represent suppression.

4. Materials and Methods

4.1. miRNA, Small RNA Oligonucleotide Synthesis, and Plasmid Construction

The miR-25-3p oligonucleotides (miR-25-3p mimics, NC, miR-25-3p inhibitors, and inhibitor-NC)
and double-stranded short interfering RNAs (siRNAs) targeting AP-2α were designed and synthesized
by RiboBio (Guangzhou, China).The oligonucleotides are listed in Table S1.

To construct the AP-2α overexpression vector pc-AP-2α, the AP-2α coding sequence (1314 bp)
was amplified from mouse C2C12 cells cDNA using the following primers: forward: 5′-CCC
AAGCTTGCCACCATGCTTTGGAAACTGACGGA-3′; reverse: 5′-CCGCTCGAGTCACTTTCTGTG
TTTCTCTT-3′. The PCR product was subcloned into the HindIII/XhoI sites of the pcDNA3.1(+) vector
(Invitrogen, Carlsbad, CA, USA).

The potential target site of miR-25-3p, localized in the 3′UTR of Akt1 mRNA, was predicted by
TargetScan (Available online: http://www.targetscan.org/) [47]. The Akt1 3′UTR was amplified from
C2C12 cell cDNA and inserted into the PmeI/XhoI sites of the pmirGLO vector (Promega, Madison,
WI, USA). Point mutations in the seed region of the predicted miR-25-3p sites within the 3′UTR of Akt1
were generated using overlap-extension PCR [48]. The corresponding primers are listed in Table S2.

The potential promoter regions of miR-25-3p was predicted by using the neural network promoter
prediction (NNPP) software (Available online: http://www.fruitfly.org/seq_tools/promoter.html) [49].
Nine miR-25-3p promoter deletion fragments were amplified from the mouse genome via PCR with the
primers listed in Table S3.The nine purified PCR products were ligated into the KpnI/HindIII sites of the
pGL3-Basic vector (Promega). AliBaba2.1 (Available online: http://www.gene-regulation.com/) [50]
and MatInspector (Available online: http://www.genomatix.de/online_help/help_matinspector/
matinspector_help.html) [49] were used to predict the potential transcription factor binding sites.
The AP-2α transcription factor binding sites of the miR-25-3p promoter region were also mutated by
overlap-extension PCR. The primers are provided in Table S3.

4.2. Cell Culture and Luciferase Reporter Assays

C2C12 (mouse muscle myoblast) and BHK (baby hamster kidney) cells were cultured in DMEM
(Gibco, Gaithersburg, MD, USA) containing 10% fetal bovine serum (FBS) (Gibco) at 5% CO2 and
37 ◦C.
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For luciferase reporter assays, growing C2C12 or BHK cells were seeded in 48-well plates.
After 12–16 h, the plated cells were transfected with a recombinant plasmid using Lipofectamine
2000 (Invitrogen). To verify the miR-25-3p targeting Akt1 3′UTR, 1 μL miR-25-3p mimics/NC was
cotransfected with 0.1 μg Akt1 3′UTR/mutant plasmid into C2C12 cells. For the miR-25-3p promoter
luciferase reporter assay, 0.4 μg pGL3-Basic or recombinant plasmids and 20 ng pRL-TK vector were
transfected. For cotransfection luciferase assays, each well contained 0.2 μg pGL3-(Basic, miR-25-3p-P9
and AP-2α-mut), 20 ng pRL-TK, and 0.2 μg pc-AP-2α. Empty pcDNA-3.1(+) cotransfected with
pGL3-(Basic, miR-25-3p-P9 and AP-2α-mut) was used as the control. After 24 h of incubation, luciferase
activity was measured using a PerkinElmer 2030 Multilabel Reader (PerkinElmer, Norwalk, CT, USA).

4.3. Triglyceride Content, ATP, and Reactive Oxygen Species (ROS) Assays

For detecting the concentrations of triglyceride (TG), ATP, and ROS, growing C2C12 cells were
seeded in 24-well plates the day before transfection. miR-25-3p mimic, NC, miR-25-3p inhibitor,
and inhibitor-NC were transfected into confluent (~80%) cells, respectively, at a concentration of 12 nM
with Lipofectamine 2000 (Invitrogen). After 24–48 h, the concentrations of TG and ATP in the lysates
of cells were measured with commercial kits (Applygen (Beijing, China) and Beyotime (Shanghai,
China), respectively) following the manufacturer’s instructions, and normalized to the protein content
(μmol/mg protein) using the BCA assay kit (Thermo Scientific, Waltham, MA, USA). ROS were
measured using the reactive oxygen species assay kit (Beyotime) following the manufacturer’s protocol.

4.4. Chromatin Immunoprecipitation (ChIP)

ChIP assays were performed to assess the binding of endogenous AP-2α to the miR-25-3p
promoter in C2C12 cells using the EZ-ChIP™ Kit (Millipore, Boston, MA, USA), following a previously
described method [49]. Precleared chromatin was incubated with the AP-2α antibody (Santa Cruz
Biotechnology, Dallas, TX, USA) or normal mouse IgG (Millipore) antibodies (control) overnight at 4 ◦C.
Purified DNA from the samples and the input controls were analyzed for the presence of miR-25-3p
promoter sequences containing putative AP-2α response elements using qPCR. The primers used here
are listed in Table S4.

4.5. RNA Isolation and qRT-PCR

For quantifying the mRNA expression of genes, growing C2C12 cells were seeded in 6-well plates.
miR-25-3p mimic, NC, miR-25-3p inhibitor, inhibitor-NC, si-AP-2α, and NC were transfected into
confluent (~80%) cells, respectively, at a concentration of 50 nM with Lipofectamine 2000 (Invitrogen).
After 48 h, total RNA was isolated using a HP Total RNA Kit (Omega, Norcross, GA, USA) according
to the manufacturer’s protocol. The cDNA was synthesized using a PrimeScript™RT reagent Kit with
gDNA Eraser (Takara, Osaka, Japan) according to the manufacturer’s protocol. The qRT-PCR was
performed in triplicate with iQSYBR green Supermix (Bio-Rad, Hercules, CA, USA) in a LightCycler
480 Realtime PCR machine (Roche, Basel, Switzerland). The mRNA levels of target genes were reported
relative to those of the house keeping gene β-actin by using the 2−ΔΔCt method. The qRT-PCR primers
are listed in Table S5.

4.6. Protein Isolation and Western Blotting

For detecting the protein expression of PI3K and Akt1, growing C2C12 cells were seeded in6-well
plates. miR-25-3p mimic, NC, miR-25-3p inhibitor, inhibitor-NC, si-AP-2α, and NC were transfected
into confluent (~80%) cells, respectively, at a concentration of 50 nM with Lipofectamine 2000
(Invitrogen). After 48 h, total protein was isolated using RIPA Lysis Buffer (Beyotime). The cells
were washed briefly with cold phosphate-buffered saline (PBS), 150 μL RIPA Lysis Buffer (containing
1 mM PMSF) was added, incubated for 1 min at room temperature, and then centrifuged at 12,000× g
for 5 min. The supernatant extract was used for Western blot analysis.
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Western blot analysis was performed to analyze the expression levels of Akt1 (Affinity Biosciences,
Cincinnati, OH, USA) andPI3K (Abclonal, Wuhan, China) according to the methods of Huang et al. [47].
β-actin (Santa Cruz Biotechnology) served as the loading control.

4.7. Statistical Analysis

All the results are presented as the means ± SD. Student’s t-test was used for statistical
comparisons. A p value of < 0.05 was considered to be statistically significant. ** p < 0.01; * p < 0.05;
NS, not significant.

Supplementary Materials: The following are available online at www.mdpi.com/1422-0067/19/3/773/s1.
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Abstract: The CDKN1C gene encodes the p57Kip2 protein which has been identified as the third
member of the CIP/Kip family, also including p27Kip1 and p21Cip1. In analogy with these proteins,
p57Kip2 is able to bind tightly and inhibit cyclin/cyclin-dependent kinase complexes and, in turn,
modulate cell division cycle progression. For a long time, the main function of p57Kip2 has been
associated only to correct embryogenesis, since CDKN1C-ablated mice are not vital. Accordingly, it has
been demonstrated that CDKN1C alterations cause three human hereditary syndromes, characterized
by altered growth rate. Subsequently, the p57Kip2 role in several cell phenotypes has been clearly
assessed as well as its down-regulation in human cancers. CDKN1C lies in a genetic locus, 11p15.5,
characterized by a remarkable regional imprinting that results in the transcription of only the maternal
allele. The control of CDKN1C transcription is also linked to additional mechanisms, including DNA
methylation and specific histone methylation/acetylation. Finally, long non-coding RNAs and
miRNAs appear to play important roles in controlling p57Kip2 levels. This review mostly represents
an appraisal of the available data regarding the control of CDKN1C gene expression. In addition, the
structure and function of p57Kip2 protein are briefly described and correlated to human physiology
and diseases.

Keywords: p57Kip2; CDKN1C; epigenetics; disease; cell differentiation

1. Introduction

A well-orchestrated sequence of events allows the transition between the various phases of
cell division cycle and the precise control of a perfect execution and accomplishment of each phase.
Central actors in this process are heterodimers formed by cyclin/cyclin-dependent kinase complexes
(CDK) whose activity is strictly regulated by a number of factors, including their amount, localization,
and post-synthetic modifications (mainly phosphorylations). A further important modulation is due to
the interaction with additional inhibitory proteins resulting in the formation of heterotrimers, generally
lacking the kinase activity. These proteins are defined CDK inhibitors (CKI) or, alternatively, CDK
regulator. One family of CKI, established on the basis of sequence homology and specificity of action,
is named CIP/Kip and includes three members, namely p21Cip1/WAF1, p27Kip1 and p57Kip2. Due to
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their broad inhibitory effect on cyclin-CDK complexes, CIP/Kip members have been mainly considered
as antiproliferative proteins and their encoding genes as potential tumor suppressor genes. However,
strong emerging pieces of evidence have demonstrated that the activities of CIP/Kip members are well
beyond that of modulators of cell division [1]. Indeed, in function of their localization and interactors,
CIP/Kip members might regulate a plethora of events including cell differentiation, cell movement,
apoptosis, autophagy and all the major steps of carcinogenesis [1]. In addition, the tissue-specific
functions of p57Kip2 cannot be substituted by other CIP/Kip family members, suggesting that each of
them has peculiar roles in cell physiology.

In this brief review, we provide an appraisal of the published data on the p57Kip2 protein, that
represents the least studied member within the CIP/Kip family. Our attention will be mainly focused
on the regulation of CDKN1C (the p57Kip2 encoding gene) expression and its relevance in human
diseases, including overgrowth and undergrowth syndromes.

1.1. p57Kip2 Protein

Human CDKN1C encodes a 316-amino-acid protein that migrates at 57 kDa by SDS-PAGE
electrophoresis, hence the name p57Kip2. p57Kip2 is the last identified member of the CIP/Kip family
of the cyclin-dependent kinase inhibitors, also including p21Cip1/WAF1 and p27Kip1 [2,3]. The CIP/Kip
proteins share structural similarity mainly related to the common activity of cell cycle regulators.
The most characterized Cyclin/CDK inhibitory activity relies on two common features: a CDK
binding/inhibitory domain (KID) located at the amino-term and the nuclear localization signal
(NLS) at the carboxy terminal of the protein [4]. The KID includes three short peculiar motifs:
a cyclin-binding domain, a CDK-binding site and a 310 helix that, due to a specific pair of amino
acids (phenylalanine-tyrosine), is able to mimic the adenine component of ATP, therefore blocking the
catalytic site of CDKs [5]. Similarly to other CIP/Kip members, KID is necessary and sufficient to bind
and inhibit CDK activity. Specifically, it has been reported that p57Kip2 inhibits the kinase activity of
cyclin-CDK complexes in vitro, including cyclin E (A)/CDK2 and cyclin D1,2/CDK4 [2,3,6]. Besides
CDKs, several other proteins have been reported to interact with the p57Kip2 amino-terminal domain.
Particularly, known interactors of p57Kip2 at its N-terminal domain are the basic helix-loop-helix
transcription factors, such as MyoD, Mash1, NeuroD, and Nex/Math2 [6–8]. Furthermore, p57Kip2

interacts, both in vivo and in vitro, with the transcription factor B-Myb, which plays an important role
during early embryonic development. Particularly, B-Myb competes with cyclin A2 for binding to
p57Kip2, thus determining the release of active cyclin/CDK2 [9].

The carboxy-terminal region of p57Kip2 contains a QT box domain, rich in glutamine and
threonine residues, which is homologous to the corresponding QT domain of p27Kip1 and can be
responsible for further interactions of the protein. It has been reported that the QT box directly binds to
c-Jun NH2-terminal kinase/stress-activated protein kinase, determining its inhibition [10,11]. In the QT
domain, a consensus sequence for a putative nuclear localization signal (NLS) has been identified [2,3].
Proceeding towards the C-terminal, p57Kip2 presents, in homology with p21Cip1/WAF1, a binding
domain for the proliferating cell nuclear antigen (PCNA), a cofactor of DNA polymerase delta. Thus,
it is able to bind and inhibit PCNA, even though with much lower affinity than p21Cip1/WAF1 [12].

Whereas the p57Kip2 amino- and carboxy-terminal domains are similar in sequence in mammals,
the internal domain, consisting of proline/alanine-rich motifs, results as a peculiarity of human
p57Kip2: the PAPA region, a sort of hinge between the N- and the C-end of the protein. It is absent in
p21Cip1/WAF1 and p27Kip1 and is responsible for the difference between the sequence-derived molecular
weight and the SDS-PAGE observed molecular weight. The PAPA region is scarcely conserved in mouse
and rat, where it is substituted by a proline-rich region followed by an acidic repeat in which glutamic
or aspartic acid occur every four amino acids [3]. However, the functional meaning of the PAPA region
is still unknown, even though some authors retain that it is important for protein interactions.

A peculiar characteristic of p57Kip2 protein is a limited degree of stable secondary and tertiary
structures under physiological conditions. Specifically, the protein belongs to the so-called intrinsically
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unstructured proteins (IUPs), which can adopt different conformations upon binding to distinct and
specific interactors. This property is shared with its siblings p21Cip1/WAF1 and p27Kip1, and with
numerous proteins involved in the control of cell proliferation. As a matter of fact, more than 70%
of human cancer-associated proteins are IUPs. This conformational flexibility allows a considerable
versatility in terms of biomolecular interactors, expanding the range of their functions and, in turn,
their involvement in numerous cellular processes [1]. On the other hand, post-synthetic changes of
an IUP, like (but not only) phosphorylations, might play a fundamental role in guiding the protein
towards specific interactions and specific functions. So far, only few phosphorylation sites have been
identified in human p57Kip2 protein, such as threonine 310 (T310). Particularly, T310 phosphorylation
has been suggested as being important for human protein degradation [1] and level control. Specifically,
in analogy with p27Kip1 threonine 187 phosphorylation [13], the phosphorylation on T310 determines
a phosphodegron which functions as a recognition site for the substrate recognition subunit (S-phase
kinase-associated protein 2, Skp2) of the E3 ubiquitin ligase SCF complex (Skp1/Cul1/F-box protein).
The Skp2-SCF complex guides target proteins to proteasomal degradation in a cell cycle-dependent
manner (from late G1 to early M phase) and its activity appears strongly deregulated in human
cancers [12]. Furthermore, besides the Skp2-SCF complex, the activity of the SCF-FBL12 complex,
whose substrate recognition subunit (FBL12) is different from Skp2, has been reported to be involved
in TGFβ1-induced p57Kip2 ubiquitin-dependent proteasomal degradation in osteoblast cells [14].

1.2. p57Kip2 in Embryonic and Adult Tissues

p57Kip2, unlike the other two CKIs, shows a fine-tuned temporal and spatial expression from
embryogenesis up to the adult life. p27Kip1 and p57Kip2 are widely expressed during embryogenesis.
p27Kip1 is more abundant in ovary, testis, thymus, spleen and developing retina, instead, p57Kip2 is
mostly localized in cartilage, skeletal muscle, palate, pancreas, and intestine. Interestingly, the CKIs
show a complementary expression pattern in several embryonic areas. Indeed, in the adrenal gland,
p27Kip1 is only expressed in the medulla, while p57Kip2 is exclusively found in the cortex [2,3,15,16].
In contrast, p21Cip1/WAF1 is highly expressed in terminally differentiated cells of adult tissues rather
than in embryonic cells [17,18], except for the embryonic carcass where there is an extensive muscle
differentiation [18–20].

In adult tissues, p21Cip1/WAF1 and p27Kip1 are widely expressed, whereas p57Kip2 is detectable only
in a restricted subset of mouse and human tissues/organs, such as placenta, fat, kidney, ovary, adrenal
gland, endometrium, lung, prostate, brain, kidney, pancreas, testis, heart and skeletal muscle [2,3,16].
In most tissues, p57Kip2 is expressed at a low level. This may reflect the heterogeneity of some of
these tissues where only certain cell types express the protein. The highest expression level is found
in human placenta, particularly in the villus section of placenta, together with other genes involved
in growth and tissue remodeling, like IGF2 and GPC3 [21]. In mice, during placental development,
p57kip2 is expressed in giant trophoblast cells. Therefore, p57Kip2 has been postulated to be involved
in the allocation of maternal nutrients through the placenta [22,23]. Since human placenta lacks a
cell type equivalent to the giant trophoblast cell, the function of p57Kip2 in human placenta might be
different and further investigations appear necessary [24].

p57Kip2 level declines, in most organs, before birth, whereas p27Kip1 expression persists after
birth and throughout adult life, suggesting that p57Kip2 is important during early organogenesis [15].
The crucial role of p57Kip2 in embryogenesis is corroborated by the finding that CDKN1C knockout
mice (p57KO) die after birth with only less than 10% of the mutant mice surviving until weaning.
p57KO mice show severe defects such as macroglossia, cleft palate, omphalocele and gastrointestinal
abnormalities, skeletal muscle and endochondral ossification defects, adrenocortical hyperplasia, lens
cell hyperproliferation and apoptosis [25,26]. p57KO mice also present several placental abnormalities,
including trophoblastic dysplasia [27,28]. Conversely, p21KO mice develop normally [29,30] and
p27KO mice do not present gross developmental defects, even though the protein is expressed during
embryogenesis and it is required for development. However, p27KO mice display organ hyperplasia
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and tumorigenesis, consistent with the expected function of inhibitor of cell proliferation [31–33].
The importance of a proper control of p57Kip2 dosage is also evident in mice that express a twofold
level of p57Kip2. They show an increase of embryonic lethality and a decreased body size [25,28].
Furthermore, the replacement of Cdkn1c with Cdkn1b (p57KOp27KI) cannot completely compensate for
the specific role of p57Kip2. In general, p27Kip1knock-in corrected many of the abnormalities observed
in p57KO mice, except for omphalocele, dysplasia of placenta and renal papilla [34]. This evidence
supported the opinion that most of the functions performed by both p27Kip1 and p57Kip2 proteins
during development are attributable to the CKI role through their conserved N-terminal KID domain.
Thus, the phenotypic differences noticed in p27KO and p57KO mice most probably reflect both their
different spatiotemporal expression patterns and the diverse cellular behavior towards an incomplete
cell cycle inhibition [34]. However, it is also possible that the C-terminus domain of both CKIs plays
similar functions or affects superimposable pathways. In addition, it should be taken into consideration
that p57KOp27KI mice express non-physiological levels of p27Kip1.

In adult tissues, all the three CIP/Kip proteins are specifically expressed in terminally
differentiated cells, but, of great interest, also in certain undifferentiated quiescent stem cells, probably
because of their CKI activity. The finding that most p57KO mice die soon after birth represented an
obstacle for the characterization of p57Kip2 function in adult tissues. This issue has been overcome by
the generation of conditional KO mice. So far, the tissue-specific deletion of Cdkn1c has been performed
only in adult hematopoietic stem cells (HSCs) and in neural stem cells (NSCs), evidencing the pivotal
role of p57Kip2 in the quiescence and maintenance of adult stem cells [35,36].

Among hematopoietic cell populations, p57Kip2 is the only CKI to be prevalent in a pool of cells
with long-term repopulating capability [37] and hematopoietic-specific ablation of p57Kip2 in adult mice
determines a clear depletion of the HSC population [35]. On the contrary, p21Cip1/WAF1 seems to be
mainly important in regulating HSC cell cycle during stress condition when DNA is damaged [38,39];
instead, p27Kip1 has limited activities, but becomes more effective in later committed progenitors [38].
In vitro experiments partially confirmed the in vivo observations. High p57Kip2 mRNA and protein
expression have been reported in the HSC side population, especially in c-kit(+)/Sca-1(+)/Lineage-SP
cells and p57Kip2 has been designated as responsible for the cell cycle blockage since its downregulation
is required for S phase entry [37,40]. Moreover, RNA-sequencing analysis of HSC populations derived
from a mouse model with a lacZ knock-in at Mds1 and Evi1 complex locus, which eliminates the
ME domain, has revealed the silencing of p57Kip2 expression and it is correlated with the reduction
in the number of HSCs and a complete loss of long-term repopulation capacity [41]. Similar pieces
of evidence have been obtained later by analyzing CKIs activities in NSCs. p21KO and p27KO mice
show an increased proliferation of intermediate progenitor cells rather than of NSCs in the dentate
gyrus of the hippocampus, where the two CKIs are barely expressed [42,43]. In contrast, p57Kip2 is
abundant in NSCs and its expression decreases when these cells become committed and proliferative.
Conditional deletion of p57Kip2 resulted initially in a transient recruitment of NSCs into the cell
cycle, thus activating neurogenesis in brain of both young and aged mice, and later in an excessive
depletion of the quiescent NSC population and impairment of hippocampal neurogenesis [36]. The new
“disposable stem cell model” proposed recently by Encinas, might explain this phenomenon. During
youth, the generation of new neurons is abundant in brain and progressively decreases with age.
NSCs, upon activation, asymmetrically divide for limited rounds and then terminally differentiate into
astrocytes, thus, dramatically reducing the pool of NSCs [44].

In vitro experiments reveal a dual role of p57Kip2: one is related to the division capability of
adult stem cells and the other one to differentiation. Indeed, p57Kip2 mRNA and protein have been
reported to be increased during differentiation of cerebral cortical precursor [45], oligodendrocytes [46],
keratinocytes [47,48], podocytes [49] and skeletal myoblasts [50–52]. Skeletal muscle has a certain
regenerative potential, given the presence of the satellite cells, which are muscle progenitor cells
that become activated following muscle injury, thus progressing through self-renewal, proliferation,
differentiation, and fusion with pre-existing mature muscle fibers to replenish the lost muscle tissue [53].
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In skeletal muscle cells, p57Kip2 participates in the balancing of progenitor cell maintenance with muscle
differentiation [54]. Indeed, Cdkn1c is upregulated in murine G0 muscle satellite cells, and its inhibition
is needed for satellite cell proliferation [55,56].

Data supporting a possible functional repair of the cardiac tissue have been accumulated over
the last decades [57]. Indeed, this hypothesis relies also on the presence of cardiac progenitor cells,
named cardiac stem cells (CSCs). The block of cell cycle progression in murine c-kit+ CSCs is due
to a complex signaling which involves also the upregulation of Cdkn1c [58]. Moreover, experimental
evidence in mice demonstrated that cell cycle withdrawal in neonatal cardiomyocytes is associated
with an increased expression of p57Kip2, p21Cip1/WAF1, and p27Kip1 and that in adult cardiomyocytes,
silencing CDK inhibitors, including p57Kip2, induces cell cycle re-entry [59–61]. In addition, studies in
transgenic mouse reported a cardioprotective effect of ventricular-specific overexpression of p57Kip2

with no side-effects on heart development [62]. Interestingly, also studies on zebrafish demonstrated
that the repression of p57Kip2 expression promotes heart regeneration [63].

Importantly, several pathways have been reported to modulate the expression of p57Kip2 [64].
TGFβ/Smad signaling upregulates p57Kip2 expression in HSCs, mediating the maintenance of
hematopoietic stem cells [65], while it has been reported to induce p57Kip2 degradation in
osteoblasts [14]. On the contrary, Wnt/β-catenin and Notch/Hes pathways are reported to reduce
p57Kip2 expression in several cell types. For example, in midbrain dopaminergic neurons, Wnt1
downregulates p57Kip2 [66], in lens epithelium [67] and in pancreas [68] Notch effectors suppress
p57Kip2 expression. However, the general picture is complex and difficult to understand due to the
cross-talk and overlapping of different signal pathways.

1.3. CDKN1C Mapping and Structure

CDKN1C is localized, in humans, at the 11p15.5 locus and includes four exons and three introns
(Figure 1). CDKN1C alternative splicing results in the formation of three mature mRNAs that have the
same open reading frame, but different untranslated regions [69,70]. Human 11p15.5 locus contains
numerous genes subjected to an imprinting modulation (Figure 1).

Figure 1. Cont.
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Figure 1. Structure of human 11p15.5 locus, CDKN1C gene, p57Kip2 mRNA and p57Kip2 protein. Panel
(A) The panel shows the structure of the 11p15.5 locus with details of the KCNQ1 exon organization
(in blue boxes). KCNQ1OT1 gene is included in the KCNQ1 gene and transcribed in a different direction.
The ICR2 region is shown in orange; Panel (B) The figure shows the structure of CDKN1C gene and
p57Kip2 mRNA. In addition, at the bottom of the figure, it is represented the domain organization of
p57Kip2 protein and the sequence of the KID (kinase inhibitory domain).

Importantly, the homolog region in mouse (i.e., the distal region of chromosome 7) shows an
equal cluster of linked genes, arguing for the significance of their coordinate regulation and for the
presence of maintained regulatory mechanisms [71,72].

The human 11p15.5 gene cluster might be divided into two distinct domains, both presenting
a specific “in cis” acting ICR (Imprinted Control Region). The centromeric domain of the cluster is
800 kb long and is controlled by ICR2. The domain includes, in addition to CDKN1C, KCNQ1 (KvLQT1
or potassium voltage-gated channel, KQT-like subfamily member 1), KCNQ1OT1 (also known as LIT1,
KCNQ1-overlapping transcript 1 or long QT intronic transcript 1), PHLDA2 (Pleckstrin homology-like
domain family A member 2) and SLC22A18 (Solute carrier family 22 member 18).

Structurally, ICR2 maps inside KCNQ1 intron 10 and is methylated on the maternal chromosome;
it encompasses the promoter for the non-coding RNA Kcnq1ot1 (antisense to KCNQ1) (Figure 1) [73].

ICR1 is telomeric and regulates the imprinting of H19 (a gene for a long noncoding RNA) and
IGF2 (encoding for insulin-like growth factor 2) by restricting the access to the enhancers (i.e., ICR1 is a
chromatin insulator) [74]. Interestingly several of these genes have distinct imprinting. Indeed, IGF2
is paternally expressed, H19 is maternally transcribed, and CDKN1C is maternally expressed, even
though a weak expression of the paternal allele has been demonstrated in some human tissues [75].

Two main promoter elements have been identified in mouse Cdkn1c that are similar in humans.
First, a proximal promoter element (−165 to +15 from the transcriptional start site) contains several
consensus sequences for Egr1 and Sp1 [52,76]. Intriguingly, both transcription factors are ubiquitously
expressed and have been reported to regulate other members of the CIP/Kip family of CDK
inhibitors [77,78]. Furthermore, a binding site for GATA2, a transcription factor playing a pivotal role
in hematopoiesis, particularly in early and late stages of erythropoiesis, and in the TGF-β-response
has also been described [79]. Finally, this promoter region also contains recognition sequences for the
transcriptional repressors CTIP2/Bcl11b, implicated in the developmental process and carcinogenesis,
and the T-box transcription factor TBX3, which is involved in the tissue patterning and differentiation
during embryonic development and is up-regulated in a plethora of cancers [80]. Importantly,
the accessibility of the reported transcriptional modulators to the CDKN1C promoter is strongly
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influenced by the high presence of CpG islands, located upstream and downstream of the transcription
start site, responsible for genomic imprinting and epigenetic gene silencing. This is achieved by CpG
dinucleotide methylation and/or through chromatin remodeling by histone covalent modifications
(histones H3 and H4 methylation and acetylation) [81]. More distal promoters have also been identified.
They embrace E-boxes or E-box-like motifs for the interaction with basic-HLH proteins, including
activators, like TCF4/E2-2 [82], E47 [83], Smad1/Atf2 complex [84], repressors, as Hes1 (a Notch
effector) that, in intestinal crypt progenitor cells, inhibits Cdkn1c transcription by binding to a site
located at −3300 [85], or Hes-related repressor protein Herp2 that acts as transcriptional repressor of
CDKN1C in proliferating lens epithelial cells [67]. Furthermore, a glucocorticoid response element is
located 5076 to 5062 bases upstream of the transcription start site of the human CDKN1C gene and is
responsible for the glucocorticoid inducibility of the CDKN1C gene [86], thus explaining, at least in
part, the antiproliferative effect of dexamethasone in human tumor cells such as Hela cell line [87].

In mouse, additional key elements of Cdkn1c transcription are located distantly from the gene.
As a matter of facts, enhancers for its expression lie more than 25 kb downstream of the gene.
Experiments with artificial chromosome also suggest the existence of enhancer(s) located very distantly
from CDKN1C [88]. Accordingly, in humans, it has been suggested the presence of numerous CDKN1C
enhancer elements localized in a region between 255–387 kb [89].

2. Control of CDKN1C Transcription

CDKN1C lies in humans and mice in a very complicated cluster of imprinted genes, controlled
through superimposed cis-acting mechanisms. Genomic imprinting is an epigenetic process that
results in parent-of-origin specific allelic expression [90]. A relatively small subset of genes within the
mammalian genome (0.4%) is imprinted [91,92] showing a mono-allelic expression either in specific
phenotypes of the whole organism or in peculiar tissues that favors the maternal (e.g., CDKN1C and
UBE3A) or the paternal allele (e.g., DLK1 and NNAT) [93]. Imprinted expression is initially determined
by differential DNA methylation that is established in the germline [94].

Regarding CDKN1C, its transcription is regulated by the imprinting center KvDMR1 that acquires
DNA methylation in the maternal germline [69,95,96]. This differentially methylated region spans
the promoter of the paternally expressed long non-coding RNA Kcnq1ot1 required for continuous
domain-wide imprinting. The CDKN1C promoter and gene body are also directly methylated on the
paternal allele post-fertilization, after allelic silencing has been established [97].

Besides cis-acting mechanisms responsible for the imprinted silencing of the paternal allele
(briefly summarized in the previous paragraph), trans-acting mechanisms participate in the epigenetic
modulation of CDKN1C gene expression [98]. Indeed, a complex interplay among DNA methylation
and post-translational modifications of histones contributes to the chromatin dynamics at the promoter
and in CDKN1C gene body.

2.1. DNA CpG Island Methylation

CDKN1C gene is included in a CpG island extended about −600 bp from the transcriptional
start site up into the gene body. This CpG island presents, in mice but not in humans, a differential
methylation between the two inherited alleles, being the paternal one hypermethylated and the
maternal one hypomethylated. This methylation pattern seems to be acquired successively to the
ICR2-dependent DNA-modifications and is involved in the maintenance and reinforcement of the
imprinted repression of the paternal allele. Several regulators have been involved in this process. One
of them is Lsh (lymphoid-specific helicase) a protein belonging to the family of SNF2/helicases that
act as chromatin remodeler and regulate DNA methylation. Lsh directly binds to CDKN1C promoter
and allows the maintenance of hypermethylation of the paternal allele [99].

Complete biallelic hypermethylation occurs in human tumors and tumor cell lines [100,101],
as well as in some undifferentiated tissues and cell types such as skeletal myoblasts. In this cell model,

38



Int. J. Mol. Sci. 2018, 19, 1055

the activation of the transcription factor MyoD drives DNA demethylation on the maternal allele,
therefore allowing the Myo-D-dependent expression of p57Kip2 [102].

Most interesting is also the role played by different members of the DNA methyltransferase
(DNMT) family, the enzymes catalyzing the transfer of methyl groups to cytosines. Results from
genetic ablation studies support the notion that not only DNMT1, mostly in charge of maintaining
the methylation pattern of CpG islands during DNA replication, but also DNMT3a which is generally
involved (together with DNMT3b) in de novo methylation of most imprinting control regions in
the germline, are involved in CDKN1C promoter methylation. As matter of fact, both DNMT1 [56,103],
and DNMT3a [56] have been found associated with CDKN1C promoter. Consistently with the
importance of DNA methylation not only in paternal allele imprinting but also in p57Kip2 expression
modulation in specific cellular and cell cycle phase contexts, treatment of many human tumor cell
lines with demethylating agents such as 5-azacytidine and 5-aza-2′-deoxycytidine results generally in
p57Kip2 expression activation [102,104].

2.2. Histone Marks

Histone modifications represent fundamental factors involved in chromatin plasticity, controlling
gene promoter accessibility and gene expression activation [105,106].

Acetylation and methylation of core histone tails, in addition to DNA methylation, are key
mechanisms for regulating CDKN1C transcription. Accordingly, the level of H3 and H4 acetylation
directly correlates with the gene expression and, in turn, with several phenotypes including
differentiation and carcinogenesis.

Specifically, a decrease of H3 lysine 4 dimethylation and histone H3 lysine 9 and 14 acetylation
is observed on the paternal allele respect to the maternal one, facilitating its inactivation [107,108].
On the other hand, histone acetylation results to be increased on the paternal locus at the level of
KvDMR1, following the expression of the long non-coding RNA and the corresponding CDKN1C
inactivation [81].

Under various conditions, a direct correlation between CDKN1C expression and H3K9/K14
acetylation has been demonstrated. For example, cancer cells with low (or absent) p57Kip2

present histone hypoacetylation and, vice versa, tumors with a high level of the CKI show
hyperacetylation [109,110]. These findings are confirmed by the re-expression of p57Kip2 after histone
deacetylase (HDAC) inhibitor treatment [76]. Mechanistically, these changes involve the binding of
HDACs, mostly HDAC1 and HDAC2, to the CDKN1C promoter region. We must underline that
HDAC1 is highly expressed in many cancers including gastric [111], colorectal [112], hepatic [113],
breast [114], and pancreatic cancer [115]. HDAC2 has been found mutated in colon cancer [116] and is
overexpressed in esophageal [117], prostate [118], and gastrointestinal carcinomas [119].

An additional recognized histone epigenetic mark includes a lysine trimethylation, specifically
H3K27me3 (trimethylation of lysine 27 of histone H3). Such a modification, also responsible for the
paternal allele exclusion, is involved in the maturation of glial cells [120].

This histone trimethylation mark is due to the Polycomb repressive complex 2 (PRC2).
The increase of H3K27me3 reduces CDKN1C expression, while its decrease, due to a reduction
in the levels or activity of EZH, a specific promoter-binding PRC2 subunit, up-regulates gene
transcription [121].

Di- and trimethylation of lysine 9 of the histone H3, an additional histone modification, also
appears to control the expression of KvDMR1 on the maternal locus, while it is not present on the
paternal allele, in accord with the imprinted silencing of the paternally-derived allele [107,108].

In the same context, it is important to stress the role of histone modifications in MyoD control of
CDKN1C expression. As matter of fact, an altered accumulation of H3K9me2 on the maternal KvDMR1
allele results in the lack of response to MyoD in that it reduces the accessibility of the transcription
factor to the DNA [102].

39



Int. J. Mol. Sci. 2018, 19, 1055

In brief, the regulation of KvDMR1 due to epigenetic factors (methylation of DNA,
acetylation/methylation of histones) appears a key mechanism in the control of CDKN1C expression.
The last several years have identified the existence of a strict crosstalk between all the epigenetic
modifications, including the binding of modifying enzymes to the specific sites of action. In this
complex interplay, an important role for non-coding RNAs has emerged.

2.3. LncRNA Involvement in Epigenetic Regulation

As for many genes playing fundamental roles in development, CDKN1C gene expression is
controlled by lncRNAs, which act in strict crosstalk with signal pathway-induced transcription
factors and chromatin modifiers, accounting for spatial- and temporal-specific gene activation during
development or cell commitment and differentiation in adult life. Specifically, the macro lncRNA
Kcnq1ot1, first discovered both in humans and mice as a KvDMR1-associated RNA, has emerged as a
critical regulator of the chromatin status of the gene, at least in relation to the imprinting control [122].
KCNQ1 and KCNQ1OT1 share a region of overlapping DNA and are transcribed in opposite directions.
KCNQ1 encodes the potassium voltage-gated channel subfamily Q member 1, a protein required for the
repolarization phase of the cardiac action potential. Differently from KCNQ1 that allows the synthesis
of a protein, KCNQ1OT1 codifies a long-noncoding RNA that regulates the expression of several genes.
Its promoter is normally hypermethylated in the maternal allele, thus hampering its expression. On the
contrary, the paternal allele is normally transcribed, being hypomethylated [72,123]. When expressed,
the long non-coding RNA remains in the nucleus where it is able to act on its own chromosome
(i.e., it acts on chromatin in cis). Mechanistically, it is able to interact with histone methyltransferase
complexes (like G9a, Suz12, and Ezh2) causing the enrichment of repressive histone modifications.
This activity results in the epigenetic inactivation of paternally inherited CDKN1C [124]. Kcnq1ot1
is also able to bind DNMT1, allowing the hypermethylation of CDKN1C promoter and therefore
implementing the repression of gene expression [103].

Additional long non-coding RNAs, like Tug1 (taurine upregulated gene 1) [125], Linc00668 [126]
and HEIH-coding RNA [127] have been reported to modulate CDKN1C expression. Tug1 is a long
non-coding RNA mostly occurring in the retina and in the brain. It has been proposed to control cell
growth by epigenetically down-regulating CDKN1C. In addition, Tug1 seems to predict a negative
prognosis in gastric cancer [125]. These data indicate that lncRNAs regulate p57Kip2 at the cellular
level probably acting in a phenotype-specific manner.

3. CDKN1C Expression and Human Diseases

Genetic and epigenetic disorders in the imprinted region 11p15 and CDKN1C mutations can lead
to embryonic abnormalities, such as those occurring in Beckwith-Wiedmann syndrome (BWS; OMIM
130650), IMAGe syndrome (OMIM 614732) and Russell–Silver syndrome (RSS-OMIM 180860) and
acquired diseases such as cancer.

3.1. Human Developmental Disorders

BWS, IMAGe syndrome and RSS are genetic diseases with different features, belonging to
the group of congenital imprinting disorders. BWS has a prevalence of 1–5:10,000 live births
and is characterized by overgrowth, tumor predisposition, abdominal wall defects and congenital
malformations such as macroglossia, hemihyperplasia, hyperinsulinaemic hypoglycemia, ear
anomalies, nephrologic and capillary malformations and organomegaly [128]. Epigenetic and genetic
alterations in the imprinting cluster on chromosome 11p15.5 are responsible for up to 80% of BWS cases.

They include epigenetic alterations such as methylation defects, specifically loss of methylation
at IC2 regulatory region (IC2-LoM) and gain of methylation at IC1 (IC1-GoM), as well as genetic
alterations including uniparental paternal disomy of the 11p15.5 locus (UPD), followed by a lower
percentage of cases with microdeletion/duplications or point mutations involving either one of the
two ICRs responsible for the locus imprinting region [129–131]. Of interest, in BWS patients without
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methylation defects, CDKN1C gene mutations are frequently noticed [132], reaching the 50–70%
in familial BWS cases. Although with a lower occurrence, CDKN1C mutations are also reported
in sporadic BWS cases and they have been identified as the causative genetic alterations [128,133].
Missense/nonsense mutations are reported along the entire sequence of the gene, leading to increased
proliferation and risk of cancer [134,135]. Interestingly, these (epi) genotypes have been associated
with specific phenotypes which discriminate mainly between overgrowth in pre- or postnatal age
(Figure 2) [129].

Figure 2. CDKN1C gene alterations in hereditary syndromes and human cancers. The figure reports on
the left the Syndromes in which the CDKN1C gene is altered with the description of genotype alterations
and main phenotypic features. On the right are reported the cancers showing CDKN1C genetic
changes. IC1, ICR1 region; IC2, ICR2 region; GoM, gain of methylation; LoM, loss of methylation;
UPD, Uniparental disomy.

Opposite to BWS, IMAGe (Intrauterine growth retardation, Metaphyseal dysplasia, congenital
Adrenal hypoplasia, and Genital anomalies) syndrome is a rare condition (www.orpha.net) in which a
cluster of CDKN1C missense mutations in the PCNA binding domain, result in growth inhibition) [136].
Interestingly, BWS and IMAGe, are characterized by loss of function and gain of function mutations of
CDKN1C, respectively [136,137].
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Imprinting alterations in the 11p15 region are also described in RSS, a disease (prevalence of
1–30:100,000 live birth) characterized by intrauterine growth retardation, very limited postnatal growth,
skeletal abnormalities such as peculiar craniofacial characteristics and body asymmetry, and several
minor malformations. Moreover, in RSS is also reported a maternal duplication in this region [138,139]
and methylation alterations of imprinted genes on chromosome 7 [140]. Moreover, in one case of RSS a
CDKN1C mutation affecting the PCNA binding domain has been found [141].

3.2. Human Cancers

Gene encoding cyclin-dependent inhibitors are frequently altered in human tumors. Among
them, INK4 family represents the most clear paradigm [142,143]. The discovery of the involvement of
p57Kip2 in BWS and in some human tumors suggests that p57Kip2, like p27Kip1, might also have a role
in the process of carcinogenesis (Figure 2) [144]. Based on the roles played by the protein in the nuclear
compartment, currently, it is considered a tumor suppressor; however, differently from p27Kip1 [143],
somatic mutations have been rarely reported in tumors [145,146], underlining the importance of p57Kip2

expression control as the main cause of its altered levels in cancer. Particularly, a downregulation
of CDKN1C is generally reported in cancer including gastric [147] and urothelial cancer [148,149],
pancreatic adenocarcinomas [150], adrenocortical [151], lung [152], and breast cancer [153] as well
as several leukemias [154]. Moreover, many authors have attributed to the p57Kip2 levels a value of
prognostic marker since a decrease of its expression has been correlated to a poor prognosis [153,155]
As described above, different epigenetic and genetic mechanisms can modulate the expression of
CDKN1C. Essentially, loss of imprinting, DNA methylation and post-translational modifications of
histones in the promoter region as well microRNAs downregulate CDKN1C in human cancers. Among
them, the main cause of reduction of p57Kip2 in cancers is generally the increased methylation of the
large CpG islands localized in the CDKN1C promoter [81,150,153,156]. Particularly, the promoter
methylation of CDKN1C has been found critical in hematological malignancies such as acute
lymphoblastic leukemia [157,158] and large B cell lymphoma [104]. Recently, Zohny and colleagues
have proposed as diagnostic markers of breast cancer the expression levels of p21CIP1/Waf1 and p57Kip2

combined with the promoter methylation of CDKN1C, since they found a silenced expression of
the two CKIs and a hypermethylation of CDKN1C promoter in more than 50% of the breast cancer
specimens analyzed, together with no hypermethylation at promoter of p21CIP1/Waf1-coding gene [159].
Moreover, several miRNAs have been reported to control p57Kip2 mRNA levels. miR21 downregulates
CDKN1C in prostate cancer [160], miR25 in gastric cancer and glioma [161,162] and miR92b in brain
tumors [163]. Furthermore, miR221/222 are reported to reduce p57Kip2 and p27Kip1 expression in
hepatocarcinoma [164], in glioblastoma [165], in oral cancer [166], in colorectal cancer [167] and B-cell
malignancies EBV-associated [168] Experimental data confirmed, at least in ovarian cancers, the specific
action of miR-221/222 on CDKN1C [169]. A further putative mechanism at the basis of CDKN1C
down-regulation might be related to an increased rate of protein degradation, mainly due to the Skp2
overexpression, as frequently observed in human cancers. However, the relevance of Skp2-dependent
degradation of p57Kip2 in carcinogenesis is still debated.

3.3. Other CDKN1C-Related Human Diseases

Gestational diseases, such as pre-eclampsia and intra-uterine growth restriction (IUGR), are also
associated with altered p57Kip2 expression. Pre-eclampsia and IUGR are associated respectively with
downregulation [170] and upregulation [171] of CDKN1C, underlining that a correct control of gene
transcription is required for the proper development and progression of the pregnancy. p57Kip2,
as reported above, is abundantly expressed in placental tissues, and, therefore, its dysregulated
expression, in humans, is associated with placental mesenchymal and vascular proliferative
disorders, such as placental mesenchymal dysplasia (PMD), and complete and partial hydatidiform
moles [172,173].
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Importantly, placentomegaly due to abnormal proliferation of extravillous trophoblasts,
and accumulation of intervillous fibrinoid can be observed also in BWS syndrome [172,174].

PMD is a rare condition (0.02% pregnancies) associated with different fetal outcomes, ranging
from structurally normal fetus/newborn (in most cases) to fetal and neonatal abnormalities, including
those present in BWS, and mortality [175]. Indeed, PMD and BWS are associated in one-third of cases
and paternal uniparental disomy at IGF2 and CDKN1C locus has been proposed as the genetic link
between them [176–178].

The identification of p57Kip2 as an important player in these placental diseases has led to the
development of diagnostic procedures based on immunohistochemistry using anti-p57Kip2 antibodies
and histological analysis for the characterization of hydatidiform moles and PMD, and their differential
diagnosis [179–181].

Although some human diseases may represent very different clinical entities, some common
pathways may be identified in their etiopathogenesis. This could be the case for cancer, metabolic
diseases and related cardiovascular disease [182–184]. Indeed, p57Kip2, among others, may provide a
similar origin for neoplastic proliferation and metabolic disorders. p57Kip2 is specifically expressed in
the endocrine portion of the pancreas and particularly in β-cells where it is paternally imprinted [185].
In focal hyperinsulinism of infancy, a syndrome characterized by hyperinsulinemic hypoglycemia,
p57Kip2 is not expressed within the focal adenomatous hyperplastic lesions. This missing expression is
caused by somatic loss of heterozygosity and associated with increased proliferation of β-cells [185].
On this basis, p57Kip2 negative human pancreatic islets restored proper glucose control when
transplanted into hyperglycemic, immunodeficient mice [186]. Interestingly, a gain-of-function mutant
of p57Kip2 is associated with early-adulthood-onset diabetes, in addition to intrauterine growth
restriction and short stature [187]. Not only glucose metabolism but also lipid metabolism could
be affected by the genetic dosage of CDKN1C. In fact, a double dose of Cdkn1c promoted the brown
adipose tissue development in a mouse model of the RSS [188]. Conversely, a loss-of-function mutation
of p57Kip2, in the same model, hindered completely the formation of brown adipocytes [188].

The expression of p57Kip2 may also change according to genetic variations that do not pertain
to CDKN1C, the p57Kip2-coding gene but are located in neighboring genomic sites. In particular,
a mutation has been identified at the KCNQ1 locus that increases the expression of p57Kip2 in mouse
pancreatic islets by epigenetically modifying Cdkn1c [189]. Differently from the maternally transmitted
CDKN1C diseases, this mutation is effective only when inherited from the paternal allele and, no matter
which is the mechanism increasing the levels of p57Kip2 in the endocrine pancreas, β-cell mass is
reduced [189].

Thus, it is conceivable that altering p57Kip2 expression could be a promising therapeutic
strategy also in humans with type 2 diabetes and/or obesity. Indeed, oral administration of
FTY720, a sphingosine 1-phosphate receptor agonist, normalizes glycemia in diabetic db/db mice
by downregulating islet p57Kip2 and promoting β-cell regeneration [190]. However, body weight
significantly increased in treated animals. Probably, tissue-specific targeting of p57Kip2 should be
pursued, in order to avoid undesired effect in either pancreatic or adipose tissue when trying to
manipulate p57Kip2 in one of the two tissues.

4. Future Directions

It has been clearly established that p57Kip2 plays pivotal and specific roles in human physiology
that cannot be replaced by the other two members of its protein family, i.e., p27Kip1 and p21Cip/WAF1.
As a matter of fact, CDKN1C-deleted mice show a very high percentage of mortality demonstrating
that the protein is necessary for correct embryogenesis. Accordingly, in humans, three important
syndromes, all showing an altered growth, are due to CDKN1C alterations. Particularly, the BWS is
characterized by signs of overgrowth with infants considerably larger than normal and the IMAGe
and RSS are both characterized by slow growth before and after birth and growth retardation.
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It is well known that adult stem cells settle specific niches in different tissues and organs, thus
supporting their repair/regeneration [57,191–193]. In this regard, p57Kip2 has been discovered as a
very important factor [36,56,61,63,194].

The molecular mechanisms by which p57Kip2 is so important for a normal growth and tissue
differentiation, are still not well understood. They refer, only in part, to the capability of the protein
to modulate cyclin/CDK activity, a function that is played approximately by the first 100 residues
of p57Kip2 where the KID is localized. On the other hand, numerous activities of CKI have been
associated with the C-end region that includes the PAPA domain and the QT domain. These protein
domains seem to be involved in the control of cell movement and the organization of mitotic spindle
(via interaction with the cytoskeleton). Numerous pieces of evidence also suggest that p57Kip2

C-terminus participates in endoreduplication, apoptosis, autophagy, and senescence. Altogether
these observations point to the definite identification of p57Kip2 interactors as a pivotal issue in the
studies on CKI. Unfortunately, the protein belongs to the family of IUP, namely, proteins lacking a
tertiary structure that fold upon binding. This structural feature allows p57Kip2 to have a large degree
of plasticity and to interact with several different proteins. Although this is certainly a great advantage
in terms of function, it results in remarkable difficulties in the precise definition of the mechanism of
p57Kip2 action. An additional important aspect of p57Kip2 studies is the knowledge of processes that
regulate its level. CDKN1C is subject to an epigenetic control and only the maternal allele is expressed.
The gene lies in a locus, 11p15.5, that represents a major example of regional imprinting and that is
strongly regulated by mechanisms acting in cis (i.e., directly on DNA structure) as well as in trans
(namely via DNA methylation and histone acetylation). An additional level of intracellular control of
p57Kip2 amount could be related to the protein degradation that involves, a not completely clarified,
ubiquitination/proteasomal mechanism.

In conclusion, while the important role of p57Kip2 is clear, the details of its regulation and
interactors appear enigmatic and intensive research and the development of novel cellular and animal
models are required. This is particularly relevant in view of the plethora of p57Kip2 functions played in
different tissues and distinct phenotypes both in normal and pathological conditions. It is conceivable
that the elucidation of these aspects will provide important directions for human physiologic research
and for the development of novel strategies for targeted therapy of several relevant human diseases.
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Abbreviations

BWS Beckwith-Wiedmann syndrome
CSC Cardia stem cell
CDK Cyclin-dependent kinase
CKI CDK inhibitor
DNMT DNA methyltransferase
HSC Hematopoietic stem cell
ICR Imprinted control region
IGF2 Insulin-like gorwth factor
HDAC histone deacetylase
IUGR Intra-uterine growth restriction
IUP Intrinsically unstructurated protein
KID CDK binding/inhibitory domain
LSH lymphoid-specific helicase
NLS Nuclear localization signal
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NSC Neural stem cell
PCNA Proliferating cell nuclear antigen
PMD Placental mesenchymal dysplasia
PRC2 Polycomb repressive complex 2
p57KO CDKN1C knockout
p57KOp27KI CDKN1C knockout + CDKN1B knockin
RSS Russell-Silver syndrome
Skp2 S-phase kinase-associated protein 2
SCF Skp1/Cul1/F-box
TUG Taurine upregulated gene 1
T310 Threonin 310
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Abstract: Development of particular structures and proper functioning of the placenta are under
the influence of sophisticated pathways, controlled by the expression of substantial genes that
are additionally regulated by long non-coding RNAs (lncRNAs). To date, the expression profile
of lncRNA in human term placenta has not been fully established. This study was conducted
to characterize the lncRNA expression profile in human term placenta and to verify whether
there are differences in the transcriptomic profile between the sex of the fetus and pregnancy
multiplicity. RNA-Seq data were used to profile, quantify, and classify lncRNAs in human term
placenta. The applied methodology enabled detection of the expression of 4463 isoforms from
2899 annotated lncRNA loci, plus 990 putative lncRNA transcripts from 607 intergenic regions.
Those placentally expressed lncRNAs displayed features such as shorter transcript length, longer exon
length, fewer exons, and lower expression levels compared to messenger RNAs (mRNAs). Among all
placental transcripts, 175,268 were classified as mRNAs and 15,819 as lncRNAs, and 56,727 variants
were discovered within unannotated regions. Five differentially expressed lncRNAs (HAND2-AS1,
XIST, RP1-97J1.2, AC010084.1, TTTY15) were identified by a sex-bias comparison. Splicing events
were detected within 37 genes and 4 lncRNA loci. Functional analysis of cis-related potential targets
for lncRNAs identified 2021 enriched genes. It is presumed that the obtained data will expand the
current knowledge of lncRNAs in placenta and human non-coding catalogs, making them more
contemporary and specific.

Keywords: placenta; long non-coding RNA (lncRNA); human; pregnancy; high-throughput RNA
sequencing (RNA-Seq); transcriptome

1. Introduction

The placenta serves as a metabolic, respiratory, excretory, and endocrine organ, whose proper
functioning is required for adequate embryonic development during pregnancy [1]. Fetal growth
is a multifactorial and complex process modulated simultaneously by maternal, fetal, placental,
and environmental factors predetermined by genetic potential. A properly functioning placenta fine-tunes
the expression of various genes essential in pregnancy maintenance and fetal development [2,3].

Spatiotemporal expression is a huge impediment in any transcriptome analysis, especially in
the placenta, an organ that constantly adapts to feto-maternal environmental alterations.
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Comprehensive analysis of messenger RNA (mRNA) expression in first- and second-trimester
placentas compared to term placentas by microarray assay revealed more genes with increasing
than decreasing expression [4]. Furthermore, a source of variability in the placental transcriptome is
embryo sex-dependent bias connected with the expression of genes located on the sex chromosomes,
which can also affect the expression level of autosomal genes [5]. However, sex-dependent biases in
respect to growth, development [6], and predisposition to pregnancy complications are interesting,
and placental gene expression regulation remains unclear [5].

Previous studies implied that risk factor profiles for various pathologies are different between
singleton and twin births [7]. Furthermore, without any obvious pattern, twin pregnancies are more
likely to involve disorders than single pregnancies. Higher perinatal risk, dangerous for both mother
and fetus, is associated with the number of embryos in utero. The main risks of multiple pregnancies
are early and late miscarriage, preeclampsia (PE), antepartum bleeding, postpartum hemorrhage,
preterm delivery, intrauterine growth restriction (IUGR), placental abruption, and stillbirth [8–10].
To date, the correlations between gene expression profile and multiplicity of gestation have been
studied only in the beaver, and it is suggested that a greater number of fetuses might have a negative
influence on pregnancy outcome [2].

The great progress of RNA sequencing (RNA-Seq) and the capabilities of numerous bioinformatic
approaches make it a powerful technology for thorough transcriptome analysis, which enables
characterization of gene expression, alternative splicing events, large-scale discovery of novel
transcripts, Single Nucleotide Variant (SNV) prediction, and functional annotation [2,3,11,12]. It is
not surprising that in a complex organ like the placenta, there are various distinct transcripts,
including mRNA, microRNA (miRNA), and long non-coding RNA (lncRNA), that are not
present in other tissues [13]. The lncRNAs are still unexplored ncRNAs characterized by a small
number of exons and a sequence length >200 nt that are highly diverse and species-specific
with tissue-specific expression [14–18]. LncRNAs act by a range of mechanisms and molecular
functions [19], with expression restricted to particular developmental stages [20], and they participate
in important biological processes such as embryogenesis [18,21,22], tissue development [23],
genomic imprinting [24], and different disease courses [25–27]. Given the complex nature of
physiological pregnancy, it is important to elucidate possible molecular mechanisms underlying
the placental development of male and female fetuses during single and twin pregnancy.

Disruptions to adaptive changes in the placental transcriptome as a response to altering the
feto-maternal environment may be associated with pregnancy complications and compromised fetal
outcomes. In this context, defining differences in placenta-specific gene expression regarding the
sex of the fetus and the multiplicity of gestation could contribute to the understanding of placental
development and function. Since revealing factors that influence the placental expression profile is
necessary, this study was conducted to examine whether there are differences in the transcriptomic
profile of the human placenta compared for sex of the fetus and number of fetuses. A stringent pathway
was applied to identify, analyze, and compare placental transcriptome from male and female fetuses
during single and twin pregnancies. This study focused on the lncRNA profile to investigate possible
mechanisms regulating the expression profile of the human placenta.

2. Results

2.1. Characteristics of RNA-Seq Data

In total, 2 × 119,560,140 raw paired-end reads were generated, and subsequently 2 × 109,363,183
reads were acquired after trimming. The 218,726,366 clean reads were mapped to a reference human
genome, and an average of 86.14% reads were mapped uniquely. Among all mapped transcripts
(258,353; Figure 1), 67.84% were classified as mRNA, 6.12% were classified as lncRNA, and 2.60% were
classified as pseudogenes.
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Figure 1. Identification and classification pathway of known (green) and novel (orange) long
non-coding RNAs (lncRNAs) expressed in human term placenta; common stages of analysis (blue) join
both paths. Numbers in parallelograms refer to amount of lnc transcripts/lncRNA loci. Rectangles
show processes and applied tools. Venn diagram presents a number of transcripts without coding
potential assigned by Coding-Non-Coding Index (CNCI), Coding Potential Calculator (CPC), FEELnc,
Pfam, and PLEK software.

Moreover, 1.48% of the expressed transcripts were derived from other RNAs (e.g., processed transcript,
Ig genes, or misc RNA) and 21.96% originated from unannotated regions, which included potentially new
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lncRNA transcripts (Figure 2a). After excluding low expressed transcripts (fragments per kilobase of
transcript per million mapped reads (FPKM) ≤1), 79,535 of the identified transcripts (TCONs) were
directed for further analysis (Figures 1 and 2b).

Figure 2. Classification of the assembled human placental transcripts according to their Ensembl code
class (pie graphs) detailing lncRNA distribution (bar graphs) of: (a) all expressed loci; (b) transcripts
with expression value (fragments per kilobase of transcript per million mapped reads, FPKM) higher
than 1.

The dynamic range of the expression values was calculated and is presented as a box plot of
logarithmic transformed FPKM values for each sample separately (Figure 3a), and the FPKM density
distribution is shown in Figure 3b.

Figure 3. Transcript expression level distribution of each human term placenta sample. (a) Box plot of
FPKM distribution with different samples on the horizontal axis and logarithmic values of FPKM on
the vertical axis; (b) density plot of expression distribution with logarithmic values of FPKM on the
horizontal axis and density on the vertical axis.
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2.2. Identification and Profiling of lncRNAs

An lncRNA profile of human term placenta was identified and characterized by applying a
stringent pathway (Figure 1). GENCODE enabled selection of 4463 known lncRNAs and 75,072
other than annotated lncRNAs (including 7224 unannotated transcripts; Figure 2b) that qualified for
verification of their coding potential and small RNA features (Figure 1). Filtering out sense-overlapping
transcripts with protein coding annotation resulted in 10,048 non-protein coding transcripts,
corresponding to 8588 potentially non-coding regions. After excluding sequences shorter than 200
nt, 9941 transcripts were obtained. Next, filtering of single-exon variants enabled identification of
2393 multi-exon transcripts. An assessment of coding potential with Coding Potential Calculator
(CPC), Coding-Non-Coding Index (CNCI), FEELnc, Pfam, and PLEK generated 1340, 1790, 2222, 1767,
and 1439, respectively, for each method (Supplementary Table S1). Intersecting the aforementioned
methods allowed determination of the set of 1040 potentially non-coding transcripts (Venn diagram,
Figure 1). The remaining transcripts were devoid of non-mRNA sequences, and as a result, 990 variants,
corresponding to 607 regions, were classified as predicted lncRNAs. The set of known lncRNAs was
composed of 4463 lnc transcripts corresponding to 2899 lncRNA loci. Among them, 2012 were
antisense lncRNAs, 1893 lincRNAs, 263 sense intronic transcripts, and 73 sense overlapping (Figure 2b).
The classification of the final set of 5453 lncRNA transcripts, according to genomic localization and
relation to nearest annotated genes, is shown in Table 1. The 5252 and 201 lncRNA transcripts were
distributed within autosomes and sex chromosomes, respectively. Among all 990 predicted lncRNA
transcripts, 395 unknown transcripts (Table 1) have not been annotated so far and were deposited
(BankIt accession nos. MG828427–MG828821; Supplementary Table S2).

Table 1. Classification of 5453 lncRNA transcripts (class code module in Cuffcompare).

Class-Code Description
Isoform

(TCONS)
Locus
(XLOC)

“-” unknown, intergenic region 395 344

“o” overlapped with existed gene with a dramatic difference
in gene structures 208 170

“x” overlapped with existed gene in an opposite direction 160 150
“i” located in introns 2 2
“=” complete match (of known lncRNA) 3747 2698
“j” potentially novel isoform (of known lncRNA) 941 579

Expression levels of antisense, lincRNA biotype classes, and newly discovered lncRNAs were
comparable (Figure 4).

2.3. Feature Comparison of lncRNA and mRNA

In the current study, 5453 lncRNA and 65,024 mRNA transcripts with FPKM were identified >1.
The lncRNA and mRNA transcripts were compared for their total length, exon length, exon number,
and expression level (Figure 5). The average length of identified lncRNAs was 1906 nt, while that
of mRNAs was 2917 nt (Figure 5a). More than 30% of lncRNAs were in the range of 500–1000 nt,
and more than 50% of mRNAs were longer than 2000 nt. Distant length distribution between lncRNA
(19.51%) and mRNA (5.18%) was observed in the range 200–500 nt (Figure 5a). The mean exon
length of lncRNAs was 737 nt, which was much shorter than mRNAs (337 nt; Figure 5b). Most of
the mRNA exons (44%) ranged between 100 and 200 nt, whereas most of the lncRNAs (28.52%) had
exon lengths above 500 nt (Figure 5b). The most numerous group of lncRNAs (38.40%) comprised two
exons, while only 0.31% of lncRNAs had more than 10 exons, versus mRNAs constituting the largest
group (26.86%; Figure 5c). The expression profiles of lncRNA and mRNA biotypes are presented as
logarithmic distributions (Figure 5d). The average mRNA expression level was higher than that of the
lncRNAs (0.43 vs. 0.31).
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Figure 4. Dispersion of normalized FPKM values presented for the two most numerous lncRNA
biotypes: antisense (red), lincRNA (blue), and transcripts predicted as lncRNA (green). Each point
represents an individual transcript.

Figure 5. Global summary of comparison between lncRNA (red) and messenger RNA (mRNA) (blue)
structural features. lncRNA and mRNA transcripts compared by (a) length; (b) exon length; (c) exon
number; (d) expression level presented by log10(FPKM + 1); boxes inside each violin plot depict
interquartile ranges and individual medians. The differences of average values were statistically
significant in each comparison (p-value < 2 × 10−16 using Welch two-sample t-test).
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2.4. Sex Biases in lncRNA Expression Levels

The expression level (FPKM) of long non-coding transcripts was estimated for both sex and
multiplicity biases. A sex-bias comparison revealed five differentially expressed lncRNAs (Table 2;
p-adjusted < 0.05) and 21 protein-coding genes (Supplementary Table S3). Among the lncRNAs,
two loci, XLOC_042918 (chromosome 4) and XLOC_061548 (chromosome X), revealed higher
expression levels in female libraries. However, three lncRNA loci, XLOC_050164 (chromosome 6),
XLOC_062450, and XLOC_062528 (chromosome Y), were expressed only in male libraries.
For protein-coding genes, 11 were upregulated, while 10 were downregulated in female–male
comparison (Table S3). The multiplicity-bias comparison did not detect any significant changes
in the expression levels of lncRNA and protein-coding genes transcripts.

2.5. Splicing Alterations in Placental Transcriptome

JunctionSeq allows detection of alternative isoform regulation (AIR) genes, also known as
differential transcript usage (DTU). As a result, differentially expressed exons and altered spliced
patterns of placental transcripts were detected (male vs. female). Comparing the placental
transcriptome from male and female samples revealed 37 AIR/DTU genes displaying 38 and
8 statistically significant differential exon and splice-junction usages, respectively. The use of
the JunctionSeq analysis tool led to the detection of new splice junctions in the gene encoding
pregnancy-specific β-1-glycoprotein 4 (PSG4). Three transcripts with multiple distinct exonic regions,
Rho GTPase activating protein 45 (ARHGAP45); GATA binding protein 2 (GATA2), and long non-coding
RNA (RP11-440I14.3), were also indicated. Four genes, peptidylprolyl isomerase G (PPIG), HLA class
II histocompatibility antigen DRB5 beta chain (HLA-DRB5), torsin 1A interacting protein 1 (TOR1AIP1),
and cysteine and serine rich nuclear protein 1 (CSRNP1), displayed simultaneous differential exon
and splice-junction usage. Among all AIR/DTU events, four significant differential usages of exons
were localized within lncRNA loci: H19, AC132217.4, RP11-440I14.3, and AC005154.6 (Figure 6;
Supplementary Table S4). Within H19, exon 27 was upregulated in female samples. In female placentas,
variable expression of exons 5 and 7 of RP11-440I14.3 was also observed, although in male placentas,
exon 15 of AC132217.4 and exon 13 of AC005154.6 were upregulated (Figure 6; Supplementary Table S4).
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Figure 6. Presentation of differential transcript usage: (a) JunctionSeq gene profile plot for
RP11-440I14.3 lncRNA identified in male (red) and female (blue) placental samples. This plot displays
estimates for the mean normalized read-pair coverage count for each exon and splice junction. The small
panel on the far right displays the total mean normalized read-pair count based on gene level. (b) Gene
diagram displaying the exonic regions (boxes, labeled E001–E014), known splice junctions (solid lines,
labeled J017–J022), and novel splice junction (dashed line, labeled N023) for RP11-440I14.3 lncRNA
localized on chromosome 4 (Chr4). (c) The panel shows exon-intron structures of RP11-440I14.3
variants. Statistically significant differences (p-adjust < 0.05) in exon usage are marked in pink.
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2.6. Functional Analysis of Nearest Neighbor Genes to lncRNAs

Potential cis-target genes were predicted, revealing possible lncRNA regulation functions in
term placental tissues. The genes located within 2000 nt distance (upstream and downstream) from
the identified lncRNAs were considered as target genes, and the approach produced 2021 genes.
Those genes closely related to lncRNAs were analyzed for Gene Ontology (GO) enrichment, as shown
in Figure 7. The majority of cis-target genes were enriched (p < 0.05) to biological process (148 terms),
cellular component (56 terms), and molecular function (20 terms) according to GO classification.
GO annotation showed that 61 and 107 protein-coding cis-target genes were enriched in in utero
embryonic development and vasculature development, respectively. Within the cellular component
GO category, 1772 and 1684 cis-targets were assigned according to cell and intracellular compartments
(Supplementary Table S5).

Figure 7. Gene Ontology (GO) annotations (level 1) of cis lncRNA target protein-coding genes
presenting enriched terms in biological process (BP), cellular component (CC), and molecular function
(MF). The height of each bar represents the ratio of target protein-coding genes involved in the particular
process relative to all genes associated with a given process in the GO database. The numbers in bars
represent the amount of genes involved in a particular GO term.

2.7. Validation of RNA-Seq Results Using External Transcriptomic Datasets

Validation with external data confirmed the presence and expression tendencies of the majority
of novel (607) and known (2899) lncRNA loci predicted in this study (Figure 8). For external data,
mean expression values in logarithmic scale ranged between 0.31 and 0.44 for newly discovered
lncRNAs, and between 0.31 and 0.42 for known lncRNA loci (Figure 8, Table 3). Mean expression
values for our data ranged from 0.43 to 0.51 for new loci and from 0.37 to 0.42 for known lncRNA
regions (Figure 8, Table 3; Supplementary Table S6). Expression levels for 1276 highly expressed
lncRNA loci (with FPKM > 2 in at least half the samples) showed that 142 novel and 610 known
lncRNA loci had the same high expression profile in external data and our data. As the results obtained
for external data were largely consistent with our results, it may further indicate the reliability of the
results obtained in this study.
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Figure 8. Comparison of transcript expression level distribution between external datasets downloaded
from BioProjects SRP076277 (BioSamples SRR3647483 and SRR3647497), SRP090942 (BioSamples
SRR4370049 and SRR4370050), SRP125683 (BioSamples SRR6324443, SRR6324444, and SRR6324445),
and our dataset (Hs_p3, Hs_p9, Hs_p12, and Hs_p14). (a,c) Normalized FPKM distribution
(box plots) and (b,d) sum of expression loci (bar graphs) for novel (upper panel) and known
(lower panel) lncRNAs.
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3. Discussion

Placenta fine-tunes the expression of various genes involved in major molecular mechanisms
essential in pregnancy maintenance and fetal development [2,3,28]. For this reason, any alterations in
expression and further processing of specific genes may be correlated with impaired placental function
and may directly affect pregnancy outcome [29]. Additionally, the expression mechanisms at both the
transcriptional and post-transcriptional level are regulated by numerous lncRNA and lncRNA–RNA
interactions [30]. Different expression of genes and their regulatory elements can potentially impact
many biological processes and might constitute one of the main regulators of molecular pathways
within the placenta [28]. To the best of the authors’ knowledge, the expression profile of lncRNA
in the human term placental transcriptome has not yet been studied. Therefore, in this study,
lncRNA landscape analysis of human term placenta was performed.

Among the placental transcripts obtained in our study, 67.84% (175,268) were classified as
mRNA, 6.12% (15,819) as lncRNA, and 2.60% (6726) as pseudogenes (Figure 2a). In all, 21.96% of
variants (56,727) originated from unannotated regions. According to the current data, 4463 known
and 990 previously unknown (predicted) lncRNAs are expressed in human term placental tissue
(Figure 1). In comparison, RNA-Seq analysis of first-trimester human placenta transcriptome revealed
transcript biotypes in the following classes: 77% protein-coding genes, 9.8% long non-coding genes,
and 6.5% pseudogenes [31]. However, the current analysis allowed identification of 21 genes with
significantly different expression between males and females, compared to 58 genes discovered by
Gonzalez et al. [31]. Further, in placentas of severe preeclampsia cases (~27 weeks of gestation),
Gormley et al. [32] classified 15,060 transcripts as mRNA, 823 as lncRNA, and 547 as pseudogenes.
Moreover, among the 15,646 dysregulated lncRNAs in early-onset preeclampsia placental tissue,
12,195 were categorized as intergenic, 5182 as antisense, and 1352 as intron sense–overlapping
sequences [33]. The present study indicates that among 5453 lncRNA transcripts, the set of 2012
(36.90%) antisense placental transcripts was the largest group, together with 1893 lincRNAs (34.71%)
located within the intergenic regions (Figure 2b). Similarly, the class of sense-overlapping sequences
(73) was among the smallest groups. The results regarding the lncRNA expression profile in human
placenta extend and complement the present transcriptomic databases, which enables genome-wide
analysis across tissues and conditions [34]. Moreover, validation with external datasets confirmed
the obtained results regarding known and novel lncRNA transcript expression in human term
placenta. A general comparison of mRNA and lncRNA features, indicating shorter transcript lengths,
longer exon lengths, fewer exons, and lower expression levels for lncRNAs, was consistent with
studies in other mammals [17,18,35–39]. Nevertheless, the differences between this study and
various transcriptomic experiments result from a strict tissue-specificity pattern of lncRNA expression,
restricted spatiotemporal specificity, and differences in adopted pathways.

The expression of mammalian lncRNAs is strictly associated with their regulatory role in a
tissue-specific manner. Among various tissues, the testis and ovary were indicated as the most
enriched in lncRNAs [40], suggesting their huge regulatory potential within the reproductive system.
The expression level analysis in this study revealed five differentially expressed lncRNAs enriched
within human term placenta only in sex-bias comparison. It was found that the multiplicity-bias
comparison revealed no significant changes in lncRNA expression level. Two lncRNA loci, HAND2-AS1
and X chromosome inactive–specific transcript (XIST), displayed higher expression levels in female
libraries and three others, RP1-97J1.2, AC010084.1, and TTTY15, were expressed solely in male
libraries. XIST as X chromosome–specific was highly enriched in the female libraries. XIST is a kind
of functional lncRNA uniquely involved in the formation of repressive chromatin and regulation
of the X chromosome inactivation process by cis action [41–44]. XIST’s expression occurs in a
spatiotemporal manner, regulating and influencing female development [45]. HAND2-AS, as antisense
to HAND2, may regulate its expression. HAND2 is a kind of transcription factor that plays a
key role, e.g., in vascularization, development, and differentiation of sympathetic neurons [46,47].
Moreover, HAND2 fosters a level of fibulin-1, which contributes to progesterone action during
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implantation [48–50]. Usually, the majority of lncRNAs exist as single variants [17], but HAND2
and XIST exhibit more variants: 11 and 9, respectively. Therefore, fetal sex-specific expression of the
aforementioned lncRNAs and their variants in the placenta might impact proper placental development
and function. That is why further molecular insights into their function must be gained to fully discover
their implication in pregnancy outcome. There were 21 protein-coding genes differentially expressed
in female and male term placentas. Among them, microsomal glutathione transferase 1 (MGST1) was
identified to have a confirmed role in oxidative stress protection [51]; relaxin family peptide receptor 1
(RXFP1) a receptor for relaxin, a key hormone in mammalian pregnancy [52], and semaphorin 3A
(SEMA3A) play essential roles in preventing nerve fiber growth in the placenta to protect the fetus
from external stress [53].

Previous transcriptomic studies performed on beaver discoid placenta revealed that there are
differences in gene expression between twin and triple pregnancies and that the number of fetuses may
affect pregnancy outcome [2]. It was found that a multiplicity-bias comparison revealed significant
changes of lncRNA expression level in human term placenta. It should be mentioned that such changes
may appear in earlier pregnancy stages. Additionally, it cannot be excluded that a similar analysis
performed on a greater number of samples would reveal multiplicity as a significant factor affecting
the placental transcriptome. The present study should be considered as a pilot screen that may be a
good starting point for future functional analysis of more groups of samples. A better understanding of
the molecular factors and specific biomarkers during single and twin pregnancies that are predisposed
to pathology might be helpful in determining effective prevention strategies. Given the complex
nature of physiological pregnancy, such studies are needed to continue to elucidate possible molecular
mechanisms underlying placental development during single and twin pregnancies.

Alternative isoform regulation (AIR) can enhance transcriptome diversity and gain another
biological function of a single gene by events such as alternative splice sites, alternative transcription
start sites, methylation, nucleosome occupancy, internal promoters, nonsense-mediated decay, and/or
transcript switching [54]. Alternative splicing events, besides increasing transcriptome complexity,
may also disrupt processes or generate pathologies [55]. In the present study, 37 genes and 4 lncRNA
loci were identified with AIR/DTU between female and male placental samples. This study enabled
detection of a novel splice junction in the gene encoding pregnancy-specific beta-1-glycoprotein 4
(PSG4). Pregnancy-specific glycoproteins (PSGs) are a specific group of highly expressed trophoblast
genes crucial for placentation, acting as regulators of trophoblast cell migration, cytokine secretion,
and the establishment of uteroplacental circulation [56]. PSGs are the most abundant proteins in the
maternal blood in late pregnancy [57]. A decreased PSG level in maternal serum may be associated
with spontaneous abortion, intrauterine growth retardation, or preeclampsia [58–60]. Human PSG loci
(PSG1–PSG11) are enriched with various types of copy number variations, which may be linked with
impaired fertility and pregnancy complications such as preeclampsia [61].

Multiple distinct exonic regions were detected in ArhGAP45 (also named HMHA1/HA-1),
which functions as a Rho GTPase [62,63]. Rho GTPases are engaged in the proper functioning
of the endothelial barrier [64], embryogenesis [65], neural development [66], cytokinesis,
and differentiation [67]. ArhGAP45 mRNA expression is elevated in preeclamptic placentas and is
under the control of oxygen accessibility [68]. GATA binding protein 2 (GATA2) regulates stage-specific
trophoblastic gene expression of the preimplantation human embryo [69–71].

A substantial contribution of lncRNAs in placental formation and function is well known;
an evident example is H19, a placenta-specific lncRNA highly expressed during mammalian embryonic
development [72–74]. H19 is implicated in the regulation of human placenta trophoblast proliferation,
placental development [75,76], and fetal growth [77,78]. Moreover, the dynamic profile of H19
expression may support normal pregnancy, while its impaired regulation might promote preeclampsia,
early-onset preeclampsia (EOPE), and IUGR [77,79,80]. AC132217.4 lncRNA, because it affects 3′UTR
and enhances expression level, fosters mRNA stability and upregulates expression of IGF2 circulating
growth factor, which acts during pregnancy to promote both fetal and placental growth [81].
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Differential usage of exons was also detected in lincRNA RP11-440I14.3, localized in cis
position to hydroxyprostaglandin dehydrogenase (HPGD). Hydroxyprostaglandin dehydrogenase
inactivates prostaglandins E2 (PGE2) and D2 (PGD2), which affect several biological processes,
such as reproduction, differentiation, and inflammation [82]. In the uterus, PGs play a key role
in infection-induced pregnancy loss, in which the concentration of this mediator is increased.
As AIR/DTU was detected in genes and lncRNAs, whose functions are related to placental and
embryonic development, it should be further investigated to indicate whether the expression profile of
specific isoforms can affect the proper or pathological pregnancy course.

GO analysis was applied to explore the function of the cis-target genes. A variety of subclasses of
ncRNAs, like piRNA, miRNA, siRNA, and lncRNA, have regulatory roles in gene expression [83–87].
In the present research, enrichment analysis of cis-related potential targets for lncRNAs identified 2021
genes. The 61 protein-coding genes were found to be regulated by lncRNA transcripts, and GO
enrichment showed that they were enriched in in utero embryonic development (GO:0001701),
suggesting that predicted lncRNA functions during pregnancy are linked with developmental, growth,
and regulation related processes. Generally, annotation with GO terms displays many of the placentally
expressed lncRNA transcripts involved in the regulation of various biological processes also implicated
in the gestation course.

Taken together, since the functions of the majority of lncRNAs have yet to be uncovered,
tremendous effort should be made to decipher their implication in the course of gestation,
placental development, and reproductive disorders. The present research may be used as a resource for
functional studies, which is a huge challenge in determining the influence of lncRNAs on reproductive
processes. The authors’ previous study [3] established the placental gene expression landscape of
human term placenta during uncomplicated single and twin pregnancies. Therefore, it is hoped that
the results of this study will broaden the placenta-specific transcriptome database, which will be useful
in a functional field of future research.

4. Materials and Methods

4.1. Research Material

The lncRNA expression profile of human term placenta was compared between the sex of
the fetus (n = 2) and pregnancy multiplicity (n = 2). All procedures regarding tissue collection,
the characteristics of placental samples (n = 4), RNA extraction, and RNA-Seq were described
previously [3]. Briefly, Hs_p3 (male) and Hs_p14 (female) originated from single pregnancies,
whereas Hs_p9 (male) and Hs_12 (female) were from twin pregnancies. To identify lncRNAs expressed
in human term placentas, cDNA libraries were constructed and sequenced on the HiSeq 2500 Illumina
platform (Illumina, San Diego, CA, USA). The raw data were submitted to the National Center for
Biotechnology Information (NCBI) Sequence Read Archive (SRA) under accession No. SRP077553.
The experimental protocol was approved by the Bioethics Committee of the Warmia-Mazury Medical
Chamber (OIL.164/15/Bioet; 2 April 2015) in Olsztyn, Poland.

4.2. Transcriptome Assembly and Identification of Novel Transcripts

The quality of reads was checked using the FastQC tool. Preprocessing using a Trimmomatic
tool v. 0.32 [88] included the following: removal of Illumina adaptors and poly(A) stretches, exclusion of
low-quality reads (Phred cutoff = 20), and trimming of reads to equal 90 nt in length. Next, paired-end clean
reads were aligned to the reference human genome (Homo_sapiens.GRCh38.dna.primary_assembly.fa)
with annotation (Homo_sapiens.GRCh38.87.gtf) applying the STAR (v. 2.4, https://github.com/alexdobin/
STAR) mapper. As a result, a BAM file alignment of the trimmed reads to the reference genome was
obtained for each sample. StringTie v. 1.0.4 (https://ccb.jhu.edu/software/stringtie) [89] and Cuffmerge,
as part of the Cufflinks tool v. 2.2.1 (http://cole-trapnell-lab.github.io/cufflinks) [90], were applied to
expand gene and transcript annotations based on Ensembl human reference (release 90, August 2017).
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This approach enabled the identification of unannotated regions and novel splice variants expressed in
the placenta. An expanded annotation file (merge.gtf) was used for expression calculation (Cuffquant),
normalization (Cuffnorm), and differential analysis (Cuffdiff). All transcript sequences were extracted
to a FASTA file using a gffread script (Figure 1).

4.3. Classification, Characterization, and Validation of lncRNAs

Low-expressed transcripts with FPKM values ≤ 1 (expression sum of 4 libraries) were
excluded from the set of merged transcripts. Next, all transcripts longer than 200 nt were
passed for further analysis (Figure 1). Selected transcripts were divided into 2 main datasets:
(1) known lncRNA transcripts (biotypes of GENCODE (https://www.gencodegenes.org/) “lincRNA”,
“antisense”, “sense_intronic”, “sense_overlapping”, “bidirectional_promoter_lncRNA”, “non_coding”,
“macro_lncRNA”, “TEC” (to be experimentally confirmed), and “3prime_overlapping_ncRNA”);
and (2) potentially non-coding RNA (unannotated transcripts and other than lncRNAs). The second
dataset, including unknown non-coding sequences, was reduced by removing a transcript assigned to
the “protein_coding” Ensembl class code. Next, these transcripts were subjected to multi-exon filtering.
Transcript coding potential was assessed by several tools: The Coding Potential Calculator (CPC) (http:
//cpc.cbi.pku.edu.cn) [91], Pfam (https://pfam.xfam.org) [92], CPAT (http://rna-cpat.sourceforge.
net) [93], Coding-Non-Coding Index (CNCI) (https://github.com/www-bioinfo-org/CNCI) [94],
and PLEK (https://sourceforge.net/projects/plek/files) [95]. CPC (score < 0) enabled the assessment
of ORF occurrence (Figure 1). Transcripts that encoded any conserved protein domains were removed,
applying the following parameters: CPC (cutoff < 0), Pfam database (e-value 10−5; release 27),
CPAT (cutoff < 0.43), CNCI (cutoff < 0), and PLEK (cutoff < 0). Further, surviving transcripts
were searched in Rfam using Blast2GO software (https://www.blast2go.com) [96], to exclude small
ncRNAs (rRNAs, tRNAs, snRNAs, snoRNAs, and miRNAs). Sequences of both known and unknown
datasets were denoted as the final set of lncRNAs (Figure 1). Obtained data regarding known
and novel lncRNAs were validated by comparison with external data generated in similar studies.
SRA resources were searched to find projects focused on RNA-Seq of term placental tissues from
normal pregnancies ended by cesarean section. Data from the 3 most accurate BioProjects, SRP076277
(BioSamples SRR3647483 and SRR3647497), SRP090942 (BioSamples SRR4370049 and SRR4370050),
and SRP125683 (BioSamples SRR6324443, SRR6324444 and SRR6324445), were chosen for further
analysis. Then the raw data were processed with the same approach and parameters that were
applied to our data analysis. Downloaded data were aligned to the reference human genome
(Homo_sapiens.GRCh38.dna.primary_assembly.fa) with a previously generated merged.gtf annotation
file. Then, BAM files were sorted by coordinates and used to calculate FPKM values. Expression values
for 607 lncRNA loci predicted as novel and 2899 known lncRNA regions were merged and compared
with FPKM values obtained for datasets from the aforementioned BioProjects.

4.4. Different Expression and Splicing Analysis

The reads assembled to mRNA and lncRNA sequences were normalized to FPKM values using
Cuffnorm. Applying Cuffdiff, the corresponding p-values were determined for 2 comparisons:
sex and multiplicity bias in placental tissue. Thresholds for significantly different expression were
set as follows: p-adjusted < 0.05 and log2 fold change (log2FC) ≥ 1.0. A structural comparison
between lncRNA and mRNA transcripts was performed by custom R bioconductor scripts.
The QoRTs/JunctionSeq pipeline [54] was adopted for differentially expressed exons and splice
junction analysis (p-adjusted < 0.05).

4.5. LncRNA Target cis Gene Prediction

Based on the localization of lncRNA in relation to mRNA, cis interactions were predicted, since the
cis role refers to the influence of lncRNAs on vicinity target genes localized within 2000 nt upstream or
downstream of each protein coding gene on the same chromosome. Functional enrichment analysis
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(p-adjusted < 0.05) of the potential cis target genes was performed by Kobas 3.0 software (http:
//www.kobas.cbi.pku.edu.cn) [97] including Gene Ontology (GO) (http://www.geneontology.org).

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/19/7/
1894/s1.
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Abstract: In most bacteria, a bifunctional Rsh responsible for (p)ppGpp metabolism is the key player
in stringent response. To date, no transcriptome-wide study has been conducted to investigate the Rsh
regulon, and the molecular mechanism of how Rsh affects the accumulation of N-acyl-L-homoserine
lactone (AHL) remains unknown in sphingomonads. In this study, we identified an rshUS6–1 gene
by sequence analysis in Novosphingobium pentaromativorans US6-1, a member of the sphingomonads.
RNA-seq was used to determine transcription profiles of the wild type and the ppGpp-deficient
rshUS6–1 deletion mutant (Δrsh). There were 1540 genes in the RshUS6–1 regulon, including those
involved in common traits of sphingomonads such as exopolysaccharide biosynthesis. Furthermore,
both RNA-seq and quantitative real-time polymerase chain reaction (qRT-PCR) showed essential
genes for AHL production (novI and novR) were positively regulated by RshUS6–1 during the
exponential growth phase. A degradation experiment indicated the reason for the AHL absence in
Δrsh was unrelated to the AHL degradation. According to RNA-seq, we proposed σE, DksA, Lon
protease and RNA degradation enzymes might be involved in the RshUS6–1-dependent expression
of novI and novR. Here, we report the first transcriptome-wide analysis of the Rsh regulon in
sphingomonads and investigate the potential mechanisms regulating AHL accumulation, which is an
important step towards understanding the regulatory system of stringent response in sphingomonads.

Keywords: Rsh regulon; Novosphingobium pentaromativorans US6-1; sphingomonads; RNA-seq;
N-acyl-L-homoserine lactone; ppGpp

1. Introduction

Bacteria need to co-ordinate cellular responses to unfavorable environmental conditions [1]. One
major strategy to cope with environmental stress is the activation of stringent response, a global
regulatory system [2]. The stringent response is activated by (p)ppGpp (guanosine tetraphosphate and
guanosine pentaphosphate) [3]. The proteins from the RelA/SpoT (Rsh) family are the key players,
synthesizing (p)ppGpp from ATP and either GTP or GDP, and degrading (p)ppGpp to pyrophosphate
and either GTP or GDP. Most species in Betaproteobacteria and Gammaproteobacteria contain two
multi-domain Rsh enzymes, RelA and SpoT, while the majority of bacteria contain only a single Rsh
protein [3]. A number of studies have demonstrated that Rsh affected the expression of a wide range
of genes involved in physiological processes in bacteria such as Escherichia coli, Staphylococcus aureus
and Rhizobium etli [4–6]. In R. etli, there were 834 genes in the Rsh regulon involved in various
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cellular processes such as transcriptional regulation, signal transduction, production of sigma factors
and non-coding RNAs [6]. Sphingomonads, a group of Alphaproteobacteria, are widely distributed
in polluted and oligotrophic environments [7,8]. Sphingomonads have drawn much attention for
their traits, including the pronounced abilities of degrading a wide range of recalcitrant natural and
xenobiotic compounds such as polycyclic aromatic hydrocarbons (PAH) [7,9], the substitution of
sphingolipids for lipopolysaccharide in their outer membrane [10,11] as well as their production of
exopolysaccharides (EPS) [12,13]. The genomes of sphingomonads contain one single rsh gene, which
responds to environmental stress as in other bacteria [14]. However, to date, no transcriptome-wide
study has been conducted to investigate Rsh target genes in any strain of sphingomonads.

One of the physiological activities regulated by Rsh is quorum sensing (QS), a mechanism of
intercellular communication. In Gram-negative bacteria, the main QS signal is N-acyl-L-homoserine
lactone (AHL), which is produced by LuxI-type synthases. LuxR-type receptors can bind to AHL
and then stimulate the expression of luxI homologs [15]. AHL accumulation is dependent on
RelA/SpoT homologs in various bacteria such as Pseudomonas aeruginosa [16–18] and R. etli [19],
and AHL degradation is regulated by (p)ppGpp via AttM in Agrobacterium tumefaciens [20,21]. In
P. aeruginosa, deletion of both relA and spoT resulted in increased levels of 4-hydroxyl-2-heptylquinoline
and 3,4-dihydroxy-2-heptylquinoline via up-regulated pqsA and pqsR expression and decreased
levels of butanoyl-homoserine lactone and 3-oxo-dodecanoyl-homoserine lactone via down-regulated
rhlI, rhlR, lasI, and lasR expression [18]. In recent years, an increasing number of strains in
sphingomonads which produced AHLs have been isolated [22]. The comparative genomic analyses
of 62 sphingomonads genomes showed that the canonical luxI/R-type QS network was widespread
within sphingomonads [23]. In the previous study, a Tn5 mutant of Novosphingobium sp. Rr 2-17,
deficient in AHL accumulation, was found to have an insertion in an rsh gene, suggesting that QS was
under the regulation of Rsh in Novosphingobium, a member of sphingomonads. However, the potential
molecular mechanism remains unknown.

Novosphingobium pentaromativorans US6-1, which has been shown to have potential in aromatic
hydrocarbons bioremediation, is a type strain belonging to sphingomonads [24]. Its genome sequencing
has been completed and the genome database is accessible from the public NCBI database [25]. In this
study, we identified an rsh gene in N. pentaromativorans US6-1 (annotated as rshUS6–1) by sequence
analysis. The wild-type strain produced ppGpp in static culture medium while rshUS6–1 deletion mutant
(Δrsh) did not. Therefore, the transcription profiles of the wild type and Δrsh grown in static medium
was determined by RNA-seq to identify the RshUS6–1 regulon. Furthermore, we determined whether
AHL accumulation was affected by RshUS6–1 and investigated the potential molecular mechanisms
via quantitative real-time polymerase chain reaction (qRT-PCR), transcriptome analysis and an AHL
degradation experiment. These results are useful to understand the regulatory system of stringent
response in sphingomonads.

2. Results and Discussion

2.1. Sequence Analysis of RshUS6–1 Protein

The open reading frame of the full-length rshUS6–1 gene (accession number WP_007011921)
was 2094 nucleotides in length. RshUS6–1 contained the nitrogen-terminal metal-dependent
hydrolase domain (HD) (amino acids 26–177) and synthetase domain (Syn) (amino acids 236–347).
The carboxy-terminal domain of RshUS6–1 consisted of the TGS domain (for: Thr-tRNA synthetase,
GTPase and SpoT) (amino acids 385–444) and ACT domain (for: aspartate kinase, chorismate mutase
and T protein) (amino acids 625–687) (Figure 1a). These four domains are commonly present in Rsh [3].
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Figure 1. Sequence analysis of RshUS6–1 protein. (a) RshUS6–1 domain; (b) amino acid alignment of
RelA/SpoT homologs. Line 1: RshUS6–1. Line 2: RshRr2–17. Line 3: RshMtb. Line 4: RshSeq. Line 5:
RshRet. Line 6: SpoTEcoli. Line 7: RelAEcoli (see in Materials and Methods). Light grey boxes represent
six conserved motifs in HD domain (HD 1: R. HD 2: H. HD 3: HD. HD 4: ED. HD 5: DR. HD 6: N) while
dark grey boxes represent five conserved motifs in Syn domain (Syn 1: RxKxxxSxxxK. Syn 2: DxxxxR.
Syn 3: YxxxH. Syn 4: ExQIRT. Syn 5: H) [26]; (c) phylogenetic tree based on RelA/SpoT homologs.
Sequences, available at NCBI GenBank, were aligned by using the ClustalW algorithm [27] in MEGA
version 6.0 [28]. Then a phylogenetic tree was constructed by the neighbor-joining method [29] with
1000 bootstrap replicates [30] after cutting off the redundant sequences at the end, with the use of
MEGA version 6.0. The Rsh protein from Anabaena sp. PCC 7120 (accession number BAB77915)
was used as outgroup [31]. There were five clusters: C1 for Rsh in Alphaproteobacteria, C2 for SpoT
in Gammaproteobacteria, C3 for Rsh in Actinobacteria, C4 for RelA in Gammaproteobacteria, C5 for Rsh
in Firmicutes.

RshUS6–1 displayed high sequence similarity to Rsh proteins whose functions had been identified
in other strains [32–36]. The identities of RshUS6–1 with RshRr2–17, RshMtb, RshSeq, RshRet, SpoTEcoli and
RelAEcoli were 88%, 37%, 38%, 43%, 38% and 30% respectively. In the HD domain (Figure 1b), RshUS6–1

contained six motifs, which are predicted to be essential for (p)ppGpp hydrolysis [26]. RelAEcoli was
more divergent in these motifs, which was consistent with its loss of hydrolase activity. In the Syn
domain (Figure 1b), RshUS6–1 also contained five conserved motifs that were proved structurally and
biochemically important for (p)ppGpp synthetase activity [26].

The phylogenic analysis of RelA/SpoT homologs was performed (Figure 1c). The result showed
that there was a clear separation of the RelA/SpoT families, forming five clusters: C1 for Rsh in
Alphaproteobacteria, C2 for SpoT in Gammaproteobacteria, C3 for Rsh in Actinobacteria, C4 for RelA in
Gammaproteobacteria, C5 for Rsh in Firmicutes. RshUS6–1 was grouped with RshRr2–17 in C1. These
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data suggested that RshUS6–1 possessed the sequence required for the (p)ppGpp synthetase and
hydrolase activities.

2.2. N-Acyl-L-homoserine Lactone (AHL) Accumulation in the Cross Feeding Assay and Extract Assay

To determine the effect of RshUS6–1 on the AHL accumulation, cross-feeding and extract assays
were performed. The results of the cross-feeding and extract assays were consistent (Figure 2). In the
cross-feeding assay, strains were grown as biofilm and only US6-1 showed AHL accumulation. In the
extract assay, US6-1 accumulated AHL signals in static cultures while no AHL was detected in Δrsh
during the whole growth period. To verify that the rshUS6–1 deletion was responsible for the absence of
AHL, a rshUS6–1 complementation strain Δrsh (pCM62-rsh) was created. Δrsh (pCM62-rsh) restored
the same phenotype as the wild-type strain, suggesting that RshUS6–1 was required for the AHL
accumulation. In the extract assay, the AHL molecules in the extract of culture would diffuse through
the soft agar to the reporter strain A. tumefaciens A136, and activate the traI-lacZ fusion. Therefore, we
could determine the quantity of AHL molecules by the diffusion area indicated by the diameter of the
blue coloration in the presence of 5-bromo-4-chloro-3-indolyl-β-D-galactopyranoside (X-Gal) [37]. The
relationship between the growth of US6-1 and AHL accumulation was analyzed carefully. The bacteria
cells grew exponentially for about 48 h and then entered the stationary phase. Similarly, the AHL
accumulation was maximized at 48 h and then declined, indicating US6-1 could degrade AHL signals.

 

Figure 2. AHL accumulation in US6-1, Δrsh and Δrsh (pCM62-rsh). (a) AHL accumulation assay by
cross-feeding. P5Y3 agar plate was covered with 50 μL X-gal. The AHL reporter strain A136 and the
tested strains were streaked side by side on the agar plates. Plates were incubated for 24 h, when the
activation of the reporter was recorded. Strain A136 versus A136 was used as negative control. One
representative experiment out of three independent biological replicates is shown. (b) Time course of
population density of US6-1 (filled squares), Δrsh (filled circles) and Δrsh (pCM62-rsh) (filled triangles)
and AHL accumulation of US6-1 (open squares) and Δrsh (pCM62-rsh) (open triangles) in the extract
assay. Fresh colonies of strains were first inoculated into P5Y3 broth at the shaking speed of 200 rpm to
an OD600 value of 1. Then 250 μL of this seed culture was re-inoculated into 50 mL of fresh P5Y3 broth
and incubated statically. The growth curve was drawn from measuring the OD600 values. AHL signals
in cultures were then extracted by ethyl acetate (EA). The extracts were spotted onto LB soft agar plates
plus X-gal mixed with A136. The plates were incubated for 12 h at 30 ◦C and the diameters of blue
stains which represented the quantity of AHL signals in bacterial cultures were measured. No AHL
was detected in Δrsh. Values shown are the average of biological triplicate experiments with standard
deviations marked with error bars.
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2.3. ppGpp Accumulation in Strain US6-1 and Its Derivatives

We monitored the endogenous ppGpp levels in US6-1, Δrsh and Δrsh (pCM62-rsh) (Figure 3).
The presence of ppGpp in US6-1 culture at 72 h of incubation (stationary phase) was determined
while no ppGpp was detected in Δrsh. When we analyzed ppGpp accumulation in Δrsh (pCM62-rsh),
the complementation of ppGpp production was observed, confirming that RshUS6–1 was responsible for
ppGpp synthesis. These results showed that the stringent response in US6-1 and the complementary
strain was induced under the current culture conditions. Nutrient limitation is one of the conditions
that can induce the stringent response. However, the medium used in this study was nutrient-rich
P5Y3 medium. Several studies has recently found that antibiotics, acid stress and oxidative stress
could also induce the stringent response [38]. Therefore, it seems that many factors which can induce
the stringent response of bacteria remain unknown. At 36 h of incubation (exponential growth phase),
we could not detect the ppGpp accumulation in US6-1 culture. This was probably because the ppGpp
level was below the detectable range, as ppGpp is generally thought to be present at basal levels in the
exponential growth phase [3]. However, previous studies showed that ppGpp could still regulate the
expression of a wide range of genes during this growth period [3,6].

Figure 3. ppGpp accumulation in strain US6-1, Δrsh and Δrsh (pCM62-rsh) in different growth
phases. Levels of ppGpp in cultures of US6-1 (a,d), Δrsh (b,e) and Δrsh (pCM62-rsh) (c,f) in the
exponential growth phase (36 h) and in the stationary phase (72 h) were monitored by reverse phase
high-performance liquid chromatography (HPLC) analysis. The eluted nucleotides were monitored
at 254 nm and identified by comparison with the retention time of 100 μM ppGpp standard. ppGpp
standard was eluted at 71 min under the current conditions and the position is indicated by an arrow.

2.4. Global Overview of the RshUS6–1 Regulon

The RNA-seq of strain US6-1 and Δrsh cultivated in static conditions, in which US6-1 accumulated
AHL signals, was conducted to determine the RshUS6–1 regulon. An average of 24 million clean reads
in one sample were obtained. The total mapping radios and uniquely mapping ratios of clean reads
to reference genome of US6-1 were up to 98% and 95%, indicating that the sequencing was deep
enough to cover almost all kinds of transcripts in the cells (Table S1). The genome of US6-1 contains
5110 annotated protein-encoding genes, 59 pseudo genes and 82 RNA genes [25]. The comparative
transcriptome analysis between strain US6-1 and Δrsh revealed 1540 RshUS6–1-dependent differentially
expressed genes (DEGs), which were defined according to the combination of the absolute value
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of a fold change ≥2 and an adjust p value ≤ 0.05 (Table S2). Compared with the wild type, 911 of
these genes were up-regulated (17.83%) and 629 genes (12.31%) were down-regulated in Δrsh (Δrsh vs.
US6-1). The differential expression varied between an 8.82-fold up-regulation of a gene encoding a
protein of ferrisiderophore receptor (WP_007014902) and a 40.5-fold down-regulation of an autoinducer
synthesis protein (WP_007013362). The transcriptome data were validated by analyzing the expression
levels of 39 representative genes using qRT-PCR (Table S3). The result showed that 29 (74.36%) of the
tested genes were regulated in the same direction (up or down) in both RNA-seq data and qRT-PCR
(Δrsh vs. US6-1), and the fold change of each gene in qRT-PCR was log2(x) > 1 or log2(1/x) < −1
(representing a plain fold-change >2) with statistical differences. Among these 29 genes, the expression
of 24 genes by qRT-PCR (the complementary strain vs. US6-1) was not different significantly or was
regulated in the opposite direction in the RNA-seq data. Therefore, the transcriptome data were in
good agreement with the qRT-PCR data, which proved the reliability of the transcriptome data.

These genes were further grouped based on Kyoto Encyclopedia of Genes and Genomes
(KEGG) annotation and pathway enrichment analysis (Figure 4a). The Fisher’s exact test identified
12 significantly over-represented KEGG pathways. The result suggested that RshUS6–1 controlled
a variety of metabolic pathways. The most of the DEGs involved in ribosomal protein production,
porphyrin and chlorophyll metabolism, amino acyl-tRNA biosynthesis, oxidative phosphorylation,
TCA cycle, phenylalanine, tyrosine and tryptophan biosynthesis were up-regulated in the mutant,
which suggested that the role of RshUS6–1, similar to that in E. coli, was to repress the majority of cellular
processes to reallocate cellular resources [39]. Although one of the hallmarks of stringent response is
the induction of amino acid biosynthesis [39,40], unexpectedly, in Δrsh most genes involved in amino
acid biosynthesis were up-regulated. Similarly, in relA mutant of Pectobacterium atrosepticum, several
unlinked clusters of genes involved in branched chain amino acid metabolism (ilvGMEDA, ilvlH, ilvBN
and leuABCD) were also up-regulated [41]. There may be other mechanisms which can induce amino
acid biosynthesis when US6-1 grows under environmental stress. According to the validation of the
transcriptome data, DEGs involved in AHL production, sigma factor synthesis, RNA degradation, EPS
biosynthesis, PAH degradation, sphingolipid production, cell division and shape and GTP synthesis
were chosen, and their expression profiles were visualized in the heat map (Figure 4b, Table S3). Except
the genes related to AHL production, the most of these genes were under negative control of RshUS6–1.
These DEGs will be discussed in detail in the following paragraphs.

Figure 4. Cont.
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Figure 4. Differentially expressed genes (DEGs) overview (Δrsh vs. US6-1) in the RNA-seq data.
(a) Over-represented Kyoto Encyclopedia of Genes and Genomes (KEGG) categories. KEGG annotation
and pathway enrichment analysis was performed using the KEGG pathway database (http://www.
genome.jp/kegg/). The p values denote the enriched levels in a KEGG pathway, which was calculated
using a Fisher’s exact test [42]. Up- and down-regulated genes (Δrsh vs. US6-1) are represented by red
and blue bars respectively, representing the number of genes per functional category. (b) Heat map
of log2 expression ratios of specific DEGs involved in AHL production, sigma factor synthesis, RNA
degradation, EPS biosynthesis, PAH degradation, sphingolipid production, cell division and shape,
GTP synthesis and other functions in strain US6-1 and Δrsh. Expression values are reflected by red-blue
coloring as indicated. The heat map was drawn by the software HemI [43].

2.5. Essential Genes for AHL Production were Positively Regulated by RshUS6–1 in the Exponential
Growth Phase

There are only one gene novI, encoding an autoinducer synthase (WP_007013362) and one
gene novR encoding a LuxR family transcriptional regulator containing an autoinducer binding
domain (WP_007013363) in the genome of US6-1. These two genes are essential for AHL production.
The transcriptome data showed that in strain Δrsh, novI and novR were down-regulated 40.5 and
2.35-fold at 36 h of incubation, respectively. The qRT-PCR analysis of culture samples from different
growth periods confirmed the decreased expression levels of novI and novR in Δrsh (Table 1). The novI
and novR were both down-regulated significantly at 36 h and 48 h (exponential growth phase) in Δrsh
while Δrsh (pCM62-rsh) could complemented their expression.

Although the essential genes for AHL production were down-regulated in the exponential growth
phase due to the lack of ppGpp, Δrsh still possibly produced low concentrations of AHL signals.
Since US6-1 could degrade AHL signals, we analyzed whether Δrsh degraded AHL in the exponential
growth phase. When provided with 2 μM medium-chain AHL (C8-AHL and 3-OH-C8-AHL) as
cosubstrates in culture medium, Δrsh did not show the capacity to degrade the medium-chain AHL
at 48 h (Figure 5). However, at 72 h of incubation, there were fewer AHL signals in Δrsh cultures.
These results suggested that Δrsh might not degrade AHL signals in the exponential growth phase.
The activation of its capacity to degrade AHL was likely related to the entrance to the stationary phase.
Overall, the reason why RshUS6–1 was required for the AHL accumulation was that RshUS6–1 positively
regulated essential genes for AHL production in the exponential growth phase, and might be unrelated
to the AHL degradation.
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Table 1. Relative expression levels of novI and novR by quantitative reverse transcription polymerase
chain reaction (qRT-PCR). RNA samples were extracted from bacterial cultures after 24 h, 36 h, 48 h
and 72 h. The levels of gene expression in US6-1, Δrsh, Δrsh (pCM62-rsh) were normalized to 16S
rRNA gene, and the relative levels in Δrsh and Δrsh (pCM62-rsh) to that in the wild-type strain
(set as value of 1) were reported. Values shown are the average of biological triplicate experiments with
standard deviations (mean ± standard deviation (SD)). “*” represents p < 0.05; “**” represents p < 0.01;
“***” represents p < 0.001.

Genes Strains 24 h 36 h 48 h 96 h

novI US6-1 1.166 ± 0.773 1.060 ± 0.466 1.115 ± 0.647 1.039 ± 0.356
Δrsh 0.261 ± 0.083 0.011 ± 0.002 * 0.020 ± 0.004 * 0.026 ± 0.004 **

Δrsh (pCM62-rsh) 0.501 ± 0.085 *** 0.648 ± 0.216 0.753 ± 0.097 3.975 ± 1.547 *
novR US6-1 1.012 ± 0.185 1.006 ± 0.129 1.001 ± 0.055 1.029 ± 0.314

Δrsh 0.119 ± 0.018 ** 0.068 ± 0.005 *** 0.547 ± 0.017 *** 0.881 ± 0.354
Δrsh (pCM62-rsh) 0.601 ± 0.050 ** 0.463 ± 0.076 0.543 ± 0.054 2.486 ± 0.972

Figure 5. Identification of degradation of the medium-chain AHL by Δrsh. Strain Δrsh was incubated
with 2 μM C8-AHL (a) and 3-OH-C8-AHL (b) in culture medium for 24 h (early exponential growth
phase), 48 h (late exponential growth phase) and 72 h (stationary phase), after which the EA extracts
were spotted onto AHL reporter plates mixed with A136. The diameters of the blue stains represent
the quantity of residual AHL signals. To avoid the influence of the AHL produced by strain US6-1 in
the exponential growth phase, novI deletion mutant (ΔnovI) which could not produce AHL was used
as positive control. Blank medium (BM) with AHL was used as negative control.

2.6. Potential Molecular Mechanisms of RshUS6–1-Dependent Expression of novI and novR

In the case of E. coli, (p)ppGpp regulates the expression of genes through binding to β’-subunit
of RNA polymerase to destabilize the short-lived open complexes that form at certain promoters [3].
However, genes in the RshUS6–1 regulon were numerous and the proteins which can modulate the
expression of luxI/R homologs vary in bacteria [44]. Therefore, the transcriptome data were used to
investigate the potential molecular mechanisms of the decreased expression of novI and novR in Δrsh.

During exponential growth, transcription is widely under control of the housekeeping sigma
factor σ70. ppGpp can regulate the expression of genes via the regulation of alternative sigma factor
competition [45]. Previous studies showed that QS was influenced by alternative sigma factors.
In P. aeruginosa PAO1 and P. fluorescens UK4, ppGpp up-regulates the expression of rpoS encoding a
stationary phase sigma factor and RpoS increases the expression level of AHL-related genes as well
as the AHL production [16,46]. However, the Pseudomonas model might not be applicable in strain
US6-1, since its genome does not encode a corresponding RpoS. US6-1 possesses 22 putative sigma
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factors. Only one housekeeping sigma factor σ70 (WP_007014490) was up-regulated 2.2-fold while
a extracytoplasmic function (ECF) sigma factor (WP_007013352) was down-regulated 2.73-fold in
Δrsh. The link between ECF sigma factor and QS has recently given rise to controversy. ECF sigma
factors can bind directly to -10 and -35 elements in the luxR promoter, thus inducing luxR expression.
The binding sites of this kind of sigma factors are also identified in the upstream region of luxS [47,48].
However, the effect of ECF sigma factors on QS was not observed in another study [49].

Our data showed that dksA (WP_007012876) was up-regulated significantly (6.41-fold) in Δrsh.
DksA, a (p)ppGpp cofactor, can bind the secondary channel and sensitize RNAP to (p)ppGpp at
many promoters [3]. The previous study showed that DksA could also function without ppGpp [50].
In P. aeruginosa, DksA represses the expression of rhlI during the exponential growth [51].

The gene encoding an ATP-dependent Lon protease (WP_007012358) was up-regulated
2.01-fold due to the RshUS6–1 absence. The gene is involved in the toxin–antitoxin (TA) module,
a (p)ppGpp-dependent mechanism related to antibiotic tolerance and resistance [3]. Lon protease is a
powerful negative regulator of two HSL-mediated QS systems in P. aeruginosa [52]. In the TA model,
(p)ppGpp activates the Lon protease [3]. Interestingly, our data indicated an opposite type of the TA
module regulation of ppGpp in strain US6-1.

Moreover, the expression levels of two genes involved in the putative functions of RNA
degradation (WP_007014797 and WP_007015015) were increased 2.62 and 2.19-fold respectively in
Δrsh. The enzyme responsible for RNA degradation has been reported to degrade mRNA of AHL
synthase genes and thus decrease the AHL production rapidly [53]. Overall, the above transcriptome
data showed that ppGpp could regulate several factors including the ECF sigma factor, DksA,
ATP-dependent Lon protease and RNA degradation enzymes. These factors have been proved
to affect the expression of luxI/R homologs in other bacteria. However, the relationship between
these factors and luxI/R homologs in sphingomonads remains unknown and needs further studies.
We proposed these potential molecular mechanisms of ppGpp-dependent expression of novI and novR,
which might contribute to giving insight into the complicated cross-talk between stringent response
and QS in sphingomonads.

2.7. Repressed Exopolysaccharides (EPS) Biosynthesis

Many strains in sphingomonads can produce EPS [12,13]. The transcriptome data showed the
gene encoding a putative glucan biosynthesis protein (WP_052117974) and two genes involved in
capsule biosynthesis and export (WP_052118064, WP_007015819) were up-regulated 3.03, 2.07 and
3.01-fold respectively in strain Δrsh. Glucans are major constituents of capsular materials [54]. Thus,
we analyzed Δrsh for Congo red binding. Congo red binds certain polysaccharides as well as polymers
that display amyloid-like properties [12]. On Congo red plates, the colony biofilm of Δrsh was light red,
while the wild-type strain appeared slightly orange. The complemented strain showed a phenotype
similar to that of the wild-type strain (Figure 6a). Furthermore, the culture of Δrsh bound more Congo
red than the wild type, leaving less Congo red in the cell-free supernatant. The Congo red bounding of
Δrsh (pCM62-rsh) showed no significant difference with that of strain US6-1 (Figure 6b). The results
suggested that RshUS6–1 affected EPS biosynthesis as a repressor, consistent with the changes of the
expression levels of the above genes. This phenomenon was also observed in Sinorhizobium meliloti [55].
When the local environment becomes unfavorable (e.g., nutrient or oxygen deficiency), the motile
behavior is important for bacteria to move towards a better environment to survive. In several strains
of sphingomonads, the presence of EPS can result in a phenotypic shift from planktonic cells to
non-motile cells [13]. Therefore, the repression of RshUS6–1 on the EPS biosynthesis might be a survival
strategy of strain US6-1.
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Figure 6. Assessment of EPS production of strain US6-1, Δrsh and Δrsh (pCM62-rsh). (a) Colony
biofilm morphology of strains on the P5Y3 plates containing 40 μg/mL Congo red. One representative
experiment out of three independent biological replicates is shown. The white bar represents 5 mm.
(b) Congo red binding assay. The biomass of strains grown in static culture for 96 h was determined
gravimetrically as cell wet weigh. The bacterial mass was then mixed with 1 mL of Congo red
(100 μg/mL) in 0.9% saline for binding. After removing the biomass, the OD490 of unbound Congo
red in supernatant was measured and the percentage of Congo red left in supernatant g−1 was shown.
The OD490 of 100 μg/mL Congo red in 0.9% saline was used as the control. The results are averages of
three replicates, and the error bars indicate standard deviations. “***” represents p < 0.001.

2.8. RshUS6–1 Regulon Involved in Other Processes

The large plasmids present in US6-1 possess putative biodegradation genes that play a key
role in PAH degradation [56]. These genes were investigated in the transcriptome data. Two genes
(WP_007014585, WP_007014540) located in the large plasmid pLA3 showed up-regulation in Δrsh,
which was similar to the situation in Sphingomonas sp. LH128 [14]. For strain LH128, the expression of
phenanthrene catabolic genes were decreased while rsh was up-regulated after 6 months of starvation.
This indicated that RshUS6–1 might affect the degradation of PAH. Many researches on sphingomonads
mainly focused on enzymes which could degrade PAH directly [56]. Considering sphingomonads
always degrade aromatic compounds in contaminated soil with limited nutrient availability [7],
studying the relationship between Rsh and genes involved in the degradation of aromatic compounds
would help understand a comprehensive degradation mechanism. Future studies carried out in an
environment contaminated with PAH using Δrsh are needed to investigate the relationship.

All sphingomonads contain in their outer membranes sphingolipids which replace
lipopolysaccharides [7]. Serine palmitoyltransferase (SPT) is a key enzyme in sphingolipid
biosynthesis [57]. Two up-regulated genes (WP_007012867 and WP_007014840) were annotated as
α-oxoamine synthases, a family of enzymes including SPT. Their identification of amino acid sequences
with SPT from Sphingomonas paucimobilis and Sphingomonas wittichii were more than 30% [57,58],
indicating they were responsible for encoding SPT. Sphingolipids play an important role in bacterial
survival under stress [59]. However, our results indicated that when spingomonads encountered
environmental stress, sphingolipid biosynthesis was repressed via stringent response instead of being
induced, probably for energy and resource saving.
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The expression level of shape determination genes (rodA, mreC and mreB), cell-division genes
(ftsW, ftsQ) and genes encoding penicillin-binding proteins increased as a result of the deletion
of rshUS6–1. These genes were involved in cell size and shape, indicating that the morphology of
US6-1 was regulated by RshUS6–1. Starvation stress can result in the changes of cell morphology of
Sphingomonas [14,60]. The reason might be that the change of cell size and shape improves the uptake
of scarce nutrients due to the increase in cell surface area to volume ratio [61]. Our data suggested that
US6-1 might adapt to environment stress via the change in cell size or shape regulated by RshUS6–1.

Genes responsible for putative regulatory functions were investigated. Several transcriptional
regulators including the cold shock protein, an UspA and a PadR family transcriptional regulator were
down-regulated. The balance of available GTP might be altered due to the up-regulation of two genes
involved in GTP synthesis, a gene encoding an IMP dehydrogenase (WP_007014769) and a pyruvate
kinase (WP_007012903). In Bacillus subtilis, Rsh regulates transcription mainly by altering the balance
of GTP [3]. Whether Rsh also affects the expression of genes through the changes of GTP concentration
in sphingomonads remains unknown. In addition, the genome of US6-1 contains 16 chemotaxis-related
genes in a “che” cluster, in which several genes were up-regulated. Many genes involved in iron
homeostasis were also in the RshUS6–1 regulon. There was an up-regulation in the expression level of
genes encoding transporters ExbD and a ferrous iron transporter B and a 3.48-fold down-regulation in
the gene related to bacterioferritin. Among proteins annotated as TonB-dependent receptors, 10 were
up-regulated and 13 were down-regulated. The absence of RshUS6–1 seemed to result in a disruption in
iron homeostasis.

3. Materials and Methods

3.1. Bacterial Strains, Plasmids and Growth Conditions

Bacterial strains and plasmids used in this study are listed in Table 2. Strain US6-1 and its
derivatives were grown in P5Y3 (5 g/L peptone, 3 g/L yeast exact and 25 g/L sea salt, pH = 6.5 ± 0.2)
at 30 ◦C. Unless noticed otherwise, in all experiments fresh colonies of US6-1 and its derivatives were
first inoculated into P5Y3 broth at the shaking speed of 200 rpm to an OD600 value of 1 and 250 μL
of this seed culture was then re-inoculated into 50 mL of fresh P5Y3 broth and incubated statically.
E. coli and A. tumefaciens A136 were grown in Luria Broth (10 g/L tryptone, 5 g/L yeast extract, 10 g/L
NaCl) at 37 ◦C or 30 ◦C, respectively. When appropriate, the following antibiotics were added to the
medium: kanamycin (100 μg/mL), streptomycin (100 μg/mL), rifampicin (50 μg/mL) and tetracycline
(9 μg/mL) for strain US6-1 and its derived strains, kanamycin (50 μg/mL), tetracycline (9 μg/mL) and
ampicillin (100 μg/mL) for E. coli, tetracycline (4.5 μg/mL) and spectinomycin (50 μg/mL) for A136.

Table 2. Bacterial strains and plasmids used in this study.

Strains or Plasmids Relevant Traits Source or Reference

Strains

N. pentaromativorans

US6-1 Wild type (JCM 12182) Microbe division JCM

Δrsh US6-1, rshUS6-1 deletion mutant, Rifr This study

Δrsh (pCM62-rsh) Δrsh with the plasmid pCM62-rsh, Tcr This study

ΔnovI US6-1, novI deletion mutant, Rifr Lab stock

E. coli

DH5α F- hsdR17 endA1 thi-1 gyrA96 relA1
supE44ΔlacU169 (ψ80dlacZΔM15) TransGen Biotech
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Table 2. Cont.

Strains or Plasmids Relevant Traits Source or Reference

S17-1 (λpir) E. coli K-12 Tpr Smr recA thi hsdRM+

RP4::2-Tc::Mu::Km Tn7, λpir phage lysogen [62]

A. tumefaciens A136
(pCF218) (pCF372) traI-lacZ fusion; AHL biosensor; Tcr Spr [63]

Plasmids

pMD19-T T-vector, Ampr TaKaRa, Dalian, China

pAK405 Plasmid for allelic exchange and markerless
gene deletions; Kmr [64]

pAK405-rsh pAK405 with fusion of up- and
downstream regions of rshUS6-1; Kmr This study

pCM62 Broad-host-range cloning vector; IncP
origin of replication; Tcr [65]

pCM62-rsh pCM62 with rshUS6-1 ORF and 502 bp of
upstream region; Tcr This study

3.2. Sequence Analysis of RshUS6–1

The nucleotide sequence of rshUS6–1 (accession number WP_007011921) and its deduced
amino acid sequences were obtained from NCBI GenBank (https://www.ncbi.nlm.nih.gov,
15 November 2016). Domain prediction was carried out using Conserved Domain Database in NCBI.
Multiple-sequence alignments were accomplished using BIOEDIT version 7.0.9.0 (Ibis Therapeutics,
Carlsbad, CA, USA) [66]. The identities of RshUS6-1 with RshRr2-17 (Rsh from Novosphingobium sp.
Rr 2-17, accession number ACH57394) [33], RshMtb (Rsh from Mycobacterium tuberculosis, accession
number CAB01260) [34], RshSeq (Rsh from Streptococcus equisimilis, accession number CAA51353) [35],
RshRet (Rsh from Rhizobium etli, accession number ABC90188) [36], SpoTEcoli (SpoT from E. coli,
accession number AAC76674) [32] and RelAEcoli (RelA from E. coli, accession number AAC75826) were
calculated by BLAST+ program [67]. For construction of phylogenetic trees, sequences were aligned by
using the ClustalW algorithm [27] in MEGA version 6.0 [28]. Then a phylogenetic tree was constructed
by the neighbor-joining method [29] with 1000 bootstrap replicates [30] after cutting off the redundant
sequences at the end, with the use of MEGA version 6.0. The Rsh protein from Anabaena sp. PCC 7120
(accession number BAB77915) was used as outgroup [31].

3.3. Strain Construction

Primers used in the present study are listed in Table S4. The in-frame gene deletion mutant
was constructed as described previously [64]. Briefly, up- and down-stream flanking regions of
rshUS6–1, approximately 400 bp each, were amplified by PCR with the primer pairs rsh-5O/rsh-5I
and rsh-3O/rsh-3I and joined using overlap PCR with rsh-5O/rsh-3O. The resulting fragments were
cloned into the plasmid pAK405 via the BamHI/HindIII restriction site. The pAK405 derivative was
subsequently delivered into US6-1 via conjugal transfer from E. coli S17-1 (λpir). After the conjugal
transfer, bacteria were plated on P5Y3 supplemented with kanamycin (100 μg/mL) and rifampicin
(50 μg/mL). Individual colonies were restreaked once on the same medium and then plated on P5Y3
supplemented with 100 μg/mL streptomycin to select for the second homologous recombination event.
The resulting colonies were restreaked on both P5Y3 supplemented with 100 μg/mL streptomycin and
P5Y3 containing 100 μg/mL kanamycin, and kanamycin-sensitive clones were analyzed by colony
PCR using primers rsh-FO/rsh-RO.

For complementation studies, fragments containing the rshUS6–1 ORFs and upstream regions
were amplified by PCR using the primer pairs PrshF/PrshR. The PCR products were cloned into
the plasmid pCM62 [65] to generate pCM62-rsh via the EcoRI/HindIII restriction site. The plasmid
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pCM62-rsh was transformed into Δrsh by electroporation (2 kV) using a MicroPulse electroporator
(Bio-Rad, Hercules, CA, USA). The complementary strain was verified by qRT-PCR and the tetracycline
resistance (9 μg/mL). A Bacterial Genomic DNA Extraction Kit, a Gel Extraction Kit and a Plasmid
Miniprep Kit were purchased from TransGen Biotech (Beijing, China) and used according to the
manufacturer’s instruction.

3.4. Growth Curve

Fresh colonies of US6-1 and its derivatives were first inoculated into P5Y3 broth at the shaking
speed of 200 rpm to an OD600 value of 1. Then, 250 μL of this seed culture was re-inoculated into 50 mL
of fresh P5Y3 broth and incubated statically. The growth curve was drawn from measuring the OD600

values. The OD600 values were monitored using the Spectrophotometer (Metash, Shanghai, China).

3.5. Detection of AHL Accumulation

Strains were tested for AHL accumulation by cross-feeding and extract assays according to
the previous study [37]. In the cross-feeding assay, a P5Y3 agar plate was covered with 50 μL X-gal
(20 mg/mL stock solution in dimethylformamide). The AHL reporter strain A136 and the tested strains
were streaked side by side on the agar plates. Plates were incubated for 24 h, when the activation of
the reporter was recorded. A136 versus A136 was used as negative control.

In the extract assay, AHL signals in culture broths were extracted three times by equal volume
of ethyl acetate (EA). The EA extracts were combined and evaporated at 55 ◦C to dry under reduced
pressure. The extracts were re-dissolved in 1 mL of EA and passed through a sodium sulfate column
to remove water. The extracts were spotted onto LB soft agar plates plus X-gal mixed with A136.
The plates were incubated for 12 h at 30 ◦C and the diameters of the blue stains which represented the
quantity of AHL signals in bacterial culture were recorded.

3.6. ppGpp Analysis

ppGpp was extracted with formic acid [68]. At 36 h (exponential growth phase) and 72 h
(stationary phase) of incubation, bacterial cells were collected by centrifugation and suspended in
1 mL of 0.9% saline. Then 100 μL of 11 M formic acid was added to the suspension. The sample was
vigorously mixed and incubated on ice for 30 min. These samples were centrifuged at 10,000× g for
10 min at 4 ◦C. The supernatant was filtered through 0.2 μm filters and stored at −20 ◦C until use in
HPLC analysis.

To assay ppGpp, 100 μL of the extract was subjected to 1100 Series HPLC (Agilent, Santa Clara, CA,
USA) by using a ZORBAX SB-C18 column (4.6 × 250 mm, 5 μm, Agilent) at a flow rate of 1.0 mL/min.
The mobile phase (pH 6.0) consisted of 125 mM KH2PO4, 10 mM tetrabutyl ammonium dihydrogen
phosphate, 60 mL/L methanol, and 1 g/L KOH [68]. The eluted nucleotides were monitored at 254 nm
and identified by comparison with the retention time of 100 μM ppGpp standards (TriLink Biosciences,
San Diego, CA, USA). The ppGpp standard was eluted at 71 min under the current conditions.

3.7. Identification of AHL Degradation of Δrsh in the Exponential Growth Phase

To determine whether AHL was degraded by Δrsh in the exponential growth phase, Δrsh was
incubated with 2 μM medium-chain AHL (C8-AHL and 3-OH-C8-AHL) for 24 h, 48 h and 72 h, after
which the EA extracts were spotted onto AHL reporter plates [69]. The residual AHL was detected by
A136. To avoid the influence of the AHL produced by US6-1 in the exponential growth phase, novI
deletion mutant, which could not produce AHL, was used as positive control. Blank medium with
AHL was used as negative control.
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3.8. RNA Extraction and RNA-seq

Cultures of US6-1, Δrsh and Δrsh (pCM62-rsh) after 24 h, 36 h, 48 h and 72 h of static incubation
were frozen in liquid nitrogen and stored at −80 ◦C. Total RNA extraction was performed with
RNAprep pure Cell/Bacteria Kit (Tiangen biotech, Beijing, China) according to the manufacturer’s
instructions. RNA concentration and purity were determined at 230 nm using a NanoDrop ND-1000
(Thermo Scientific, Waltham, MA, USA). Genomic DNA contamination was removed and cDNA was
synthesized using FastKing gDNA Dispelling RT SuperMix (Tiangen biotech, Beijing, China).

Samples of cDNA of US6-1 and Δrsh at 36 h of incubation (exponential phase) were chosen for
RNA-seq analysis. Library construction and sequencing were performed on a BGISEQ-500 platform
by Beijing Genomic Institution (Shenzhen, China). All the raw sequencing reads were filtered to
remove low quality reads and reads with adaptors, reads in which unknown bases are more than
10%. Clean reads were then obtained. These reads were stored as FASTQ format and then deposited
in the NCBI Sequence Read Archive (http://trace.ncbi.nlm.nih.gov/Traces/sra, 22 May 2018) under
the accession number SRP148564. HISAT [70] was used to map clean reads to genome of US6-1.
For gene expression analysis, the matched reads were calculated and then normalized to reads per
kilobaseper million mapped reads using RESM software [71]. The significance of the differential
expression of genes was defined according to the combination of the absolute value of the fold change
≥2 and an adjusted p value ≤ 0.05 using DESeq2 algorithm [72]. KEGG-based annotation and pathway
enrichment analysis was performed using the KEGG pathway database (http://www.genome.jp/
kegg/, 25 September 2017). All these KEGG terms were decided by a Fisher’s exact test with phyper
function in R language [42]. An adjust p value of 0.01 was used as the threshold to obtain significantly
over-represented KEGG terms.

3.9. Quantitative Real-Time Polymerase Chain Reaction (qRT-PCR)

Quantitative real-time PCR (qRT-PCR) was performed according to protocols described
previously [73]. cDNA samples were used as the templates for amplification by using SYBR Premix
Ex TaqTM Kit (Tli RNaseH Plus) (TaKaRa, Dalian, China) in Applied Biosystems StepOnePlusTM

Real-Time PCR System (Thermo Scientific, Waltham, MA, USA). Primers were designed on the Sangon
website (http://www.sangon.com/, 14 January 2018) and listed in Table S4. The following PCR
program was used: 95 ◦C for 30 s, followed by 40 cycles of 95 ◦C for 5 s, 60 ◦C for 30 s. A heat
dissociation curve (60–95 ◦C) was checked after the final PCR cycle to determine the specificity of the
PCR amplification. The gene expression levels of derivatives of US6-1 relative to the wild-type strain
were analyzed using the 2−ΔΔCt analysis method [74] (Δrsh vs. US6-1 or the complementary strain
vs. US6-1). The 16S rRNA gene was used as internal references to normalize cDNA templates.
Negative controls with nuclease-free water as templates for each primer set were included in
each run. The expression profiles obtained from the RNA-seq were validated by qRT-PCR of 39
representative genes involved in functional groups including AHL production, sigma factor synthesis,
RNA degradation, EPS biosynthesis, PAH degradation, sphingolipid production, cell division and
shape, GTP synthesis and other functions. The RNA-seq data were considered valid if they met both
two requirements. One was that the gene expression (Δrsh vs. US6-1) was regulated in the same
direction (up or down) in both RNA-seq data and qRT-PCR, and the fold change of genes tested by
qRT-PCR was log2(x) > 1 or log2(1/x) < −1 (i.e., a plain fold change >2) with statistical differences
(p value < 0.05) [75]. Another was that the gene expression (the complementary strain vs. US6-1) by
qRT-PCR was not different significantly or was regulated in the opposite direction in the RNA-seq
data. The above valid DEGs were chosen to be clustered. The heat map of their log2 expression ratios
in the RNA-seq data in strain US6-1 and Δrsh was drawn by the software HemI [43].
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3.10. Congo Red Binding Assay

The assay to evaluate the EPS production followed the method described previously with minor
modification [76]. Cultures were inoculated from a single colony and grown to an OD600 of 1 in
P5Y3 broth; 10 μL of suspensions were spotted on P5Y3 plates containing 40 μg/mL Congo red
(Solarbio, Beijing, China). The plates were grown at 30 ◦C to assess the morphology of colony biofilm.
For quantitative analysis, strains were first cultured in static P5Y3 broth. Then, the bacterial mass
was collected at 96 h by centrifuging at 8000 rpm for 5 min and the supernatant was discarded.
Determination of biomass was performed gravimetrically as cell wet weight (g). The precipitate
was suspended in 1 mL of 100 μg/mL Congo red in 0.9% saline and then incubated for 90 min with
shaking at 30 rpm at room temperature. Centrifugation was performed again to separate the mass and
solution, and then the OD490 of the supernatant was measured. The percentage of Congo red left in
the supernatant was calculated by relating to the OD490 of 100 μg/mL Congo red in 0.9% saline.

3.11. Statistical Analysis

All assays were performed in triplicate and data were expressed as the means and standard
deviations (mean ± SD). Analysis of statistical differences was conducted with Student’s t-test.

4. Conclusions

This is the first transcriptome-wide study of the Rsh regulon in sphingomonads, which is an
important step towards understanding the regulatory system of stringent response in sphingomonads.
Our study showed that there was a wide range of genes in the RshUS6–1 regulon, including those
involved in common traits of sphingomonads such as EPS biosynthesis, PAH degradation and
sphingolipid biosynthesis. Furthermore, we focused on the potential molecular mechanisms of
RshUS6–1-dependent AHL accumulation. Essential genes for AHL production (novI and novR) were
positively regulated by RshUS6–1 in the exponential growth phase. Several factors including the ECF
sigma factor, DksA, ATP-dependent Lon protease and RNA degradation enzymes might be involved
in the ppGpp-dependent expression of novI and novR. Future studies will focus on the validation of the
above proposed mechanisms, which might provide an insight into the complicated cross-talk between
stringent response and QS in sphingomonads.
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Abstract: The selenium content of the body is known to control the expression levels of numerous
genes, both so-called selenoproteins and non-selenoproteins. Selenium is a trace element essential
to human health, and its deficiency is related to, for instance, cardiovascular and myodegenerative
diseases, infertility and osteochondropathy called Kashin–Beck disease. It is incorporated as
selenocysteine to the selenoproteins, which protect against reactive oxygen and nitrogen species.
They also participate in the activation of the thyroid hormone, and play a role in immune system
functioning. The synthesis and incorporation of selenocysteine occurs via a special mechanism,
which differs from the one used for standard amino acids. The codon for selenocysteine is a regular
in-frame stop codon, which can be passed by a specific complex machinery participating in translation
elongation and termination. This includes a presence of selenocysteine insertion sequence (SECIS)
in the 3′-untranslated part of the selenoprotein mRNAs. Nonsense-mediated decay is involved in
the regulation of the selenoprotein mRNA levels, but other mechanisms are also possible. Recent
transcriptional analyses of messenger RNAs, microRNAs and long non-coding RNAs combined
with proteomic data of samples from Keshan and Kashin–Beck disease patients have identified new
possible cellular pathways related to transcriptional regulation by selenium.

Keywords: selenium; selenocysteine; selenoproteins; selenocysteine insertion sequence; nonsense-
mediated decay

1. Introduction

Selenium is a trace element and a vital nutrient component. It is present in various forms,
such as inorganic sodium selenate and sodium selenite and, for instance, also as selenomethionine,
selenocysteine, y-glutamyl-selenium-methylselenocysteine, selenium-methyl selenocysteine and
methylselenol [1,2]. These various forms have different oxidation states: +6 in selenates, +4 in
selenites, 0 in elemental selenium, and −2 in inorganic and organic selenides [3], which affect their
bioavailability and properties. In food, selenium is mainly associated with protein in animal tissue,
particularly in meat and seafood, but also in bread and cereals [1,2]. In plants, selenium is converted to
methylated selenium components, selenomethione and selenocysteine (Sec) [4,5]. There are also many
enteral formulas supplemented with selenium, too [2].

The major bioavailable forms of selenium are organic forms, such as Sec and selenomethionine,
and inorganic selenate and selenite. A recommended average daily intake for individuals over 14 years
of age is 55 μg according to the Office of Dietary Supplements of the National Institutes of Health
(Bethesda, MD, USA), while the need in younger children ranges between 15–40 μg/day. Globally,
the dietary intake can often be below that recommendation [6], and there may be even one billion
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people affected by selenium deficiency, mainly due to a low selenium content in the soil. Geographical
variation in the soil selenium contents occurs globally, and especially in China the soil shows highly
variable contents [7].

The first findings related to selenium were those noted on its toxicity already in 19th
century. The symptoms of selenium toxicity include fatigue, and disturbances in connective tissue,
cardiovascular, nervous, gastrointestinal and respiratory systems [8]. Selenosis due to unusually high
concentrations of dietary selenium leads also to poor dental health, brittle hair and nails, nausea,
vomiting and pulmonary oedema, the symptom severity depending on the level of poisoning [9].
In addition, selenium can even interact with arsenic, increasing the toxicity [10].

Many chronic diseases are also related to decreased selenium status. Increased incidences of
myocardial infarction and death have been noticed to be associated with selenium deficiency [11].
Low selenium has also been related to cancer, renal diseases and viral infection [4]. Chinese endemic
diseases, such as the Keshan and Kashin–Beck diseases are mainly observed in a geographic belt
located from northeast to southwest in China with a very low content of water-soluble selenium [12].
Selenium deficiency is also associated with fibrosis of various organs, such as heart, liver, kidney,
thyroid and pancreas, and both to fibrotic cystic and oral submucosa [13].

The supplementation of selenium in foodstuff or fertilizers to achieve adequate supply has been
practiced in variable ways. In the 1970s, Finland was among those countries that had the lowest
selenium levels in the population. Since Finland also had a high incidence of cardiovascular diseases,
an association of these factors was hypothesized. A large-scale fortification of fertilizers supplemented
with selenium increased the selenium contents of bread and milk in Finland so that the selenium levels
in the serum almost doubled in the population [3]. Patients with viral or bacterial infections may
benefit from dietary selenium supplementation [14].

The preventive and therapeutic efficiency of selenium in cancer depends on the form of
selenium [15]. It has been noticed that four-valent sodium selenite can specifically oxidize the vicinal
sulfhydryl groups [16,17], in contrast to six-valent selenate [16]. It has been found that hydrophobic
polymers coating the plasma membrane can make the cells resistant to the recognition and destruction
by the innate immune system, while redox-active sodium selenite can inhibit this process by unmasking
specific tumor antigens, which upon immune recognition allow natural killer cells to eliminate the
tumor cells [18]. Importantly, sodium selenite can also directly activate the natural killer cells [19].
Besides solid tumors [20], selenite appears to have an anti-leukemic effect [21], and to be potentially
useful for the treatment of multidrug-resistant acute myeloid leukemia [22].

In this review, we briefly discuss the functions of the selenoproteins, the events related to
selenoprotein biosynthesis, and how selenium deficiency affects the gene regulation of selenoproteins,
but also other genes. The role of long non-coding RNAs (lncRNAs) is also handled, while the focus of
this review is on human and other mammalian observations.

2. Selenoprotein Functions and Selenoprotein-Related Disorders

Selenium is incorporated into proteins mainly as Sec, the 21st amino acid [23]. There are
24 selenoproteins identified in rodents and 25 in humans [24]. These include five glutathione
peroxidases, three iodothyronine deiodinases, two thioredoxin reductases, thioredoxin-glutathione
reductase 3, selenophosphate synthetase 2, methionine sulfoxide reductase B1, and selenoproteins F,
H, I, K, M, N, O, P, S, T, V and W [25]. The best-known selenoproteins are glutathione peroxidases,
thioredoxin reductases, iodothyronine deiodinases and selenoprotein P.

Selenoprotein biosynthesis is essential for life, since deletion of the murine gene encoding
selenocysteine tRNA, which inserts selenocysteine to a growing polypeptide during translation,
led to an early embryonic lethality [26]. The functions of many of the selenoproteins have been
identified so far, although there are still those with unknown functions [27]. Almost all of them
are oxidoreductases, and they have been localized to plasma membrane, endoplasmic reticulum,
cytosol, mitochondria, and nucleus, and even two secreted extracellular selenoproteins are present [27].
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They also have diverse patterns of tissue distribution, which can vary from ubiquitous to very
tissue-specific locations [28]. The selenoproteins involve antioxidant and redox reactions by the
detoxification of peroxides, a regeneration of reduced thioredoxin and a reduction of oxidized
methionine residues, and iodothyronine deiodinases regulate the activity of thyroid hormones [28].
Some selenoproteins are also involved in calcium mobilization, selenium transport and endoplasmic
reticulum stress [28].

Universal genetic code has three codons reserved for translation termination. Of those, the
UGA codon also signals for the incorporation of Sec into the selenoproteins [29]. A Sec insertion
sequence (SECIS), which is a specific stem–loop structure in the 3′-untranslated regions (UTRs) of
the messenger RNAs (mRNAs) in eukaryotes, makes the cotranslational incorporation of Sec into
nascent polypeptides possible [30]. The mammalian selenoproteins usually contain a single Sec residue
located in the enzymes’ active site, with the exception of the selenoprotein P, which has multiple
residues [31]. The presence of Sec in the active site of the selenoproteins is important for its activity,
and a misinterpretation of the UGA codon can lead to a significant loss of function of the selenoprotein.
Still, many selenoproteins have functional orthologs, which have cysteine occupying the position of
Sec [32], although they usually have poor activity in comparison to the Sec-containing selenoprotein.

Mutations and inborn errors in the genes involved in selenoprotein biosynthesis have been
identified [33]. The first selenoprotein-related mutations were observed in the selenoprotein N [34],
and it has been noticed that its mutations led to a spectrum of myopathies. Other disorders include
neurologic phenotypes due to, for instance, the selenium deficiency in the brain caused by impaired
selenium transport in the selenoprotein P-deficient mice [35,36]. The mutations in the glutathione
peroxidase 4 cause Sedaghatian-type spondylometaphyseal chondrodysplasia [37], and those in
thioredoxin system may affect the heart and the adrenals [38,39]. There are no known mutations
of iodothyronine deiodinases in humans, but in mice the deletion of iodothyronine deiodinase 2
impaired bone stability [40]. The mutations in SECIS-binding protein 2 gene affect thyroid hormone
regulation [41], but can have variable other features as well. The first identified human mutation
in selenocysteine transfer RNA (tRNA[Ser] Sec) manifested a similar phenotype as mutations in
SECIS-binding protein 2 gene [42]. In mice, deletion of the gene encoding the tRNA[Ser] Sec in
osteochondroprogenitor yielded a phenotype similar to Kashin–Beck disease [43], although the
phenotype is clearly stronger than the one observed in human Kashin–Beck disease [44].

3. Biosynthesis of Selenocysteine and Selenoproteins

There are two principal elements in the biosynthesis of selenoproteins and recoding of the UGA
stop codon [45]. These are the involvement of (1) tRNA[Ser] Sec, which has an anticodon to the UGA
codon, and (2) SECIS in the 3′-UTR. tRNA[Ser] Sec, first described in 1970 [46,47], is a unique tRNA in
being able to regulate a whole class of proteins, namely the selenoproteins.

The aminoacylation of tRNA[Ser] Sec differs remarkably from the other tRNAs, since it requires
the action of four different enzymes instead of only the one needed for the others [45]. In eukaryotes,
the synthesis of Sec is started so that serine aminoacyl tRNA synthetase charges tRNA[Ser] Sec with
serine. In the next step, tRNA[Ser] Sec serine is phosphorylated by a specific phosphoseryl tRNA kinase
and, finally, the phosphate of O-phosphoserine of the tRNA[Ser] Sec is substituted by selenium atom
donated by selenophosphate in a reaction catalyzed by selenocysteine synthase [45]. Selenophosphate
synthetase 2 is essential in mammals to generate selenophosphate, while a highly homologous
selenophosphate synthetase 1 has only little or no effect on selenoprotein synthesis [48,49].

Every selenoprotein mRNA contains a stem–loop–stem–loop structure in the 3′-end of their
mRNA, which is an approximately 200 nucleotides long sequence. They are essential for the recoding
of the UGA codons during selenoprotein translation. It has been noticed that the SECIS motif is in
fact important for the modulation of the efficiency of Sec insertion, so that several thousand-fold
differences can be observed between the strongest and weakest SECIS elements [50]. The minimum
distance of the SECIS motif from the UGA codon is evaluated to be 51–111 nucleotides [51].
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There are many proteins involved in the recoding of Sec. The best characterized of those is
SECIS-binding protein 2 (SBP2) [52], which is found in all eukaryotes expressing selenoproteins. It is
one of the limiting factors for Sec insertion [53], and its silencing caused a selective down-regulation of
the selenoprotein expression in the mammalian cells [54]. It has been shown that SBP2 binding affinity
also has a major importance for differential selenoprotein mRNA translation and sensitivity to so-called
nonsense-mediated decay (NMD) [55]. The cells use a complex NMD pathway to destroy mRNAs with
the premature stop codon to prevent their translation, which would lead to a synthesis of incorrect
proteins [56]. Translation initiation factor 4A3 (eIF4A3) is a SECIS-binding protein, which takes part in
a selective translational control of a subset of the selenoproteins [57]. Its binding to a subset of SECIS
elements physically limits the binding of SBP2 there, thus preventing Sec insertion [57], and leads
to the premature stop of translation. It has been shown that approximately half of the selenoprotein
transcriptome has a SECIS element susceptible to NMD, which leads to remarkable changes of the
transcript levels under selenium deficiency [58].

Ribosomal protein L30 is a SECIS-binding protein as a component of the large unit of eukaryotic
ribosome, and can apparently recruit SBP2 to the Sec recoding machinery [59], but its exact
function in Sec insertion needs further investigation. A multifunctional protein, nucleolin, is another
SECIS-binding protein, which is likely to functions in Sec translation complex as a link to the
ribosome [60].

4. Regulation of Selenoprotein Transcriptome by Selenium

Selenium intake has been observed to significantly affect the selenoproteome. During selenium
deficiency, the gene expression and production of certain obviously essential selenoproteins is
prioritized over others [61,62]. In a one-day-old layer of chicken liver, a prolonged deficiency of
selenium in the diet continued for up to 65 days decreased 19 selenoprotein mRNA expressions of 21
investigated ones [63]. However, the sensitivities of various selenoprotein gene expressions to decrease
was differential [63]. In general, interpretations of the results accumulated from the published studies
are somewhat complicated, since the tissue distribution of the specific selenoproteins and their various
intra- and extracellular locations is variable [27,64].

A considerable number of the selenoproteins participate in glutathione and thioperoxin systems,
which play important roles in maintaining cellular redox balance [65]. Glutathione peroxidases
are catalysts for the reduction of H2O2 or organic hydroxyperoxides to water or corresponding
alcohols, most often by using glutathione as a reductant. Their dysregulation has been associated with
diabetes, cancer, inflammation, and obesity [66]. Glutathione is one of the most important intracellular
antioxidant systems, although it is also present in extracellular environments [67]. Thus, it acts as the
major redox buffer in the majority of the cells. Glutathione in its reduced form can scavenge reactive
oxygen and nitrogen species, a process which yields oxidized glutathione disulfide [65]. An enzyme
glutathione reductase recycles oxidized glutathione back to its reduced form using nicotinamide
adenine dinucleotide phosphate as a universal reducing agent [68]. Besides this system, glutathione
metabolism involves numerous other proteins and electrophiles [69].

During aging, the redox balance of our body is jeopardized by oxidative stress, which is
indicated by the oxidation of, for instance, glutathione, which is also related to our health and
disease [70]. Selenoglutathione is a selenium analogue of glutathione, and a biologically potent
redox substrate. Its oxidized form was recently shown to have the potential to repair misfolded
disulfide-bond-containing proteins [71]. Since diselenide bonds can be expected to be more stable
than disulfide ones, selenoglutathione analogues have also raised medical interest as possibly effective
antioxidative agents [72].

Thioredoxin is a highly conserved antioxidant protein, which also participates in the maintenance
of the redox balance by thiol-disulfide exchange reactions [73]. The thioredoxin system acts
together with glutathione, and they can provide the electrons that cross-control the cellular redox
environment [74].
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4.1. Glutathione Peroxidases

Five of the glutathione peroxidases in humans are selenoproteins. Ubiquitously present
glutathione peroxidase 1 was the first identified selenoprotein, which was then found to protect
hemoglobin from oxidative breakdown [75]. Its gene expression and enzyme activity was almost totally
lost in the liver and the heart under the depletion of selenium in the diet of rats, while in glutathione
peroxidase 4, also known as phospholipid hydroperoxide glutathione reductase, gene expression was
practically unchanged despite the 75% and 60% decrease of enzymatic activity, respectively [64].

In rats, glutathione peroxidase 2 was observed to be expressed only in the epithelium of
the gastrointestinal tract, therefore, it is also called gastrointestinal glutathione peroxidase [76].
Its expression has also been reported for the human liver [77]. The selenium deficiency even appeared
to increase the gene expression of glutathione peroxidase 2, while glutathione peroxidase 1 levels
dropped and glutathione peroxidase 4 levels remained unchanged [78].

Glutathione peroxidase 3 is an abundant plasma protein, which is mostly secreted by kidney
proximal tubules [79]. Studies with double knock-out mice for the glutathione peroxidase 3 and the
selenoprotein P showed that together these two proteins account for the majority (>97%) of all plasma
selenium in mice [80].

Besides H2O2, glutathione peroxidase 4 can also reduce the hydroperoxides present in
phospholipids and cholesterol [66]. It is present in three different isoforms, namely the cytosolic,
mitochondrial and sperm nuclear forms [81]. Their expression levels have been shown to be relatively
resistant to the selenium deficiency [54,64], and therefore they are considered to be among the essential
selenoproteins [82].

4.2. Thioredoxin Reductases

Humans and higher eukaryotes have three thioredoxin reductases, namely cytosolic,
mitochondrial and testis-specific [83], which all contain the in-frame UGA codon to encode Sec
residue. Although the mutation of Sec to Cys leads to a major decrease in their catalytic activity, Sec is
not catalytically essential to reduce thioredoxin due to orthologs, which can perform identical reactions
with approximately the same efficiencies [84]. Thioredoxin reductase 1 has been shown to be different
from thioredoxin reductase 3 by containing a C-terminal structure, which restricts the motion of the
C-terminal tail containing Gly-Cys-Sec-Gly tetrapeptide so that only that C-terminal redox center can
participate with Se-dependent reduction by the N-terminal redox center, while thioredoxin reductase 3
does not have that same structure [85]. Therefore, thioredoxin reductase 3 has a greater access to the
substrate and an alternative mechanistic pathway [85].

The selenium deficiency was shown to decrease the expression levels of both thioredoxin
reductases 1 and 2 in rat heart, as well as glutathione reductases 1 and 4, which is known to impair
the recovery from ischemia-reperfusion, while selenium supplementation significantly increased their
expression levels [86]. Although glutathione peroxidases and thioredoxin reductases have been shown
to be similarly modulated by the selenium availability in cardiac tissue [86], and to cooperate in the
protection against free-radical-mediated cell death [87], they were oppositely regulated by selenium in
response to replicative senescence in human embryonic fibroblasts [88].

Thioredoxin reductase 1 is overexpressed in many malignant cells and thus it has been considered
as a target for anticancer approaches [89]. The transcriptional regulation of human thioredoxin
reductase is very complex [90]. It has at least 21 different transcripts, which encode five isoforms
differing in the alternative N-terminal domains [91]. It has been observed that selenium overdose can
have selective cytotoxic effects on tumor cells [92].

4.3. Iodothyronine Deiodinases

Type 1 iodothyronine deiodinase produces biologically active 3,5,3′-triiodothyronine (T3) from
3,5,3′,5′-tetraiodothyronine (T4, or thyroxin) for the plasma, while type II enzyme provides a
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local conversion. Type 3 enzyme finally converts T3 to inactive T2. All three deiodinases are
expressed in a number of fetal and adult tissues [93]. The finding that selenium deficiency
inhibits the activity of type I and II iodothyronine deiodinases led to the proposal that they are
seleno-enzymes or selenium-containing cofactors [94], and type I iodothyronine deiodinase was soon
identified as a selenoenzyme [95]. However, the gene expressions of type I iodothyronine deiodinase
and selenoprotein P were more resistant to selenium deficiency-related decline than glutathione
reductase [96]. In chicken, type I deiodinase expression was the most sensitive to prolonged selenium
deficiency, while the type III enzyme did not change significantly even after 65 days deprivation [63].
Thyroid is much more resistant to dietary deficiency than, for instance, the liver, indicating the
dependency on the organ in terms of how selenium deprivation affects the gene expression of the
selenoproteins [97]. In general, the thyroideal conversion of T4 to T3 by iodothyronine deiodinases can
be considered to be their major function. However, they have importance in other tissues as well, since
type I iodothyronine deiodinase transcripts could be found at even higher levels than the thyroid in
the ovine skeletal muscle, kidney and heart [98].

4.4. Other Selenoproteins

The selenium availability changes the gene expressions of a number of other selenoproteins, too.
In chicken, selenoprotein I was the only one, which did not show a significant decrease at mRNA
levels even after 65 days of selenium deficiency, while all the other investigated ones had decreased
levels already after 15 days of treatment [63].

Selenoprotein P is unique among the selenoproteins, since it incorporates several Sec residues
instead of the normal content of one Sec per one protein molecule. The human selenoprotein contains
10 Sec residues [99]. The liver takes up selenium and incorporates it into selenoprotein P, which is then
secreted into the plasma for transport to other tissues [35]. In selenoprotein P knockout mice, a low
selenium diet decreased the selenium content most severely in the brain and the testis, while the heart
was not affected [36]. Due to its selenium transport characteristics, selenoprotein P also has a special
role in the regulation of other selenoproteins.

Selenophosphate-synthetase 2 is an enzyme that participates the biosynthesis of selenoproteins
by providing the selenophosphate needed in the biosynthesis of Sec. Thus, it can regulate its own
production besides the production of other selenoproteins [100]. In selenoprotein P-depleted mice,
all the other selenoproteins were down-regulated in the brain and the testis, in contrast to elevated
levels of selenophosphate-synthetase 2 [101], which can obviously provide a compensatory mechanism
during low selenium conditions.

A recent selenoproteome transcriptome study showed that the selenium deficiency in an ATDC
chondrocyte cell line most dramatically dropped the expression levels of glutathione peroxidase 1
and selenoproteins H, I and W, while selenophosphate synthetase 2 and selenoproteins O, R and S
were in fact upregulated [102]. The gene expression levels of glutathione peroxidase 1, thioredoxin
reductase 1 and selenoproteins H, P, R and W were the most efficiently increased after the repletion of
selenium to selenium-deficient medium [103]. Similar results were obtained for another chondrocyte
cell line C28/I2 [103]. A microarray analysis showed that nine selenoproteins were significantly
down-regulated in the selenium-deficient liver, while in mice with marginal selenium status none
of these transcripts remained decreased relative to the levels in selenium-adequate mice [104]. This
was concluded to mean that the selenium-related regulation of the selenoprotein gene expression is
mediated by one underlying mechanism [62].

Microarray data of more than 30,000 transcripts from the livers of rats fed with a 0–5 μg
selenium/g diet revealed that selenium deficiency down-regulated four selenoprotein genes
(glutathione peroxidase 1, thioredoxin reductase 3, and selenoproteins H and T). In mouse,
thioredoxin reductase 2 and selenoproteins K and W, muscle 1 were also down-regulated in the
liver, and selenoprotein W and muscle 1 in the kidney [102].
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5. Regulation of Non-Selenoprotein Transcriptome by Selenium

Selenium deficiency also regulates the expression of genes other than those encoding for the
selenoproteins. Although limited in number, the recent large-scale transcriptome and proteome
analyses have given new insights into the general level effects of selenium deprivation.

A study investigating the effects of various levels of selenium in the diet was continued for
35 days in mice and 28 days in rats [102]. The microarray analysis of the livers of animals fed with
0–5 μg selenium/g diet revealed only two transcripts (uridine diphosphate-glucuronosyltransferase
2 family, polypeptide B7 and glutathione S-transferase Yc2 subunit), which were up-regulated in
the rat liver [102], whereas carbonyl reductase 3 and heat shock protein 1 in the mouse liver and
glutathione 5-transferase, alpha 3 in the mouse kidney were also induced [102]. Real-time polymerase
chain reaction analyses of the rat liver also indicated that adenosine triphosphate-binding cassette,
subfamily C (cystic fibrosis transmembrane conductance regulator/multidrug-resistance-related
protein), member 3 and nicotinamide dinucleotide phosphate dehydrogenase, quinone 1 were
upregulated genes [102], which are the targets of the nuclear factor erythroid-2 like factor 2 (Nrf2) [105].
Since Nrf2 has a major role in the regulation of the cellular antioxidant response [106], and plays
a critical role in cancer prevention, this pathway may be associated with the anti-cancer properties
of selenium.

In the range of 0.08 to 0.8 μg selenium/g diet there were no remarkable differences in the gene
expressions, while 2 μg selenium/g diet upregulated the following transcripts: regulator of G-protein
signaling 4, coiled-coil domain containing 80, RGD1560666, 3-oxoacid CoA transferase 1, and expressed
sequence tag UI-R-BS1-ayq-f-06-0-UI.s1. The only down-regulated one was cold-inducible RNA
binding protein in comparison to a selenium adequate diet [102].

The biggest number of changes in gene expression became evident at selenium levels considered
already toxic. There were 1193 transcripts, which had the significantly changed expressions [102].
The rats fed with a 5 μg selenium/g diet had retarded growth and signs of liver damage markers.
Therefore, in order to more reliably reveal the selenium-related changes, the transcripts were
filtered against the changed transcripts in calorie-restricted rats [105] and those overlapping with
Affymetrix’s Rat ToxFX 1.o array to remove the transcripts probably related to growth and toxicity.
Duplicate transcripts were also removed. This reduced the number of the transcripts regarded to
be most likely selenium-specific to 667 unique transcripts [102]. Gene ontology analyses revealed
a number of biological processes related to cellular movement and morphogenesis, extracellular
matrix and cytoskeleton organization, and development and angiogenesis affected by the toxic level of
selenium [102].

6. Selenium Regulation of MicroRNAs and Long Non-Coding RNAs

Besides mRNAs, the cells express groups of non-protein-coding transcripts, which can regulate a
wide array of protein coding genes. MicroRNAs (miRNAs) and lncRNAs are two major families of
these. In an intestinal cell line, selenium deficiency changed the expression of 50 genes and twelve
miRNAs. Pathways related to, for instance, arachidonic acid metabolism, glutathione metabolism,
oxidative stress, and mitochondrial respiration were found to be selenium-sensitive. Besides, thirteen
transcripts were predicted to be targets for selenium-sensitive miRNAs, three of which were recognized
by miR-185. More importantly, the silencing of miR-185 increased glutathione peroxidase 2 and
selenophosphate synthetase 2 [107]. In a recent study, several miRNAs were predicted as putative
regulators of various glutathione peroxidases [108].

In hepatocarcinoma cell line, it was noticed that miRNA-544a interacted with selenoprotein K,
suppressing its expression, and the selenium treatment was able to modulate miR-544a expression [109].
On the other hand, selenium increased the expression level of miR-125a, and the overexpression of
miR-125a could inhibit cadmium-induced apoptosis in LLC-PK1 cells [110]. In selenium-deficient
rats, cardiac dysfunction was mainly associated with five up-regulated miRNAs (miR-374, miR-16,
miR-199a-5p, miR-195 and miR-30e) and three down-regulated ones (miR-3571, miR-675 and
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miR-450a) [111]. In Caco-2 human adenocarcinoma cells, ten selenium-sensitive miRNAs were
identified, which are involved in the regulation of 3588 mRNAs. Pathway analysis indicated that
they participate in pathways such as the cell cycle, the cellular response to stress, the canonical
Wnt/β-catenin, p53 and mitogen-activated kinase signaling pathways [112].

Only two publications that investigated the regulation of lncRNAs by selenium could be found.
The first one investigated lncRNAs in the vascular exudative diathesis of chicken, induced by selenium
deficiency. A total of 635 differentially-expressed lncRNAs of 15412 detected ones were identified, and
gene ontology analysis suggested an importance of redox in particular. The study could verify that 19
target mRNAs of 23 lncRNAs were related to the redox process [113].

The other study investigated the role of lncRNAs in the selenium deficiency-induced muscle
injury in chicken. The study identified 38 lncRNAs and 687 mRNAs that were affected by selenium
deficiency. Pathway analyses revealed dysregulated pathways associated with phagosomes, cardiac
muscle contraction, and peroxisome proliferator-activated receptors (PPAR) in the selenium-deficient
group. In particular the study showed a relationship between lncRNA ALDBGAL0000005049
and stearoyl-CoA desaturase in the PPAR pathway. The down-regulation of that lncRNA led to
inflammation by regulating stearoyl-CoA desaturase gene expression [114].

There is still a limited number of studies on non-protein-coding RNAs and selenium, and future
investigations will certainly shed new light on how they are involved in selenium-related gene
expression. The present studies already show that they are potential regulators of cellular responses
and gene expressions.

7. Selenium-Related Gene Expressions in Some Pathological Conditions

Selenium has been associated with a number of pathological conditions. Although the mechanism
for how selenium is related to pathogenesis is not always very precisely known, new research results
may provide new ideas to understand selenium-related diseases.

Keshan disease is an endemic cardiomyopathy related to the selenium deficiency leading
to a high mortality rate. To understand better the molecular mechanisms of Keshan disease
pathogenesis, a proteomic screening of peripheral blood sera was performed with mass spectrometry
to identify differentially-expressed selenium- and zinc-related proteins and their pathway and
networks associated with Keshan disease [115]. In total, nineteen selenium- and three zinc-associated
proteins were identified among 105 differentially-expressed proteins [115]. Pathway analysis revealed
52 pathways, of which hypoxia-inducible factor-1α and apoptosis pathways were likely to play a role
in the selenium-associated functions [115]. A study combining a custom-made microarray, containing
78 probes previously differentially expressed genes in Keshan disease, analyses of peripheral blood
mononuclear cell RNA samples obtained from 100 Keshan disease patients and 100 normal controls,
and mass spectrometric proteomic analyses of peripheral blood sera of Keshan patients and controls
indicated that there are numerous functional pathways and cellular systems associated with the
differentially expressed genes and proteins [116]. The limitations of these studies are the fact that the
selenium status of the individuals was not known.

Selenium deficiency has also been associated to Kashin–Beck disease, an endemic
osteochondropathy. The differentially expressed genes in the transcriptome analyses comparing
cartilage samples from Kashin–Beck disease versus normal control [117] or versus osteoarthritis [118]
were other than the selenoproteins. Pathways related to reactive oxygen species and vascular
endothelial growth factor were significantly elevated in osteoarthritis compared with Kashin–Beck
disease, while the expression of genes of collagen- and nitric oxide-related pathways were elevated
in Kashin–Beck disease [119]. Analysis of mitochondria-related genes in Kashin–Beck disease
chondrocytes versus normal control identified nine up-regulated genes, which involved three canonical
pathways: (1) oxidative phosphorylation; (2) apoptosis signaling; and (3) pyruvate metabolism [120].
In addition, microarray expression profiles of the cultured control and the Kashin–Beck disease
chondrocytes revealed 232 up- and 427 down-regulated mRNAs and 316 up- and 631 down-regulated
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lncRNAs in Kashin–Beck disease patients’ chondrocytes [121]. A lncRNA-mRNA correlation analysis
yielded 509 coding–noncoding gene co-expression networks, and eleven lncRNAs were predicted
to have cis-regulated target genes, and co-expressed mRNAs and lncRNAs formed a large network
associated with biological events of the extracellular matrix [121].

The problem with investigations of Kashin–Beck disease is that the disease often develops already
in early childhood. Due to the poor regeneration of the articular cartilage, the collection of biopsies
from juvenile cartilage is not normally justified. The diet in Kashin–Beck endemic areas has also
changed due to selenium supplementation [122]. Thus, the samples collected in later life most likely do
not reflect the physiological or selenium status present at the onset of the disease. Nevertheless,
a recent study, which estimated the nutrient intakes of children, showed that the daily intakes
of multiple nutrients, not only selenium, were lower in the selenium-supplemented Kashin–Beck
area in comparison to the non-selenium-supplemented areas [123]. There were 116 nutrient-related
differentially-expressed genes in the peripheral blood of Kashin–Beck disease children (51 up- and
65 down-regulated ones), and 10 significant pathways were also recognized using the KEGG and
REACTOME network databases [123]. Overlapping genes with various functions were also associated
with different nutrients [123].

8. Conclusions

The transcription and translation of selenoproteins require a specific and complex cellular
machinery. Selenium status can define the expression levels of the selenoprotein mRNA transcripts,
although there is some degree of organ- and species-dependent variation. Expressions of the
non-selenoprotein genes are also affected by the selenium status, but more research is warranted
to gain a deeper understanding of the interacting pathways and functions.

Recent studies, which have analysed the miRNA and lncRNA expressions and their relations,
have revealed a number of them to be differentially expressed by selenium status. However, the present
rather limited knowledge of the functional regulation of the cellular processes controlled by miRNAs
and lncRNAs prevents strong interpretations from being made, and further studies are definitely
warranted to better understand their role in the transcriptional regulation by selenium.

The Keshan and Kashin–Beck diseases have been associated with selenium deficiency, although
the actual mechanisms that are behind these diseases are still not precisely understood. New findings
combining microarray and proteomic analyses have revealed new ideas regarding the pathways
possibly involved in these diseases.
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Abbreviations

eIF4A3 Translation initiation factor 4A3
lncRNA Long non-coding RNA
miRNA Micro RNA
mRNA Messenger RNA
NMD Nonsense-mediated decay
Nrf2 Nuclear factor, erythroid-2 like factor 2
PPAR Peroxisome proliferator-activated receptor
SBP2 SECIS-binding protein 2
Sec Selenocysteine
SECIS Selenocysteine insertion sequence
tRNA Transfer RNA
tRNA[Ser] Sec Selenocysteine transfer RNA
UTR 3′-Untranslated region of messenger RNA
T3 3,5,3′-Triiodothyronine
T4 3,5,3,5”-Tetraiodothyronine
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Abstract: The differential transcriptional expression of CLIC4 between tumor cells and the
surrounding stroma during cancer progression has been suggested to have a tumor-promoting
effect. However, little is known about the transcriptional regulation of CLIC4. To better understand
how this gene is regulated, the promoter region of CLIC4 was analyzed. We found that a high GC
content near the transcriptional start site (TSS) might form an alternative G-quadruplex (G4) structure.
Nuclear magnetic resonance spectroscopy (NMR) confirmed their formation in vitro. The reporter
assay showed that one of the G4 structures exerted a regulatory role in gene transcription. When the
G4-forming sequence was mutated to disrupt the G4 structure, the transcription activity dropped. To
examine whether this G4 structure actually has an influence on gene transcription in the chromosome,
we utilized the CRISPR/Cas9 system to edit the G4-forming sequence within the CLIC4 promoter in
the cell genome. The pop-in/pop-out strategy was adopted to isolate the precisely-edited A375 cell
clone. In CRISPR-modified A375 cell clones whose G4 was disrupted, there was a decrease in the
endogenous CLIC4 messenger RNA (mRNA) expression level. In conclusion, we found that the G4
structure in the CLIC4 promoter might play an important role in regulating the level of transcription.

Keywords: G-quadruplex; transcriptional regulation; promoter; CRISPR/Cas9

1. Introduction

Chloride intracellular channel 4, CLIC4, is a multifunctional protein. In addition to its diverse
physiological functions [1–4], the differential expression of CLIC4 between cancer cells and the
surrounding stroma has been reported in various tumor types [5]. During cancer development,
CLIC4 is downregulated in cancer cells, and it is recognized as a suppressor for tumor growth [6].
In the tumor stroma, on the other hand, CLIC4 is often upregulated and it plays a critical role in
myofibroblast transition [7]. The opposite was found as early as at the transcription level [5], and both
mechanisms could promote tumor progression. However, how CLIC4 is regulated remains unknown.

The regulation of gene expression includes multiple mechanisms such as transcription factor
binding [8] and epigenetic modification, which involves DNA methylation, histone modification, and
microRNA interaction [9]. Moreover, the DNA and messenger RNA (mRNA) sequences that would
adopt alternative secondary structures have significant impacts on the transcription and translation of
gene expression. Although CLIC4 has been identified for nearly 30 years [10,11], only NANOG, p53,
c-Myc, and SP-1 transcription factors have been reported to regulate CLIC4 expression. Genome-scale
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location analysis revealed that NANOG and SOX2 were bound to CLIC4 early in embryonic stem
cells [12]. CLIC4 was elevated in p53- or c-Myc-overexpressing cells that induced apoptosis with
direct binding to the CLIC4 promoter [13,14] and SP-1 was involved in Ca2+-induced keratinocyte
differentiation [15]. Nevertheless, transcriptional regulation of the CLIC4 promoter is still unclear.

Guanine-rich (G-rich) sequences containing four runs of G-tracts can adopt four-stranded
structures, named the G-quadruplex (G4). Four guanine bases can assemble into a square planar
structure via Hoogsteen-type hydrogen bonds, and this is called a G-quartet. A stack of G-quartets
is stabilized by monovalent cations, such as potassium or sodium, and this forms a tetrahelical
G4 structure. The loop sequences connecting G-tracts determine the types of G4 topology [16].
G4 architecture was first discovered in vitro more than 50 years ago [17]. The biological relevance of
G4s then emerged since the late 1980s [18]. In the past few years, the existence of G4s in the human
genome was directly visualized by using an antibody against the G4 structure [19], and fluorescent G4
probes [20].

G4s were found predominately in telomeres, and in the gene regulatory region of the human
genome [21]. Particularly, a number of G4s have been recently found in eukaryotic promoter regions,
including c-Myc, KRAS, PDGF, BCL-2, etc. [22–26]. According to current knowledge, G4 structures in
promoter regions may influence transcription in both positive and negative ways. This also depends
on the strand that G4 locates in, and the function of the proteins that are bound to the G4 structures.
In addition, G4 formation could also affect protein binding. This is based on the function of the affected
proteins; for example, whether the protein is a transcriptional activator or a repressor, and the proteins
that stabilize or resolve the G4 structure, which could also result in different outcome [27]. Upon
analyzing the CLIC4 promoter, we found that high GC contents could form G4 structures. We further
evaluated the effect of the G4 structure in regulating CLIC4 gene expression.

2. Results

2.1. CLIC4 Promoter Analysis

To examine the regulatory region of the CLIC4 promoter, a series of truncated CLIC4 promoter
sequences from −1700 to +285, relative to the transcription start site (TSS, +1) were cloned into the
secreted embryonic alkaline phosphatase (SEAP) reporter vector pSEAP2-basic, and transfected into
A375 cells to estimate the promoter activity of each region. As shown in Figure 1A, the longest
construct p(−1700, +285) displayed the highest SEAP activity. The deletion of −1700 to −1340 at the
promoter region resulted in a significant decrease in the SEAP activity. However, in p(−518, +285),
the SEAP activity reversed to as high as p(−1700, +285), but further deletions of −518 to −125 resulted
in a 50% drop in promoter activity. These results indicated that there are positive regulatory sites that
are located in −1700 to −1340, and in −518 to −125, and negative regulatory sites that are located in
the region between −1340 to −518.

During the reporter plasmid constructions with different promoter regions, we found that the
PCR and sequencing reactions were hampered. Since high GC contents were found in the CLIC4
promoter region, we argued that DNA secondary structure might exist to interfere with the PCR and
the sequencing process. Therefore, this prompted us to analyze its promoter sequence with DNA
secondary structure. The QGRS program [28] predicted that there was high G4 density in the region
between −518 and +285. The promoter sequence of CLIC4 p(−518, +285) is shown in Figure 1B.
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-518GATCGAAACGATCAGGAGCGTCAAAGGGAAAAACGAAGTCAGAGGCAGAAGAAAAAGGTGTTCCCCAGGCGAT
GAAAACTTTCCAGTAAGTTGTCTTGGAAAAGGCAACTCCGCGTAATAGAGGGACTTGGGGAGGTAGCCGCTGCGGGAA
AGGGCGATGAGTCCTGGGGTGCTGCAGCGGGGGAGTGGGTAGGAGGCGCCTCCTAGCTTCCCCAGGGCGGCCGAGGC
ATGAGGTCACCTGGCACAGCAACAGCAGCAGCTGCGGAGGACGCGCAGGCGCTGCGGCGGGAGGCAGTGTCAGGCTC
GGGCCCCTGGGGAATTCCTCCCCTCCTTTCCCCCCCGCACCAGTCCCCTAGAGAGGCGTACCCGGGTCCCGCCCGCCAGA
GCCTGAGCTTTGTACCGCCCACCAAGGCCACGCCCCCTACCAGCTGTGGGGCGCCGCAGAGGTCCTTTCTTCGGCTCCG
GAGCGGTCCCTCCGCCTTCCCCGCTCGAGGCCACGCCCCCGTGCTCCTGCCGCC+1TTATTTTCCCCGGAGAGTCCCGAGG
CGCCGCGCCTTGGCCCTGCCTACAGCCCGAGGCCCCGCCCCCGGCGCCCCTCCCAGCCGTTTGAAGCGGCTCGGGCTGC
GGCTGGCTCAGAGTGGCGCGGGGGGCGTGGGGCGGTGCTGAGGAGCTGAAGCCGTGGCCAGCTCGACGCCGGACAG
TCCAGCGAGCAGCACGGCGGGAACCGGCAGCCGGAGCAGTCCCGGAGCAGAAGCAGCAGCAGCAGCAGCAGCCCTC
GCCGTTCGCGGAGCGCAGCCGAGCCGGC+285CATG

B

Figure 1. (A) A series of truncated CLIC4 promoter regions were constructed in the pSEAP2-Basic
vector, and the relative activities of the CLIC4 promoter were compared to p(−518, +285). After
transfection in A375 cells for 48 h, media were collected and a secreted embryonic alkaline phosphatase
(SEAP) assay was performed. +1 indicates the transcription start site (TSS). Data are expressed as the
means ± SD of three replicates. # p < 0.05, ### p < 0.001, as compared to p(−518, +285). * p < 0.05,
*** p < 0.001 as compared to the adjacent promoter region. ns: non-significant difference; (B) Sequence
of the CLIC4 promoter (−518, +285). The underlined sequences are potential G-quadruplexes (PG4s).

2.2. Putative G-Quadruplexes in the CLIC4 Promoter

To further elucidate the formation of the G4 structure in the CLIC4 promoter region, we examined
three G-rich sequences with a higher potential to form G4 structures, and named them as putative
G-quadruplex-1, -2, and -3 (PG4-1, -2 and -3), as shown in Figure 2A. PG4-1 and PG4-2 are located
on −396 to −364, and −352 to −322 of the sense strand, respectively; PG4-3 is on +50 to +79 of the
antisense strand. The location of each PG4 within the CLIC4 promoter is presented in Figure 1B.
Circular dichroism (CD) spectra and one-dimensional (1D) imino-proton nuclear magnetic resonance
spectroscopy (NMR) experiments were conducted to examine whether the three PG4s were involved
in DNA secondary structure formation. CD bands at ~265 and ~290 nm characterize the signature
of G4 DNA. Different spectra represent different conformation of G4. As shown in Figure 2B, both
absorption bands appeared in PG4-1 and PG4-2, and the only band near 295 nm was increased in
PG4-3 by treatment of K+ to induce G4 formation, implying the formation of G4 structure in all of these
three PG4s. Furthermore, in NMR spectra (Figure 2C), multiple imino proton signals at 10.5~12 ppm
were also found in all of these three PG4s in the presence of K+, confirming the formation of Hoogsteen
hydrogen bonding for the quadruplex structure. In addition, there were also signals shown near
13 ppm representing typical Watson-Crick hydrogen bonding, suggesting the existence of the hairpin
structure in PG4-1 and PG4-3. These results indicated the existence of DNA secondary structures in
the CLIC4 promoter region.
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To examine whether PG4s in the promoter region play an important role in regulating CLIC4
transcription, we constructed SEAP reporter plasmids containing different lengths of the CLIC4
promoter that excluded PG4 at a point from upstream of the promoter, to elucidate the biological
significance of each PG4. As shown in Figure 2D, when the first and second PG4 (PG4-1 and PG4-2)
were removed, there was no significant change in the SEAP activity, suggesting that the sequences
or the structures of PG4-1 and PG4-2 were not critical for CLIC4 transcription. The deletion of −321
to −125 resulted in a decreased of SEAP activity implying the positive regulatory site lies in −518 to
−125 observed in Figure 1A had been narrowed down to this region. Since the significance of PG4-1
and PG4-2 has been excluded, the following studies were focused on verifying the role of PG4-3 in
regulating CLIC4 transcription.

 

Figure 2. Putative G-quadruplexes (PG4s) in the CLIC4 promoter (−518, +285) (A) Schematic
representation of three PG4s and their sequences in CLIC4 promoter. G-tracts that might participate
in G4 formation were underlined; (B) The circular dichroism (CD) spectra of three PG4s in Tris-HCl
buffer without (black line) and with (red line) 150 mM KCl for overnight; (C) The imino proton nuclear
magnetic resonance spectroscopy (NMR) spectra of three PG4s in Tris-HCl buffer without (bottom
panel) and with (top panel) 150 mM KCl for 1 h; (D) Progressive deletions of PG4s from the 5′-flanking
regions in the CLIC4 promoter were generated in the pSEAP2-Basic reporter plasmid. A375 cells were
transfected with each reporter plasmid for 48 h. Media were collected and subjected to SEAP activity
measurements. Data were expressed as means ± SD of three replicates. ### p < 0.001, as compared to
p(−518, +285). *** p < 0.001 as compared to the adjacent promoter region. ns: non-significant difference.
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2.3. PG4-3 Is Involved in Regulating CLIC4 Transcription

It has been shown that G4s in the promoter region could play a regulatory role for transcription
in both positive and negative ways [27]. To elucidate the functional role of PG4-3 in regulating CLIC4
transcription, we substituted G with T to disrupt the quadruplex structure. In the PG4-3 region, there
are 29 bases (+79 to +50) comprising five G-tracts in the antisense strand of the CLIC4 promoter. Three
mutants were designed to disrupt the quadruplex formation. Mutant No. 1 was generated by changing
78G and 52G in the first and last G-tracts of the PG4-3 sequence to 78T and 52T, respectively. Mutant
No. 1 was unable to form G4 as revealed by CD spectra with the absence of ~265 nm or ~290 nm bands
in 150 mM K+ solution (Figure 3A). The NMR signals of PG4-3 at 10.5–12 ppm were diminished in
Mutant No. 1 (Figure 3B). Meanwhile, the transcription activity of the reporter construct containing
Mutant No. 1 was mostly decreased (Figure 3C), indicating that PG4-3 did play an important role in
regulating CLIC4 expression. To further verify the G4 structure of the PG4-3 in gene transcription, we
further constructed another two PG4-3 mutants. Except for the replacement of 78G with 78T in the
first G-tract, the second G-tract (+75 to +72) was replaced with T in Mutant No. 2. On the contrary,
Mutant No. 3 was designed by replace G with T in the penultimate G-tracts (+61 to +58), and 52G in
the last G-tract. As shown in Figure 3AB, CD and NMR signals of G4 were also negligible in these two
mutants. In the reporter assay (Figure 3C), the transcription activity in Mutant No. 3 was decreased;
however, there was no significant change of transcription activity in Mutant No. 2.

Despite the disappearance of the G4 NMR signal in the synthetic Mutant No. 2 oligonucleotide, the
reporter construct containing Mutant No. 2 sequence still exhibited normal transcription activity. We
therefore further examined this contradictory result between the reporter construct and the synthetic
nucleotide. Except for the five G-tracts in PG4-3, we found another G-tract at +39 to +41 immediately
adjacent to PG4-3. We argued that this additional G-tract might be incorporated with the remaining
three G-tracts, and it may have participated in forming another G4 structure in the reporter construct
when the first two G-tracts were mutated in Mutant No. 2. To address the possibility that the Mutant
No. 2 reporter construct still contained a G4-forming sequence, the sequence from +67 to +39, which
included three remaining G-tracts and the additional G-tract, was synthesized and analyzed by NMR.
As shown in Figure 4A, there were appreciable signals of a quadruplex structure at the 10.5~12 ppm
region, suggesting that G4 formation occurs in the sequence from +67 to +39. Therefore, we further
constructed different reporter plasmids containing other mutation sites (Figure 4B). Mutant No. 4
harbors extra mutation sites: 58G, 59G to 58T, 59T respectively, compared to Mutant No. 2. Meanwhile,
Mutant No. 5 was created by only mutating 58G, 59G to 58T, 59T, respectively. As shown in Figure 4C,
the reporter activity was again decreased once the remaining G4-forming sequences were mutated.
Furthermore, in order to understand whether different promoter lengths would affect G4 formation in
the plasmid, we also compared the transcription activity in a longer promoter region. A mutation site
for Mutant No. 5 was inserted in a reporter plasmid with the longest promoter CLIC4 p(−1700, +285)
that we had constructed. As shown in Figure 4D, a significant decrease of transcription activity was
found in Mutant No. 5.
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Figure 3. (A) The CD spectra of three mutants that disrupt the PG4-3 structure in Tris-HCl buffer
without (black line) and with (red line) 150 mM KCl for overnight; (B) The imino proton NMR spectra
of PG4-3 wild type (WT) and three mutants in Tris-HCl buffer without (bottom panel) or with 150 mM
KCl for 1 h (middle panel) and overnight (top panel). G-tracts are underlined, and the mutation sites
are marked in red italicized letters; (C) The effects of the mutations that disrupt the G4-3 structure. Each
mutant of CLIC4 p(−125, +285) was transfected in A375 cells. After 72 h, the media were collected for a
SEAP assay. Data were expressed as the means ± SD of three replicates. *** p < 0.001, ns: non-significant
difference as compared to WT control.
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Figure 4. Further disruption of the remaining possible G4 structure formed in the Mutant No. 2 reporter
plasmid. (A) NMR analysis of CLIC4 +67 to +39, the possible G4-forming sequence in Mutant No. 2
in Tris-HCl buffer and 150 mM KCl, for 1 h and overnight; (B) Sequence of WT and mutants derived
from Mutant No. 2—Mutants No. 4 and No. 5 contain the following G-tract at the 3′ end. The original
PG4-3-forming region is shown in bold letters, G-tracts are underlined, and the mutated sequences
in CLIC4 p(−125, +285) plasmids are marked in red italicized letters; (C) SEAP activity of CLIC4
p(−125, +285) mutants further disrupting the G4 forming motif in Mutant No. 2 were determined
in A375 cells after transfection for 72 h. Data were expressed as the means ± SD of three replicates.
*** p < 0.001 as compared to the WT. (D) SEAP activity of CLIC4 p(−1700, +285) mutant No. 5 in A375
cells after transfection for 72 h. Data were expressed as means ± SD of three replicates. *** p < 0.001 as
compared to CLIC4 p(−1700, +285) WT.

To further examine the importance of the PG4-3 G4 structure in regulating CLIC4 transcription, we
designed another mutant that we named loop-3T, in which only the non-G-tract sites: 76A, 70G, and
56C in the loops were mutated, respectively, to 76T, 70T, and 55T, which would not destroy G4-forming
elements. The NMR result in Figure 5A showed that the G4 signals were retained in the mutant
loop-3T. The reporter activity was also similar to the PG4-3 wild-type (WT) control (Figure 5B). These
results indicate that the PG4-3 G4 structure within the promoter region plays an important role in
regulating CLIC4 transcription.

 
(A) (B) 

Figure 5. Strengthening of the PG4-3 structure. (A) The imino proton NMR spectra of the mutant
CLIC4 loop-3T that did not affect the G4-forming motif. G-tracts are underlined and the mutation
sites are marked in red italicized letters; (B) The SEAP activity in A375 was determined after 72 h of
transfection of CLIC4 p(−125, +285) WT and the mutant loop-3T reporter plasmid. Data are expressed
as the means ± SD of three replicates.
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To elucidate the role of PG4-3 in regulating CLIC4 expression, we used software to predict the
possible candidate which could binds to the nucleotide sequences of PG4-3. SP1 and MAZ are the
two candidate genes predicted to bind on this sequence and also have been reported to bind on G4
structure [29,30]. However, we found that knockdown SP1 or MAZ did not affect CLIC4 mRNA
expression nor transcription activity (Figure S1), indicating these TFs were not the key proteins
affecting CLIC4 transcription.

2.4. PG4-3 Acts as a Regulatory Element in the CLIC4 Promoter Region of the Cell Chromosome

In order to verify whether this G4 structure actually has a regulatory function in the cell
chromosome, we managed to disrupt the PG4-3 sequence in the CLIC4 gene of the cell genome
by using the CRISPR/Cas9 system. CLIC4 is located on chromosome 1. The A375 cell line that was
used in this study is hypotriploid, with three copies of chromosome 1 where the CLIC4 gene is located.
With regard to this fact, the two steps of editing: the pop-in/pop-out strategy developed by Cech
and colleagues [31] was adopted with some modifications to assure precise editing by replacing the
wild-type sequence (+79 to +50) with the Mutant No. 3 sequence in each chromosome. The workflow
is illustrated in Figure 6A. In the pop-in step, the fluorescence markers were integrated into the
cell genome by homology-directed repair (HDR). One of cell clones that co-expressed the three
fluorescence markers with the expected genome size was then subjected to the pop-out step, in which
the fluorescence markers were excised out and specifically repaired into the Mutant No. 3 sequence in
cells that underwent HDR; therefore, triple-negative cells were isolated. In the end, two cell clones,
HDR2 #90 and HDR2 #101, carrying PG4-3 Mutant No. 3 in the endogenous CLIC4 promoter region,
were generated. The representative sequencing results for CLIC4 promoter region covering PG4-3 site
of each cell clone could be found in supplementary folder (HDR2 single cell clones sequencing data).
A lower level of endogenous mRNA expression was found in genome-edited cell clones carrying
Mutant No. 3 that disrupted the PG4-3 structure (Figure 6B), indicated that PG4-3 in the promoter
region of cell chromosome is important for CLIC4 transcription.
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Figure 6. Mutation of the PG4-3 sequence at the endogenous CLIC4 promoter. (A) Schematic diagram
of the pop-in (‘In’) and pop-out (‘Out’) steps taken to modify PG4-3 to Mutant No. 3 in the CLIC4
promoter. Briefly, in the pop-in step, CRISPR-Cas9 targeting by CLIC4 sgRNA occurred next to the
mutated site, and the HDR-1 donor templates consisting of a 1 kb sequence of CLIC4 homology arms left
and right (HAL and HAR, respectively), was interrupted by a fluorescence cassette: green fluorescent
protein (GFP), mCherry, or blue fluorescent protein (BFP) gene driven by a CMV promoter and tagged
with a lacZ sequence at both ends were introduced into the A375 cells. The lacZ sequence does not
exist in the human genome and was later used in the pop-out step. Fluorescence-activated cell sorting
(FACS) was used to isolate cells co-expressing the three fluorescence markers; primers ‘a’ and ‘b’ were
used to check the genomic DNA size. In the pop-out step, the fluorescence markers were excised by
two double strand breaks (DSBs) at the lacZ sites. The DSBs were repaired using the HDR-2 donor
template. Loss of fluorescence expression in the cells (triple negative cells) were isolated. A TaqMan
probe ‘c’, specifically purposed for recognizing the Mutant No. 3 sequence, was used to select clones
for further sequencing of the PCR products that were generated with primers ‘a’ and ‘b’. Cleavage
points are indicated by scissors; grey X represents homologous recombination; mutation site of Mutant
No. 3 is shown as red box; arrow of a, b and c indicates the direction of synthesis; (B) CLIC4 messenger
RNA (mRNA) expression level in A375 with the genome edited to the Mutant No. 3 sequence. Total
RNA was extracted for RT-PCR and real-time qPCR to analyze the CLIC4 mRNA expression level. Data
are expressed as the means ± SD of three replicates. ** p < 0.01, *** p < 0.001 as compared to A375
WT cells.

3. Discussion

Several transcriptional factors in regulating CLIC4 expression have been reported. Comparing the
binding sites relative to the putative TSS in previous studies [13–15] with the known CLIC4 mRNA TSS
in the NCBI Reference Sequence, NM_013943.2, we found about 500 bp in differences. The promoter
region from −500 to the TSS, and even to the translation start site of CLIC4 have, in fact, not been well
studied. This region is full of GC-rich sequences, implying the possible existence of DNA secondary
structures. In this study, we demonstrated that the putative G-quadruplexes could be found in this
high-GC-content region, and we further showed that this G4 structure did play an important role
in the CLIC4 promoter. Accordingly, we speculated that this secondary structure might cause past
difficulties in amplifying and sequencing this promoter region, which might have impeded recent
progress with studying the transcription mechanisms of CLIC4.

To investigate the effect of the G4 structure on the promoter with regard to transcription, studies
have most commonly performed plasmid-based reporter assays. In this study, we first used a reporter
assay to determine the significance of the PG4-3 structure in the CLIC4 promoter, for its transcription.
In addition, when the mutation sites that disrupted the G4 structure were placed in longer CLIC4
promoter sequences within the reporter plasmid, this revealed similar results. Furthermore, it is
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known that chromatin status affects G4 formation [32]. Although the plasmid that was transfected
into eukaryotic cells could be packed by histones and other proteins to become a nucleosome-like
structure [33], it is not known whether it retained a similar status as a cellular chromosome, which
may have had an impact on G4 formation. To this end, we then directly edited the promoter sequence
in the cell chromosome by the CRISPR/Cas9 system, and we provide in vivo evidence to support the
positive regulatory effect of PG4-3 on CLIC4 transcription.

PG4-3 was on the anti-sense strand, which served as the template for RNA polymerase
(RNAP)-mediated transcription. With regard to this, the formation of G4 could be the obstacle
for RNAP, and the disruption of the G4 structure would result in the upregulation of transcriptional
activity. However, as shown in Figure 3, we found the opposite phenomenon, with disruption of
the G4-forming sequence leading to a decrease or no significant change in transcriptional activity.
Therefore, we hypothesized that this PG4 might provide a binding site for protein(s) that favor CLIC4
transcription or that prevent the binding of the repressor. SP1 and MAZ were two candidates that have
been tested. However, we found that these two factors did not play the substantial role in regulating
CLIC4 expression. Meanwhile, in our preliminary EMSA studies, some unidentified proteins had
increased binding onto the probes of Mutants 1 and 3 than that of the wild-type, suggesting the
possible binding of repressors at the PG4-3 region.

There are five G-tracts in the originally identified PG4-3 sequence. In Mutant No. 2, we noticed that
the additional G-tract might incorporate in the G4 formation when the first two G-tracts were mutated.
The G4-forming sequence with a fifth G-tract has been observed in many oncogene promoters, and the
‘spare tires’ hypothesis was proposed [34]. For instance, guanine in G4 is susceptible to oxidation and
has been shown to affect G4 stability [35]. The G4 in the vascular endothelial growth factor (VEGF)
and endonuclease III-like protein 1 (NTHL1) promoters were modifiable by 8-oxo-7,8-dihydroguanine
(OG) [34,36], and this caused the instability of the original G4 structure that was formed by the first
four 4 G-tracts. After that, the fifth G-tract was able to act as a spare tire to maintain the G4 fold, and
to allow the repair of DNA damage. Coincidentally, CLIC4 is also a gene that can be regulated by
reactive oxygen species (ROS)-induced oxidative stress. PDT-induced ROS downregulated CLIC4
transcription [37], while TGF-β-induced ROS upregulated CLIC4 transcription [38]. Whether OG
modification take place on PG4-3 and affects G4 stability such that that the other two additional
G-tracts can take part in G4 formation, deserves further investigation.

4. Materials and Methods

4.1. Cell Culturing

Human melanoma A375 cells (American Type Culture Collection, Manassas, VA, USA) were
cultured in Dulbecco’s modified Eagle’s medium (DMEM) supplemented with 10% fetal bovine serum
(FBS), and grown at 37 ◦C under 5% CO2.

4.2. Circular Dichroism (CD) Spectroscopy

CD experiments were conducted using a spectropolarimeter (J-815, Jasco, Tokyo, Japan) with a
bandwidth of 2 nm at a scan speed of 50 nm/min and a step resolution of 0.2 nm over the spectral
range of 210–350 nm. The DNA sample concentrations were 4 μM in 10 mM Tris-HCl (pH 7.5), and a
stock solution of 3 M KCl (Sigma-Aldrich, St. Louis, MO, USA) was added to the DNA samples to
reach a final K+ concentration of 150 mM. The observed signals were baseline subtracted.

4.3. NMR

The unlabeled oligonuleotides synthesized by Bio Basic (Markham, ON, Canada) were prepared
to 100 μM in 10 mM Tris-HCl (pH 7.5) with or without 150 mM KCl, followed by denaturing at 95 ◦C
for 5 min and slowly annealed to 25 ◦C. The strand concentrations of the NMR samples were 100 μM
containing 10% D2O in 10 mM Tris-HCl (pH 7.5) or 150 mM K+ conditions with an internal reference
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of 0.01 mM DSS (4,4-dimethyl-4-silapentane-1-sulfonic acid), and they were analyzed by Bruker AVIII
(Billerica, MA, USA) 500 MHz spectrometers equipped with a prodigy probehead, and on a Bruker
AVIII 800 MHz NMR spectrometer equipped with a cryoprobe at 25 ◦C. 1D imino proton NMR spectra
were recorded using a WATERGATE for water suppression.

4.4. Reporter Assay

The CLIC4 sequence from −1700 to 285 relative to the transcription start site (+1) was generated
from genomic DNA of A375 cells, and cloned into the pSEAP2-Basic vector (Clontech, Mountain View,
CA, USA). After transfection in A375 cells with TurboFect (Thermo Scientific™, Waltham, MA, USA)
for 48 to 72 h, the culture medium was collected and analyzed for SEAP activity by measurement of
the hydrolysis of p-nitrophenyl phosphate (pNpp) with a spectrophometer at OD405. MTT assay was
used for the normalization of cell numbers.

4.5. CRISPR/Cas9

CLIC4 sgRNA targeting near CLIC4 PG4-3 was selected and synthesized by in vitro transcription.
HDR-1 donor templates containing different fluorescence cassettes: GFP, mCherry, and BFP, driven by
a CMV promoter with a lacZ sequence on both ends (kindly provided by Dr. Steve Lin) flanking a 1 kb
sequence of CLIC4 homology arms upstream and downstream of the PG4-3 Mutant No. 3 mutation
site were generated by Gibson assembly. Cas9, CLIC4 sgRNA, and three fluorescence donor templates
were introduced to A375 cells by nucleofection with the 4D-NucleofectorTM system and SF kit (Lonza,
Basel, Switzerland) under the FF-120 program. Single cells co-expressing three fluorescence markers
were isolated by FACS for clonal expansion, and the genomic sizes of the sequences containing the
fluorescence cassettes were confirmed by PCR. In the pop-out step, Cas9, sgRNA targeting the lacZ
sites, and the HDR-2 donor template only containing the CLIC4 homology arms with the mutation sites,
were again nucleofected in the pop-in cell clone. Single cells without fluorescence were sorted by FACS.
The genomic DNA edited into the Mutant No. 3 sequence was analyzed by PCR and Custom TaqMan®

Gene Expression Assays, SM ID: APFVMGD, which was designed to specifically anneal to the CLIC4
mutation site. Cell clones harboring the mutant sequence were further confirmed by sequencing.

4.6. Real-Time PCR Analysis

Total RNA was extracted using TRIzol reagent (Invitrogen, Carlsbad, CA, USA) following
the manufacturer’s instructions accordingly. A total of 1 μg RNA was used to synthesize
complementary DNA (cDNA) by reverse transcription. The cDNA product was used as a template
for real-time PCR analysis using the ABI Fast SYBR® Green Master Mix Kit (Thermo Fisher
Scientific, Waltham, MA, USA) with the ABI StepOne system (Thermo Fisher Scientific). The primer
sequences were as follows: CLIC4 (sense), 5′-GCAGTGATGGTGAAAGCATAG-3′; CLIC4 (anti-sense),
5′-TATAAATGGTGGGTGGGTCC-3′; GAPDH (sense), 5′-GACCACAGTCCATGCCATCA-3′; GAPDH
(anti-sense), 5′-GTCCACCACCCTGTTGCTGTA-3′.

4.7. Statistical Analysis

All results were obtained from three independent experiments, and each value was expressed as
the mean ± SD. The two-tailed Student’s t-test was used to compare the differences between pairs of
means. p < 0.05 was considered significant.

5. Conclusions

The G4 structure formed by PG4-3 in the CLIC4 promoter region may act as a regulatory element in
regulating CLIC4 gene transcription, as shown in the reporter assay, as well as in the CRISPR-modified
A375 cell clone with mutated PG4-3.
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Abstract: The PR/SET domain gene family (PRDM) encodes 19 different transcription factors that
share a subtype of the SET domain [Su(var)3-9, enhancer-of-zeste and trithorax] known as the
PRDF1-RIZ (PR) homology domain. This domain, with its potential methyltransferase activity,
is followed by a variable number of zinc-finger motifs, which likely mediate protein–protein,
protein–RNA, or protein–DNA interactions. Intriguingly, almost all PRDM family members express
different isoforms, which likely play opposite roles in oncogenesis. Remarkably, several studies have
described alterations in most of the family members in malignancies. Here, to obtain a pan-cancer
overview of the genomic and transcriptomic alterations of PRDM genes, we reanalyzed the Exome-
and RNA-Seq public datasets available at The Cancer Genome Atlas portal. Overall, PRDM2,
PRDM3/MECOM, PRDM9, PRDM16 and ZFPM2/FOG2 were the most mutated genes with pan-cancer
frequencies of protein-affecting mutations higher than 1%. Moreover, we observed heterogeneity in
the mutation frequencies of these genes across tumors, with cancer types also reaching a value of
about 20% of mutated samples for a specific PRDM gene. Of note, ZFPM1/FOG1 mutations occurred
in 50% of adrenocortical carcinoma patients and were localized in a hotspot region. These findings,
together with OncodriveCLUST results, suggest it could be putatively considered a cancer driver gene
in this malignancy. Finally, transcriptome analysis from RNA-Seq data of paired samples revealed
that transcription of PRDMs was significantly altered in several tumors. Specifically, PRDM12 and
PRDM13 were largely overexpressed in many cancers whereas PRDM16 and ZFPM2/FOG2 were often
downregulated. Some of these findings were also confirmed by real-time-PCR on primary tumors.

Keywords: PRDM gene family; TCGA data analysis; somatic mutations; transcriptome profiling;
human malignancies

1. Introduction

The positive regulatory domain (PRDM) gene family, a subfamily of Kruppel-like zinc finger
gene products, currently includes 19 members in humans [1–4]. The protein products of this family
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share a conserved N-terminal PR (PRDI-BF1-RIZ1 homologous) domain, which is structurally and
functionally similar to the catalytic SET domain that defines a large group of histone methyltransferases
(HMTs) [5–8]. So far, enzymatic activity has been experimentally demonstrated for only a few family
members; otherwise, PRDM proteins (PRDMs) lacking intrinsic enzymatic activity are able to recruit
histone-modifying enzymes to mediate their function.

The PR domain is generally positioned at the protein N-terminal region and, with the exception
of PRDM11, it is followed by repeated zinc fingers toward the C-terminus, potentially mediating
sequence-specific DNA or RNA binding and protein–protein interactions [5–9] (Figure S1). Importantly,
PRDMs have been established to tether transcription factors to target gene promoters by recognition of
a specific DNA consensus sequence [10] or acting as non-DNA binding cofactors [11,12]. These features
give PRDMs the ability to drive cell differentiation and to specify cell fate choice and, thus, contribute
to many developmental processes [5,7,12–14].

A common characteristic of most PRDM genes is to express two main molecular variants,
one lacking the PR domain (PR-minus isoform) but otherwise identical to the other PR-containing
product (PR-plus isoform). These two isoforms, generated either by alternative splicing or alternative
use of different promoters [7,8,15], play opposite roles, particularly in cancer. The full-length product
PR-plus usually acts as a tumor suppressor, whereas the short isoform functions as an oncogene.
This bivalent behavior has been tagged as ‘yin-yang’. The imbalance in favor of the PR-minus is found
in many human malignancies and it can be due to inactivating mutations or silencing of the complete
form and/or to increased expression of the PR-minus form [8].

PRDM1 and PRDM2 use alternative promoters to generate short isoforms lacking the PR domain,
which show oncogenic properties. Increased levels of the short isoforms were reported in various
cancer cell lines. A similar PR-less product was also described for PRDM3/MECOM (MDS1 and EVI1
complex locus), PRDM16, and PRDM6, thus suggesting that this ‘yin-yang’ expression pattern and its
functional implications could be a hallmark of most, if not all, PRDMs [8].

Furthermore, several studies have described alterations (both mutations and/or gene expression
changes) of most PRDMs in solid tumors and/or hematological malignancies [8]. For instance,
frameshift mutations of microsatellite repeats within the PRDM2 coding region are frequent events
in various cancers. A recent study has described a frameshift mutation in the C-terminal region of
PRDM2, affecting the (A)9 repeat within exon 8, as a microsatellite indel driver hotspot and as a driver
mutation in microsatellite instability (MSI) colorectal cancer [15,16]. Notably, a similar frameshift
mutation was found to occur in a mononucleotide repeat (A7) of PRDM3/MECOM gene in this cancer
type [17]. Intriguingly, recent findings also indicate that PRDM2 methyltransferase is required for
BRCA1-mediated genome maintenance [15,18]. Moreover, a significant reduction of PRDM2 expression
was observed in high-grade gliomas [19], and forced expression of PRDM2 in glioma cell lines inhibits
cell proliferation and increases apoptosis. This evidence strongly suggests a possible tumor suppressive
role for PRDM2 [19]. Interestingly, PRDM9 HMTase activity is essential for meiotic DNA double-strand
break formation at its binding sites [20,21]. Moreover, both PRDM1 and PRDM5 negatively modulate
WNT/β-catenin signaling, a pathway involved in the occurrence of several cancers, including glioma
and colorectal cancer [22,23].

This evidence suggests that PRDMs are involved in human cancer through modulation
of several processes, such as epigenetic modifications, genetic reprogramming, inflammation,
and metabolic homeostasis.

To date, both mutations and altered expression have been reported for some PRDMs in specific
cancer entities. However, our understanding of the role played by different PRDM family members
in cancer is still limited by the lack of a systematic and comprehensive approach in deciphering the
mutational status and the complete transcriptional profile of all the PRDMs across a large number of
different cancer types.
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Here, The Cancer Genome Atlas (TCGA) deposited exome and RNA-Seq data [24] were used to
obtain a complete pan-cancer overview of the genomic and transcriptomic alterations for all PRDM
genes across 31 distinct human cancer types.

2. Results

2.1. Mutational Profiling of PRDM Genes Across Human Cancers

To systematically identify somatic mutations within genes encoding PRDMs, we started with a
mutational profiling of these genes across human cancers. We downloaded Exome-sequencing datasets
from the TCGA web portal for 31 cancer types and about 11,000 patients. The number of samples for
each cancer type is illustrated in Table S1 [25].

Overall, we identified 3995 point mutations, 180 deletions (39 in-frame and 141 frameshift),
and 22 insertions (16 in-frame and 6 frameshift) affecting PRDM genes. Silent or synonymous mutations
were 1531 (26.7% of total mutations) and ranged between 11% (PRDM6) and 41% (PRDM8) of the total
mutations for each gene (Figure 1).

Figure 1. Stacked histograms showing the number of different classes of somatic mutations affecting
PRDM genes as reported in the Mutation Annotation Files across all analyzed cancer entities.

According to our reanalysis, the most mutated genes were PRDM2 (507 mutations; with 24% of
silent mutations), PRDM3/MECOM (547 mutations; 22% silent), PRDM9 (899 mutations; 27% silent),
PRDM16 (514 mutations; 31% silent), and ZFPM2/FOG2 (700 mutations; 24% silent). Non-sense
mutations were more recurrent in PRDM5 (23), PRDM9 (60), and ZFPM2/FOG2 (34), whereas splice
sites disrupting mutations were more frequently detected in PRDM3/MECOM (13), PRDM9 (19),
PRDM10 (14) and PRDM12 (13) (Figure 1).

To measure the frequencies of somatic mutations for each PRDM gene across all tumor types,
only non-synonymous mutations were considered. We observed heterogeneity in the mutation
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frequencies of these genes in the different tumor types. A global low mutation rate (from 0 to 8.2%)
was found, except for PRDM3/MECOM, PRDM8, PRDM9, PRDM15, ZFPM1/FOG1, and ZFPM2/FOG2
(Table 1). In detail, PRDM8 and PRDM15 were mutated at low rates in most of the analyzed
cancer types except PAAD where they were both frequently mutated (16.0% and 11.2%, respectively).
PRDM3/MECOM was recurrently mutated in various cancer types, also reaching a value of 20.1%
of mutated samples in SKCM. Similarly, PRDM9 was mutated with a high mutation rate in many
cancer types, achieving values of 10.0% in UCEC, 14.2% in LUAD, and 15.4% in SKCM. Otherwise,
ZFPM1/FOG1 was mutated at a low rate in a few cancer types, except in UCS (5.2%), COAD (6.6%),
READ (9.4%), and ACC (50.5%). Finally, ZFPM2/FOG2 was frequently mutated at a high rate in various
cancer types, reaching a value of 11.1% in LUAD and 16.5% in SKCM.

We visualized the mutation data in each tumor type by Oncostrip function (Supplementary file 1).
Through this approach, we evaluated the percentage of samples with at least one mutated PRDM gene
in each tumor type ranging from 1.02% (2/196) in LAML samples to 55.43% (51/92) in ACC samples.
Furthermore, this function allowed us to visualize the mutation type affecting PRDM genes in each
sample. Interestingly, ZFPM1/FOG1 revealed a high number of samples, especially in ACC, with
“multi_hit” mutations (more than one mutation affecting the same gene in the same cancer sample).
Specifically, we found 11/18 (61%) multi-hit mutations in COAD, 10/11 (90%) in READ, and 23/47
(48%) in ACC (see Supplementary file S1).
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To distinguish between damaging and tolerated missense mutations, we carried out a variant
effect predictor (VEP) analysis (Table S2). Missense mutations with a SIFT score ranging in the interval
0.0–0.05 and/or with a PolyPhen score in the interval 0.5–1 were considered as deleterious or probably
damaging, respectively. As shown in Table 2, adding all the other deleterious somatic mutations
(frameshift, in-frame deletions, stop gained and start lost mutations, splice site, UTR, and intron
variants) to the deleterious missense mutations classified with the VEP analysis, we obtained the total
number of deleterious mutations affecting each PRDM gene. Thus, we obtained the percentage of
deleterious somatic mutations across the tumor samples. This number was ≥50% for MECOM/PRDM3
(52.7%), PRDM4 (55%), PRDM5 (54.8%), PRDM6 (58.5%), PRDM10 (55.2%), PRDM11 (54%), PRDM13
(51.7%), and PRDM16 (50%).

Table 2. Percentage of deleterious and tolerated mutations in the PRDMs across the analyzed tumor samples.

Genes Deleterious Mutations Total Mutations % Deleterious Mutations

PRDM1 120 272 44.1
PRDM2 223 507 44.0

MECOM/PRDM3 288 547 52.7
PRDM4 88 160 55.0
PRDM5 136 248 54.8
PRDM6 31 53 58.5
PRDM7 31 114 27.2
PRDM8 54 154 35.1
PRDM9 403 899 44.8
PRDM10 185 335 55.2
PRDM11 101 187 54.0
PRDM12 30 72 41.7
PRDM13 89 172 51.7
PRDM14 125 263 47.5
PRDM15 162 341 47.5
PRDM16 257 514 50.0

ZNF408/PRDM17 55 155 35.5
ZFPM1/FOG1 43 102 42.2
ZFPM2/FOG2 234 700 33.4

Additionally, to predict the potential functional effect of the identified PRDM somatic mutations
on the affected proteins and to detect a possible mutation enrichment in some domains, we localized the
deleterious missense mutations on the canonical protein isoform of each PRDM (Figure 2). Interestingly,
a random sampling weighted on the size of the annotated protein domains demonstrated that somatic
deleterious mutations were significantly enriched in the PR domain of PRDM1, PRDM5, PRDM6,
PRDM8, PRDM9, PRDM12 and PRDM13 (p < 0.005).
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Figure 2. The stacked histogram represents the amount of deleterious somatic mutations affecting the
different known domains of PRDM proteins. In detail, the missense mutations affecting the PR domain
are reported in blue, the missense mutations affecting the Zn fingers are in red, and the missense
mutations affecting other known domains (where present) are illustrated in green. The deleterious
missense mutations not affecting known domains are shown in violet and the other classes of deleterious
mutations (frameshift, in-frame deletions, stop gained and start lost mutations, splice site, UTR,
and intron variants) are in orange.

Another important aspect of cancer genetic studies is the presence of possible recurrent and
hotspot mutations. Figure 3 illustrates mutations in PRDM genes recurring in more than three tumor
types. Interestingly, the frameshift mutation T/-→K678X, despite affecting PRDM3/MECOM in a
region not containing known domains, was recurrent in different tumor types; similarly, also the
missense mutation G/A→S237L occurred in a region without known domains but in many tumors.
Otherwise, missense mutations affecting a Zn-finger domain and occurring in different tumors were
observed for PRDM9, PRDM14, and PRDM16. Likewise, PRDM12 was frequently mutated in a splice
donor site in a region coding for the PR domain whereas in different tumor types, ZFPM2/FOG2 was
affected by the missense mutation C/T→R734C in a region without known domains. In addition,
PRDM2 and PRDM15 revealed an in-frame deletion in various cancers and PRDM11 a frameshift
mutation. Finally, ZFPM1/FOG1 showed several recurrent mutations; they all (frameshift mutations
and in-frame deletions) hit a region without known domains (Figure 3).
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Figure 3. Mutations in PRDM genes recurrent in more than three tumor types.

Interestingly, all these mutations were particularly recurrent in ACC patients. In this cohort,
ZFPM1/FOG1 also displayed five hotspot mutations, all localized in the same region outside the
known domains (Figure 4a). To establish whether these hotspot mutations could have an impact on
the ZFPM1/FOG1 structure, we utilized the I-TASSER web-tool to predict the tertiary structure of the
annotated ZFPM1/FOG1 protein (Figure 4b) and proteins carrying the missense mutations and the
in-frame deletions (Figure 4c–e). As illustrated, these mutations completely altered the structure of
the canonical protein. Otherwise, the frameshift mutations E444X and P445X led to premature stop
codons at the residues 669 and 796, respectively; both of the mutated proteins shared only the first
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443 residues with the canonical protein whereas they changed in the 444–669 and 444–796 regions and
missed respectively 337 and 210 residues at the C-terminal, which contains the last five zinc fingers of
ZFPM1/FOG1.

Figure 4. (a) ZFPM1/FOG1 hotspot mutations in ACC obtained by Lollipop plot visualization function.
These hotspot mutations are all localized outside the PR domain (green cylinder) and Zinc fingers
(blue dots) (b–e) I-TASSER predicted tertiary structures of the annotated ZFPM1/FOG1 canonical
protein (b) and ZFPM1/FOG1 proteins carrying the mutations ELPA444-447A (c), LA446-447P (d),
and K431N (e); the arrows show the mutated protein regions. (f) The scatter plot shows the results of
the OncodriveCLUST algorithm analysis for ACC. The dimension of the dots is proportional to the
number of clusters found in a certain gene, also indicated in the squared bracket. Specifically, in the
ZFPM1/FOG1 locus, two mutation clusters were found (fdr < 2.87 × 10−6).
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Finally, to assess whether members of the PRDM family may be driver genes in a given cancer
type, we used the OncodriveCLUST tool, which aims to identify genes whose mutations are biased
towards a large spatial clustering. This method is based on the feature that cancer gene mutations
frequently cluster in particular positions of the protein. Thus, mutations with a frequency higher than
the background rate that tend to cluster in specific regions of protein-coding genes are likely to be
driver genes. Based on the scores of this analysis, ZFPM1/FOG1 can be considered as a cancer driver
for ACC (Figure 4f) and PRDM8 for PAAD (Figure S2).

2.2. Differentially Expressed PRDM Genes across Human Cancers

To evaluate whether the expression of PRDM genes is affected in human cancers, we took
advantage of RNA-Seq datasets from paired samples (cancer vs. benign counterpart) available at the
TCGA web portal. Globally, 585 patients across 21 cancer types were analyzed (Table S1). The gene
expression profiles differed considerably between normal and tumor specimens, depending on the
cancer type, as shown by the principal component analysis [26]. The results of gene expression
profiling are summarized in Table S3 and Figure 5.

Figure 5. The heatmap shows the expression profiles of PRDMs across the analyzed cancer types.

Data indicate that a large subset of PRDM genes is consistently deregulated across several cancer
types. Particularly, a significant overexpression was measured for PRDM12 and PRDM13. On the
other side, ZFPM2/FOG2, PRDM8, and PRDM16 were more often downregulated across tumors
(Figure 5). Strong upregulation of almost all PRDM genes was measured in CHOL where 13/19
PRDM genes were overexpressed in tumor versus healthy counterparts. Among them, the most
upregulated were MECOM/PRDM3 (FC = 12.64), PRDM5 (FC = 10.7) and PRDM16 (FC = 13.74).
Conversely, the cancer types with the smallest number of deregulated PRDM genes were SARC with
no PRDM genes deregulated, PAAD with 1 gene upregulated (MECOM/PRDM3, FC = 2.71), THYM
with two genes strongly downregulated (PRDM1, FC = 0.13 and ZFPM2/FOG2, FC = 0.16), CESC with
two genes strongly downregulated (PRDM8, FC = 0.07 and ZFPM2/FOG2, FC = 0.04) and one gene
strongly upregulated (PRDM13 FC = 29.86), and, finally, ESCA with two genes strongly downregulated
(PRDM16, FC = 0.37 and ZFPM2/FOG2, FC = 0.44) and one gene upregulated (PRDM1, FC = 2.28).
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2.3. PRDM Expression in Human Primary Tumors

In an attempt to validate the findings obtained on RNA-Seq datasets, we assayed TissueScan
cDNA panel arrays containing eight different tumors (breast, colon, kidney, liver, lung, ovary, prostate,
and thyroid) [25].

Specifically, we analyzed the differential expression of PRDM3/MECOM, PRDM10, PRDM12,
PRDM16, and ZFPM2/FOG2 genes (Figure S3). As illustrated in Figure 6, a general differential
expression, even though not significant, was observed for both ZFPM2/FOG2 and PRDM16 in several
tumor tissues (Figure 6a,b). PRDM3/MECOM was found to be significantly overexpressed in breast
(p < 0.001), ovary (p < 0.001), and colon (p < 0.05) cancer specimens (Figure 6c). Similarly, PRDM10
was overexpressed at significant levels in breast (p < 0.001) and colon (p < 0.05) cancer specimens
(Figure 6d). No statistical differences in the expression of all these genes were measured between
tumor and healthy samples of the other cancer entities (Figure 6a–d). Otherwise, the PRDM12 gene
was difficult to analyze. This gene was confirmed as being highly overexpressed in all the analyzed
cancer tissues, except in ovarian cancer, as indicated by reanalysis of the TCGA RNA-Seq dataset.
However, this gene was not expressed or was expressed at very low levels in all the healthy tissues
used as controls; it was expressed in tumor specimens. For this reason, its relative gene expression
could not be calculated using the 2−ΔΔCt method for all the analyzed tissues. Particularly, relative
expression was measured only for thyroid, ovary, prostate, and liver (Figure 6e) whereas in breast,
colon, kidney, and lung normal tissues, the amplification products were undetectable when observed
by agarose gel electrophoresis analysis (Figure 6f). Of note, these cancer specimens showed measurable
levels of PRDM12 (Figure 6e–f).

Figure 6. Relative expressions obtained by real-time PCR in different types of cancer tissues versus
corresponding normal tissues (with arbitrary expression value equal to 1). The comparative threshold
cycle (Ct) method was used with β-actin as the internal control. The results are expressed as the mean
± ES. The statistical significance of differences between experimental groups was calculated using
the unpaired two-tailed Student’s t-test. (*) Results with a p-value < 0.05 were considered significant.
(a) ZFPM2/FOG2; (b) PRDM16; (c) PRDM3/MECOM; (d) PRDM10; (e) PRDM12. (f) Representative
samples analyzed for PRDM12 by agarose gel electrophoresis.
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3. Discussion

In this study, we provide for the first time a systematic and comprehensive overview of both the
mutational status and the expression profile of all the PRDM genes across a large number of different
cancer types.

Recently, the availability of multi-omics datasets (such as TCGA) from human cancers, together
with the development of advanced bioinformatics tools, represent a unique source to study human
malignancies [24].

Our reanalysis of the TCGA Exome-sequencing datasets revealed PRDM2, PRDM3/MECOM,
PRDM9, PRDM16 and ZFPM2/FOG2 as the most mutated genes. Heterogeneity in the mutation
frequencies was observed in the different tumor types with higher mutation rates found for
PRDM3/MECOM, PRDM8, PRDM9, PRDM15, ZFPM1/FOG1 and ZFPM2/FOG2 in specific cancers.
Remarkably, VEP analysis indicated that the percentage of total deleterious mutations across the tumor
samples was high for most genes. More interestingly, a random sampling weighted on the size of
the annotated protein domains demonstrated that deleterious mutations were significantly enriched
in the PR domain of PRDM1, PRDM5, PRDM6, PRDM8, PRDM9, PRDM12 and PRDM13. Frequent
mutations disrupting the PR domain in tumor samples would be a mechanism for removing the tumor
suppressor function of the PR-plus isoform in favor of the oncogenic PR-minus form.

A big challenge in cancer biology studies is distinguishing between mutations conferring a
selective growth advantage to cancer cells (drivers) and those randomly accumulating and without
significant effects on the oncogenic process (passengers) [27,28]. Many algorithms employing different
approaches are now utilized to recognize driver genes although, when compared for their performance,
all display both strengths and weaknesses [25,29–31]. Moreover, recent studies have highlighted
the existence of “mini-driver” genes with weaker tumor-promoting effects, thus expanding the
previous driver–passenger dichotomy to a continuous model [25,30,32]. Besides, a sub-classification
has been proposed to differentiate “mut-driver genes”, usually altered by somatic gene mutations,
from “epi-driver genes”, which are deregulated through epigenetic modifications but are not frequently
mutated [25,27].

In this study, OncodriveCLUST analysis revealed two putative cancer mut-driver genes: PRDM8
in PAAD and ZFPM1/FOG1 in ACC. In the latter case, we found that the involved gene was mutated in a
very high percentage (about 55%) of tumor samples. Additionally, a mutational hotspot region localized
between the amino acid positions 444 and 447, outside the known domains, was recognizable. All these
findings agree with the key parameters commonly used to discern drivers from passengers [29].
Notably, these hotspot mutations recurred also in other malignancies, such as COAD, KIRP, READ,
STAD, and UCS, supporting an important role of this gene in carcinogenesis. Moreover, the finding
of “multi_hit” mutations in ACC, as well as in COAD and READ, advises that this gene could
function as a tumor suppressor gene. This is conceivable with the current knowledge about the role of
ZFPM1/FOG1 in differentiation. Indeed, ZFPM1 is also known as a friend of GATA1 (FOG1) since it
interacts with GATA1 and it is an essential cofactor for the transcription factor GATA-1 in erythroid
and megakaryocytic differentiation. Reduced expression of ZFPM1/FOG1 was found in preleukemic
progenitors of a mouse model of leukemia [33,34]. Besides, the high recurrence of these mutations
together with results from 3D-modeling of the canonical and mutant ZFPM1/FOG1 proteins suggest
that, although without known domains, this is a critical region for the protein. Interestingly, this region
(particularly K431 residue) is evolutionary highly conserved (Figure S4).

It is conceivable that other PRDM genes may play a key role in the initiation and progression of
specific or multiple tumor types, as also reported by previous literature [8,15–17]. Indeed, it is accepted
that cancer driver genes are mainly involved in three core cellular processes: cell fate, cell survival,
and genome maintenance. For instance, PRDM2 has a relevant role in all of them; specifically, it also
participates to the formation of protein complexes involved in the DNA damage response and in
genome maintenance [15]. Additionally, a recent study identified a driver PRDM2 mutation in MSI
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colorectal cancer [16]. However, our analysis has not considered this gene as a driver. We cannot
exclude, among the explanations, the limitation of the utilized bioinformatics tool [30].

Our pan-cancer study has also identified PRDM12 as a possible epi-driver gene in multiple
cancers. Of note, TCGA gene expression profiling of PRDM genes revealed significant overexpression
of PRDM12 and PRDM13 in many tumor types whereas ZFPM2/FOG2, PRDM8, and PRDM16 were
more often downregulated in tumor tissues. Our qRT-PCR analysis was not able to confirm all the
results obtained through TCGA analysis. The main reason could be the utilization of unpaired samples
in the validation through TissueScan cDNA panel arrays; otherwise, our analysis on TCGA was
carried out on paired samples. In addition, we have analyzed a small number of samples by qRT-PCR
compared to the huge number of cases from TCGA. Noteworthy is that when we measured the
differential expression of PRDM12 in cDNA panel arrays, we found the expression of this gene only in
cancer specimens but not in healthy samples of several tissues, suggesting that it could be putatively
utilized as a biomarker in those malignancies. Our study represents the first analysis of all PRDM
genes in pan-cancer; further studies using large cohorts are necessary to validate the most promising
results, particularly for PRDM12. In addition, given the lack of literature data, we are aware that
functional studies investigating the effect of altered expression both in vitro and in vivo are required
to establish the possible impact of PRDM12 in cancer.

Altogether, our results can be useful for identifying a subset of relevant PRDMs that are frequently
mutated and/or transcriptionally deregulated in certain tumor types. Functional studies on specific
PRDM gene mutations should be accomplished to definitely prove their potential oncogenic role.
Moreover, it would be interesting to investigate whether these mutations contribute to cancer
progression and metastasis, as well as whether they correlate with prognosis and/or with drug
response and resistance. The epigenetic changes underlying the altered gene expression observed
in tumor samples should also be explored. In this context, the availability of novel multi-omics data
integration tools and methods also offer the opportunity to further integrate our analysis of PRDM
gene expression by a systematic pan-cancer study of the epigenetic marks in these genes [25,35,36].

4. Materials and Methods

4.1. TCGA Data Source Selection and Processing for Mutation Analysis

In this manuscript, we analyzed both whole Exome- and RNA-Seq data retrieved from publicly
accessible repositories. Specifically, we retrieved the whole exome sequencing data from the GitHub
R data package for pre-compiled somatic mutations from TCGA cohorts “TCGA mutations” and
analyzed it using the Bioconductor package “maftools” [37].

The selection and nomenclature of PRDM genes were based on the HUGO Gene Nomenclature
Committee [38]. To estimate the mutation enrichment within the PR domain of each of the PRDM
proteins, we performed a random sampling iterated 1000 times weighted on the size of the
annotated domains.

To assess whether one or more PRDM proteins could be considered as cancer driver genes based
on the positional clustering of the variants in the selected human cancers, we used a re-implementation
of the software OncodriveCLUST within the maftools package [39].

Three-dimensional (3D) modeling of the human canonical and mutant ZFPM1/FOG1 proteins
was carried out using I-TASSER [26,40,41].

4.2. TCGA Data Source Selection and Processing for Expression Analysis

The RNA-Seq gene expression data were downloaded from TCGA [42]. The analysis of gene
expression and the identification of differentially expressed genes were performed comparing the
expression profiles of cancer vs. matched normal samples in a paired analysis. Therefore, expression
data taken from human primary cancers for which healthy samples were not available were discarded.
According to this criterion, 22 tumor entities were analyzed. To have a more robust differential
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expression analysis in paired samples, we applied generalized linear models implemented in the EdgeR
Bioconductor package version 3.17.10. p-values adjustment was performed through the application
of the false discovery rate (FDR) method. We considered differentially expressed genes with a logFC
≤−1 and logFC ≥1, and an FDR ≤ 0.01.

4.3. Real-Time RT-PCR Analysis

Quantitative real-time PCR (qRT-PCR) experiments were carried out on TissueScan Cancer Survey
Panels, which contained cDNA samples from various normal and cancer tissues covering eight
different tumors (breast, colon, kidney, liver, lung, ovary, prostate and thyroid) from independent
patients diagnosed at various clinical disease stages and selected from mixed ages and genders. Tissue
cDNAs of each array were synthesized from high-quality total RNAs of pathologist-verified tissues,
normalized and validated with β-actin in two sequential qPCR analyses, and provided with clinical
information and QC data [25].

To quantitatively determine the relative amount of PRDM3/MECOM, PRDM8, PRDM10, PRDM12,
PRDM16, and ZFPM2/FOG2 RNAs, qRT-PCR was performed [25]. Primers were designed using
Primer3Plus [43] and specificity was verified with the BLAST program and through in-silico PCR
analysis by the UCSC Genome Browser [44].

The selected sequences of oligonucleotides forward (F) and reverse (R) were: PRDM3/MECOM-F
5′-AGTGGCAGTGACCTGGAAAC-3′; PRDM3/MECOM-R 5′-ACCGCAGTCTGCTCCTCTAA-3′;
PRDM10-F 5′-CAGCACATTCGAAAGAAGCA-3′; PRDM10-R 5′-GCGTTCGGTAGTCTGTCGTT-3′;
PRDM12-F 5′-GGGAGTCCTTACGCAACCTT-3′; PRDM12-R 5′-TTCCATTGTGCCTCCACTCT-3′;
PRDM16-F 5′-ATGATGGACAAGGCAAAACC-3′; PRDM16-R 5′-GATGTGGGAGGTAGCAGAGG-3′;
ZFPM2/FOG2-F 5′-GACAGTGCCCATCAGATTTC-3′; ZFPM2/FOG2-R 5′-GGGCAGGAATTCTTC
CATTTT-3′.

The amplification products were also analyzed by agarose gel electrophoresis [45]. Data were
normalized with β-actin gene provided with arrays. The relative gene expression was calculated using
the 2−ΔΔCt method [25].

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/19/10/
3250/s1.
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Abbreviations

FC Fold change
FDR False discovery rate
TCGA The Cancer Genome Atlas
ACC Adrenocortical carcinoma
BLCA Bladder cancer
BRCA Breast cancer
CESC Cervical squamous cell carcinoma and endocervical adenocarcinoma
CHOL Cholangiocarcinoma
COAD Colon adenocarcinoma
DLBC Lymphoid neoplasm diffuse large B-cell lymphoma
ESCA Esophageal carcinoma
GBM Glioblastoma
HNSC Head and neck squamous cell carcinoma
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KICH Kidney chromophobe carcinoma
KIRC Kidney renal clear cell carcinoma
KIRP Kidney renal papillary cell carcinoma
LAML Acute myeloid leukemia
LIHC Liver hepatocarcinoma
LUAD Lung adenocarcinoma
LUSC Lung squamous cell carcinoma
OV Ovarian cancer
PAAD Pancreas adenocarcinoma
PCPG Pheochromocytoma and paraganglioma
PRAD Prostate adenocarcinoma
READ Rectum adenocarcinoma
SARC Sarcoma
SKCM Skin cutaneous melanoma
STAD Stomach adenocarcinoma
TGCT Testicular germ cell tumors
THCA Thyroid cancer
THYM Thymoma
UCEC Uterine corpus endometrial carcinoma
UCS Uterine carcinosarcoma
UVM Uveal melanoma
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Abstract: Genetic loss or mutations in tumor suppressor genes promote tumorigenesis.
The prospective tumor suppressor tristetraprolin (TTP) has been shown to negatively regulate
tumorigenesis through destabilizing the messenger RNAs of critical genes implicated in both tumor
onset and tumor progression. Regulation of TTP has therefore emerged as an important issue in
tumorigenesis. Similar to other tumor suppressors, TTP expression is frequently downregualted
in various human cancers, and its low expression is correlated with poor prognosis. Additionally,
disruption in the regulation of TTP by various mechanisms results in the inactivation of TTP protein
or altered TTP expression. A recent study showing alleviation of Myc-driven lymphomagenesis by
the forced expression of TTP has shed light on new therapeutic avenues for cancer prevention and
treatment through the restoration of TTP expression. In this review, we summarize key oncogenes
subjected to the TTP-mediated mRNA degradation, and discuss how dysregulation of TTP can
contribute to tumorigenesis. In addition, the control mechanism underlying TTP expression at the
posttranscriptional and posttranslational levels will be discussed.

Keywords: tristetraprolin (TTP); tumorigenesis; posttranscriptional regulation; adenosine and
uridine-rich elements (AREs)

1. Introduction

Posttranscriptional regulation of messenger RNA (mRNA) stability is essential for cells to
rapidly respond to intracellular and extracellular stimuli [1,2]. The TPA-inducible sequence 11
(TIS11) family of RNA-binding proteins, composed of tristetraprolin (TTP) and butyrate response
factors, modulates mRNA stability through direct binding to specific sequences located in the 3′

untranslated region (3′ UTR) of the target mRNA [3]. TTP, also known as TIS11A, G0/G1 switch
regulatory protein 24 (GOS24), and growth factor-inducible nuclear protein NUP475, is encoded
by the ZFP36 gene. TTP contains a cysteine–cysteine-cysteine–histidine (CCCH) zinc finger motif
for the recognition of cis-acting adenosine and uridine-rich elements (AREs) in the 3′ UTR of target
mRNA [4,5]. As illustrated in Figure 1, binding of TTP to AREs generally facilitates the decay
of the mRNA by means of recruiting enzymes for the rapid shortening of the poly(A) tail [6].
For instance, TTP interacts with the carbon catabolite repressor protein 4 (Ccr4)-negative on TATA
(Not1) deadenylase complex, the exosome components polymyositis/systemic sclerosis 75 (PM/Scl-75),
and ribosomal RNA processing 4 (Rrp4) to hydrolyze the poly(A) tail in a processive manner [7].
Alternatively, TTP interacts with poly(A)-binding protein nuclear 1 (PABPN1) in the nucleus to inhibit
3′-polyadenylation of pre-mRNA [8]. The 5′ to 3′ degradation of mRNA is processed by a decapping
complex, which includes mRNA-decapping enzyme 2 (Dcp2), enhancer of mRNA-decapping protein
3 (Edc3), and 5′–3′ exoribonuclease (Xrn1), which interact with TTP [9,10].

The physiological importance of TTP in posttranscriptional coordination has been observed in
TTP-deficient mice. These mice develop a complex syndrome of inflammatory arthritis, dermatitis,
cachexia, autoimmunity, and myeloid hyperplasia [11]. These symptoms are recapitulated in the
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wild-type tumor necrosis factor alpha (TNF-α) transgenic and TNF-αΔARE mice [12,13]. Indeed, TTP has
been shown to accelerate the degradation of TNF-α mRNA via direct binding to the ARE in the 3′ UTR
of TNF-α mRNA [14].

It was revealed that approximately 16% of human protein-coding genes have at least one
consensus motif of an ARE in their 3′ UTR [15]. Many of these genes are implicated in immune
responses and tumorigenesis [16,17]. Importantly, TTP has been shown to negatively regulate
tumorigenesis by destabilizing its target mRNA linked to tumor onset and progression [18,19].
Thus, dysregulation of TTP has been regarded as an important issue in tumorigenesis [20]. In this
review, we describe the current understanding of TTP’s roles in tumorigenesis, with a particular
focus on the roles of TTP’s target genes during tumorigenesis. We summarize key oncogenes and
tumor-associated genes subjected to TTP-mediated mRNA decay, and discuss how dysregulation of
this process potentially contributes to tumorigenesis.

 

Figure 1. A schematic overview of posttranscriptional regulation of mRNA stability by TTP.

2. Oncogenes and Tumor Suppressor Genes Subjected to TTP-Mediated mRNA Decay

Tumorigenesis can be driven by the uncontrolled proliferation or the inappropriate survival
of damaged cells due to the impairment of mRNA stability control of tumor-suppressor genes
and oncogenes [21]. Table 1 shows the list of tumor-associated genes and their ARE sequences
subjected to TTP-mediated mRNA degradation. The data indicate that TTP’s target mRNAs during
tumorigenesis are predominantly oncogenes as opposed to tumor suppressors; 21 oncogenes were
targets, as compared to three tumor suppressor genes, such as cyclin-dependent kinase inhibitor
1 (CDKN1A), large tumor suppressor kinase 2 (LATS2), and aryl-hydrocarbon receptor repressor
(AHRR) [22–24].
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Table 1. List of oncogenes and tumor suppressor genes subjected to the ARE-mediated mRNA decay
by TTP.

Gene Symbol ARE Sequences
Regulation by TTP

ARE
Binding 1

3′ UTR
Binding 2

mRNA
Decay 3 Ref.

AHRR TTCTGGCCTCTGGGCATTTATGGATTTAAGACCA
GGATGGTATTTCAGAAGCTT O O O [23]

AKT-1 TTTTTTTACAACATTCAACTTTAGT O ND O [25,26]

BCL2 ATTTATTTATTTA ND O O [27]

BIRC3
(cIAP2)

TTTGGTTTCCTTAAAATTTTTATTTATTTACAACTC
AAAAAACATTGTTTTG O O O [28,29]

CCNB1
(cyclin B1) TTATTTACTTTTACCACTATTTAAG O O O [25,30]

CCND1
(cyclin D1)

TTATTATATTCCGTAGGTAGATGTG,
ACATAATATATTCTATTTTTATACTCT O O O [25,31]

CDKN1A
(p21)

TAGTCTCAGTTTGTGTGTCTTAATTATTATTTGTGT
TTTAATTTAAACACCTCCT O O O [24]

CXCL1 TCTTCTATTTATTTATTTATTCATTAGTT O O O [25,32]

CXCL2
(MIP-2) CACACTCTCCCATTATATTTATTG O ND O [25,33]

CXCR4 ACTTATTTATATAAATTTTTTTTG O O O [25,34]

E2F1 CTTTAATGGAGCGTTATTTATTTATCGAGGCC
TCTTTG O O O [29,35]

FOS
(c-Fos) TAATTTATTTATT ND O O [36]

HMGA2 TGTAATTTAATGA ND O O [37]

IFN-γ CTATTTATTAATATTTAA O O O [38]

JUN
(c-Jun)

TTCTCTATTAGACTTTAGAAA,
AGCACTCTGAGTTTACCATTTG O ND ND [25,39]

LATS2 TTCAAATTAGTATGATTCCTATTTAAAGTGATTTA
TATTTGAGTAAAAAGTTCAA O O O [22]

Lin28A TTTTATTTATTTG O O O [29,40]

MACC1 TATAATTTAATAT ND O O [41]

MYC
(Myc)

AATTTCAATCCTAGTATATAGTACCTAGTATTAT
AGGTACTATAAACCCTAATTTTTTTTATTTAA O O O [25,31]

PIM-1 CCTGGAGGTCAATGTTATGTATTTATTTATTTATT
TATTTGGTTCCCTTCCTATTCC O O O [42]

PIM-3 TTTAATTTATTTG ND O O [43]

SNAI1
(Snail1)

GTTATATGTACAGTTTATTGATATTCAATAAAGC
AGTTAATTTATATATTAAAAA O O O [44]

XIAP CAAATTTATTTTATTTATTTAATT O O O [25,43]
1 O: experimentally determined ARE sequences; ND: not determined experimentally, the predicted ARE sequences
are from ARED-Plus web source; 2,3 O: experimentally confirmed; ND: not determined experimentally.

TTP has been shown to prevent malignant proliferation by suppressing the expression of genes for
cell-cycle progression and cellular proliferation depicted in Figure 2. Among these, CCNB1 (cyclin B1)
is the key oncogenic driver whose overexpression itself leads to the chronic proliferation of cancer
cells [45]. Previous studies reported that high CCNB1 expression levels were detected in various
cancers such as breast, colon, and non-small cell lung cancer [46–48]. Ectopic overexpression of TTP
suppressed CCNB1 expression but depletion of TTP promoted the accumulation of CCNB1 mRNA
in human lung cancer cells [30]. This is because the ARE motif in CCNB1 3′ UTR is subjected to
TTP-mediated degradation [25]. High expression of CCND1 (cyclin D1) also correlates with tumor
onset and tumor progression [49]. A recent study showed that treatment with the mechanistic target
of rapamycin kinase (mTOR) inhibitor, rapamycin, induced rapid CCND1 mRNA decay due to the
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increased TTP expression in glioblastoma cells [31]. CCND1 binding with cyclin dependent kinase
4 (CDK4) or CDK6 is necessary for the G1/S transition [50]. The active CDK4/6 phosphorylates
retinoblastoma 1 (RB), which results in the release of E2F1 [51]. Subsequently, E2F1 initiates the
expression of genes required for the cell cycle transition [52]. E2F1 also contains three AREs in its
3′ UTR [35]. In the meantime, the PIM-1 oncogene is also subjected to TTP-mediated mRNA decay.
PIM-1 facilitates cell cycle progression via activating CDC25a and CDC25c oncogenes [53]. In pancreatic
cancer, low TTP expression was correlated with high PIM-1 expression, and patients with such gene
expression profiles showed unfavorable survival rates [54].

In addition, by suppressing the expression of lin-28 homolog A (Lin28A), TTP can increase the
expression of the tumor suppressor microRNA (miRNA) let-7, whose expression is negatively regulated
by Lin28A [29,55]. The miRNA let-7 has been implicated in the regulation of gene transcription
including high mobility group A2 (HMGA2) [56]. HMGA2 is frequently upregulated in multiple
cancers, and is associated with both malignant and benign tumor formation [57]. The bioinformatic
analysis discovered that 3′ UTR of HMGA2 mRNA contains the hairpin structure termed HMGA2-sh,
which is further processed to a HMGA2-sh-3p20 fragment through the action of Drosha and Dicer [37].
Interestingly, HMGA2-sh-3p20 elevated HMGA2 expression in hepatoma cells by means of preventing
TTP binding to the HMGA mRNA [37]. Thus, HMGA2-sh-3p20 facilitates hepatocarcinogenesis by
antagonizing the TTP-mediated decay of HMGA2 mRNA.

 

Figure 2. Attenuation of cellular proliferation by TTP-mediated suppression of oncogenic signalings.

The collapse of the homeostatic balance between cell death and cell proliferation is a hallmark of
cancer [58]. Simultaneous overexpression of the anti-apoptotic protein BCL2 and the Myc oncogene
induces lymphoma [59]. By downregulating the expression of both genes, TTP has been shown
to alleviate Myc-driven lymphomagenesis [27,60]. IAP (inhibitors of apoptosis proteins) family
anti-apoptotic protein BIRC3 and XIAP are also under control by TTP-mediated mRNA decay [28,43].
Therefore, loss of TTP function would confer resistance to cancer cells against apoptotic stimulus,
and promotes cancer cell viability due to the impairment of the destabilizing of anti-apoptotic
gene expression.
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Aside from its canonical posttranscriptional role, TTP also has been implicated in the
regulation of gene expression at the transcriptional level by participating in the nuclear factor
kappa-light-chain-enhancer of activated B cells (NF-κB) pathway [39,61,62]. By blocking the nuclear
import of NF-κB/p65, TTP suppresses the NF-κB-mediated transcription of oncogenes, including
c-Jun [63]. c-Jun and c-Fos form the AP-1 early response transcription factor that promotes cell-cycle
progression [64]. The stability of c-Fos mRNA is subjected to TTP-mediated posttranscriptional
control [36]. Thereby, TTP regulates the activity of oncogenic AP-1 both at the transcriptional and
posttranscriptional levels.

3. Roles of TTP in Tumor Progression

Recent studies have revealed novel TTP targets involved in the malignancy of tumors, such as
epithelial-mesenchymal transition (EMT), invasion, and metastasis (Figure 3). Based on the gene
expression profiles from 80 patient samples (23 normal colon mucosa, 30 primary colon carcinoma,
and 27 liver metastases), lower TTP expression was detected in primary tumors as compared to normal
mucosa [41]. Furthermore, TTP expression was remarkably downregulated in metastatic tumors as
compared to primary tumors, suggesting the possibility that TTP is engaged in the EMT process.
Consistent with this notion, recent studies have reported that TTP facilitates the mRNA decay of
EMT marker genes including Snail1 (zinc finger protein snail 1), Twist1 (twist-related protein 1), ZEB1
(zinc finger E-box binding homeobox 1), MMP-2 (matrix metalloproteinase 2), and MMP-9 [41,44,65].

The molecular signature of low E-cadherin, high vimentin, and high N-cadherin is an indicator of
cells undergoing EMT; this feature was also detected in circulating tumor cells [66]. NIH:OVCAR3
(ovarian adenocarcinoma) and HT29 (colorectal adenocarcinoma) cells with high TTP levels exhibited
high E-cadherin, low N-cadherin, and low vimentin, whereas low TTP-expressing SKOV3 (ovarian
adenocarcinoma) and H1299 (non-small lung carcinoma) cells displayed low E-cadherin expression [44].
Snail1, Twist1, and ZEB1 are transcription factors for the transcriptional repression of E-cadherin [67].
TTP binding to the ARE within the 3′ UTR of these three genes triggered their mRNA decay [44]. In the
meantime, loss of TTP increased the growth rate and migration capability of colorectal cancer cells
due to the upregulation of ZEB1, sex-determining region Y box 9 (SOX9), and metastasis-associated
in colon cancer 1 (MACC1) [41]. Furthermore, one of the most significant alterations underlying
colorectal cancer is the constitutive activation of the T-cell factor (Tcf)/β-catenin signaling, and the
administration of Tcf/β-catenin inhibitor FH535 derepressed TTP expression [41]. Collectively, TTP
downregulates Snail1, Twist1, ZEB1, SOX9, and MACC1 expression at the posttranscriptional level to
inhibit EMT. Thus, the recovery of TTP expression seems to be promising to suppress EMT in some
types of human cancers.

EMT facilitates the reorganization of the extracellular matrix (ECM), since many EMT-inducing
factors activate the expression of MMPs [68]. MMPs induce ECM degradation and allow tumor cells
to migrate out of the primary tumor to form metastases [69]. Specifically, MMP-1 is an interstitial
collagenase that decomposes collagen types I, II, and III, and MMP-13 breaks down type II collagen
more efficiently than types I and III [70]. MMP-2, along with MMP-9, cleaves type-IV collagen, which
is the most abundant component of the basement membrane of which breakdown is a critical step in
the invasion and metastatic progression of cancer cells [70]. An invasion experiment recapitulating
the oral mucosa showed that the suppression of TTP activity gives rise to an accelerated invasion rate
of head and neck cancer cells due to the secretion of MMP-2, MMP-9, and interleukin-6 (IL-6) [65].
Mechanistically, p38-mediated phosphorylation and the inactivation of TTP upregulated the stability
of MMP-2, MMP-9, and IL-6 transcripts [65]. Another study showed that ectopic re-expression of
TTP in breast cancer cells attenuated the invasion rate because TTP suppressed MMP-1 and MMP-13
expression [71]. Urokinase-type plasminogen activator (uPA) and its specific receptor urokinase
plasminogen activator receptor (uPAR) are also implicated in the degradation of the ECM [72].
Overexpression of uPA and uPAR has been observed in invasive glioblastomas [73], and the ectopic
expression of TTP alleviated the invasiveness of these cancer cells by suppressing the expression of
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both uPA and uPAR [74,75]. In addition, a recent report showed that the upregulated TTP expression
led to significant downregulation of uPA and MMP-9 protein expression in breast cancer [76]. Taken
together, uPA and uPAR are physiological targets of TTP in various cancer types, and the concept of
TTP-mediated downregulation of uPA and uPAR seems to be promising to attenuate the malignancy
of tumors [75].

 

Figure 3. Suppressive roles of TTP in tumor progression. (A) TTP targets involved in the malignancy
of tumors. EMT; epithelial-mesenchymal transition. (B) EMT and metastatic mechanisms driven by
TTP target genes. CAFs; carcinoma-associated fibroblasts, ECM; extracellular matrix, VEGFR; vascular
endothelial growth factor receptors.

Cancers develop in complex tissue environments known as tumor microenvironments, and these
affect the growth and metastasis of tumor cells [77]. Tissues undergoing chronic inflammation due to
the deregulation of the microenvironment generally exhibit a high incidence of cancer [78]. According
to recent studies, programmed death-ligand 1 (PD-L1) is a novel target for TTP in gastric, lung,
and colon cancer cells [79,80]. The expression of PD-L1 is essential for the development and functional
maintenance of regulatory T cells [81], and its mRNA stability is negatively regulated by TTP [80].
Consequently, restoration of TTP expression enhanced anti-tumor immunity in a PD-L1-dependent
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manner [80]. Neoplastic cells are strongly influenced by the stroma, including surrounding and
infiltrating cells. Immune cell infiltration into the tumor is an important determinant of tumor
progression, and TTP depletion increases infiltration of monocytes/macrophages into the tumors [82].
IL-16 was identified as a critical TTP-regulated factor that contributes to the migration of immune
cells [82]. IL-16 expression was increased in TTP-deficient 3D tumor spheroids, and elevated IL-16
levels enhanced the infiltration of monocytes into tumor spheroids [82]. Apparently, further studies
are needed to determine the direct effect of TTP on IL-16 expression, but it seems clear that the loss of
TTP allows immune cells within the microenvironment to promote tumor growth.

Tumor cells require a dedicated blood supply to obtain oxygen and nutrients for their maintenance
and growth, and vascular endothelial growth factor (VEGF) is a crucial regulator of pathological
angiogenesis [83]. TTP can bind to VEGF mRNA 3′ UTR and induce VEGF mRNA degradation [84].
Higher VEGF levels were detected in colorectal adenocarcinoma, as compared to normal tissues [85].
Cyclooxygenase 2 (COX-2) is also an important mediator of angiogenesis by facilitating the production
of VEGF and BCL2 [86]. TTP binds between the nucleotides 3125 and 3232 in the 3′ UTR of COX-2
mRNA and induces mRNA destabilization [87]. In colorectal cancer cells, low expression of TTP was
responsible for the increased expression of COX-2 and VEGF, while overexpression of TTP in colon
cancer cells markedly decreased the expression of both genes [88]. Moreover, cytokines related to
tumor angiogenesis such as IL-3, IL-8, and TNF-α were reported as TTP targets which are suppressed
by the way of ARE-mediated decay [32,89,90]. In contrast, TTP has been shown to increase human
inducible nitric oxide synthase (iNOS) mRNA stability. TTP did not bind to human iNOS mRNA
directly, but TTP destabilized the KH-type splicing regulatory protein (KSRP), which is responsible for
iNOS mRNA decay, by facilitating recruitment of the exosome [91].

Although the precise mechanisms that determine the directional movement of tumor cells to
distant sites are not well understood, this movement pattern seems similar to the chemokine-mediated
leukocytes movement [92]. The expression of C-X-C motif chemokine receptor 4 (CXCR4) is low or
absent in normal tissues, while it is highly expressed in various types of cancer, including colorectal
cancer, ovarian cancer, and breast cancer [93,94], and the CXCR4 level was inversely correlated with
TTP expression [34]. It has been revealed that CXCR4 is a TTP target containing a functional ARE
in its 3′ UTR, and thus, induction of TTP results in the compromised CXCR4-mediated invasion
and migration [34]. Furthermore, TTP depletion increased the production of several chemokines,
such as C-X-C motif chemokine ligand 1 (CXCL1), CXCL2, and CXCL8 (also known as IL-8), which are
involved in melanoma pathogenesis and angiogenesis [32,33,95]. Taken together, TTP has the ability
to repress tumor metastasis by regulating chemokine-mediated migratory signaling.

As the tumor grows, consumption of nutrients and oxygen around it lead to a state of nutrient
and oxygen deprivation [96]. Subsequently, hypoxia induces hypoxia-inducible factor 1α (HIF-1α),
an important transcription factor involved in angiogenesis, leading to angiogenesis that allows
nutrients to the microenvironment around tumor tissue [97]. Importantly, TTP expression was induced
in hypoxic cells, and the overexpression of TTP repressed the hypoxic induction of HIF-1α protein in
colorectal cancer cells [98]. Thus, it was proposed that cancer cells may benefit from the downregulation
of TTP, which subsequently increases HIF-1α expression and assists with the adaptation of cancer cells
to hypoxia.

4. Regulation of TTP Expression in Normal and Cancer Cells

Recent research has demonstrated that TTP is abnormally expressed in various human
malignancies [60,85,99–105]. TTP was initially identified as a member of immediate early response
genes that are rapidly induced by the stimulation of insulin [106], serum [107], or mitogen [108,109] in
quiescent fibroblasts. Serum-stimulated TTP mRNA induction was dependent on consensus binding
sites for several transcription factors, such as early growth response protein 1 (EGR1), specificity
protein 1 (SP-1), and activator protein 1 (AP-2) in the 5′-proximal region of the TTP promoter [110].
A few studies have shown that transcription of TTP was induced by growth-inhibitory cytokines
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during an inflammatory response. For instance, transforming growth factor beta 1 (TGF-β1)-induced
TTP transcription was mediated by the binding of Smad3/4 transcription factors to the putative
Smad-binding elements of the TTP promoter in human T cells [111]. Parallel to this, TTP expression was
necessary for TGF-β1-dependent growth inhibition in normal intestinal epithelium [112]. In addition,
the TTP promoter contains putative binding sites for signal transducer and activator of transcription
(STAT) proteins. Indeed, STAT1, STAT3, and STAT6 were recruited to these sites, and induced TTP
gene transcription under stimulation by different cytokines. Interferon gamma (IFN-γ)-induced STAT1
phosphorylation promoted TTP gene transcription [113]. IL-10-activated STAT3 or IL-4-activated
STAT6 induced TTP expression through the janus kinase 1 (JAK1) pathway [114,115]. Interestingly,
TTP mRNA is highly unstable, and the rapid turnover of TTP mRNA is due to an auto-regulatory
negative feedback loop [116,117].

TTP expression is often deficient in several cancer types (Figure 4). Rounbehler and colleagues [60]
found that TTP was expressed at low levels in Myc-expressing cancers including breast, colorectal,
and metastatic prostate cancer. The 5′-proximal region of the TTP gene includes a putative initiator
element (Inr) near the TATA box [110]. Myc directly inhibits the transcription of TTP through
direct binding to the Inr. In contrast, the tumor suppressor p53 activates TTP mRNA expression
in human cancer cells [55]. Wild-type p53 stimulated by the DNA-damaging agent doxorubicin was
recruited to the TTP promoter to activate TTP transcription, whereas mutant p53 failed to induce TTP
transcription [55]. The epigenetic gene silencing of the TTP promoter has been shown as an alternative
way to regulate TTP expression [105,118,119]. For instance, TGF-β1-dependent Smad-binding region
located in the TTP promoter has a specific single CpG site. In hepatocellular carcinoma cell lines, TTP
expression was attenuated frequently by methylation of the CpG site [105]. MicroRNA-29a (miR-29a)
targets the 3′ UTR of TTP mRNA, leading to the degradation of TTP mRNA in cancer cells [101,120].
In pancreatic and breast cancer, miR-29a-mediated TTP mRNA degradation was associated with EMT,
and promoted tumor growth, invasion, and metastasis [101,120].

Figure 4. Regulation of TTP expression and activity in normal and cancer cells.

In addition to the loss of TTP expression, cells can become TTP deficient through a loss in TTP
activity. Inactivation of TTP has been predominantly associated with its phosphorylation status. TTP
can be phosphorylated by several kinases, including extracellular signal-regulated kinases (ERK) [121],
p38 [121,122], c-Jun N-terminal kinases (JNK) [121], and v-akt murine thymoma viral oncogene
(AKT) [31]. Among these, the p38 pathway is a major determinant for TTP activity but does not affect
the protein level of TTP. p38 kinase phosphorylates and activates MAPK-activated protein kinase
2 (MK2); subsequently, MK2 phosphorylates TTP at serine 60 and 186 [123]. Subsequently, 14-3-3
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proteins interact with phosphorylated TTP and inactivate it [31,124–126]. The TTP-14-3-3 complex
cannot recruit the Ccr4-Not1 deadenylase complex, but has no impact on the binding affinity of
ARE [124,125]. In addition, the interaction with 14-3-3 is required for cytoplasmic accumulation of
TTP [126], which results in the inhibition of TTP’s role in the nucleus. Cytoplasmic TTP promotes the
decay of mRNA containing AREs [18], whereas nuclear TTP functions as a transcriptional corepressor
of NF-κB [39,127] and several nuclear receptors [128,129]. In breast cancer cells, ectopic overexpression
of TTP was capable of repressing the transactivation activity of nuclear receptors, including estrogen
receptor alpha (ERα), progesterone receptor (PR), glucocorticoid receptor (GR), and androgen receptor
(AR), via physically interacting with these factors [128]. Mechanistically, nuclear TTP attenuates ERα
transactivation by disrupting its interaction with steroid receptor coactivator 1 (SRC-1) [129].

The phosphorylation-induced TTP inactivation is reversed by two phosphatases. Protein
phosphatase 2A (PP2A) directly dephosphorylates and reactivates TTP, but this results in a decrease
in TTP protein stability [130–134]. Another phosphatase for TTP reactivation is dual specificity
phosphatase 1 (DUSP1), that indirectly regulates TTP activity through the dephosphorylation of p38,
which results in the inactivation of p38 kinase activity [135]. Several reports have indicated that a
high level of the phosphorylated, inactive form of TTP was found in head and neck [65] and brain
cancer cells [99,136]. Thus, the pharmacological application of a p38 inhibitor against these cancers
may provide new ways to treat cancers containing hyperphosphorylated TTP.

The first p38 inhibitors were identified in a screen for compounds that inhibited expression
of TNF-α in human monocytic leukemia cell line [137]. In multiple myeloma and head and
neck squamous cell carcinoma, p38 inhibitors were successfully used to limit tumor growth and
angiogenesis, due indirectly to TTP-mediated inhibition of cytokine secretion [138,139]. p38 inhibitor
also attenuates progression of malignant gliomas by inhibition of TTP phosphorylation [99]. Dufies
and colleagues reported that p38 inhibitors may be a promising adjuvant therapy in cancer. Sunitinib,
known as a first-line treatment for metastatic renal cell carcinoma, leads to patient relapse by p38
activation. While sunitinib mainly targets the host blood vessels via the inhibition of VEGF receptors,
the mechanism of patient relapse is associated with increased lymphangiogenesis and lymph node
metastasis via induction of VEGFC mRNA expression through p38-mediated inactivation of TTP.
In renal cancer cells, the p38 inhibitor reduces the sunitinib-dependent increase in the VEGFC
mRNA [140]. Several independent groups have identified effective drug candidates targeting TTP for
anticancer therapies. For instance, Sorafenib targeting v-Raf murine sarcoma viral oncogene homolog
B (B-Raf) kinase triggers re-expression of TTP in melanoma cells via the inhibition of B-Raf-dependent
ERK activity [95]. Gambogic acid, the main active compound of Gamboge hanburyi, also induces
upregulation of TTP expression through ERK inactivation, and efficiently inhibits the progression of
colorectal cancer cells [141]. Histone deacetylase (HDAC) inhibitors in colorectal cancer cells induce
TTP expression through activation of EGR1, which promote its binding affinity to ARE, and thus,
reduce cell growth and angiogenesis [118,119]. Resveratrol, a natural polyphenolic compound present
in many plant species, including grapes, peanuts, and berries, inhibits cell growth through TTP
upregulation in several cancers, including breast [142], colorectal [29] and brain cancer [74]. Molecular
activators of PP2A enhance the anti-inflammatory function of TTP in lung cancer cells, and thus,
provide pharmacotherapeutic strategies to chronic inflammation-mediated cancer [133]. In addition,
treatment with MK2 inhibitor triggers apoptosis in hepatocellular carcinoma. TTP knockdown rescued
these cells from apoptosis in the presence of MK2 inhibitor, suggesting that the MK2-mediated TTP
inactivation plays a role in cell survival of hepatocellular carcinoma [26]. These studies increase the
understanding of the anti-cancer effects of various compounds and the molecular basis for further
applications of therapeutic agents targeting TTP in clinical cancer therapy.

5. Conclusions

The role of TTP as a key factor in posttranscriptional gene regulation has been established,
especially with regard to its function in promoting mRNA decay of ARE-containing genes, including
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oncogenes and cancer-related cytokines. What has become more obvious is that TTP participates
extensively in gene regulatory networks for tumor suppression. Cumulative evidence was provided
that the loss of TTP expression or function was closely related with tumor onset and tumor progression,
and presented poor outcomes of cancer patients. Based on current knowledge, many factors and
signal pathways have been identified to regulate TTP at the transcriptional, posttranscriptional,
and posttranslational level. The abnormal expression or activity of these factors consequently affected
TTP’s expression or function. Therefore, endeavors for searching molecular pathways or chemical
compounds upregulating TTP expression or activity will pave the way for potentially attractive
therapeutics for cancer treatment.
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Abbreviations

3′ UTR 3′ untranslated regions
AHRR Aryl-hydrocarbon receptor repressor
AKT-1 AKT serine/threonine kinase 1
AP-1 Activator protein 1
AR Androgen receptor
AREs Adenosine and uridine-rich elements
BCL2 B-cell CLL/Lymphoma 2
BIRC3 Baculoviral IAP repeat containing 3
B-Raf v-Raf murine sarcoma viral oncogene homolog B
CAFs Carcinoma-associated fibroblasts
CCCH Cysteine–cysteine-cysteine–histidine
CCNB1 Cyclin B1
CCND1 Cyclin D1
Ccr4 Carbon catabolite repressor protein 4
CDC25A Cell division cycle 25 homolog A
CDK4 Cyclin dependent kinase 4
CDK6 Cyclin dependent kinase 6
CDKN1A Cyclin dependent kinase inhibitor 1A
COX-2 Cyclooxygenase 2
CXCL1 C-X-C motif chemokine ligand 1
CXCL2 C-X-C motif chemokine ligand 2
CXCR4 C-X-C motif chemokine receptor 4
Dcp2 mRNA-decapping enzyme 2
DUSP1 Dual specificity phosphatase 1
E2F1 E2F transcription factor 1
ECM Extracellular matrix
EGR1 Early growth response protein 1
Edc3 Enhancer of mRNA-decapping protein 3
EMT Epithelial-mesenchymal transition
ERK Extracellular signal-regulated kinases
ERα Estrogen receptor alpha
FOS FBJ murine osteosarcoma viral oncogene homolog
GOS24 G0/G1 switch regulatory protein 24
GR Glucocorticoid receptor
HDAC Histone deacetylase
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HIF-1α Hypoxia-inducible factor 1α
HMGA2 High mobility group A2
IAP Inhibitors of apoptosis proteins
IFN-γ Interferon gamma
IL-6 Interleukin-6
iNOS inducible nitric oxide synthase
Inr Initiator element
JAK1 Janus kinase 1
JNK c-Jun N-terminal kinases
JUN v-jun avian sarcoma virus 17 oncogene homolog
KSRP KH-type splicing regulatory protein
LATS2 Large tumor suppressor kinase 2
Lin28A Lin-28 homolog A
MACC1 Metastasis associated in colon cancer 1
MAPK Mitogen-activated protein kinase
miR-29a MicroRNA-29a
MK2 MAPK-activated protein kinase 2
MMP-13 Matrix metalloproteinase 13
MMP-2 Matrix metalloproteinase 2
MMP-9 Matrix metalloproteinase 9
mRNA Messenger RNAs
Myc v-myc avian myelocytomatosis viral oncogene homolog
NF-κB Nuclear factor kappa-light-chain-enhancer of activated B cells
Not1 Negative on TATA 1
NUP475 Growth factor-inducible nuclear protein NUP475
PABPN1 Poly-A-binding protein nuclear 1
PD-L1 Programmed death-ligand 1
PIM-1 Proto-oncogene serine/threonine-protein kinase pim 1
PM/Scl-75 Polymyositis/systemic sclerosis 75
PP2A Protein phosphatase 2A
PR Progesterone receptor
RB Retinoblastoma 1
Rrp4 Ribosomal RNA processing 4
SNAI1 Zinc finger protein snail 1
SOX9 Sex-determining region Y box 9
SP-1 Specificity protein 1
SRC-1 Steroid receptor coactivator 1
STAT Signal transducer and activator of transcription
Tcf T-cell factor
TGF-β1 Transforming growth factor beta 1
TIS 12-O-tetradecanoylphorbol-13-acetate (TPA)-induced sequence
TNF-α Tumor necrosis factor alpha
TTP Tristetraprolin
Twist1 Twist-related protein 1
uPA Urokinase-type plasminogen activator
uPAR Urokinase plasminogen activator receptor
VEGF Vascular endothelial growth factor
VEGFR Vascular endothelial growth factor receptors
XIAP X-linked inhibitor of apoptosis
Xrn1 5′-3′ exoribonuclease
ZEB1 Zinc finger E-box binding homeobox 1
ZFP36 Zinc finger protein 36
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Abstract: CircRNAs have particular biological structure and have proven to play important
roles in diseases. It is time-consuming and costly to identify circRNA-disease associations by
biological experiments. Therefore, it is appealing to develop computational methods for predicting
circRNA-disease associations. In this study, we propose a new computational path weighted method
for predicting circRNA-disease associations. Firstly, we calculate the functional similarity scores of
diseases based on disease-related gene annotations and the semantic similarity scores of circRNAs
based on circRNA-related gene ontology, respectively. To address missing similarity scores of
diseases and circRNAs, we calculate the Gaussian Interaction Profile (GIP) kernel similarity scores for
diseases and circRNAs, respectively, based on the circRNA-disease associations downloaded from
circR2Disease database (http://bioinfo.snnu.edu.cn/CircR2Disease/). Then, we integrate disease
functional similarity scores and circRNA semantic similarity scores with their related GIP kernel
similarity scores to construct a heterogeneous network made up of three sub-networks: disease
similarity network, circRNA similarity network and circRNA-disease association network. Finally,
we compute an association score for each circRNA-disease pair based on paths connecting them in the
heterogeneous network to determine whether this circRNA-disease pair is associated. We adopt leave
one out cross validation (LOOCV) and five-fold cross validations to evaluate the performance of our
proposed method. In addition, three common diseases, Breast Cancer, Gastric Cancer and Colorectal
Cancer, are used for case studies. Experimental results illustrate the reliability and usefulness of
our computational method in terms of different validation measures, which indicates PWCDA can
effectively predict potential circRNA-disease associations.

Keywords: circRNA-disease associations; pathway; heterogeneous network

1. Introduction

In recent years, an increasing number of circRNAs [1] have been uncovered and have drawn more
attention than before. CircRNA is a newly discovered category of non-coding RNAs. Non-coding
RNAs also include a large number of different RNAs, such as miRNAs, lncRNAs, piRNAs [2]. The first
discovery of circular RNA was in the Tetrahymena cell [3]. There is an obvious difference between
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circular RNAs and common linear RNAs. That is, circRNA has a circular closed loop RNA structure,
yet have no free 5’ and 3’ compared with linear RNAs [4]. In addition, circRNAs can also be classified
into 4 categories as follows: Exonic circRNAs, intronic circRNAs, exonintron circRNAs and intergenic
circRNAs [4,5]. Because of such a closed loop structures, they are usually stable, abundant, conserved,
and tissue-specifically expressed [5].

With the progress of high throughput sequencing technology [6], more and more circRNAs have
been confirmed to play significant roles in different biological processes [7]. According to many
experiments, a large amount of circRNAs functions have been found to work as a scaffold in the
assembly of protein complexes [8], and local subcellular positions [9], and so on. They also regulate
the expression of their ancestor genes [10] and acts as a microRNA (miRNA) sponge [11,12]. Especially,
many studies have proved that circRNA can be biomarkers of tumors [13–15].

Recently, a sharply increasing number of circRNAs have been discovered and there are also
some circRNA-disease databases being developed, such as circR2Disease [16], Circ2Traits [17]
and Circ2Disease [18]. Simultaneously, circRNAs-related diseases also have been verified by
classic biological experiments. However, they are both time-consuming and expensive. Therefore,
it is appealing to develop computational methods that can produce reliable prediction results
and reduce both time and cost. Although, some computational methods have been proposed
for predicting miRNA-disease associations [19–21], lncRNA-disease associations [22,23] and
drug-target associations [18,24,25], there is no computational method for predicting circRNA-disease
associations yet.

In this study, we propose the first computational method, Path Weighed method for predicting
CircRNA-Disease Associations (PWCDA). After building a heterogeneous network consisting of three
sub-networks, the disease similarity network, the circRNA similarity network and circRNA-disease
association network, we calculate an association score for each circRNA-disease pair based on the
paths connecting them in the heterogeneous network to determine whether a circRNA-disease pair
is associated. Our method is evaluated with leave one out cross validation (LOOCV) and five-fold
cross validation. The average AUC (Area Under roc Curve) of LOOCV is 0.900, while the AUC value
of five-fold cross validation is 0.890. For further investigating the performance of our proposed model,
we conduct several case studies of some common cancers. What’s more, we compare our method
with some other computational prediction methods. The results show that our method outperforms
other methods, which indicates that our proposed model has the better capability to predict potential
circRNA-disease associations.

2. Results and Discussion

2.1. Effect of Parameter

Based on the previous study [26], we fix the maximum path length as 3. If the maximum path
length is more than 3, not only do the running time of the method increases, but our method also
takes some noisy information. In this study, we give a comprehensive analysis for the parameter α
in our decaying function. After we calculate scores for each disease-circRNA pair, we can obtain a
disease-circRNA association score matrix. Based on the scores matrix, we calculate the AUC. The results
are represented in Table 1. It’s obvious that the effect of different values of α on the final AUC value
is quite small and it can take value from 1 to 3. Therefore, we adopt the best result setting the value
of α as 1. In order to reduce the running time, we don’t use any cross validation in this experiment.
Furthermore, we also carry out an experiment to analyze another parameter, the threshold γ, which is
represented in Table 2. For the sake of reducing the running time, any cross validation is not adopted.
The result shows that the parameter γ might have tiny effect on the final AUC value. Thus, we set the
γ value as 0.5, which gets the greatest AUC value.
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Table 1. The Area Under roc Curve (AUC) value based on changing α and fixed pathway
maximum length.

α 0.5 1 1.5 2 3 3.5 4 4.5 5

AUC 0.97100 0.97209 0.97206 0.97208 0.97202 0.97010 0.97010 0.97010 0.96879

Table 2. The AUC value based on changing γ and fixed pathway maximum length.

γ 0.1 0.2 0.3 0.4 0.5 0.6

AUC 0.96483 0.96483 0.96483 0.96500 0.97209 0.97205

2.2. LOOCV

For a given particular disease i, there are some associations between disease i and a number of
circRNAs. In LOOCV, during each computational iteration, we leave one association out as a test data
and use the remaining associations as a training dataset. If there is just one association between disease i
and circRNAs in our dataset, we do not adopt LOOCV for this kind of disease. In LOOCV, we obtain an
association score for each circRNA-disease pair and then rank all the prediction association scores. If a
score value is greater than the pre-set threshold, we determine that the corresponding disease-circRNA
is associated. With the change of the threshold, we can get a variety of true positive rates (TPRs)
and false positive rates (FPRs), which can be used to draw the Receiver Operating Characteristic
Curve (ROC) curve. In the end, we have compared our prediction method with other computational
prediction methods [27,28]. The results can be found in Figure 1 and show that our proposed method
outperforms the existing prediction methods.

Figure 1. Comparison of Path Weighed method for predicting CircRNA-Disease Associations (PWCDA)
with other models by leave one out cross validation (LOOCV). FPR, false positive rate.

2.3. Five-Fold Cross Validation

In order to further illustrate the performance of our proposed method, we have adopted five-fold
cross validation verification method as well for investigating the prediction performance. In our
study, we divide all disease-circRNA associations into 5 parts. Each time we pick up one part as the
test dataset and the remaining four parts consist of the training set. Then we can obtain the scores
of all circRNA-disease associations. Similarly, we follow the same procedure as LOOCV to draw
the AUC curve based on five-fold cross validation. What’s more, we have compared our proposed
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computational method with other prediction methods [27,28]. Our method gets more outstanding
result than other methods, which is shown in the Figure 2.

Figure 2. Comparison of PWCDA with other computational methods via five-fold cross validation.

2.4. Case Studies

Here, we also have conducted some case studies, which can help us further understand the
associations between circRNAs and diseases. In this study, we choose three common diseases as
prediction targets of our case studies, which are Breast Cancer [29], Gastric Cancer [30] and Colorectal
Cancer [31]. In order to prove the prediction accuracy of our proposed method, we have used
circRNA-disease database, and associations between circRNAs and diseases—which have been
experimentally verified in the published articles [32].

Breast cancer is one the common cancers all over the world now [33], and breast cancer causes
thousands of deaths every year. With the development of deep sequencing technology, circRNAs
are confirmed to be biomarkers for diagnosing breast cancer. Based on our computational method,
we have succeeded in predicting 29 of top 30 candidate circRNAs. For example, circpvt1 (top1) can be
worked as miRNA spouse to regulate miRNA by moderating let-7 activity selected [30], and circRNA
hsa_circ_104689 wasn’t predicted by our method and the predicting result have been presented in
Table 3.

Table 3. The top 30 breast cancer related candidates circRNAs.

Breast Cancer

Rank circRNA Name/id Evidences Rank circRNA Name/id Evidences

1 circpvt1/hsa_circ_0001821 PMID:279280058 16 hsa_circ_0001667 circRNAdisease
2 circ-foxo3 circRNAdisease 17 hsa_circ_0085495 circRNAdisease
3 hsa_circ_0001313/circccdc66 PMID:28249903 18 hsa_circ_0086241 circRNAdisease
4 hsa_circ_0007534 PMID:29593432 19 hsa_circ_0092276 circRNAdisease
5 hsa_circ_0000284/circhipk3 PMID:27050392 20 hsa_circ_0003838 circRNAdisease
6 hsa_circ_0011946 PMID:29593432 21 circvrk1 PMID:29221160
7 hsa_circ_0093869 PMID: 29593432 22 circbrip PMID: 29221160
8 hsa_circ_0001982 circRNAdisease 23 circola PMID: 29221160
9 hsa_circ_0001785 circRNAdisease 24 circetfa PMID: 29221160
10 hsa_circ_0108942 circRNAdisease 25 circmed13 PMID: 29221160
11 hsa_circ_0068033 circRNAdisease 26 circbc111b PMID:28739726
12 circamot11/hsa_circ_0004214 circRNAdisease 27 circdennd4c circRNAdisease
13 hsa_circ_0006528 circRNAdisease 28 hsa_circ_103110/hsa_circ_0004771 circRNAdisease
14 hsa_circ_0002113 circRNAdisease 29 hsa_circ_104689/hsa_circ_0001824 unconfirmed
15 hsa_circ_0002874 circRNAdisease 30 hsa_circ_104821/hsa_circ_0001875 circRNAdisease

Gastric cancer [34] causes a high mortality rate in human. It can be produced in any tissue of
the human stomach. These tumors in the stomach are usually malignant tumors, and they can also
destroy the surrounding nervous tissue. With our computational method, there are 25 of top 30
candidate circRNAs that have been confirmed by another database, circRNA disease. For example,
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hsa_circ_0076304 (top1) and hsa_circ_0076305 (top2) are identified to downregulate in a group of
gastric cancer [35]. circpvt1 (top3) can be regarded as the sponge of the miR-125 family [13], which can
upregulate in the gastric cells. The more details of results are shown in Table 4.

Table 4. The top 30 gastric cancer related candidates circRNAs.

Gastric Cancer

Rank circRNA Name/id Evidences Rank circRNA Name/id Evidences

1 hsa_circ_0076305 circRNAdisease 16 circma0138960/hsa-circma7690-15 circRNAdisease
2 hsa_circ_0076304 circRNAdisease 17 hsa_circ_0000181 circRNAdisease
3 circpvt1/hsa_circ_0001821 circRNAdisease 18 hsa_circ_0000745 circRNAdisease
4 hsa_circ_0001649 unconfirmed 19 hsa_circ_0085616 circRNAdisease
5 hsa_circ_0000284/circhipk3 unconfirmed 20 hsa_circ_0006127 circRNAdisease
6 hsa_circ_0014717 circRNAdisease 21 hsa_circ_0000026 circRNAdisease
7 cdr1as/cirs-7/hsa_circ_0001946 unconfirmed 22 hsa_circ_0000144 circRNAdisease
8 hsa_circ_0003195 circRNAdisease 23 hsa_circ_0032821 circRNAdisease
9 hsa_circ_0000520 circRNAdisease 24 hsa_circ_0005529 circRNAdisease
10 hsa_circ_0074362 circRNAdisease 25 hsa_circ_0061274 circRNAdisease
11 hsa_circ_0001017 circRNAdisease 26 hsa_circ_0005927 circRNAdisease
12 hsa_circ_0061276 circRNAdisease 27 hsa_circ_0092341 circRNAdisease
13 circ-zfr unconfirmed 28 hsa_circ_0001561 unconfirmed
14 circma0047905/hsa_circ_0047905 circRNAdisease 29 circlarp4 circRNAdisease
15 circma0138960/hsa_circ_0138960 circRNAdisease 30 hsa_circ_0035431 circRNAdisease

Colorectal cancer [36] is one of the three most frequent cancers for women. Even though the
incidence of colorectal cancer has been declined for a long time, a large proportion of patients die
each year from colorectal cancer. In this study, we have succeeded in predicting 24 of top 30 candidate
circRNAs. For example, hsa_circ_0001649 (top1) [31] has been identified to downregulate in colorectal
cancer tissue. hsa_circ_0007534 (top2) [37] can upregulate in the different colorectal cancer cells.
The more details of results are presented in Table 5.

Table 5. The top 30 colorectal cancer related candidates circRNAs.

Colorectal Cancer

Rank circRNA Name/id Evidences Rank circRNA Name/id Evidences

1 hsa_circ_0001649 PMID:29421663 16 has-circ_0006174 circRNAdisease

2 hsa_circ_0007534 PMID:29364478 17 hsa_circ_0008509 circRNAdisease

3 cdr1as/cirs-7/
hsa_circ_0001946 circRNAdisease 18 hsa_circ_0084021 circRNAdisease

4 hsa_circ_0000284/
circhipk3 PMID:27050392 19 circ_banp circRNAdisease

5 hsa_circ_0001313/
circccdc66 circRNAdisease 20 hsa_circrna_103809 circRNAdisease

6 ciritch/hsa_circ_0001141/
hsa_circ_001763 unconfirmed 21 hsa_circrna_104700 circRNAdisease

7 hsa_circ_0014717 PMID:29571246 22 hsa_circ_0000069 circRNAdisease

8 hsa_circ_0000567 PMID:29333615 23 hsa_circ_001988/
hsa_circ_0001451 circRNAdisease

9 hsa_circ_000984/
hsa_circ_0001724 circRNAdisease 24 hsa_circ_0000677/

hsa_circ_001569/circabcc circRNAdisease

10 hsa_circ_0020397 circRNAdisease 25 circ_kldhc10/
hsa_circ_0082333 PMID:26138677

11 hsa_circ_0007031 circRNAdisease 26 circ_stxbp51 unconfirmed

12 hsa_circ_0000504 circRNAdisease 27 circ-shkbp1 unconfirmed

13 hsa_circ_0007006 circRNAdisease 28 circ-fbxw7 unconfirmed

14 hsa_circ_0074930 circRNAdisease 29 hsa_circ_0046701 unconfirmed

15 hsa_circ_0048232 circRNAdisease 30 circttbk2/hsa_circ_0000594 unconfirmed
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3. Materials and Methods

3.1. Human circRNA-Disease Associations Network

All the circRNA-disease associations are downloaded from the website of circR2Disease
database [16] (http://bioinfo.snnu.edu.cn/CircR2Disease/). This initial dataset contains 739
associations between 661 circRNA entities and 100 disease entities that are found based on three
main species—human, mouse and rat. In this study, we select 541 circRNA entities and 83 human
disease entities from our initial dataset, which includes Gastric cancer, Breast cancer, Colorectal cancer,
etc. Finally, we obtain 592 circRNA-disease associations, which have experimentally been verified.
These make up our circRNA-disease association network with adjacency matrix M. If there is a verified
association between disease i and circRNA j, the entry M(i, j) is equal to 1, otherwise it is equal to 0.

3.2. CircRNA Semantic Similarity

For calculating circRNA semantic similarity, we download circRNA and its related gene targets
dataset from circR2Disease. To measure circRNA semantic similarities, we also need to obtain
gene related annotation terms that can be downloaded from Human Protein Reference Database
(HPRD) database [38] (http://www.hprd.org/). Reviewing previous literature [39–41], there are some
methods that can be referred to calculate the circRNA-related gene GO terms semantic similarities,
including path-length-based methods, information-content-based methods, common-term-based
methods and hybrid methods. In this study, we utilize a common-term-based method to measure
circRNA similarity scores based on JACCARD index. In the previous studies [21,42], genes have
been widely adopted to infer RNA similarity. Thus, the more gene related terms were shared by
two circRNA Ci and Cj, the higher the similarity score they get. Denote CS as the circRNA semantic
similarity matrix, and its entry CS(i, j) can be calculated by the following formula:

CS(i, j) =

∣∣Gi ∩ Gj
∣∣∣∣Gi ∩ Gj
∣∣ (1)

where Gi/Gj denotes the GO terms that circRNA Ci/Cj target genes related.

3.3. Disease Functional Similarity

We adopt disease related gene annotations to measure disease functional similarities. These gene
annotations are being extracted from two online databases. The first one is DisGeNET [43]
(http://www.disgenet.org/web/DisGeNET/menu), which collects 381,056 gene-disease associations
(GDAs) between 16,666 genes and 13,172 diseases. In addition, we also download disease phenotype
data from OMIM [44]—Online Mendelian Inheritance in Man. OMIM is a biological database that
is updated daily. We use the OMIM_2018_04_24 version. Then we integrate multiple annotation
resources of diseases related genes, which help us get a more reliable performance.

There are also some methods for calculating disease similarities from previous studies[45].
The common methods include annotation-based measurements, function-based measurements and
topology-based measurements [46–49]. We have adopted annotation-based methods to obtain disease
similarities. We apply the JACCARD index, which is a standard method for computing similarities
based on two collections of finite numbers of elements so as to estimate the similarity scores between
diseases. Let gdi be a collection of annotations of a gene associated with disease di. We calculate the
functional similarity score of two diseases di and dj based on the JACCARD similarity coefficient score
of gdi and gdi. Denote DS as the disease functional similarity matrix, then its entry DS(i, j) can be
calculated by the following formula:

DS(i, j) =

∣∣∣gdi
∩ gdj

∣∣∣∣∣∣gdi
∪ gdj

∣∣∣ (2)
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We have constructed circRNA semantic similarity matrix based on their related GO terms and
disease functional similarity based on its related annotating genes. However, one essential weakness
that cannot be ignored is that the aforementioned similarity matrices are sparse, which indicates
similarity of many pairs of diseases (or circRNAs) are unable to be calculated in their functional
(or semantic) similarity matrices. To alleviate this weakness, the Gaussian interaction profile (GIP)
kernel similarity [50,51] is adopted in this study to get additional information about the similarity of
diseases and circRNAs.

3.4. CircRNA GIP Kernel Similarity

There is an assumption that the more similar the circRNA is, the more likely similar
patterns of association and non-association with diseases. The GIP kernel similarity is adopted to
calculate similarity based on the topological features of the known associations network widely,
such miRNA-disease associations network [52], lncRNA-disease associations networks [53] and
drug-target association network [54]. Accordingly, GIP kernel similarity is also used in this study
to calculate the similarity of circRNA and disease. According to previous literature [54], we use a
binary vector C(i) to indicate whether circRNA i is associated with diseases. The GIP kernel similarity
between circRNA C(i) and C(j) can be computed by the following formula:

KC(i, j) = exp(−γc‖C(i)− C(j)‖2) (3)

To overcome the shortcomings that the disease functional similarity matrix and circRNA semantic
matrix are sparse matrices, the parameter γc is to adjust the kernel bandwidth, which can be calculated
by the following formula:

γc = γ′
c

/
(

1
nc

nc

∑
i
‖C(i)‖2) (4)

where nc is the number of circRNAs in our finial dataset. The parameter γ’c is set as 1 based on the
previous study [54], which has obtained a better performance.

3.5. Disease GIP Kernel Similarity

We also calculate the GIP kernel similarity score between disease i and j as follows:

KD(i, j) = exp(−γd‖d(i)− d(j)‖2), (5)

γd = γ′
d

/
(

1
nd

nd

∑
i
‖d(i)‖2), (6)

where d(i) and d(j) are the association profiles of diseases i and j, respectively, nd is the number of
diseases in our finial dataset, γ’d is also set to 1 based on previous studies.

3.6. Combine Multiple Similarity (circRNA and Disease)

We integrate the GIP kernel similarity for circRNAs with the semantic similarity of circRNAs to
construct the circRNA similarity network. Specifically, the elements of the adjacency matrix of this
network is calculated as follows:

ICS(i, j) =

{
CS(i, j), i f CS(i, j) �= 0

KC(i, j), otherwise
. (7)

We also integrate the GIP kernel similarity for diseases with the functional similarity diseases to
construct the diseases similarity network. Specifically, the elements of the adjacency matrix of this
network is calculated as follows:
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IDS(i, j) =

{
DS(i, j), i f DS(i, j) �= 0

KD(i, j), otherwise
(8)

3.7. Constructing Heterogeneous Network

After we obtain the final disease similarity scores and circRNA similarity scores. We can construct
an initial heterogeneous network, which is composed of disease similarity network, circRNA network
and disease-circRNA associations network.

In this initial heterogeneous network, there are some small weighted edges, which may represent
noises. Therefore, to weaken the effect of those unimportant or noisy edges, we set a threshold
γ (γ is equal to 0.5 based on previous studies [26] and our experiment) to remove them. Specifically,
let Pfinal and Pinitial be the adjacency matrices of the final and heterogeneous network, respectively,
then we have:

Pf inal(i, j) =

{
Pinitial(i, j) Pinitial(i, j) ≥ γ

0 otherwise
. (9)

3.8. Perfomance Metrics

In this study, we adopt the AUC value to measure the prediction results. The AUC is the area
under the ROC curve, which depicts the true positive rate (TPR) verse the false positive rate (FPR).
The following equations are adopted to calculate the TPR and FPR:

TPR =
TP

TP + FN
(10)

FPR =
FP

TN + FP
(11)

where TP are positive samples (known associations), which are identified correctly, and TN are negative
samples (unknown associations), which are identified correctly. FP are positive samples which are
identified incorrectly while FN are negative samples, which are identified incorrectly.

3.9. PWCDA

In this study, we proposed a novel computational model called PWCDA (a Path-Weighted
CircRNA-Disease Associations method) to predict potential associations between circRNAs and
diseases. The framework of our method is depicted in Figure 3. The computational method PWCDA
traverses each node in each pathway without repeating based on heterogeneous network. To avoid
traversing the same node repeatedly, we adopt the depth-first search (DFS) algorithm and mark the
traversed nodes during each turn. Depth first search is implemented as a recursive function traversing
the graph moving along the edge. We modify it to mark nodes, because they are accessed in recursion,
and then delete tags before returning from recursive calls. In this study, we set the maximum searching
length η as 3 steps according to previous studies [26], i.e., for circRNA i and disease j, there are
several pathways, such as circRNA i connecting disease j directly, circRNA i’s neighbor circRNA
connecting with disease j or circRNA i connecting with disease j’s neighbor diseases, circRNA i’s
neighbor circRNAs connecting with disease j’s neighbor diseases directly. The choice of these paths is
based on a hypothesis that the larger similarity score is between two circRNAs, the higher probability
that they have the same associations is. Thus, after the weight of each circRNA-disease pair within all
three paths are summed up. We can obtain the final scores between each circRNA-disease pair.
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Figure 3. The flowchart of PWCDA is illustrated by five main steps. Step 1: Calculate circRNA semantic
similarity and disease similarity scores, respectively. Step 2: Calculate GIP Kernel similarity scores
for circRNAs and diseases. Step 3: Integrate circRNA (disease) semantic (functional) similarity with
circRNA/disease GIP Kernel similarity, respectively. Step 4: Construct the heterogeneous network.
Step 5: Calculate an association score for each circRNA-disease pair.

The more the number of paths between circRNA j and disease i exists, the greater the predictive
score they obtain. Accordingly, the path set that connects circRNA Cj to disease di can be represented
as {p1, p2, . . . , pm}, where m is the number of the paths that connect disease di and circRNA Cj with
the length less than η. The final predictive scores of Cj and di can be calculated as follows:

score(di, Cj) =
m

∑
k=1

(Spath(pk))
fweak(len(pk)) (12)

where Spath(Pk) is the score of the path pk = {e1, e2, . . . , en} [42] can be calculated as follows:

Spath(pk) =
n

∏
t=1

Wet (n ≤ η) (13)

The longer the path is, the smaller the contribution it is made, which means that the longer
path would have less effect on predicting potential circRNA-disease associations than the shorter one.
Therefore, the decaying function is an exponential function to reduce the influence of long path on
final prediction scores, which can be represented as Equation (14):

fweak(len(pk)) = α × exp(len(pk)) (14)

where α is a constraint factor and len(pk) is the length of path pk.
An example for calculating the score between circRNA c1 and disease d2 is shown in Figure 4.

In the Figure 4, three paths {c1-c4-d2}, {c1-c3-d1-d2} and {c1-c5-d3-d2}, which are marked as red, are used
to calculate the score between c1 and d2. Therefore, the score of c1 and d2 can be calculated as follows:
Score (c1, d2) = {c1-c4-d2} (w2 × w5)3*exp(2) + {c1-c3-d1-d2} (w1 × w4 × w7)3*exp(3) + {c1-c5-d3-d2} (w3 × w6

× w8)3*exp(3). There are also some other paths that can connect c1 with d2. Because the length of those
paths, such as {c1-c2-c5-d3-d2}, are more than 3, we don’t consider this path.
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Figure 4. The path between c1 and d2 is within the maximum path length.

4. Conclusions

With the increasing number of diseases related to circRNAs being discovered, more and
more researchers have been paying attention to investigate diseases-related circRNAs. Although,
experimental methods can find potential circRNA-disease associations with a high precision,
the process is not only time-consuming, but also expensive. Here, we have proposed an effective
computational method called PWCDA, which can predict potential circRNA-disease associations.
Firstly, we calculate disease/circRNA similarities by combining their functional/semantic similarity
and GIP kernel similarity. Secondly, we build a heterogeneous network, including the circRNA-disease
association sub-network, the disease similarity sub-network and the circRNA similarity sub-network.
PWCDA searches all the paths within three steps to compute an association score for each
circRNA-disease pair to determine if a circRNA-disease pair is associated.

To thoroughly investigate the performance of our proposed method, we adopt LOOCV and
five-fold cross validation. Furthermore, we have also compared our method with two state-of-the-art
prediction methods. The comparison results illustrate that our methods work much better than other
methods. The AUC value of five-fold cross validation is 0.884. Moreover, we apply our method to
three diseases: Breast Cancer, Gastric Cancer, Colorectal Cancer for case studies.

There are several significant factors, which may explain why our proposed method can get a
better performance than other computational models. Firstly, we have taken into account the sparsity
of disease/circRNA similarity sub-networks. Thus, we have integrated disease functional similarity
scores and circRNA semantic similarity scores with their corresponding GIP kernel similarity scores.
Secondly, according to previous studies, we just use the paths within three steps, which can reduce
the noisy information. Although we have combined different similarity scores, there is still some
information unavailable. Therefore, we set a threshold to remove those edges whose weights are less
than the predefined threshold.

Although we get a much better performance than other computational models, we can’t ignore
the limitation. The prediction of associations between circRNAs and diseases is a relatively new
research field, and the amount of data that we can use is limited. The ratio of positive samples to
negative samples of circRNA-disease association is seriously unbalanced. To solve this problem,
we may have two main solutions. One is that we can update the circRNA-disease database to obtain
new data. The other is that we can extract the same number of positive samples as that of negative
samples. Furthermore, our computational method tends to predict those circRNA-disease associations
that are covered in the known associations’ dataset, and it just predicts fewer novel circRNA-disease
associations. Thus, we will adopt more biological data to overcome this weakness. As a future topic,
we can apply this work to the disease diagnosis based on network biomarkers [55–57] and disease
prediction based on dynamic network biomarkers [58–60] in an accurate and reliable manner.
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Abstract: Patau Syndrome (PS), characterized as a lethal disease, allows less than 15% survival
over the first year of life. Most deaths owe to brain and heart disorders, more so due to septal
defects because of altered gene regulations. We ascertained the cytogenetic basis of PS first,
followed by molecular analysis and docking studies. Thirty-seven PS cases were referred from
the Department of Pediatrics, King Abdulaziz University Hospital to the Center of Excellence in
Genomic Medicine Research, Jeddah during 2008 to 2018. Cytogenetic analyses were performed by
standard G-band method and trisomy13 were found in all the PS cases. Studies have suggested that
genes of chromosome 13 and other chromosomes are associated with PS. We, therefore, did molecular
pathway analysis, gene interaction, and ontology studies to identify their associations. Genomic
analysis revealed important chr13 genes such as FOXO1, Col4A1, HMGBB1, FLT1, EFNB2, EDNRB,
GAS6, TNFSF1, STARD13, TRPC4, TUBA3C, and TUBA3D, and their regulatory partners on other
chromosomes associated with cardiovascular disorders, atrial and ventricular septal defects. There is
strong indication of involving FOXO1 (Forkhead Box O1) gene—a strong transcription factor present
on chr13, interacting with many septal defects link genes. The study was extended using molecular
docking to find a potential drug lead for overexpressed FOXO1 inhibition. The phenothiazine and
trifluoperazine showed efficiency to inhibit overexpressed FOXO1 protein, and could be potential
drugs for PS/trisomy13 after validation.

Keywords: Patau Syndrome; cytogenetics; FOXO1; transcription factor; molecular pathways;
bioinformatics; molecular docking; and drug design

1. Introduction

Patau Syndrome (PS) is a rare congenital anomaly due to the presence of an extra chromosome
13 popularly called trisomy 13 [1]. In spite of being the least common, it is the severest of all autosomal
trisomies indicated by a prevalence rate of 1:5000 to 1:20,000 [2,3]. The syndrome is associated with
a host of congenital anomalies including central nervous system (CNS) defects, midline abnormalities,
eye and ear anomalies, cardiac defects, apnea, orofacial flaws, gastrointestinal and genitourinary
aberrations, limb deformations, and developmental retardation [4,5]. Life expectancy is severely
limited; more than 80% of PS patients do not survive long, and according to some estimates have
median survival of 2.5 days [2,6,7]. Nevertheless, only a few can survive beyond 10 years but not with
serious intellectual and physical disabilities [8–11]. Early death of PS is assigned to frequent CNS and
cardiopulmonary system aberrations [12].
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There is no specific treatment recommended for PS. Intensive care unit level of treatment for
a couple of weeks is requisite for infants. Surgery for heart defects and other abnormalities like
gastrointestinal or urogenital might be needed for six-month survivors. However, CNS disorders
are difficult to treat by surgery. Children surviving more than a year suffer from severe intellectual
disabilities, physical abnormalities and also have a high risk of developing cancer. Most studies
indicate that older women are at higher risks of delivering trisomy 13 offspring [13]. Despite the fact
that there are a number of trisomy 13 cases in Saudi Arabia, no systematic study has yet been done on
causative factors like maternal age, consanguinity, and parity.

PS is a multigenic complex and lethal disease of multiple congenital abnormalities associated
with poor prognosis [14]. Along with CNS disorders, heart ailments, especially septal defects are
leading cause of deaths [2,15]. Septal defects is a complex disorder involving hundreds of altered
gene regulations and these genes are located on multiple chromosomes including chromosome 13 [16].
Chromosome 13 is 114,364,328 bp in size, representing nearly 4% of the total DNA, and encodes
308 proteins. This chromosome has 343 protein-coding genes, 622 non-coding RNA genes, and 481
pseudogenes [17].

Molecular pathway and gene ontology analysis of chromosome 13 revealed the presence of
important genes like FOXO1, Col4A1, HMGBB1, FLT1, EFNB2, EDNRB, GAS6, TNFSF1, STARD13,
TRPC4, TUBA3C, TUBA3D. These genes are linked with cardiovascular disorders, atrial and ventricular
septal defects commonly reported in PS [18–31]. Among them, FOXO1 is a strong transcription
factor which interacts and regulates several other genes on different chromosomes, (GATA4 (8p23.1),
GATA6 (18q11.2), GJA1 (6q22.31), JAG1 (20p12.2), CITED2 (6q24.1), RYR2 (1q43), NKX2-5 (5q35.1),
RARA (17q21.2), CXCL12 (10q11.21), SIRT1 (10q21.3), TBX5 (12q24.21), AKT1 (14q32.33), CDKN2A
(9p21.3), PCK1 (20q13.31), etc.) and are associated with septal defects in PS [32–45]. Thus, some genes
like NODAL, FPR1, AFP, AGO2, UROD, ZIC2 are not located on chromosome 13 but have strong
association with PS.

Forkhead Box O1 (FOXO1) gene needs special mention. It is a member of the forkhead box O
family of transcription factors located on 13q14.11. The FOXO1 exhibits its functions by binding
to promoter of downstream genes or interacting with other transcription factors [46]; both its
up- or down-regulation can lead to serious consequences. It has noticeable expression in the
cardiovascular system, specifically in vascular and endothelial cells, and plays a substantial role
in the crucial embryonic stage [22,47]. The specific function of FOXO1 has to be determined.
However, some studies strongly suggest its key role in regulation of numerous cellular functions
comprising proliferation, survival, cell cycle, metabolism, muscle growth differentiation, and myoblast
fusion [48–50]. Other observations relate it to muscle fiber-type specification highly expressed in
fast twitch fiber-enriched muscles, in comparison to slow muscles. The FOXO1 is also involved in
a host of other functions: metabolism regulation, cell proliferation, oxidative stress response, immune
homeostasis, pluripotency in embryonic stem cells, and apoptosis [51,52]. Besides, FOXO1 deletion or
downregulation helps to rescue heart from diabetic cardiomyopathy and increases apoptosis under
stress conditions like ischemia or myocardial infarction [52–55]. The FOXO1 is a major transcription
factor in cardiac development. Thus, we see FOXO1 null mice have underdeveloped blood vessels,
whereas overexpression of the FOXO1 gene results in reduced heart size, myocardium thickening, and
eventual heart failure [18–21]. Since FOXO1 protects cardiac tissue from a variety of stress stimuli
by up-regulating anti-apoptotic, antioxidant, and autophagy genes [47,56,57], and restores metabolic
equilibrium to minimize cardiac injury due to apoptosis, therefore, in PS, FOXO1 might be a chief
regulator of cardiac disorders [52]. The fact is reinforced by reports where survival is improved by
suppression of upregulated FOXO1 [18]. Given the wide range of functions of FOXO1, its expression
rate may play a vital role in PS and we checked its inhibition via molecular docking with certain drugs.
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Molecular Docking between Candidate Drugs and FOXO1

Molecular docking, a computational simulation to screen inhibitor (ligand) compounds against
biomolecule of interest, has become a crucial aspect of drug discovery approaches. Recently,
repositioning or repurposing of the existing drugs is gaining attention for the treatment of diseases
other than their known primary indications [58,59]. This approach could save enormous time, efforts
and costs owing to the proven safety and quality of the drugs already available on the market, rather
than to discover and develop novel chemical leads [60]. Similar observation on FOXO1, already
implicated in a variety of functions, can specially be very promising for docking studies.

The FOXO1 protein contains 4 functional domains; (i) Forkhead domain (FKH), (ii) nuclear
localization signal domain (NLS), (iii) nuclear export signal (NES), and (iv) transactivation domain
(TAD). The FKH domain consists of four helices (H1–H4), two winged-loops (W1–W2), and three
β strands (S1–S3), which mainly exhibits its functions as a DNA recognition and binding site.
The FOXO1 regulates transcription of genes by directly binding with either 5′-GTAAA(T/C)AA-3′,
or 5′-(C/A)(A/C)AAA(C/T)AA-3′ consensus sequence of downstream DNA [61–63]. The FOXO1
protein has thus become an extremely useful therapeutic target in many diseases including
PS. Its expression can be regulated by acetylation, phosphorylation, and ubiquitination.
Many potential inhibitors including leptomycin B [64], phenothiazines/trifluoperazine [65,66],
bromotyrosine/psammaplysene A [67] or D4476 [68] and ETP-45658 [69], have been identified via
virtual screening. Some drug candidates directly targeting FOXO1 have been patented [66]. For the
docking study, we picked the FDA-approved drugs phenothiazine and its derivatives, trifluoperazine,
which binds directly to the DNA binding domain of FOXO1 [70,71]. A brief introduction of both will
be befitting here.

Phenothiazine (PTZ) and its derivatives are organic antihelmintic compounds presently used for
important diseases like schizophrenia and bipolar disorder. Dopamine receptors are their main target.
Repurposing PTZ has been tried earlier for developing novel antitumor agents [72] and Hepatitis
C virus [73]. Trifluoperazine (TFP), the other derivative chosen in our studies, is a phenothiazine
derivative and a dopamine antagonist, with antipsychotic and antiemetic properties. Their scaffold
derivatives have also been suggested as an antiglioblastoma agent [74] and chemotherapeutic
anticancer agent with high efficacy and reduced toxicity especially for oral cancer [72]. Lately, they
have been shown as calmodulin antagonist [75,76].

In view of the fact that the exact mechanism is unknown as to how trisomy 13 disrupts
development, heart disorders were identified as one of the most common disorders causing early
death of PS patients. The present study, therefore, aims to explore the molecular interactions of
308 genes on this chromosome. We describe here the distinctive function of chromosome 13 and its
key genes, especially FOXO1. We further intended to design a potential drug against FOXO1, a strong
transcription factor which interacts with other key genes associated with lethal heart disorders in
PS. The potential drugs to inhibit/reduce the transcriptional factor properties of FOXO1 are further
explored with an aim to restore metabolic balance and limit apoptosis-induced cardiac damage.

2. Results

2.1. Cytogenetic Analysis of PS Patient

The prime aim of the current work was conducting genetic analysis of PS cases in the Saudi
society (n = 37). Cytogenetic analyses were performed using G-banding technique-based karyotyping
and found “full trisomy 13” in all 37 PS cases (Figure 1). The majority of individuals were newborns
or children (up to 2 years), all with multiple abnormalities including heart disorders. Male to female
ratio was found as 1.2:1. Analysis showed that mothers of affected individuals were above 35 years.
The key clinical findings of PS observed: congenital heart defects (CHD) (61%), dysmorphic features
(56%), polydactyly of hands and/or feet (53%), cryptorchidism (51%), abnormal auricles/low-set ears
(47%), microphthalmia (40%), neurological disorders/microcephaly (35%), micrognathia (33%), scalp
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defects (31%), oral clefts (17%), microphthalmia/anophthalmia (9%), and duplication of the hallux
(3%). Out of 37 cases, 31 underwent echocardiography and/or ultrasound, 21 of them showed heart
defect and asymmetry of cardiac chambers. The main anatomical defects observed were arterial or
ventricular septal defect, patent ductus arteriosus, pulmonic stenosis, coarctation of the aorta, tricuspid
valve regurgitation, and mixed defects.

Figure 1. Karyotyping result; (A) Normal Karyotype of Healthy female and (B) Trisomy 13 in all cases
(male = 20 and female = 17) of Patau Syndrome. Red arrow shows trisomy 13.

2.2. Molecular Pathway Analysis

Diploid status of chromosome 13 and normal expression of its genes are vital and a number
of diseases are associated with its abnormalities (Table S1). However, molecular pathway and gene
ontology analysis show as many as 308 protein coding genes on chr13; some of these pathogenic genes
are ATP7B, BRCA2, CAB39L, CKAP2, ESD, GJB2, GJB6, GPC5, HTR2A, MBNL2, RB1, SOX21, ZMYM2,
collectively noted for various disease associations. Other important genes such as Col4A1, EFNB2,
EDNRB, FLT1, FOXO1, GAS6, HMGB1, STARD13, TRPC4, TUBA3C, ZIC2 are specifically associated
with cardiovascular disorders, atrial and ventricular septal defects—the key disorders of PS (Table 1).
Ingenuity pathway analysis on 308 genes revealed canonical pathways like estrogen-mediated S-phase
entry (Figure 2), gap junction signaling, cancer signaling, nitric oxide signaling in the cardiovascular
system, adipogenesis pathway, VEGF signaling, cell cycle: G1/S checkpoint regulation, angiopoietin
signaling, and 14-3-3-mediated signaling (Table 2). For a comprehensive idea, canonical pathways
based on protein coding genes are summarized in Table 2. A cursory look shows FOXO1 to be involved
in most of the canonical pathways. We focused our attention on it being strong transcription factor,
interacting with and regulating many other genes on different chromosomes associated with septal
defects in PS.
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Figure 2. Estrogen-mediated S-phase Entry pathway derived from 308 protein coding genes of triosomy
13 (chromosome 13) using Ingenuity Pathway Analysis Tool.

Table 2. Top canonical pathways determined by Ingenuity pathway analysis tools based on protein
coding genes located on chromosome 13.

Canonical Pathways −log (p Value) Ratio Molecules

Estrogen-mediated S-phase Entry 2.06 0.115 RB1, CCNA1, TFDP1

Cancer Signaling 1.69 0.052 RB1, FOXO1, TFDP1, KL, IRS2, CDK8,
SMAD9, TFDP1, ARHGEF7

Extrinsic Prothrombin Activation Pathway 1.56 0.125 F10, F7

Role of p14/p19ARF in Tumor Suppression 1.5 0.071 RB1, KL, IRS2

Gap Junction Signaling 1.41 0.036 GJB6, KL, GJA3, TUBA3C/TUBA3D,
IRS2, GJB2, HTR2A

Docosahexaenoic Acid (DHA) Signaling 1.27 0.057 FOXO1, KL, IRS2

Aldosterone Signaling in Epithelial Cells 1.24 0.035 SACS, KL, HSPH1, DNAJC3,
IRS2, DNAJC15

FGF Signaling 1.2 0.044 KL, FGF9, FGF14, IRS2

GP6 Signaling Pathway 1.18 0.038 COL4A1, KL, IRS2, COL4A2, KLF12

Adipogenesis pathway 1.17 0.037 RB1, SAP18, SMAD9, FOXO1, KLF5

VEGF Signaling 1.08 0.040 FOXO1, FLT1, KL, IRS2

Cell Cycle: G1/S Checkpoint Regulation 1.04 0.046 RB1, FOXO1, TFDP1

ErbB2-ErbB3 Signaling 0.994 0.044 FOXO1, KL, IRS2
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Table 2. Cont.

Canonical Pathways −log (p Value) Ratio Molecules

Nitric Oxide Signaling in the
Cardiovascular System 0.988 0.037 FLT1, KL, SLC7A1, IRS2

Coagulation System 0.948 0.057 F10, F7

Angiopoietin Signaling 0.875 0.039 FOXO1, KL, IRS2

Role of NANOG in Mammalian Embryonic
Stem Cell Pluripotency 0.866 0.0333 SMAD9, KL, CDX2, IRS2

IL-3 Signaling 0.805 0.036 FOXO1, KL, IRS2

Actin Cytoskeleton Signaling 0.801 0.027 KL, FGF9, DIAPH3, ARHGEF7,
FGF14, IRS2

14-3-3-mediated Signaling 0.778 0.030 FOXO1, KL, TUBA3C/TUBA3D, IRS2

IL-7 Signaling Pathway 0.774 0.034 FOXO1, KL, IRS2

HMGB1 Signaling 0.77 0.030 HMGB1, KL, IL17D, IRS2

NF-κB Signaling 0.769 0.028 TNFSF11, FLT1, KL, IRS2, TNFSF13B

2.3. Genomic Analysis and Protein–Protein Interaction Study

The result of STRING displayed direct interaction and predicted functional relationship amid
FOXO1 and its interacting proteins. The following proteins showed noticeable interactions with
FOXO1: GATA4 (8p23.1), SIRT1 (10q21.3), CITED2 (6q24.1), NFATc1 (18q23), and TBX5 (12q24.21)
(Figure 3). FOXO1 as transcription factor interacted with the following relevant target genes: FASLG
(1q24.3), IGFBP1 (7p12.3), SOD2 (6q25.3), PPARGC1A (4p15.2), ADIPOQ (3q27.3), APOC3 (11q23.3),
OSTN (3q28), BCL2L11 (2q13), CCND2 (12p13.32), and CDKN1B (12p13.1). This was predicted by
text-mining application and UCSC genome browser. However, genomic analysis of PS had shown
that many genes (NODAL on 10q22, FPR1 on 19q13.41, AFP on 4q13.3, AGO2 on 8q24.3, UROD on
1p34.1, ZIC2 on 13q32.3, etc.) are not directly regulated by FOXO1, rather strongly associated with PS
(Table 3).

Figure 3. Protein–protein Interaction Partners (GATA4, NKX2-5, SIRT1, CITED, NFATc1, TBX5)
of FOXO1.
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Docking using the Lamarckian Genetic Algorithm approach was employed to elucidate the basis
of structural binding of PTZ and TFP to FOXO1. The result demonstrated favored binding energies
ΔG in the range of −4.17 kcal/mol to −1.87 kcal/mol, respectively, with 1 molecule of PTZ showing
hydrogen bond with the active site residue Ser193. Other predominant interactions for PTZ were
hydrophobic (Leu163, Leu168, Val194, and Pro195) and pi–pi ring stacking non-covalent interaction
with Trp189. Estimated inhibition constant, Ki values were 879.98 μM (FOXO1:PTZ) and 42.27 mM
(FOXO1:TFP).

It was further revealed that the PTZ hydrophobic binding pocket was lined mainly with residues
Leu163, Leu168, Lys171, Trp189, Val194, and Pro195, and the hydroxylic Ser193 showed crucial
interactions with the ligand (Figure 4). Similarly, TFP binding site was also hydrophobic with residues
Leu183, Tyr187, Leu217, Arg225, Ser234, Ser235, and Trp237. Weak interactions with TFP were seen
through Ser184, Ser218, Ser234, and Ser235. Besides, non-covalent hydrogen bonding was evident
between TFP’s electrophilic F1, F2, and F3 and nucleophilic O of Arg214 (Figure 5). Molecular docking
analysis was done to understand the binding efficiency of the selected drugs; PTZ was found to be the
better FOXO1 inhibitor as it displayed a higher negative binding energy as compared to TFP, hence,
it promises to be a more effective inhibitor.

Figure 4. Molecular docking of phenothiazine with FOXO1 protein. (A) Depicting the molecular
structure of phenothiazine; (B) Structure visualization of FOXO1 protein bound with ligand PTZ.
The interacting residues are labeled in the binding site. (C) 2D plot of phenothiazine of FOXO1
showing ligand–protein interaction profiled by AutoDock software of Docking Server. Leu163, Leu168,
Lys171, Trp189, Val194, Pro195, and Ser193 residues of FOXO1 showed crucial interactions with
the phenothiazine.

185



Int. J. Mol. Sci. 2018, 19, 3547

Figure 5. Molecular docking of trifluoperazine with FOXO1 protein. (A) Depicting the molecular
structure of trifluoperazine; (B) Structure visualization of FOXO1 protein bound with ligand TFP.
The binding site is shown and the interacting residues are labeled. (C) 2D plot of trifluoperazine of
FOXO1 showing ligand–protein interaction profiled by AutoDock software of Docking Server. Leu183,
Tyr187, Leu217, Arg225, Arg234, Ser184, Ser218, Ser234, Ser235 and Trp237 residues of FOXO1 showed
crucial interactions with the trifluoperazine.

3. Discussion

Generally, normal development requires only two copies of autosomal chromosomes; the presence
of a third copy of chromosome (trisomy) is mostly lethal to the embryo. However, trisomy 13, 18, and
21 are the only cases where development can proceed to live birth. In the present study, the age of
PS patients ranged from 1 day to 2 years, the majority (n = 19) died within a week, 8 within a month,
9 passed a month barring 1 surviving 2 years as an exception. Studies also showed survival with
trisomy 13 being miserably limited with median life expectancy of 2.5 days. The overall observation
reinforces other studies where 85% of PS patients could hardly survive beyond a month [2] and rarely
survive beyond 10 years [8–10].

It is typical to have different types of abnormalities related to chromosome 13 manifested
in various disorders. Apart from PS others include 13q deletion syndrome, propionic academia,
retinoblastoma, Waardenburg Syndrome, Wilson’s Syndrome, Young–Madders Syndrome and also
bladder and breast cancer. In the present case, all cases had confirmed trisomy 13. However, other
researchers have reported full trisomy of chromosome 13 in 70–80% of cases, mosaicism in 10–20% and
translocations involving chromosomes 13 in 5–10%, besides other types of chromosomal abnormalities
in 5–10% of cases [15].

The frequency of CHD in patients was 61%, which falls in the range (56 to 86%) of frequency
reported by other studies [3,15,77,78]. However, relatively low frequency has been reported by
Rasmussen et al. (45.7%) and Pont et al. (34.8%) [4,79].

No plausible explanation is forthcoming as to how extra genetic material (trisomy 13) causes
a plethora of abnormal features like abnormal cerebral functions, a small cranium, retardation,
nonfunctional eyes, and heart imperfections. We made an attempt to identify important pathogenic
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genes such as EDNRB, ZIC2, ATP7B, GJB2, HTR2A located on chromosome 13 to associate these with
diseases and pathways; however, none was alone capable of the symptoms of PS.

As for exploring the pathways, it is known that the EDNRB gene located at 13q22.3 codes
for endothelin receptor type B protein, a GPCR located on the cell surface which functions via
interaction with endothelins. It activates a phosphatidylinositol-calcium, the second messenger system
transmitting information from outside the cell to inside. Its highest expression is in placental tissues.
Mutations in this gene have been previously linked to the congenital genetic disorder, Hirschsprung
disease, alternatively called Congenital Aganglionic Megacolon. It is a neural crest development
disorder characterized by absence of enteric ganglia along a variable length of the intestine causing
intestinal obstruction [80]. The Zic family member 2 (ZIC2) gene is present at 13q32.3 genomic region
and encodes a type of zinc finger protein that functions as a transcriptional repressor and regulates
both early and late stages of forebrain development. Mutations in ZIC2 gene, involving expansion
of an alanine repeat at C-terminus, cause holoprosencephaly-5, a structural anomaly of the human
brain [81–83]. It appears that a polyhistidine tract gene polymorphism is probably associated with
increased risk of Holoprosencephaly. The defect appears to be due to changes in the organizer region
leading to defective anterior notochord, further resulting in degradation of the prechordal plate.
As a result shh signal cannot reach to the developing forebrain, vital for the formation of the two
hemispheres [84]. ZIC2 has also been linked to neural tube defects [85] and heart defects [86].

The present endeavor extended search beyond chromosome 13 and identified genes such as
NODAL, FPR1, AFP, AGO2, UROD, GATA4, GJA1, JAG1, CETED2, RYR2, NKX2-5, RARA, SIRT1, TBX5,
AKT1, and PCK1 across genome with a view to exploring their role in PS. In doing so, two facts emerged
clearly; one, the majority of PS patients had CHD and, two, all patients showed trisomy13. It thus
appears that there could be a strong link between genes located on trisomy13 and heart disorders.
Ingenuity pathway analysis of chr13 genes explored indicated hundreds of canonical pathways and
many of them had FOXO1 as key molecules of such pathways. We applied a bioinformatics approach
and searched scientific literature and identified pathogenic genes involved in CHD located on chr13
beside other chromosomes. It appears that genes of chr13 and other chromosomes might work
together, either as transcription factor regulator or interacting partners. Nevertheless, FOXO1 is a
strong transcription factor activating many genes, these being: FASLG, IGFBP1, SOD2, PPARGC1A,
ADIPOQ, APOC3, OSTN, BCL2L11, CCND2, and CDKN1B. The protein–protein interaction study also
showed key interacting partners like GATA4, NKX2-5, SIRT1, CITED2, NFATc1 and TBX5, which are
actively implicated in heart disorders and thus partly responsible for PS.

It will not be out of place to mention GATA4, an interaction partner of FOXO1, a strong
transcription factor regulating cardiac repair and remodeling. It plays an important role in cardiac
development and differentiation as its abnormal expression leads to embryonic lethality [87–89].
Likewise, overexpression of NKX2-5 is reported as hypertrophic stimuli [90]. Interestingly, GATA4
and NKX2-5 act synergistically and regulate a myriad of cardiac genes [91,92]. Other studies showed
that TBX5 is also an interaction partner of FOXO1, GATA4, and NKX2-5 and encodes transcription
factors involved in the regulation of forelimb and heart development [93–95]. Thus, the role of GATA4,
NKX2-5, and TBX5 is established in cardiogenesis; however, their role in regulating the heart septal
formation is a matter of further investigation [45,96,97]. Sperling et al. are credited for reporting
a direct role of CITED2 gene mutation in CHD epigenetic factor like methylation in the promoter
region of CITED2 plays a vital role in heart disease [98,99]. The sirtuins, a family of enzymes, encoded
by SIRT1–SIRT7, are highly expressed in the heart tissue and the vascular endothelium, and are
pivotal regulators of lifespan and health. The SIRT1 executes its function by deacetylation of FOXO
transcription factor and other key substrates; all closely linked to cardio vascular ailments. The
SIRT1 inhibition is shown to be associated with septal and valvular heart defects, as well as vascular
dysfunction [100–102].

One thing is evident clearly though multiple studies—there is a direct and indirect involvement
of FOXO1 in heart disease [52–55]. Activated FOXO1 has a direct impact on cell survival via alteration
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in metabolism and turning on the cell death signaling cascade [103,104]. Overexpression of FOXO1
also causes autophagy in heart, leading to death [56,57]. A latest study had shown that knock down
of FOXO1 and FOXO3 in the heart of Lmna−/− mice results in attenuation of apoptosis with a twice
increase in the survival rate [18].

A bit of inhibiting expression of FOXO1 protein will further classify its important role in regulation.
It is a monomeric nuclear protein and functions primarily as transcription factors by binding to
a consensus DNA sequence of promoter region of downstream genes with a DNA-binding domain,
158–248 amino acid region [63,105–107]. The nuclear localization of FOXO1 is tightly regulated by the
post translational modifications like acetylation, methylation, phosphorylation, and ubiquitination,
or simply by its interaction with proteins like 14-3-3 [105]. Studies on these lines have identified
a long list of FOXO1 inhibitors to be classified into two groups: one, drugs targeting nuclear transport
of FOXO1 including leptomycin B, curcumin, psammaplysene A, phenothiazines/triflouperazine,
calmodulin inhibitor/calmidazolium, intracellular Ca2+ chelator- BAPTA-AM l; and two, drugs
targeting FOXO1 signaling pathway including epigallocatechin- 3-gallate, theaflavins, hyaluronan
oligosaccharides, resveratrol, apigenin, luteolin, and psammaplysene A [64,65,67].

Phenothiazines and its derivatives (trifluoperazine) are chosen from FDA-approved drugs and
binds directly with DBD of FOXO1 [70,71]. The molecular docking approach was applied to determine
inhibition constant, predicting binding modes and defining the specific binding sites. The results
showed that both the drugs can potentially inhibit FOXO1 protein. The drug PTZ mainly interacts
with hydrophobic amino acids of the DNA-binding region (158–235) of the protein target. The TFP also
binds inside the DNA-binding domain but the interacting residues are different from those in the case
of PTZ binding. The contact or interaction surface value of docked ligand and protein is 421.011 Å2 for
PTZ and 612.637 Å2 for TFP.

The present study is mainly based on a bioinformatics approach, so it can be associated with
few limitations. It is proposed to undertake in silico finding to resolve the issue, and predictions are
advised to be validated before final conclusion. Our finding suggests genetic engineering potentials
in future.

4. Materials and Methods

4.1. Patients

A total of 37 cases including PS, dysmorphic features, multiple congenital anomalies, CHD and
cleft palate were registered from Western region of Saudi Arabia through the King Abdulaziz University
Hospital, Jeddah. The majority of individuals were newborns with multiple abnormalities including
heart and neurological disorders. Peripheral blood (5–10 mL) was obtained after informed consent
and a complete clinical and case history was recorded. Ethical approval for the study (G/017/27) was
obtained from the King Abdulaziz University clinical research ethics board dated 09-06-2009 and the
study strictly followed the standard Helsinki ethical guidelines during this research work.

4.2. Cytogenetics Study

A standard 72 h lymphocyte culture and GTG banding (G banding by Trypsin and Giemsa) were
applied to peripheral blood in all patients. Microscopic examinations were done using 50 cells for each
patient. In cases of suspected mosaicism, the number expanded to one hundred cells. Chromosomes
were analyzed by semi-automatic Applied Imaging Karyotyper and karyotypes were described as per
the International System for Human Cytogenetic Nomenclature (ISCN, 2016) [108].

4.3. Molecular Pathway and Gene Ontology Analysis

Biological significance of protein coding genes of chromosome 13 was interpreted by the
Ingenuity Pathways Analysis software version 338830M (Ingenuity Systems, Redwood City, CA, USA).
Significance of relationships between genes and functional frameworks was indicated by Fisher’s
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exact test p-values. The percentage and number of uploaded genes/molecules matching to genes of
a canonical pathway were measured for significance, expressed as a score. The Molecule Activity
Predictor was employed to predict the effects of a gene/molecule on other molecules of pathway.

4.4. Identification of Functionally Significant Interacting Proteins of FOXO1

Search Tool for the Retrieval of Interacting Genes/Proteins (STRING version 9.1, https://string-
db.org/) was used to identify significant proteins interacting with FOXO1. The biological database and
web resource of known and predicted protein interactions were utilized, derived from high-throughput
experimental sources, text mining and co-expression [109–111].

4.5. Molecular Docking and Drug Design

A search was made for available three-dimensional structures of FOXO1 protein in the RCSB’s
PDB database and retrieved five entries: 3CO6, 3CO7, 3COA, 4LG0, and 5DUI. All these structures were
DNA-bound protein complexes. We proceeded with PDB code 3CO7:C. It corresponds to UniProtKB
(Q12778, https://www.uniprot.org/help/uniprotkb) and the residues 1–154 were missing from the
protein chain C.

Information was collected for structure of two selected compounds; Phenothiazine and
trifluoperazine from ZINC database (available online: http://zinc.docking.org). It is a database
of commercially available compounds [112]. We downloaded the mol2 file for ZINC ID 00028150 and
19418959 respectively. Structural analogs of TFP (31350265 and 39546119) were not considered for the
present study.

Docking calculations for predicting binding modes and energies of two ligands phenothiazine
(PTZ) and trifluoperazine (TFP) to protein (FOXO1) employed DockingServer [113], and AutoDock
software for gasteiger partial charges addition to the ligand atoms, combining non-polar hydrogen
atoms and defining rotatable bonds. Affinity grids were generated using the Autogrid tool [114].
AutoDock parameter set- and distance-dependent dielectric functions were used in the calculation of
the van der Waals and the electrostatic terms, respectively. Docking simulations were performed using
Lamarckian genetic algorithm and the Solis & Wets local search algorithm (http://autodock.scripps.
edu) [115]. Initial position, torsions, and orientation of the ligands were set randomly. All rotatable
torsions were released during docking. All experimentation was resultant of 10 different runs set to
finish after 250,000 energy evaluations. The population size was fixed to 150. Translational step of
0.2 Å, and quaternion and torsion steps of 5 were applied during the search.

4.6. Statistical Analysis

χ2 analysis and Fisher’s exact test were used to compare the clinical features and proportion of
chromosomal abnormalities in PS patients. The statistical analysis was carried out using MATLAB ver
R2007a (The MathWorks, Natick, MA, USA).

5. Conclusions

Cytogenetic analysis of 37 Saudi PS patients showed full trisomy 13 without exception. Molecular
interactions study of 308 protein coding genes located on chromosome 13 led to identification
of significant genes such as: FOXO1, RB1, CCNA1, TFDP1, KL, IRS2, F10, F7 GJB6, GJA3,
TUBA3C/TUBA3D, COL4A1, FLT1, KLF12, and ZIC2. The pathways (Estrogen-mediated S-phase entry,
Extrinsic prothrombin activation pathway, Gap junction signaling, Docosahexaenoic acid signaling,
VEGF signaling, Cell cycle: G1/S checkpoint regulation, IL-3 Signaling) were explored to find an
association with PS. Molecular network analysis and protein–protein interaction study indicated
FOXO1 as strong transcription factor which interacts with other key genes like GATA4, CITED and
TBX5 located on different chromosomes but associated with lethal heart disorders in PS. Lethal genetic
disorders are toughest to treat and many PS newborns die within a couple of days with severe
complications without proper treatment. However, patients with a less severe condition have some
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chance of survival and could be diagnosed with an actual problem and treated (surgery or medicine)
accordingly. The in silico molecular docking studies done separately indicated phenothiazine and
trifluoperazine as efficient inhibitor for FOXO1 protein as potential drugs for septal defects patients and
PS. Molecular docking indicated phenothiazine to be an efficient inhibitor for FOXO1 and a candidate
for future drug target, especially in septal defects patients and PS cases. It is recommended to utilize
the present outcome after validation in vitro and in vivo animal model approaches.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/19/11/
3547/s1.
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Abstract: Transcription control plays a crucial role in establishing a unique gene expression signature
for each of the hundreds of mammalian cell types. Though gene expression data have been
widely used to infer cellular regulatory networks, existing methods mainly infer correlations rather
than causality. We developed statistical models and likelihood-ratio tests to infer causal gene
regulatory networks using enhancer RNA (eRNA) expression information as a causal anchor and
applied the framework to eRNA and transcript expression data from the FANTOM Consortium.
Predicted causal targets of transcription factors (TFs) in mouse embryonic stem cells, macrophages
and erythroblastic leukaemia overlapped significantly with experimentally-validated targets from
ChIP-seq and perturbation data. We further improved the model by taking into account that some
TFs might act in a quantitative, dosage-dependent manner, whereas others might act predominantly
in a binary on/off fashion. We predicted TF targets from concerted variation of eRNA and TF and
target promoter expression levels within a single cell type, as well as across multiple cell types.
Importantly, TFs with high-confidence predictions were largely different between these two analyses,
demonstrating that variability within a cell type is highly relevant for target prediction of cell
type-specific factors. Finally, we generated a compendium of high-confidence TF targets across
diverse human cell and tissue types.

Keywords: transcription regulation; gene expression; causal inference; enhancer activity

1. Introduction

Despite having the same DNA, gene expression is unique to each cell type in the human body. Cell
type-specific gene expression is controlled by short DNA sequences called enhancers, located distal
to the transcription start site of a gene. Collaborative efforts such as the FANTOM [1] and Roadmap
Epigenomics [2] projects have now successfully built enhancer and promoter repertoires across
hundreds of human cell types, with an estimated 1.4% of the human genome associated with putative
promoters and about 13% with putative enhancers. Enhancers physically interact with promoters to
activate gene expression. Although the general rules governing these interactions (if any) remain poorly
understood, experimental techniques such as chromosome conformation capture (3C, 4C) combined
with next generation sequencing (Hi-C) [3], as well as computational methods based on correlations
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between histone modifications or DNase I hypersensitivity at enhancers with the expression of nearby
promoters [4,5] are continually improving in predicting enhancer-promoter interactions. In contrast,
understanding how the activation of one gene leads to the activation or repression of other genes,
i.e., uncovering the structure of cell type, specific transcriptional regulatory networks, remains a
major challenge. It is known that promoter expression levels of transcription factors (TFs) co-express
and cluster together with promoters of functionally-related genes [6], but without any additional
information, such associations are merely correlative and do not indicate a causal regulation by the TF.

Statistical causal inference aims to predict causal models where the manipulation of one variable
(e.g., expression of gene A) alters the distribution of the other (e.g., expression of gene B), but not
necessarily vice versa [7]. A key role in causal inference is played by causal anchors, variables that are
known a priori to be causally upstream of others and that can be used to orient the direction of causality
between other, relevant variables. A major application of this principle has been found in genetical
genomics or systems genetics: genetic variations between individuals alter molecular and organismal
phenotypes, but not vice versa, so these quantitative trait loci (QTL) can be used as causal anchors
to determine the direction of causality between correlated traits from population-based data [8–11].
Such pairwise causal associations can then be assembled into causal gene networks to model how
genetic variation at multiple loci collectively affect the status of molecular networks of genes, proteins,
metabolites and downstream phenotypes [12].

Interestingly, several experiments have recently shown that enhancer regions can be transcribed
to form short (around 1000 bp), non-coding, often bi-directional transcripts, called enhancer RNAs or
eRNAs [13]. eRNAs have other distinguishing features, including nonpolyadenylated and unspliced
tails, and tend to remain nuclear, rather than reaching the cytoplasm for translation. Although the
functional role of some eRNAs has been studied in great detail to demonstrate that they can enhance
or suppress enhancer activity by enhancer-promoter looping [14], the full repertoire of functional
mechanisms of eRNAs remains to be understood. Nevertheless, the presence of eRNAs from a
regulatory region is an indicator of enhancer activity [15], and eRNA expression has been successfully
used to predict transcription factor activity [16]. Moreover, eRNA expression is correlated with and,
crucially, temporally precedes the expression of target genes [17]. We therefore hypothesized that eRNA
expression as a readout of enhancer activity could act as a causal anchor, opening new avenues to
reconstruct causal gene regulatory networks.

To test this hypothesis, we developed novel statistical models and likelihood-ratio tests for using
(continuous) eRNA expression data in causal inference, based on existing methods for discrete eQTL
data, and implemented these in the Findr software [18]. We applied this new method to Cap Analysis
of Gene Expression (CAGE) data generated by the FANTOM5 Consortium. Unlike RNA sequencing,
CAGE allows sequencing of only the five prime ends of mRNAs, providing genome-wide transcription
start site quantification at much lower sequencing depth (and therefore, lower sequencing cost per
sample) than RNA-seq. The FANTOM Consortium has generated a unique resource of enhancer and
promoter expression across hundreds of human and mouse cell types [6,17] and validated predictions
using ChIP-seq and perturbation data. Our analysis of the FANTOM data showed that continuous eRNA
expression values increased target prediction performance for some factors, while for other factors,
a binarized presence or absence of the enhancer signal performed better. Leveraging this observation,
we found that a data-driven approach to classify enhancer expression as either binary or continuous was
sufficient to select the best target prediction method automatically, allowing parameter-free application
of the method to organisms and cell types where validation data are not currently available.

2. Results

2.1. Development of a Causal Transcription Network Inference Framework

We hypothesized that enhancer activity could be used as a causal anchor to predict causality
between two co-expressed genes (Figure 1A). To this end, we used enhancer expression as a causal
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anchor to infer causal gene interactions, within the Findr framework [18]. Findr provides accurate
and efficient inference of gene regulations using eQTLs as causal anchors by accounting for hidden
confounding factors and weak regulations. This is achieved by performing and combining five
likelihood ratio tests (Figure 1B), each of which consists of a null (Hnull) and an alternative (Halt)
hypothesis, to support or reject the causal model E → A → B, where E is an enhancer in the regulatory
region of gene A , and B is a putative target gene: primary linkage (E → A), secondary linkage (E → B),
conditional independence (E → B only through A), B’s relevance (E → B or correlation between
A and B) and excluding pleiotropy (partial correlation between A and B after conditioning on E).
The log-likelihood ratios (LLRs) are computed for all possible targets of each gene and then converted
into p-values and posterior probabilities [19] of the alternative hypothesis being true; see [18] for details.

Figure 1. Overview of the Findr framework. (A) The schematic representation of causal gene regulatory
network inference using enhancer activity as a causal anchor. (B) Five statistical tests used by Findr for
causal inference. (C) Workflow of the Findr-A framework. eRNA, enhancer RNA; TF, transcription
factor; B, binary; C, continuous.
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We applied three treatments to enhancer expression data. First, we regarded enhancers as binary
(on/off) variables, and after binarizing the data (see Methods), we used the existing Findr to predict
TF targets directly. This approach will be referred to as Findr-B (“binary”). Second, we adapted all
five tests in Findr to use continuous instead of discrete causal anchor data, and we used this method
on (untransformed) eRNA data. This approach will be referred to as Findr-C (“continuous”). Third,
to accommodate the co-existence of binary and continuous enhancers for different TFs within the
same dataset, we developed an automatic adaptive method to treat each enhancer independently as
binary or continuous, depending on the relative strength of the primary enhancer-TF linkage with
either method. We call this approach Findr-A (“adaptive”). The workflow of the Findr framework
is summarized in Figure 1C. We note that the implementation of the method is generic, i.e., it can be
used by defining either eQTL genotypes or enhancer activity as causal anchors.

2.2. Causal Inference from Enhancer and Transcript/Gene Expression CAGE Data

To test our hypothesis that causal inference using enhancer expression as a causal anchor predicts
true TF targets, we used CAGE data generated by the FANTOM Consortium across hundreds of cell
types and tissues in human and mouse [6]. We used bi-directional expression in non-promoter regions
as an indicator of likely enhancer activity in each CAGE sample [1]. Specifically, non-promoter regions
with a similar number of sequence tags in both the forward and reverse direction were predicted as
putative enhancer regions. Moreover, these regions also showed a high overlap (over 90 percent) with
H3K4me1 modification. Importantly, CAGE data offer a powerful resource as each sample contains
both enhancer and gene activity information. The ability to quantify enhancer expression (as a proxy
for enhancer activity) and gene expression from the same sample is crucial for the ability to apply causal
inference techniques. We first selected three mouse cell types (embryonic stem cells, macrophages
and erythroblastic leukaemia) for systematic characterization, as these had more than 20 samples per
cell type, with diverse treatments or time series. Furthermore, ChIP-seq and TF knock-out validation
datasets were available for each of these cell types. In order to assign both promoter proximal, as well
as promoter distal putative enhancers for each transcription factor, we selected predicted enhancers [1]
within 50 kb of the transcription start site of each transcription factor in a cell type. This resulted
in 109 enhancers for 48 transcription factors in ES cells, 55 enhancers for 8 transcription factors in
macrophages and 5 enhancers for 4 transcription factors in erythroleukaemia, with an average of
3.8 enhancers per transcription factor across cell types.

We inferred causal transcription factor-target interactions for each transcription factor using
the enhancer element most strongly linked to each TF in each cell type. We predicted targets for
48 transcription factors with two methods, one using continuous enhancer data (“Findr-C”) and one
using discretized, binary (on/off) enhancer data (“Findr-B”) (see Methods). The Findr software outputs
a score representing the putative probability of a causal interaction for each transcription factor-target
pair (see Methods). For both methods, the targets with a predicted probability of a causal interaction
greater than 0.8 (see Methods) were validated using a compendium of ChIP-seq data [20], containing
78 factors in ES cells, 12 factors in macrophages and 17 factors in erythroblasts. Of these factors, 18 in
ES cells, 7 in macrophages and 4 in erythroblasts had enhancer expression in CAGE data. We noted
that the suitability of Findr-B or Findr-C for causal inference was dependent on the factor, i.e., using
continuous enhancer data performed better for some factors (Figure 2: Myc,Klf2, Figure S1: Fcgr3),
while on/off data performed better for others (Figure 2: Gata1, Fli1, Figure S2: Junb, Jarid2). Because
the number of putative ChIP-seq targets for each factor varied widely across factors and cell types,
from only 420 gene targets for JunD in erythroblasts to over 12,000 gene targets for ESRRB in ES cells,
the background precision levels differed highly between factors (Figure 2).

We further tested whether these results were sensitive to the target probability prediction
threshold. The enrichments of true positives were stable over a wide range around this threshold for
both methods (Figure 3, Figure S2).
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Transcription factor binding inferred using ChIP-seq data is thought to be mostly opportunistic
and therefore might not provide direct clues about the functional targets of the factor [21]. We therefore
collected perturbation data from publications, specifically expression data after knock-out or
knock-down (KO) of a factor. We generated differentially-expressed gene lists for 85 factors in ES cells
and 11 factors in macrophages (see Methods). Using these gene lists as known targets, we evaluated
the predictions of both methods. This confirmed the factor-specific suitability of either the Findr-B or
Findr-C method (Figures 4, Figure S3).

Figure 2. Recall-precision curves for target predictions by Findr-B and Findr-C using ChIP-seq.
The dotted line represents the background or the the random classifier precision.

Figure 3. Robustness of Findr performance demonstrated by using different score thresholds.
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3

3
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Figure 4. Comparison of Findr-adaptive (A) predictions using mouse ES cells and all cell types samples.
(A) Bar plots representing enrichments for Findr-B, -C and -A predictions using ChIP-seq data as a
validation dataset for ES cells (left) and all cell types (right). (B) Bar plots representing enrichments for
Findr-B, -C and -A predictions using knock-out data as a validation dataset for ES cells (left) and all cell
types (right). (C) Overlap of factors between ES and all cell types using ChIP-seq (left) and knock-out
(right) as validation datasets.
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The evaluation so far used the default combination of likelihood-ratio tests in Findr (Figure 1B,
Tests 2, 4 and 5; see the Methods for details), which was previously shown to perform better than
the traditional causal inference method, which relies on a conditional independence test (Figure 1B,
Test 3), by accounting for hidden confounding due to common upstream regulatory factors between a
TF and its targets [18]. To test whether this remains true for CAGE data, we implemented all five tests
in both Findr-B and Findr-C. We found that the new test combination improved predictive power for
the CAGE data in all three mouse cell types compared to the traditional test combination, similar to
the previous results on eQTL data. We have therefore set it as the default choice for the Findr tool.

2.3. Development and Validation of an Adaptive Model-Selection Approach for Causal Inference Using
Discretized or Continuous Data

As the optimal prediction performance depended on a factor-specific choice between discretizing
enhancer expression data or not, we investigated if this decision could be made in a data-driven,
adaptive approach (called “Findr-adaptive” or “Findr-A”; see Figure 1C), in the absence of validation
data. In short, Findr-A selects for each TF among all its candidate enhancers, both continuous and
binary, the one with the strongest primary linkage to the TF’s expression and then uses that enhancer
and its corresponding method (Findr-B or Findr-C) to predict downstream targets for that TF (see the
Methods for details). This adaptive approach was indeed able to select the best performing method for
most of the factors (Figure 4A,B, Findr-A selection marked by double stars).

We further performed functional enrichment analysis of gene target sets predicted by Findr-A.
1119 targets of JunB in macrophages were enriched for ‘LPS signalling pathway’ (p < 10−8) and ‘RNA
binding’ (p < 10−8) (Tables S1 and S2). The macrophage CAGE samples indeed measured the response
to LPS signalling and JunB is known to be a delayed response gene, attenuating transcriptional activity
of immediate early genes and RNA binding proteins, specifically terminating translation of mRNAs
induced by immediate early genes [22]. 131 targets for Cbx7 in ES cells (Figure 3) were enriched for
‘regulation of transcription from RNA polymerase II promoter’ (p < 10−10), and included several
developmental genes such as Hox family proteins (Tables S3 and S4). This enrichment was much
stronger than for the ChIP bound targets of Cbx7 (p < 10−5). Cbx7 is a part of the PRC complex, which
binds predominantly at bivalent chromatin at promoters of transcription regulators in ES cells [23].

2.4. Perturbations within and across Cell Types Provide Causal Targets for a Distinct Set of
Transcription Factors

We noted that most factors performed better using binary enhancer expression values and
wondered if this might be due to the limited enhancer expression data available for each cell type.
We therefore explored whether the enhancer activity across perturbations within cell type was
comparable to variation of enhancer activity across different cell and tissue types. To test this, we
used the FANTOM5 CAGE data containing over 1000 samples across 360 distinct mouse cell types
and tissues, called “all-data”. Findr-C indeed performed marginally better on all-data rather than cell
type-specific data. Importantly, all-data and cell type (ES)-specific data resulted in causal targets for a
distinct set of transcription factors. In particular, variation within a cell type was more informative
for causal target predictions of cell type-specific factors. For example, the targets of key pluripotency
factors Sox2 and Esrrb [24] were enriched in ES-data, but not all-data (Figure 4A,B).

There were only five common factors with causal targets predicted using both all-data and
ES-specific data that were validated by ChIP-seq data and only six common factors validated by KO
data (Figure 4C). Interestingly, the target genes predicted from ES-data and all-data for the same factor
overlapped significantly. For example, 72% of Eed predicted targets using ES-data overlapped with
Eed predicted targets using all-data.
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2.5. Multiple Enhancers of the Same Factor Have a Highly Correlated Expression

Mammalian genes are controlled by multiple enhancers. We investigated the stability of
inference outcome under different choices of enhancers as causal anchors. For all factors for which
Findr-A predicted targets in ES cells that overlapped significantly with perturbation data (Figure 4),
we predicted additional target sets using other available enhancers, resulting in target sets for
76 enhancer-transcription factor pairs for 46 unique transcription factors.

The hierarchical clustering of transcription factor-enhancer pairs based on these target sets
clustered mostly by transcription factors, indicating that the expression of multiple enhancers contains
highly redundant information about the activity of the associated transcription factor (Figure S5).
Reassuringly, factors known to form regulatory complexes, including Max and Mxi1 or Runx1 and
Smad1, also clustered together, i.e., shared predicted causal targets (Figure S5).

To investigate whether combining multiple enhancers was more informative for determining
causal targets, we compared two integrative methods against the predictions of taking individual
enhancers. Firstly, we used the median expression level of all the putative enhancers for each
transcription factor as a ‘meta-enhancer’ in Findr-A (Figure S4A). Secondly, we calculated the first
principal component of the binary target prediction matrix for all enhancer of a TF in order to
‘average’ predictions (Figure S4B). However, we did not observe any significant overall improvement
in performance using either method.

2.6. Causal Inference Using CAGE Expression Data across Human Cell Types

Finally, we inferred causal interactions between transcription regulators and targets using
CAGE enhancer and TSS expression data in humans. Specifically, we inferred causal interactions
for 20 transcription factors (with eRNA expression) using Findr-A (see Methods). We firstly
validated the predicted interactions using a database of experimentally-validated regulatory
interactions in human [25] and noted a statistically-significant overlap between the predicted and
experimentally-validated gene sets (p < 10−5). Figure 5 represents the hierarchical clustering
of the predicted top 200 interactions for each factor. We noted that multiple enhancers of the
same factor predicted highly overlapping targets for that factor. Moreover, the factors involved
in biologically-related processes shared predicted causal targets. For example, two members of the
SMAD family, SMAD3 and SMAD6, as well as BCOR and SIN3A involved in histone deacetylase
activity showed a high overlap of predicted targets.
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Figure 5. Hierarchical representation of similarities between transcription factor-target sets predicted
using Findr-A causal inference on the FANTOM5 human dataset.

3. Discussion

We explored the utility of eRNA expression as a causal anchor to predict transcription regulatory
networks, by leveraging the observation that eRNAs mark the activity of regulatory regions. Previous
studies support this notion, as eRNA expression has been shown to precede the expression of its
effector gene temporally [17] and to correlate strongly with active regulatory regions across cell
types [15]. We therefore developed a novel statistical framework to infer causal gene networks
(Findr-A), by extending the Findr software for causal inference using eQTL data [18].

We demonstrated the applicability of Findr-A by predicting causal interactions from CAGE data
generated through the FANTOM Consortium and validating them with ChIP-seq and perturbation
data for three mouse cell types, as well as on the entire FANTOM5 data. Notably, different factors were
enriched for within cell type analysis as compared to across cell types. The causal regulatory network
of cell type-specific factors (e.g., Sox2, Esrrb in ES cells) could be inferred only using expression
variation within a cell type and not across cell types. Due to the limited availability of validation data,
a more comprehensive assessment was not possible.

The current approach can be extended in several aspects in the future. Firstly, Findr assumes
equal (or no) relations between all sample pairs [18], which hold for the majority of eQTL datasets.
By accounting for heterogeneous sample relationships, such as biological and/or technical replicates,
time series or population structure, we may be able to reconstruct more accurate networks. Secondly,
the assumption that eRNAs act as causal anchors is only approximately true, because their activity
ultimately is regulated by other regulatory factors, i.e., the assumption that they are a priori causally
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upstream of correlated TF-gene pairs will not hold for all genes. Because eRNAs are temporally
expressed before their direct target genes, we hypothesize that explicit modelling of gene expression
dynamics in the Findr framework will allow detecting and correcting for such feedback loops. Thirdly,
eRNAs are expressed at relatively low levels, and therefore susceptible to noise, and a reliable eRNA
signal was available for only a limited number of known transcription factors in mouse or human.
Generating deep sequencing data for CAGE, utilizing GRO-seq or epigenetic or transcription factor
ChIP-seq data to estimate enhancer activity could be possible ways to get around this.

In this work, we have used a very basic approach for associating enhancers with their likely
promoters based on their mutual proximity, as associating enhancers with promoters was not our
main focus. This could be refined by using existing data generated by methods such as chromatin
confirmation capture or by integrating multiple genomic features into a statistical predictor for
associating enhancers with promoters [5].

Finally, we used ChIP-seq and KO data for validation, because these datasets were available for
the same cell types as the expression data in mouse. These data are far from ideal as ground-truth
sets, as ChIP-seq data tend to be noisy and differential expression in transcription factor knock-outs
could include indirect effects. Moreover, the targets predicted by ChIP-seq and KO experiments show
a very poor overlap between them. For example, a large-scale study where 59 TFs were knocked
down in a human lymphoblastoid cell line (GM12878) concluded that only a small subset of genes
bound by a factor were differentially expressed following knock-down of that factor [21]. It is therefore
important to note that there is no universal agreement on ground-truth TF-target regulatory networks
for validation, including networks obtained from literature mining. For example, there are only
151 common TF-target interactions among four literature-curated databases, which together comprise
more than 10,000 interactions [26]. As shown, our method predicts targets for many TFs w.r.t. to one
ground-truth as well or better than the other ground-truth, reaffirming our hypothesis that eRNA data
can be used to infer TF targets.

In conclusion, we have demonstrated that enhancer activity can be used to infer causal gene
regulatory networks. We foresee this approach to be of high value in the context of human medicine,
by combining genetic, epigenetic and transcriptomic information across individuals to unravel causal
disease networks.

4. Materials and Methods

4.1. Datasets

• We used Cap Analysis of Gene Expression (CAGE) data (TPM expression values) from the
FANTOM5 Consortium for enhancer and transcription start sites (TSS) in mouse embryonic
stem (ES) cells (36 experiments), macrophages (224 experiments) and erythroblastic leukaemia
(52 experiments) [6,17]. We also selected 1036 samples from all cell types and tissues in mouse.

• We use ChIP-seq data from the Codex Consortium [20]. Data available for 78 TFs in mouse ES
cells, 12 TFs in macrophages and 17 TFs in erythroleukaemia cells were used.

• For validation using knock-out data, we have collected differentially-expressed gene lists after
perturbation of factors from published studies in mouse and gene lists after overexpression of
factors in mouse ES cells from [27].

• We obtained CAGE data (TPM expression values) from the FANTOM5 Consortium for enhancer
and TSSs for human cell types and tissues [6,17]. The enhancer regions identified using
bi-directional expression were obtained from [1]. The FANTOM5 Consortium has provided
data for 1826 samples from which we selected 360 samples from all cell types and tissues,
one sample for each cell and tissue type with the highest sequencing depth (removing technical
and biological replicates).
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4.2. Data Processing

• CAGE data were processed to clear unannotated and non-expressed genes, and expression levels
were log-transformed. Genes with a TPM value of 1 or more in at least one sample were considered
expressed. Only enhancers expressed in more than one third of experiments were retained.

• For each TF, we selected the promoter with the highest median expression level as the promoter
for that TF.

• For each TF, all enhancers within 50 kb of the TF promoter region were detected using the
GenomicRanges package in Bioconductor [28] and considered as candidate causal anchor
enhancers for that TF. The Findr framework (described below in detail) includes a “primary
linkage” step such that targets are only predicted for TFs with significantly correlated eRNAs.

• Enhancer data were binarized by setting all experiments with zero read count to zero and all
others to one.

• For the ChIP-seq data, genes with a TF binding site within 1 kb of their TSS were defined as
targets for that TF.

• For the knock-out and over-expression data, genes with differential expression q-value < 0.05
were defined as targets for the TF.

4.3. Likelihood Ratio Tests with Continuous Causal Anchor Data

Given a causal relation E → A → B to test, where E is a (continuous) enhancer for TF A and B is
a putative target gene, with their expression data samples 1, . . . , n annotated in subscripts, we first
convert each continuous variable into a standard normal distribution by rank. Each variable is
modelled as a normal distribution with the mean linearly and additively dependent on its regulators
in the five tests below (illustrated in Figure 1B).

1. Primary linkage test: The primary linkage test verifies that the enhancer E regulates the regulator
gene A. Its null and alternative hypotheses are:

H(1)
null ≡ E A, H(1)

alt ≡ E → A.

The log likelihood ratio (LLR) and its null distribution are identical to the correlation test in [18].
Therefore, the LLR is:

LLR(1) = −n
2

ln(1 − ρ̂2
EA),

where:

ρ̂XY ≡ 1
n

n

∑
i=1

XiYi .

Its null distribution is:
LLR(1)

null/n ∼ D(1, n − 2).

The probability density function (PDF) for z ∼ D(k1, k2) is defined as: for z > 0,

p(z | k1, k2) =
2

B(k1/2, k2/2)

(
1 − e−2z

)(k1/2−1)
e−k2z,

and for z ≤ 0, p(z | k1, k2) = 0, where B(a, b) is the Beta function.
2. Secondary linkage test: The secondary linkage test verifies that the enhancer E regulates the

target gene B. The LLR and its null distribution are identical to those of the primary linkage test,
except by replacing A with B.
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3. Conditional independence test: The conditional independence test verifies that E and B become
independent after conditioning on A, with its null and alternative hypotheses as:

H(3)
null ≡ E → A → B,

H(3)
alt ≡ B ← E → A ∧ (A correlates with B).

Correlated genes are modelled as having a multi-variant normal distribution, whose mean
linearly depends on their regulator gene. Therefore,

LLR(3) = −n
2

ln
(
(1 − ρ̂2

EA)(1 − ρ̂2
EB)− (ρ̂AB − ρ̂EAρ̂EB)

2
)

+
n
2

ln(1 − ρ̂2
EA) +

n
2

ln(1 − ρ̂2
AB).

Following the same definition of the null data, their null distribution is:

LLR(3)
null/n ∼ D(1, n − 3).

4. Relevance test: The relevance test verifies that B is regulated by either E or A. Its hypotheses are:

H(4)
null ≡ E → A B,

H(4)
alt ≡ E → A ∧ E → B ← A.

Similarly,

LLR(4) = −n
2

ln
(
(1 − ρ̂2

EA)(1 − ρ̂2
EB)− (ρ̂AB − ρ̂EAρ̂EB)

2
)

+
n
2

ln(1 − ρ̂2
EA).

LLR(4)
null/n ∼ D(2, n − 3).

5. Controlled test: The controlled test verifies that E regulates B through A, partially or fully,
with the hypotheses as:

H(5)
null ≡ B ← E → A,

H(5)
alt ≡ B ← E → A ∧ A → B.

Its LLR is

LLR(5) = −n
2

ln
(
(1 − ρ̂2

EA)(1 − ρ̂2
EB)− (ρ̂AB − ρ̂EAρ̂EB)

2
)

+
n
2

ln(1 − ρ̂2
EA) +

n
2

ln(1 − ρ̂2
EB),

with the null distribution:
LLR(5)

null/n ∼ D(1, n − 3).

The LLR and its null distribution then allow one to compute the p-values and the posterior
probabilities of the null and alternative hypotheses separately for each subtest, as detailed in [18].
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4.4. Findr-B and Findr-C

In [18], it was shown that a combined causal inference test performs best in terms of sensitivity
and specificity for recovering true regulatory interactions, using both real and simulated test data.
The combined test score is:

P =
1
2
(P2P5 + P4)

where Pi is the posterior probability for subtest i.
The Findr-B method returns this combined p-value using the original Findr on binarized enhancer

data. Findr-C does the same using the new tests on continuous enhancer data.

4.5. Adaptive Method Findr-A

Given a set of TFs and for every TF, a set of candidate causal anchor enhancers, the adaptive
Findr-A method performs the following, for each TF A (Figure 1C):

1. Compute the primary linkage test p-value for all candidate enhancers of A, both continuous
and binarized.

2. Find the enhancer E with the lowest p-value overall.
3. If the lowest p-value occurred for a binarized enhancer, use Findr-B for TF A with E as its causal

anchor, else use Findr-C.

Findr-A, -B and -C have been implemented in the Findr software, available at https://github.
com/lingfeiwang/findr.

4.6. Validation Methods

For the purpose of evaluation, we calculated the Findr-B and Findr-C scores for all TF-gene
combinations. Genes with scores exceeding a threshold of 0.8 of Findr score were considered as
predicted targets for each TF. Precision-recall curves were calculated using the the “PRROC” package.
We used the FDR corrected (BH procedure) hyper-geometric test for enrichment analysis, where the
overlap with respect to known targets from ChIP-seq and knock-out data in the same cell type was
tested, and the resulting p-values were used to compare the performance of the two methods.
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Abstract: Transcription factors (TFs) play essential roles in the transcriptional regulation of functional
genes, and are involved in diverse physiological processes in living organisms. The fruit fly
Drosophila melanogaster, a simple and easily manipulated organismal model, has been extensively
applied to study the biological functions of TFs and their related transcriptional regulation
mechanisms. It is noteworthy that with the development of genetic tools such as CRISPR/Cas9 and
the next-generation genome sequencing techniques in recent years, identification and dissection the
complex genetic regulatory networks of TFs have also made great progress in other insects beyond
Drosophila. However, unfortunately, there is no comprehensive review that systematically summarizes
the structures and biological functions of TFs in both model and non-model insects. Here, we spend
extensive effort in collecting vast related studies, and attempt to provide an impartial overview of the
progress of the structure and biological functions of current documented TFs in insects, as well as
the classical and emerging research methods for studying their regulatory functions. Consequently,
considering the importance of versatile TFs in orchestrating diverse insect physiological processes,
this review will assist a growing number of entomologists to interrogate this understudied field,
and to propel the progress of their contributions to pest control and even human health.

Keywords: insect; transcription factors; structures and functions; research methods; progress
and prospects

1. Introduction

Transcription factors (TFs) are a plethora of proteins that are present in all living organisms,
and they can intricately control transcription of different functional genes in response to internal
physiological processes, as well as external environmental stimuli [1,2]. Strikingly, it has been estimated
that TFs make up approximately 3.5–7.0% of the total number of coding sequences in a reference
eukaryotic genome [3,4]. TFs can be divided into diverse classes based on their structural characteristics,
and they can influence the transcription of their targets in different mode of actions [5,6]. Most
eukaryotic TFs with a DNA-binding domain (DBD) are thought to exert regulatory functions by
binding to enhancers and recruiting transcriptional complexes or cofactors [7]. Nevertheless, recent
studies have shown that some TFs do not perform the classical functions of binding enhancers
and recruiting transcriptional complexes, but rather merely promote regulatory elements such as
enhancers and promoters to form looped structures to facilitate transcriptional regulation [8]. TFs
have a significant level of functional diversity, and they participate in various biological processes
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that are pivotal to ensure the proper expression levels of targets in the appropriate time and tissue
in organisms.

To date, there are several reviews summarizing the role of certain TF families in certain biochemical
processes in insects, especially in Drosophila [2,9–12]. In recent years, the vast range of available
genome resources and novel genetic methods greatly promote the identification and investigation of
regulatory mechanisms of TFs in diverse insects beyond Drosophila, especially lepidopteran insects
(Figure 1). However, there is no comprehensive review covering TF structures and functions in different
physiological and biochemical processes in Drosophila and beyond. Herein, this review describes the
structures of the dominating TF types existing in insects, and presents a comprehensive summary
of the roles of these TFs in various insect biological processes, which provides new insights into the
studies of transcriptional regulation in both model and non-model insects, and elaborates on their
application prospects as potential new strategies for pest control in the field, and even as potential
targets for human disease treatment and health care.

 

Chrysopa perla
Thermobia domestica Blattella germanica

Drosophila 
melanogaster

Bombyx mori

Antheraea pernyi

Spodoptera frugiperda

Plodia interpunctella

Helicoverpa armigera

Manduca sexta

Spodoptera litura

Antheraea assama

Antheraea mylitta

Schistocerca gregaria

Locusta migratoria

Teleogryllus emma

Ostrinia scapulalis

Plutella xylostella

Papilio Xuthus

Bicyclus anynana

Pieris rapae

Nilaparvata lugens

Cimex lectularius

Aphis gossypii

Pyrrhocoris apterus

Laodelphax striatellus

Acyrthosiphon pisum

Cotesia glomerata

Apis mellifera

Cotesia rubecula

Aedes aegypti

Culex quinquefasciatus

Sarcophaga peregrina

Glossina morsitans

Anopheles gambiae

Sciara

Trypoxylus dichotomus

Onthophagus taurus

Leptinotarsa decemlineata

Allomyrina dichotoma

Tribolium castaneum

Figure 1. The insect transcription factor (TF) atlas, including the well-studied TFs and their related
references collected in the review (See Table S1 for more detailed information about these TFs,
and we apologize to researchers whose work could not be discussed and cited in the main text
due to space limitations). As yet, diverse TFs have been documented in at least nine different insect
orders including Diptera, Hemiptera, Lepidoptera, Coleoptera, Orthoptera, Thysanoptera, Blattaria,
Neuroptera, and Hymenoptera. Different insect species are also denoted by colored circles on the
vertical line.

2. Structures

Most TFs contain a DNA-binding domain (DBD) that specifically recognizes and binds to
TF-binding sites in the enhancer or promoter of the target gene to read out information and
modulate target transcription [13]. Therefore, eukaryotic TFs are generally classified based on their
DBD. In humans and mice, TFs are divided into 10 superclasses, the first three of which are the
helix-turn-helix (HTH) domain TFs (mostly homeodomain TFs), the basic DBD TFs, and the zinc finger
(ZF) TFs [5,14]. These three superclasses occupy 90% and 86% of almost all TFs in humans and mice,
respectively [14]. In insects, these three superclass TFs also account for the majority, and we summarize
the structures of the three superclasses in insects as follows.

2.1. Homeodomain TFs

The HTH superclass TFs contain the HTH motif as the DBD. According to differences in HTH
structure, the HTH superclass can be divided into several classes, including homeodomain, Forkhead (Fkh),
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and Heat shock factor (HSF). Homeodomain proteins play vital biological functions throughout the entire
life of insects, especially during growth and development. The homeodomain was originally identified
from the homeotic genes in Drosophila melanogaster [15,16], which typically contains a short N-terminal
arm that contributes to the DNA binding affinity, as well as four α-helices with an HTH structure that is
responsible for DNA binding and recognition [16,17]. Helices I and II are antiparallel to each other, helices
II and III are separated by a β-turn to form a helix-turn-helix (HTH) structure, and helix III functions as the
recognition helix for contacting and recognizing specific DNA sequences (Figure 2A). The homeodomain
alone in some homeodomain protein is insufficient for specific DNA binding. Therefore, additional
domains and/or cofactors are required to elevate the specificity of DNA binding. For example, Hox
proteins generally form homodimers [18] or heterodimers through the conserved YPWM motif upstream
homeodomain to increase their selectivity and affinity for DNA binding [19,20]. Drosophila contains a total
of 103 homeodomain genes, and 54% of TFs are split among families such as paired-like, paired-domain,
POU (Pit-Oct-Unc), and LIM proteins that contain other domains for higher binding affinity or protein
dimerization, in addition to the homeodomain [21] (Figure 2A).
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Figure 2. The main structures of insect TFs. The pie chart represents the statistical ratio of the Drosophila
TFs in different superclasses based on Hammonds’ study [22]. (A) Structures of homeodomain TFs.
Homeodomain: a typical homeodomain contains a short N-terminal arm facilitating DNA binding and
four α-helices with a helix II-turn-helix III structure that is responsible for DNA binding and recognition;
Hox protein: in addition to the homeodomain, a Hox protein typically contains a YPWM motif in the
N-terminus mediating protein dimerization; Paired-like protein: in addition to the homeodomain, some
paired-like proteins include an N-terminal octapeptide (OP) motif, and some contain a C-terminal OAR
motif that can be involved in transcriptional activation; Paired-domain protein: paired-domain proteins
carry an N-terminal paired box with a helix-turn-helix (HTH) structure that mediates DNA binding,
and some proteins have a full-length or truncated homeodomain in the C-terminus, as well as an OP
motif between the paired box and the homeodomain to mediate protein dimerization; POU (Pit-Oct-Unc)
protein: POU proteins have a POU-specific domain with an HTH structure in the N-terminus that
contributes to the generation of high-affinity DNA binding, and the homeodomain in the C-terminus
is responsible for DNA binding; LIM protein: LIM proteins possess two LIM domains with zinc
finger (ZF) structures upstream of the homeodomain that mainly mediate protein-protein interactions.
(B) Structures of basic DBD TFs. The basic leucine zipper (bZIP) protein: bZIP proteins harbor a basic
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DNA-binding domain (DBD) for specific DNA recognition and binding, and a leucine zipper domain
in the C-terminus for protein dimerization and DNA binding. The leucine zipper domain forms
dextrorotatory α-helixes, and a leucine appears in the seventh position of every seven amino acids; thus,
an adjacent leucine appears every two turns on the same side of the helix. The basic helix-loop-helix
(bHLH) protein: bHLH proteins are composed of a basic DBD in the N-terminus, followed by an
HLH domain. The basic DBD accounts for DNA motif recognition and binding and facilitates
protein dimerization. In the HLH domain, two hydrophilic and lipophilic α-helices are separated by
a loop to form an HLH structure mediating protein dimerization and contributing to DNA binding.
(C) Structures of the ZF TFs. C2H2 ZF protein: the C2H2 ZF protein has multiple connected ZF DBDs.
In the root of every ZF, two cysteines and two histidines link Zn2+ to form a tetrahedron. Nuclear
receptor (NR) with C4 ZF: NR contains a C4-type ZF region as a DBD that consists of eight conserved
cysteine residues coordinated with two Zn2+ to form two ZFs with a tetrahedral coordination structure.
The first ZF provides DNA-binding specificity, and the second ZF has a weak dimerization interface,
allowing for dimerization of the receptor molecule. In addition, a ligand-binding domain is typically
found in the C-terminus and functions as the main dimerization region.

2.2. Basic DBD TFs

2.2.1. bHLH Proteins

The basic helix-loop-helix (bHLH) TFs are widely distributed in insects, and they play crucial
roles in the regulation of insect growth and development. The bHLH region contains approximately 60
amino acids, consisting of a basic domain and an HLH domain. The basic domain at the N-terminus is
responsible for DNA binding, and it is followed by the HLH region (Figure 2B). In the HLH region,
two α-helices that are both hydrophilic and lipophilic are separated by different lengths of a linking
loop to form an HLH structure (Figure 2B). In general, bHLH TFs form homo- or heterodimers through
α-helix interactions to regulate target transcription [23].

In 2002, Ledent et al. categorized Drosophila bHLH proteins and divided them into six groups (A–F)
according to their DNA binding and structural characteristics [24] (Table S1). Group A proteins usually
bind the 5′-CAC/GCTG-3′ motif, and they primarily participate in the regulation of mesodermal
subdivisions and the development of the nervous system, muscle cells and glands. Group B proteins
generally bind the 5′-CACGTG-3′ or 5′-CATGTTG-3′ motifs, and they are involved in the regulation
of development, lipid metabolism and glucose tolerance. Group C proteins have a PAS domain
followed a bHLH region to combine with a 5′-A/GCGTG-3′ motif [25], which participate in the
development of the nervous system and trachea, as well as in the dictation of circadian rhythms and the
hypoxia response. Group D proteins contain only an HLH region and they lack a basic domain; these
proteins can inhibit the binding of other bHLH proteins to DNA by forming dimers with those bHLH
proteins [26]. In Drosophila, only one protein Extramacrochaetae (Emc) exists in group D [27,28]. Group
E proteins preferentially bind N-boxes (5’-CACGA/CG-3’) and have an additional “Orange” domain
and WRPW peptide motif at the C-terminus [29]. Proteins in this group are mainly involved in nervous
system development. Group F proteins contain a COE domain, which plays an important role in both
dimerization and DNA binding [24,30]. Drosophila has only one COE family member, Collier (Col) [31].

2.2.2. bZIP proteins

The basic leucine zipper (bZIP) proteins contain a basic domain that specifically recognizes and
binds DNA sequences, followed by a leucine zipper region that is responsible for protein dimerization,
and thus promotes the binding of basic regions to DNA [17] (Figure 2B). In the leucine zipper
domain, a leucine appears in the seventh position of every seven amino acids, and this region forms
dextrorotatory α-helixes, with an adjacent leucine appearing every two turns on the same side of the
helix [32] (Figure 2B). Multiple bZIP proteins have been identified in Drosophila, and they play essential
roles in Drosophila development and reproduction (Table S1).
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2.3. Zinc-Finger TFs

ZF TFs contain ZF structure motifs as DBDs, and they can be mainly classified into C2H2, C4,
and C6 classes, according to differences in the conserved ZF domain. TFIIIA is the first ZF protein
that has been identified in Xenopus laevis in 1983 [33,34]. Subsequently, ZF TFs have been extensively
discovered, and they have been found to be the most widely distributed proteins in eukaryotic
genomes. In insects, ZF TFs primarily include C2H2 ZF proteins and nuclear receptors (NRs) with a C4

structure (Figure 2C).

2.3.1. C2H2 Zinc Finger

C2H2 ZFs can be connected in series to recognize DNA sequences of different lengths [35].
For instance, Drosophila Krüppel (Kr) contains four tandemly repeated ZFs [17]. Each C2H2 ZF is an
independent domain with a consensus amino acid motif: X2-C-X2,4-C-X12-H-X3,4,5-H (C represents
cysteine, H represents histidine, D represents aspartic acid, and X represents any amino acid) [36].
These sequences are tightly folded to form ββα structures in the presence of Zn2+, and Zn2+ is
sandwiched between α-helices and two antiparallel β-sheets [36–38]. Two Cys and two His link Zn2+

to form a tetrahedron (Figure 2C), in which the two Cys are located on the β-sheet, and the two His
are located at the C-terminus of the α-helix. The α-helix acts as a recognition helix to insert into the
major groove of DNA and contact specific DNA sequences [17,35].

2.3.2. Nuclear Receptors

NRs in insects are receptors that are responsible for sensing and responding to ecdysone.
The C4-type ZF domain in NRs is the DBD, and has a consensus sequence: C-X2-C-X13-C-X2-
C-X15,17-C-X5-C-X9-C-X2-Cys-X4-C. This motif consists of eight Cys coordinated with two Zn2+ to form
two ZFs with a tetrahedral structure (Figure 2C). The first ZF provides DNA binding specificity, and the
second ZF has a weak dimerization interface, allowing for the dimerization of the receptor molecule [9].
Besides the conserved DBD, NRs commonly contain a ligand-binding domain in the C-terminus, which
is the main region for NR dimerization. NRs typically form dimers to bind DNA motifs, and each
receptor molecule recognizes and binds half of the sequence (abbreviated to half-site). The distance
between two half-sites and the sequence arrangement facilitate receptor binding to specific DNA
motifs [9]. The second ZF plays a critical role in identifying the optimal distance between the two
half-sites [17]. Some NRs such as Drosophila E75 and E78, can act as “orphan receptors” to bind a single
response element.

3. Biological Functions

3.1. Internal Responses

Numerous TFs in insects precisely regulate spatiotemporal gene expression in response to their
internal physiological needs, such as growth and development, metamorphosis, and reproduction.
In this regard, the growth and development processes such as embryonic axis establishment, eye
development, and gland formation coordinated by substantial numbers of TFs have been thoroughly
studied in the model insect Drosophila. Additionally, some internal responses of non-model insects
modulated by diverse TFs have also recently made great progress. In this section, we systematically
review the TF-regulating internal physiological responses in these model and non-model insects.

3.1.1. Embryonic Axis Establishment

In Drosophila, the establishment of the embryonic axis has been well documented, and the
TF-mediated transcriptional hierarchy has been comprehensively investigated [39,40]. Four morphogens
are essential for the establishment of the anterior-posterior (A-P) axis: Bicoid (Bcd) and Hunchback (Hb)
regulate the anterior region, and Nanos (Nos) and Caudal (Cad) control the posterior region. Morphogen
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gradients control the expression of gap genes. Different concentrations of gap proteins activate distinct
pair-rule genes, and form seven stripes perpendicular to the A-P axis. Pair-rule proteins in different
combinations then activate the transcription of segment polarity genes, further subdividing the embryos
into 14 body segments. Finally, Gap, pair-rule, and segment polarity proteins together orchestrate the
expression of Hox genes, which determine the developmental fate of each segment (Figure 3).

Figure 3. Establishment of the embryonic anterior–posterior (A-P) axis in Drosophila. The diagram
is adapted from Gilbert’s works [40,41]. (A) Regulatory hierarchy of the formation of Drosophila A-P
axis patterning. The maternal effect proteins Bicoid (Bcd) and Caudal (Cad) form a concentration
gradient along the A-P axis and generate specific positional information to activate the expression
of the gap gene hunchback (Hb). Hh further initiates the proper expression of other gap genes along
the A-P axis. Gap proteins subsequently activate the expression of pair-rule genes, which form seven
stripes perpendicular to the A-P axis and divide those discontinuous regions defined by the gap gene
into body segments. The pair-rule proteins then regulate the expression of segment polarity genes in
specific cells of each somite, and their 14 expression stripes establish the boundaries of parasegments.
Finally, each segment is characterized by specifically expressed Hox genes. (B) The concentration
gradient of the maternal effect proteins Bcd and Cad along the A-P axis in the early cleavage embryo.
(C) The concentration changes in gap genes along the A-P axis. (D) Regulation of expression of the
pair-rule gene even-skipped (eve) in seven stripes. The above region represents a partial promoter
of the eve gene that contains five different enhancers responsible for the distinct stripes. The lower
part illustrates how TFs regulate eve expression in different stripes. The black box represents the TF,
the green characters indicate the enhancer of eve, and the orange circles display the cells expressing
eve. The vertical bars with the letters “A” and “P” denote the anterior and posterior boundaries of the
eve stripe, respectively, and the numbers show the number of eve bands. (E) Regulation of a repetitive
unit of sloppy paired 1 (slp1) stripe [42]. The 14-stripe patterning constitutes seven repetitive units,
each containing odd-numbered and even-numbered parasegments. The odd-numbered parasegment
consists of two types of cells: two type I cells in the posterior half do not express slp1 and two type II
cells in the posterior half that express slp1. The even-numbered parasegment also contains two types of
cells: type III cells that do not express slp1 in the first half and the latter type IV cells expressing slp1.
The expression of slp1 in different cell types is regulated by different pair-rule proteins in a specific
combination to regulate the proximal early stripe element (PESE) or the distal early stripe element
(DESE) of slp1. The colored hexagons indicate the pair-rule proteins, the orange quadrants represent
the enhancer, the gray ovals exhibit the cells that do not express slp1, the blue ovals denote the cells
expressing slp1, the gray rectangles with “No” show no slp1 strips, and the blue rectangles represent
slp1 strips. TF abbreviations: Hb: Hunchback; Gt: Giant; Kr: Krüppel; Kni: Knirps; Tll: Tailess; Zld:
Zelda; Opa: Odd-paired; Ftz: Fushi tarazu; X: represents an as yet unidentified Factor X.
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Dorsal (Dl) protein is critical for the formation of dorsal–ventral (D-V) patterning. The Dl protein is
initially uniformly distributed in the egg, but after the ninth cell division, the ventral Dl protein begins
to migrate into the nucleus, and the dorsal Dl protein remains in the cytoplasm, causing the formation
of a gradient of the Dl protein along the D-V axis. This Dl gradient triggers the formation of mesoderm,
neuroectoderm, dorsal ectoderm, and amnioserosa by specifically ordering the expression of different
regulatory genes along the D-V axis in early Drosophila embryos [43]. A high level of Dl protein
activates the expression of twist (twi) and snail (sna), and inhibits the expression of decapentaplegic
(dpp) and zerknüllt (zen) in the mesoderm, and the intermediate levels of Dl activates the expression of
rhomboid (rho), while a low level of Dl activates the expression of tolloid (tld) and dpp in dorsal ectoderm
and zen in amnioserosa [40,43–47]. Dl-mediated transcriptional repression requires additional factors.
Groucho (Gro) is a corepressor of Dl, and it is recruited by Dl to bind to Gro-binding sites closing to
Dl-binding sites and other TF-binding sites [46,48,49].

3.1.2. Nervous System Development

Drosophila is an excellent model for studying the developmental mechanisms of the central nervous
system (CNS). CNS development is a multistep and complex process, and it requires a multitude of
TFs to precisely govern the expression of multiple neural development-related genes (Table S1).

The CNS initially forms in early embryos. In neuroblasts (NBs), TFs are sequentially expressed in
a cascade of Hb–Kr–Pdm–Castor (Cas)–Grainyhead (Grh), whose temporal regulation is crucial for the
generation of neuronal diversity [50]. Asymmetric cell division (ACD) of embryonic NBs produces two
daughter cells: a larger NBs and smaller ganglion mother cells (GMCs). GMCs perform a differentiation
function, and they differentiate to produce two neurons or glial cells after mitosis. Snail family proteins
play redundant and essential functions in GMC formation by controlling NB ACD [51,52]. Additionally,
Worniu (Wor) is continuously required in NBs to maintain NB self-renewal [53].

A much larger and more complicated CNS is established in the larval phase. A different TF
cascade (Hth–Ey–Slp–D–Tll) is sequentially activated in the optic lobe NBs, and it regulates temporal
expressed genes in type I NBs, resulting in the production of various types of nerve cells [50,54].

Approximately 100 NBs exist in the central brain, the majority of which are type I NBs, whereas
only eight are type II NBs. Type I NBs produce terminal dividing GMCs, while ACD of type II NBs
first produce immature INPs (imINPs), that need to differentiate into mature INPs before dividing [55].
The marker proteins Asense (Ase) and Prospero (Pros), which determine NB identity, are expressed
in type I NBs and mature INPs, but are not expressed in type II NBs. At the end of ACD, Pros is
asymmetrically localized to the budding GMC, promoting GMC differentiation.

The ETS family protein Pointed P1 (PntP1) is specifically expressed in type II NBs and imINPs.
In type II NBs, Notch signaling inhibits erm activation by PntP1, allowing type II NBs to maintain
self-renewal and identity [56]. Furthermore, PntP1 represses Ase in type II NBs and promotes
the generation of INPs [57]. In imINPs, PntP1 prevents both the premature differentiation and
dedifferentiation of imINPs. The Sp family protein Buttonhead (Btd) also functions together with PntP1
to prevent premature differentiation by inhibiting pros expression in newly generated imINPs [58].

The ZF protein Earmuff (Erm) is indispensable for INP maturation. In imINPs, erm is activated
by PntP1 due to a lack of Notch signaling, and by rapid down-regulation of the activities of some
self-renewal transcriptional repressors [58,59]. Erm restricts the developmental potential of imINPs,
and exerts a negative-feedback effect on PntP1, allowing imINPs to express ase and mature [58,60].

3.1.3. Eye Development

The development and formation of Drosophila eyes depend on the retinal determination gene
network (RDGN), which consists of highly conserved genes encoding TFs and related cofactors that
are essential for eye formation [61]. As yet, some TFs are also found to be involved in the regulation
of eye development. Orthodenticle (Otd) and ecdysone receptor (EcR) is crucial for the regulation of
photoreceptor maturation [62]. Kr regulates the differentiation of photoreceptor neurons (PRs) in the
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Drosophila larval eye [63]. Camta, Lola, Defective proventriculus (Dve) and Hazy are key regulators of
PR differentiation in adult ocelli [63].

3.1.4. Trachea and Gland Formation

Gland formation is essential for insect development. The differentiation and morphogenesis of
trachea, corpora allata (CA), prothoracic glands (PG), and corpora cardiaca (CC) requires a proper TF
cascade during Drosophila embryogenesis, respectively [64]. The tracheal epithelial tubes develop from
10 trunk placodes, where Antennapedia (Antp) and STAT activate the expression of ventral veins lacking
(vvl) and trachealess (trh) for trachea formation. The homologous ectodermal cells in the maxilla and
labium form CA and PG, respectively. In the maxilla, Deformed (Dfd) and STAT induce vvl and sna
expression, forming CA with specific-expressed mark seven-up (svp) after the epithelial-mesenchymal
transition (EMT). In the labium, Sex combs reduced (Scr) and STAT regulate vvl and sna expression,
forming PG with the mark gene spalt (sal) after MET. The CC cells are derived from anterior mesodermal
cells, and they specifically express the marker glass (gl). Likewise, the formation of salivary glands (SGs)
in Drosophila embryos is also regulated by a series of TFs [65] (Table S1). SG specification requires Scr
and two cofactors, Extradenticle (Exd) and Homothorax (Hth), which work together to activate several
early SG TFs, including Fkh, CrebA, Sage, and Huckebein (Hkb). Subsequently, Scr, Extradenticle
(Exd), and Homothorax (Hth) disappear, and they are not involved in maintaining SG-specific gene
expression. Hkb is transiently expressed in SGs, while Fkh, Sage, and CrebA are continuously
expressed in SGs, accounting for the maintenance and implementation of the SG fate decision.

3.1.5. Sex Determination

The sex determination mechanisms exhibit high diversity within and between insects, which
promotes the amazing diversity of insects on our planet [66]. The primary signal (e.g., X-chromosome
dose, M factor, parental imprinting) that commences sex determination is processed by the master
gene (e.g., sexlethal (sxl), transformer (tra) or feminizer (fem)) that carries out alternative splicing and
differentially expresses in different genders. The master gene then transmits the sex determination
signal to the conserved switch doublesex (dsx) to control sexual differentiation.

By contrast, the molecular basis of sex determination is well studied in Drosophila. Sxl is the
master factor in Drosophila somatic sex determination, which contains two promoters, Sxl-Pe and
Sxl-Pm [67]. In female embryos, the first Sxl establishment promoter, Sxl-Pe, is transiently activated by
a double dose of X-linked signal elements (XSE) or molecular genes to produce the functional protein
Sxl, which acts on pre-messenger RNAs (mRNAs) produced by the second constitutive promoter
Sxl-Pm, to establish the splicing loop and to maintain Sxl in an active state [68]. In contrast, in male
embryos, Sxl-Pe remains inactive, producing a nonfunctional Sxl, and thereby directing the male
fate [69]. Several XSE that regulate Sxl-Pe have been identified in Drosophila, including scute (sc), sisA,
runt (run) and unpaired that encode TFs that serve as the primary determinants of X dose [70]. Sxl-Pm
and Sxl-Pe share a common regulatory element (a 1.4 kb region) that responds to the X chromosome
dose [67]. Some, but not all, of the X-linked signal TFs that regulate Sxl-Pe, including Sc, Daughterless
(Da), and Run, are also required for the earliest expression of Sxl-Pm [67].

The sex-determining initial signal of other insects is different from Drosophila’s X-chromosome
dose [71]. In addition, most insects use tra/fem as the master factor to sense and transmit the
primary signal instead of sxl [71,72]. Similar to Drosophila sxl, tra/fem autoregulates to produce
the corresponding protein and perform gender differentiation.

The conserved TF dsx is downstream of master gene, and it is located at the bottom of the sex
determination cascade. Most insects contain only one dsx gene in their genome, while the generation of
multiple dsx splice variants (including DsxF and DsxM) occurs via sex-specific alternative splicing [73]
(Table S1). Dsx isoforms are sex-specifically expressed in the male or female to regulate the expression
of gender-related genes which then control sexual differentiation (Table S1).
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The upstream regulation mechanism for the sex determination of the lepidopteran model insect
B. mori has yet to be fully uncovered, and it is still a research hotspot in developmental biology.
Studying and clarifying the sex determination cascade of the representative insect can contribute to
our understanding of the insect sex determination molecular mechanism during adaptive evolution,
and provide new strategies for pest management.

3.1.6. Wing Imaginal Disc Development

The molecular mechanism underlying insect wing development and differentiation has been
a research hotspot for insect development. Decades of research have gradually revealed the molecular
mechanism of wing development, especially in Drosophila. Drosophila wings and legs originate
from a common pool of ectodermal cells that express the homeodomain gene Distal-less (Dll) [74,75].
The concentration of Dpp protein decreases from dorsal to ventral. Under high concentrations of Dpp,
the dorsal-most cells expressing Dll migrate dorsally and induce the expression of vestigial (vg) to
form the original wing primordium, and later, two ZF genes, escargot (esg) and sna, are expressed to
maintain wing disc cell fate [75]. A low concentration of Dpp promotes leg primordium formation
from cells expressing Dll in the middle and lower regions. After the division and proliferation of
wing primordia, four compartments containing different cell populations are generated: cells in the
posterior (P) compartment express the homeodomain gene engrailed (en) while cells in the anterior
(A) compartment do not express en, and an A-P axis is formed in the first instar larvae; cells in
the dorsal (D) compartment express the homeobox gene apterous (ap), while cells in the ventral (V)
compartment do not express ap, and a D-V boundary is generated in the third instar larvae [76–78].
The proximal–distal (P-D) axis is also required for Drosophila wing development. Several TFs such as
Stat92E and Zinc finger homeodomain 2 (Zfh2) participate in the establishment of the P-D axis [79–82].
The wing imaginal disc along the P-D axis is partitioned into the distal pouch, hinge, surrounding
pleura, and notum [79]. Hth, Exd, Teashirt (Tsh), and three MADF-BESS family proteins, including
Hinge1, Hinge2, and Hinge3, are essential for wing hinge formation [83–85].

3.1.7. Lipid Metabolism

Insect fat body is the central organization of insect growth, development, metamorphosis,
and reproduction, and many TFs in this tissue play an important role in the regulation of insect
lipid metabolism. Among them, FOXO is the major terminal TF for insulin/insulin-like growth
factor signaling (IIS), and it modulates lipid metabolism in some insects, including D. melanogaster,
Bombyx mori, and Glossina morsitans [86–89]. Har-Relish responds to 20E signaling, and it regulates fat
body dissociation in Helicoverpa armigera [90]. In Drosophila, activating transcription factor-2 (ATF-2)
and βFTZ-F1 participate in lipid metabolism [91,92]. In Aedes aegypti, hormone receptor 3 (HR3),
Thanatos-associated protein (THAP) and ATF-2 regulate the transcription of Sterol carrier protein 2
(SCP2), which is a critical factor for sterol absorption and transport [93,94]. Moreover, C/EBP may
directly regulate SlSCPx expression in Spodoptera litura [95].

3.1.8. Circadian Clock Adjustment

The circadian clock system of most living organisms participates in the regulation of various
rhythmic behaviors and physiological functions. The Drosophila circadian rhythm is mainly regulated
by a transcriptional translation feedback loop (TTFL) that is centered on the master circadian
transcription complex Clock-Cycle (CLK-CYC). The CLK-CYC heterodimer directly activates the
transcription of the core circadian genes period (per) and timeless (tim) during the night [96].
Phosphorylated Per and Tim in turn repress the transcription of clk and cyc [97]. Later, Per and Tim are
degraded in the presence of light, allowing CLK-CYC to initiate the next cycle of transcription [98].
In addition, CLK-CYC activates the expression of hundreds of clock-controlled output genes such
as vrille (vri), Par Domain Protein 1ε (Pdp1ε), clockwork orange (cwo), and Mef2 [99–101]. In turn, VRI,
PDP1m and Cwo can also regulate the expression of clk and cyc [99], and Mef2 is involved in neuronal
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remodeling to facilitate locomotor activity rhythms [101]. Meanwhile, the NRs induced by ecdysone
are also involved in the regulation of insect rhythms. E75 and Unfulfilled (UNF; DHR51) strengthen the
CLK/CYC-mediated transcription of per by directly binding to the regulatory element [102]. In firebrat
Thermobia domestica, the normal circadian expression of E75 and HR3 is necessary for the maintenance
of locomotor rhythms [103].

3.1.9. Diapause Control

Diapause can facilitate insect survival from adverse environmental conditions, such as extreme
weather or reduced food availability. In H. armigera, multiple TFs, including Har-AP-4, POU-M2 (Vvl),
and FoxA control diapause by directly regulating the expression of diapause hormone and pheromone
biosynthesis-activating neuropeptide (DH-PBAN) [104–107]. In B. mori, POU-M2 is also essential for the
regulation of DH-PBAN [108], and BmILF is involved in the transcriptional regulation of POUM2 [109].
Additionally, the diapause status of Pyrrhocoris apterus guts is triggered under a short photoperiod in
winter. Low-level JH leads to cry2 expression overriding Pdp1iso1, thus initiating the diapause-specific
program and activating the expression of the diapause downstream genes superoxide dismutase (sod)
and transferrin (tf ) in the gut [110].

3.1.10. Cuticular Protein Synthesis

Insect cuticular protein is one of the main components that constitute the insect stratum
corneum. Spatiotemporal expression of insect cuticular protein genes (ICPGs) is regulated by multiple
TFs, especially a series of 20E-response genes (Table S1). For example, the NR βFTZ-F1 is one
of the early found TFs to regulate IGPG expression, it can regulate the expression of EDG84A
and EDG74E in Drosophila [111], MSCP14.6 in Manduca sexta [112], and many ICPGs in B. mori.
In addition, the homeoprotein BmPOUM2 interacts with BmAbd-A to regulate BmWCP4 gene
expression [113,114]. Although several TFs that regulate some ICPG expression have been identified,
multiple uncharacterized TFs that control other ICPGs warrant further investigation.

3.1.11. Cuticle Coloration Dictation

Insect body color and markings pattern are of great significance for insect survival and
reproduction. Abundant coloring patterns are displayed in butterfly adult wings and in the epidermis
of silkworm larvae and different species of fruit fly. Pigment patterning in Drosophila adults has been
intensively studied, and is regulated by pleiotropic regulatory TFs, including sex-determination genes
(e.g., Dsx), HOX genes (e.g., Abdominal-B (Abd-B)), and selector genes (e.g., Optomotor-blind (Omb) and
Engrailed (En) via the control of the expression of effector genes that encode the enzymes and co-factors
required for pigment biosynthesis [115,116]. The butterfly wing pattern is also regulated by multiple
patterning TFs such as Omb, Abd-B, Dsx, Sal, and En [116,117]. The TF Apt-like participates in B. mori
larval epidermal pigmentation or the melanin biosynthesis pathway by regulating the single genetic p
locus that contains at least 15 alleles, and produces a phenotypic diversity of pigment patterns [118].

Insect hyperpigmentation is a good model for studying insect adaptation, evolution and
development. Pigmentation diversity in insects can be attributed to changes in the expression levels of
transcriptional activators and changes in the cis-regulatory elements of the pigment synthesis gene
for TF binding [115]. Deciphering the mechanism of insect coloration regulated by TFs provides an
important reference for agricultural and forestry pest control, and ecological adaptability exploration.
Nonetheless, the current accumulated knowledge is not enough to allow us to fully understand the
complete regulation network of insect coloring pattern; thus, further studies are required to identify
regulatory TFs and to expound the regulatory mechanism.

3.1.12. Silk Protein Production

Silk is mainly composed of fibroin and sericin. Fibroin consists of the fibroin heavy chain (fibH),
fibroin light chain (fibL) and P25 proteins. These genes are specifically expressed in posterior silk
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gland (PSG) cells during the feeding stage of silkworm larval development, but they are suppressed
during the molting stage. The sericin-1 (ser1) gene is expressed in the posterior of the middle silk
gland (MSG) before the fifth instar larvae, and its expressional region extends to the middle in the
fifth instar larvae. A variety of TFs jointly regulate the spatiotemporal expression of these silk protein
synthesis-related genes (Table S1). Many TFs have been reported to regulate fibH gene expression.
Among them, the bHLH TFs Dimmed (Dimm) and Sage usually form heterodimers with other proteins
to regulate fibH expression. For instance, Dimm directly activates fibH expression by interacting with
Sage [119]. Dimm can also act as a repressor of fibH by interacting with repressor MBF2 [120]. Sage
forms a complex with Fkh to enhance fibH expression [121]. Whether Dimm, Sage, and Fkh can form
a triplet to activate fibH transcription merits further study [119]. Relatively few TFs are known to
regulate fibL and P25 genes. Fkh and SGF2 positively regulate the expression of the fibL gene [122,123].
Fkh, SGF2, PSGF, and BMFA are involved in the regulation of P25 expression [124–126]. Some TFs that
positively regulate the expression of the sericin-1 gene have also been identified, including Fkh [127],
POU-M1 [128], and Antp [129]. Additionally, POU-M1 participates in the restriction of the anterior
boundary of the ser1 expression region [130]. Nevertheless, although many transcriptional activators
controlling the expression of silk protein synthesis-related genes have been identified, transcriptional
repressors inhibiting the expression of these genes at the molting stage, thereby limiting their spatial
expression, still remain largely unknown.

3.1.13. Molting and Metamorphosis Initiation

Insect larval molting and metamorphosis are coordinated by ecdysone and juvenile hormones
(JHs). The 20-hydroxyecdysone (20E, the biologically active form of ecdysone) induces larval–larval
molting in the presence of JHs, while 20E induces larval–pupal and pupal–adult metamorphosis upon
the disappearance of JHs [131].

20E regulates various physiological and biochemical processes in insects, especially molting and
metamorphosis [132]. TFs play an essential role in the regulation of ecdysone titers. Several TFs have
been identified to specifically regulate Halloween genes encoding a series of ecdysone biosynthetic
enzymes, to promote steroidogenesis (Figure 4A and Table S1). Among them, Séance (Séan), Ouija
board (Ouib), and Molting defective (Mld) are only found in Drosophila, they are, therefore, thought
to be evolved specifically to control the transcription of the two Halloween genes neverland (nvd)
and spookier (spok) in Drosophila [133]. Reduction of ecdysone titers regulated by TFs occurs in two
ways: inhibition of Halloween gene expression and the direct degradation of ecdysone (Figure 4A).
Hence, changes in ecdysone titer in insects are regulated by TFs via manipulating the synthesis and
degradation of ecdysone. Accordingly, the 20E regulatory cascades have been proposed [9]. In general,
20E signaling is transduced by NRs. Firstly, 20E binds to the EcR/Ultraspiracle (USP) complex,
and then the 20E/EcR/USP complex directly induces the early 20E-response genes including E74,
E75, and Broad-Complex (Br-C). Products of these early genes activate the later 20E-response genes,
which encode TFs to regulate the spatiotemporal expression of downstream targets. Furthermore,
the expression of some of the 20E-response genes is also controlled by both 20E/EcR/USP and early
responsive products.
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Figure 4. The 20-hydroxyecdysone (20E) and juvenile hormone (JH) signaling pathways regulating
insect molting, metamorphosis, and reproduction. (A) Regulation of ecdysone titer by TFs. Changes
in the ecdysone titers of insects are synergistically controlled by the synthesis and degradation of
ecdysone. A low level of ecdysone promotes TFs to specifically regulate the Halloween genes in PG,
thereby increasing steroidogenesis. A high level of ecdysone drives TFs to repress the expression
of Halloween genes and activate the expression of degradative enzyme genes to directly degrade
ecdysone, thus decreasing ecdysteroid titers. (B) Regulation of insect reproduction and metamorphosis
by JH signaling pathway-related TFs. The white hexagon on the left shows TFs regulating the synthesis
and degradation of JHs; the central hexagon represents JH binding to the JH receptor Met to regulate
the transcription of downstream target genes; the orange hexagons display the JH/Methoprene-tolerant
(Met) complex regulates downstream targets to control insect reproduction; the green hexagons indicate
metamorphosis; and the purple gradient ellipses denote the cofactors of Met.

JHs are synthesized and secreted by the corpora allata (CA) in insects. The prominent role of
JHs is to prevent the premature transition of immature larvae to pupae and adults [131]. There have
been several studies on JH regulation by TFs, as summarized above (Figure 4B). In Drosophila CA cells,
phosphorylated Mad shuttles into the nucleus, together with co-Smad, and triggers the expression
of the JH biosynthetic enzyme, jhamt [134]. TcVvl is upstream of JH signaling, and it is important
for the normal expression of the JH synthetic gene jhamt3 [135]. In addition, BmFOXO regulates JH
degradation by regulating the expression of JH-degrading enzyme genes JHE, JHEH, and JHDK [136].
In insects, JH signaling is primarily transduced by the JH receptor Met, which is a member of the
bHLH-PAS family and was originally identified in Drosophila mutants [137]. Met typically forms dimers
to directly regulate target gene transcription. SRC (also known as “FISC” or “Taiman”, hereinafter
referred to as SRC) is the most common coactivator of Met in multiple insects, including Drosophila,
A. aegypti, B. mori, and Tribolium castaneum [138–143]. In Drosophila, Met also forms homodimers or
forms heterodimers with another bHLH-PAS family member, Gce, to perform functions [144,145].
The JH/Met-SRC/Krüppel homolog 1 (Kr-h1) cascade is conserved in both holometabolous and
hemimetabolous insects, and it mediates JH-repressed metamorphosis. The Kr-h1 gene is a direct target
of Met, and it encodes a C2H2 ZF protein that plays a central role in the JH-mediated inhibition of
metamorphosis [142,143,146–148]. Kr-h1 inhibits the expression of the pupal specifier Br-C to prevent
premature metamorphosis from larva to pupa in the larval stage [134,149]. The transient peak of
Kr-h1 at the end stage of the last-instar larvae upregulates the expression of Br-C to allow for the
correct formation of the pupae, and inhibits the premature upregulation of E93 to prevent larvae from
bypassing the pupal stage and directly developing into adults [150,151].
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3.1.14. Reproduction Manipulation

One of the main reasons of pest outbreaks is the high fecundity of insects based on
oogenesis, which can be divided into three developmental stages: previtellogenesis, vitellogenesis,
and choriogenesis. Insect oogenesis is a complicated biological process that is coordinatively
controlled by various signaling pathways, especially the 20E and JH signaling pathways, as well
as multifarious TFs.

JH-regulated insect reproduction is mediated through the JH-receptor complex Met–SRC. In the
previtellogenesis of A. aegypti, Met–SRC regulates the expression of downstream genes, preparing
for subsequent vitellogenesis and egg development [152]. Met is capable of directly activating target
transcription, while the suppressing action of Met on targets is indirect and requires other mediators
such as Hairy [153]. Studies have shown that Hairy and its corepressor Gro in female A. aegypti
mediate the repression of 15% of Met-repressed genes [154]. Further studies are required to reveal
other mechanisms mediated Met action in gene repression [155]. In the migratory locust, the Met–SRC
complex directly regulates the expression of Mcm4, Mcm7, and Cdc6 to promote DNA replication
and polyploidy for vitellogenesis and oocyte maturation [156,157]. The complex also induces the
expression of Grp78-2, which is required for insect fat body cell homeostasis and vitellogenesis [158].
In addition, Met-SRC directly activates the transcription of Kr-h1 to promote vitellogenesis and
oocyte maturation [159]. In Cimex lectularius, Met–SRC also regulates vitellogenesis and ovigenesis
by the indirect regulation of Vg synthesis, but TFs downstream of Met that regulate the expression of
vitellogenin (Vg) still remain mysterious [160]. In female P. apterus, the Met–SRC complex is required
for JH-induced Vg expression during vitellogenesis [148]. Regulation of the reproductive status of the
P. apterus gut requires Met, as well as its cofactors CLK and CYC, to activate the expression of Pdp1iso1,
which in turn upregulates the reproduction-associated genes lipase (lip), esterase (est) and defensin (def ),
and suppresses Cryptochrome 2 (Cry2) and the diapause-related downstream genes superoxide dismutase
(sod) and transferrin (tf ) [110]. Met–SRC is also involved in the regulation of male reproduction by
controlling the accessory gland proteins and hexamerins in fat bodies of male P. apterus [161].

Ecdysteroid-dependent regulation of insect oogenesis is induced by a series of NRs and 20E
response genes [152]. In A. aegypti, 20E regulates the vitellogenesis of female mosquitoes by regulating
the transcription of the Vg gene. In addition to regulation of midoogenesis, oocyte maturation and
oviposition, ecdysone regulates the very early steps of oogenesis, including niche formation, germline
stem cell (GSC) behavior, and cyst cell differentiation in Drosophila [152,162].

Most studies on the regulation of chorion gene expression by TFs mainly focus on the insect model
B. mori during the choriogenesis period [2]. The CCAAT-enhancer-binding protein (C/EBP) is a major
regulator of early/early-middle chorion gene expression in B. mori [95]. The relative concentration
of C/EBP is correlated with its differential binding affinity to the response elements, leading to the
activation or repression of targets [163]. Another two C/EBP-like proteins, the chorion bZIP factor
(CbZ) and C/EBPγ, can form the CbZ-C/EBPγ heterodimer to repress chorion gene expression by
antagonizing the binding of C/EBP homodimers to the promoter [164]. The expression of the late
chorionic gene in silkworm is generally regulated by Bombyx Chorion Factors I (BCFI) and GATAβ.
The Forkhead box transcription factor L2 (NlFoxL2) in Nilaparvata lugens directly activates follicle cell
protein 3C (NlFcp3C) to regulate chorion formation [165].

3.2. External Responses

Insect TFs also play an important role in the external response, which can improve the tolerance
of insects to adverse environments and protect them from diverse external stress.
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3.2.1. Biotic Factor Responses

Insect responses to biotic factors primarily includes immune responses to pathogens and viruses.
TFs play an essential role in humoral immunity, especially in the regulation of the production of
antimicrobial peptides (AMPs).

In insects, the regulation of inducible AMP genes relies mainly on NF-κB factors that are activated
by the intracellular Toll or Imd signaling pathway when infected by pathogens and parasites. Drosophila
is used as a model to investigate the innate immune mechanism. Three NF-κB proteins have been
identified in Drosophila: Dl, Dorsal-related immunity factor (Dif), and Relish. These proteins contain
the N-terminal Rel-homology domain (RHD) that is used for DNA binding and dimerization [166].
However, only Relish contains an inhibitor of inhibitor κB (IκB) domain [167]. These NF-κB proteins are
activated by two distinct pathways: the Toll and Imd signaling pathways. When Drosophila are infected
with Gram-positive bacteria, fungi, and viruses, the Toll pathway is responsible for the activation
of the NF-κB proteins Dl and Dif. It first causes the dissociation of Dif–Cactus and Dorsal–Cactus
complexes in the cytoplasm, and then Dif and Dl translocate to the nucleus and activate the expression
of specific AMP genes such as Drosomycin (Drs) [168–170]. The immune deficiency (Imd) pathway is
activated upon infection by Gram-negative bacteria, leading to the endoproteolytic cleavage of the
Relish protein in the cytoplasm. Subsequently, its N-terminal fragment containing RHD translocates to
the nucleus and activates expression of AMP genes [171].

NF-κB factors can form homodimers or heterodimers to regulate AMPs expression. The Drosophila
Dif-Relish heterodimer linked by a flexible peptide linker can activate Diptericin (Dipt) and CecA1 [172].
However, it is still unclear whether Dif–Relish or Dl–Relish heterodimers actually form in vivo [172,173].
In addition, several cofactors interacting with NF-κB proteins have also been identified in Drosophila,
including the coactivators Dip4/Ubc9 [174] and Dip3 [174,175], the three POU proteins Pdm1, Pdm2,
and Dfr/Vv1 [176], as well as corepressors such as Cautus and Gro [46,48,168].

The homologs of Drosophila Dl and Relish have been found in other insects, which also regulate
the expression of inducible AMP genes in responses to pathogens and parasites (Table S1). A. gambiae
and A. aegypti have two NF-κB genes: REL1 and REL2, which are the homologues of DmDl and
DmRelish, respectively [177–182]. AgREL2 gene encodes two REL2 isoforms REL2-Full and REL2-Short,
through alternative splicing of the REL2 gene [179]. The IMD/REL2-Full cascade defends against
Gram-positive Staphylococcus aureus, and regulates the intensity of mosquito infection with the
malaria parasite Plasmodium berghei, whereas REL2-Short is resistant against the Gram-negative
Escherichia coli [179]. The AaREL1 gene encodes two isoforms, AaREL1-A and AaREL1-B, which
are the key activators of the Toll-mediated antifungal immune pathway to activate the expression of
Dipt and Drs, and elevate defense against the fungus Beauveria bassiana [180]. The AaREL2 gene encodes
three isoforms: REL2-Full, containing the RHD and the IkB-like domain, REL2-Short, comprising
RHD, and REL-IkB, with only the IkB-like domain [183]. All three Relish transcripts are activated when
A. aegypti is infected by bacteria [183]. REL2 prevents Aedes against infection by Gram-positive and
Gram-negative bacteria and Plasmodium gallinaceum [184,185]. In Culex quinquefasciatus, the DmRelish
homolog Rel2 is activated by a TEAE-dependent pathway after WNV infection, and binds to the
NF-κB site of the upstream promoter of the Vago gene to induce Vago expression, thereby triggering
antiviral responses [186]. In B. mori, the BmRel gene, a homolog of Dl, encodes two isoforms: BmRelA
(long) and BmRelB (short). These two isoforms act differentially to activate antibacterial peptide genes:
BmRelB strongly activates the Attacin (Att) gene, while BmRelA strongly activates the lebocin 4 (Leb4)
gene and weakly activates the Att and lebocin3 (Leb3) genes [187]. BmRelish (gene homologous to
Drosophila Relish) also encodes two proteins: BmRelish1 and BmRe0lish2. BmRelish1 can activate the
expression of CecB1, Att and Leb4. BmRelish2 is a dominant negative factor of the BmRelish1 active
form, and it inhibits the CecB1 gene activated by BmRelish1 [188]. There are also two NF-κB genes in
M. sexta: one is MsDorsal (the homologous gene of DmDl), and the other is MsRel2 (the homologous
gene of DmRelish), which produces two isoforms, MsRel2A and MsRel2B [173]. These three NF-κB
factors can form homodimers and activate promoters of different AMP genes. Moreover, MsDorsal
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and MsRel2 form heterodimers to repress the activation of AMP gene promoters and prevent their
overactivation [173].

In addition to NF-κB proteins, other TFs are also involved in the regulation of inducible AMP
expression (Table S1). However, the relationship between NF-κB proteins and Toll and Imd pathways
remains to be clarified in other insects beyond Drosophila.

Constitutive AMP genes are expressed continuously in an NF-κB-independent manner in defined
tissues, to function as a first line of defense against microbial infection during development and
reproduction. For example, the Drosophila homeodomain protein Cad regulates the continuous
expression of Cec and Drs in epithelia in a NF-κB-independent manner [189]. Cad also regulates
commensal–gut mutualism by inhibiting NF-κB-dependent AMPs [190]. The POU protein Vvl
synergizes with other proteins to regulate constitutive AMP gene expression in a range of
immunocompetent tissues, including the male ejaculatory duct [191]. In M. sexta, Fkh activates
a series of AMPs under non-infectious conditions to protect them from microbial infections during
insect molting and metamorphosis [192]. This activation is possibly essential for the defense against
microbial infection during insect molting and metamorphosis [192]. During B. mori metamorphosis,
20E activates Br-Z4 and Ets to regulate Leb expression in the midgut to protect the midgut from
infection [193].

Insect immune response is highly homologous to mammals, and insects are relatively simple and
easy to manipulate, compared with mammals. Therefore, the study of insect TF regulating immune
response can not only enable us to understand the entire immune system in insects, but also inspire our
understanding and exploration of the human immune regulatory mechanism. Thus far, the studies on
AMP gene expression regulated by insect TFs have focused on holometabolous insects such as fruit fly,
mosquito, silkworm, etc., while there are few studies on hemimetabolous insects. It is possible that the
TF immunoregulatory mechanisms in hemimetamorphosis insects is different from holometabolous
insects, because functional annotation of immune and defense-related genes in the aphid genome
revealed that some of the AMPs commonly found in metamorphosis insects are not expressed in
aphids [194]. Therefore, studies of TFs regulating immune responses in insects can be concentrated in
hemimetamorphosis insects in the future.

3.2.2. Abiotic Factor Responses

Insect abiotic factor responses are mostly comprised of the resistance to xenobiotics (including
chemical pesticides, biological pesticides, and secondary metabolites), and the response to high
temperature and oxygen stress. Numerous studies have shown that diverse TFs are involved in
xenobiotic resistance in insects (Table S1).

CncC and aryl hydrocarbon receptor (AhR) can regulate insect tolerance to plant secondary
toxicants. CncC participates in the Leptinotarsa decemlineata adaptation to potato plant allelochemicals
and Aphis gossypii tolerance to gossypol [195,196]. AhR heterodimerizes with aryl hydrocarbon
receptor nuclear translocator (ARNT) to directly activate the expression of P450s after exposure to plant
secondary metabolites [197,198]. In addition, two other potential TFs (FK506 binding protein (FKBP)
and Prey2) were reported to regulate the expression of CYP6B6 in H. armigera under 2-tridecanone
stress [199].

Insect resistance to chemical insecticides is regulated by TFs such as CncC and DHR96 [200,201].
CncC extensively participates in insect resistance to different insecticides other than plant secondary
toxicant [200]. Although CncC has a short half-life, its constitutive activation in some insects can
confer a resistance phenotype [200]. Recently, a genome-wide analysis of TFs in Plutella xylostella found
that the altered expression of multiple TFs may be involved in P. xylostella insecticide resistance, but
their precise functions remain to be further validated [202]. Moreover, it has been reported that some
unidentified TFs downstream of the G protein-coupled receptor (GPCR) signaling can be involved in
regulation of P450-mediated permethrin resistance in C. quinquefasciatus [203,204].
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Insect resistance to biopesticides such as Bacillus thuringiensis (Bt) can also be modulated by some
TFs. Altered expression of midgut functional genes can lead to Bt resistance in many insects, but
the potential TF-mediated regulation mechanisms of their expression alteration still remain to be
unveiled [205]. For example, our previous studies have shown that high-level resistance to Bt Cry1Ac
toxin in P. xylostella is associated with differential expression of a suite of midgut functional genes,
including ALP, ABCC1, ABCC2, ABCC3, and ABCG1, which are trans-regulated by the MAPK signaling
pathway [206], and we can speculate that the novel MAPK-mediated trans-regulatory mechanism
may be further controlled by diverse downstream TFs such as FOXA [207]. Further study deserves
to be conducted in order to characterize these downstream TFs, to comprehensively understand Bt
resistance mechanisms in different insects.

Under heat shock or other stresses, HSF relocalizes within the nucleus to form a trimer to activate
heat shock (HS) gene expression by binding to HS elements [208,209]. In addition to HS, some genes
under non-stress conditions might be the targets of HSF, since that HSF is also required for oogenesis
and early larval development under normal growth conditions [210].

The HIF family member Similar (Sima) is required for the hypoxia response and normal
development in Drosophila. Under hypoxic conditions, Sima is upregulated and heterodimerizes
with Tgo to activate the expression of related genes [28]. In addition, Sima activates Notch signaling
to facilitate the survival of Drosophila blood cells under both normal hematopoiesis and hypoxic
stress [211].

Altogether, countering the selection pressures of non-biological factors offers an evolutionary
force for insects to adapt to the surrounding environment, and TFs play a pivotal role in this adaptive
evolution process. Unfortunately, little is known about the TFs that are response to resistance-related
signaling cascades and that regulate the expression of xenobiotic-resistant genes. Thus, this area will
become a research hotspot, and it will facilitate insect resistance management in the near future.

4. Research Methods

4.1. TF-Binding Site (TFBS) Prediction

TFs regulate the transcription of target genes by specifically binding to their TFBS located in
the regulatory region. Therefore, TFBS prediction in the target promoter is a critical step to studying
transcriptional regulation. A number of databases specifically collecting TFBS-related information
have been established, with the advancement of experimental techniques for TFBS identification,
and multiple online software and websites have been developed with the rapid development of
bioinformatics, which allows researchers to predict TFBS in target promoters in silico, which lays
a critical foundation for further transcriptional regulation studies (Table 1).
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4.2. DNA–Protein Interaction Detection

TFs act mainly through binding directly to sequence-specific DNA motifs in the promoters
or enhancers of target genes. Therefore, identifying the interaction between TFs and DNA is
particularly crucial for TF functional studies. In this section, we comprehensively elaborate the basic
principles, merits, faults, and applications of several current techniques that are extensively applied in
investigating DNA–protein interactions, which will provide theoretical and technical guidelines for
researchers to study TF functions.

4.2.1. Dual-Luciferase Reporter Assay System

The luciferase reporter gene assay is extensively used for detecting the interaction between TFs
and DNA motifs, and it is characterized by a high level of sensitivity, good specificity, short detection
time, and a wide linear range. Researchers often use one luciferase (such as firefly luciferase) to
monitor gene expression, and another type of luciferase (such as Renilla luciferase) as an internal
control to construct the dual-luciferase reporter assay system that reduces external interference and
improves system detection sensitivity and reliability [220]. Since the introduction of the dual-luciferase
assay system in the mid-1990s, this reporter assay has been widely applied in the study of TF–DNA
interaction [221–223]. For example, the functional interaction between Kr-h1 and Kr-h1 binding site
(KBS) in the E93 promoter was examined by the dual-luciferase assay system in B. mori [131].

4.2.2. Electrophoretic Mobility Shift Assay (EMSA)

EMSA is a classical technique for the rapid and sensitive investigation of protein–DNA interactions
in vitro, it has the advantages of simple operation and high detection sensitivity. The currently
widely used assays are based on methods originally described by Garner and Revzin [224] and Fried
and Crothers [225,226]. The labeled nucleic acid probes bind protein to form nucleic acid–protein
complexes that migrate more slowly in gel electrophoresis than do the corresponding free nucleic
acids, whereupon the nucleic acid–protein complexes are separated out. Additionally, it can also use
competitive experiments and supershift assays to evaluate the properties of protein–DNA binding.
For instance, EMSA was succeeded to confirm the specific binding of BmE74A to the E74A binding
site in the ecdysone oxidase (EO) promoter in B. mori [227]. However, this method in vitro does not
truly reflect the interaction between proteins and nucleic acids in organisms [228]. Moreover, this
method requires nucleic acids be labeled with radioisotopes, fluorophores, or biotin, which takes
a long time and has a high cost. In recent years, emerging microfluidic-based EMSAs were not just
limited to the investigation of protein–nucleic acid interactions; these assays include high-throughput
and multiplexed analyses that could be applied for molecular conformational analysis, immunoassays,
affinity analysis and genomics study [229].

4.2.3. Yeast One-Hybrid System (Y1H)

Y1H assay is an effective method for studying protein–DNA interaction in yeast cells. The Y1H
assay consists essentially of two components: a reporter gene that contains the known specific DNA
sequence, and a construct that contains the complementary DNA (cDNA) encoding the test TF that
is fused to the activation domain (AD) of the yeast Gal4 (Gal4-AD), both of which are transferred to
a suitable yeast strain [230]. If the TF can bind to the DNA sequence, Gal4-AD will activate reporter
gene expression [231]. Of course, the Y1H assay also has some disadvantages. It usually takes
a long time and has difficultly detecting interacting dimers or proteins that require posttranslational
modifications to bind DNA [230]. In addition, it may lead to some uncharacterized TFs binding to the
target DNA, owing to the incompleteness of the TF library in a species.
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4.2.4. Chromatin Immunoprecipitation (ChIP)

ChIP is based on the principle of antigen–antibody binding, and it can reflect the interactions of
proteins and DNA that occur in living cells. ChIP was originally used for the study of histone covalent
modification, and was later widely used in the study of TF–DNA interaction. ChIP generally first
fixes the protein–DNA complexes that occur in the cell with formaldehyde. The cells are then lysed,
and the chromatin is randomly cleaved into small segments of a certain length. The protein–DNA
complexes are then selectively immunoprecipitated using specific protein antibodies against the
target protein. DNA fragments that bind to the target protein are then specifically enriched, purified,
and identified [232,233].

There are three predominant methods for the identification of immunoprecipitated DNA:
ChIP-qPCR, ChIP-chip and ChIP-seq. ChIP-qPCR is the earliest method to identify the specific
binding of proteins to DNA and it is suitable for identifying the known sequence of precipitated DNA
fragments and quantifying the binding of TFs to specific target DNA [233]. ChIP-chip has become
a common method for studying protein–DNA interactions since Ren et al. applied the ChIP-chip
method for the first time to identify the genome-wide binding sites of the transcriptional activators
Gal4 and Stel2 in yeast [234]. The ChIP-seq method was first reported in 2007, which combines ChIP
with massively parallel DNA sequencing, and can efficiently detect genome-wide DNA fragments
that interact with TFs or histones [235]. ChIP-chip and ChIP-seq do not require knowledge of the
target DNA sequences in advance, and it can identify whole-genome targets and quantify binding
levels [233]. ChIP-seq can quickly decode a large number of DNA fragments at a higher efficiency and
at a relatively low cost, compared with ChIP-chip [232]. In addition, the data provided by ChIP-seq are
of higher resolution, and the information obtained is more accurate and quantitative than that from
ChIP-chip [232]. Thus, ChIP-seq is currently one of the most frequently used methods for studying
protein–DNA interactions. Recently, the genome-wide ChIP-seq analysis in B. mori has identified
a consensus KBS in the E93 promoter [131], which provides a paradigm to use this technique in insects.

ChIP has a broad application prospect and can capture the interaction between TFs and binding
sites in vivo, and identify the distinct regulatory mechanisms of differentially expressed genes [232].
However, this approach has its limitations as well: it requires highly specific antibodies. Acquisition of
highly abundant binding fragments requires a high level of simulation of an intracellular environment
that is required for target protein expression. In addition, it is difficult to simultaneously obtain
information on the binding of multiple proteins to the same sequence [236].

4.2.5. CRISPR Affinity Purification In Situ of Regulatory Elements (CAPTURE)

Recently, researchers have developed a new approach, CAPTURE, to isolate chromatin
interactions in situ by using the targeting ability of the CRISPR/Cas9 system and high affinity between
biotin and streptavidin [237]. CAPTURE includes three key components: an N-terminal FLAG
and a biotin-acceptor site (FB)-tagged deactivated Cas9 (dCas9), a biotin ligase (BirA), and a single
guide RNA (sgRNA) that serves to direct biotinylated dCas9 to the target genomic sequence. Upon
in vivo biotinylation of dCas9 by the biotin ligase BirA together with sequence-specific sgRNAs
in mammalian cells, the genomic locus-associated macromolecules are isolated by high-affinity
streptavidin purification. The purified protein, RNA, and DNA complexes are then identified and
analyzed by mass spectrometry (MS)-based proteomics and high-throughput sequencing for the study
of native CRE-regulating proteins, RNA, and long-range DNA interactions, respectively. This approach
is more specific and sensitive than ChIP, and it does not require protein antibodies and the known
TFs. Considering these advantages of CAPTURE, we believe that this method will also be applied for
in vivo TF–DNA interaction detection in insects in the near future.
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4.3. TF Function Verification

4.3.1. CRISPR/Cas9 system

The novel CRISPR/Cas9 technology has been widely used to modify genome sequences in multiple
species recently [238]. At present, researchers have begun to apply the CRISPR/Cas9-mediated genome
editing system to investigate the regulatory function of TFs in organisms, including insects, plants,
and crustaceans [136,239]. The study of TF regulatory function by CRISPR/Cas9 can be divided into
two categories. One is to mutagenize the exon of the TF locus through CRISPR/Cas9, and to generate
mutants to study TF functions in insects, including Drosophila, B. mori, and P. xylostella [136,239,240],
and the other is to knockout the TF-binding site on the promoter of target gene, and then to observe the
transcription level of the target gene to study the function of the TF in the crustacean Daphnia magna [241].

4.3.2. Yeast Two-Hybrid Assay (Y2H)

TFs often function as homodimers or heterodimers. Hence, understanding the mechanisms of
protein–protein interactions is essential for determining the actions of TFs. The Y2H assay has been
widely used to identify protein–protein interactions since its appearance in 1989 [242]. As for insects,
for example, Bric-a-brac interacting protein 2 (BIP2) has been confirmed to be an ANTP-interacting
protein by using this assay in adult Drosophila [20]. In the Y2H assay, two proteins are fused into the
DBD and AD of Yeast Gal4, respectively. If these two proteins interact with each other, an active Gal4 TF
would be generated and induce the transcription of lacZ reporter gene in yeast cells. The initial Y2H had
some limitations, such as not reflecting complex spatial or temporal interactions in vivo. The continuous
improvement of Y2H technique has not only overcome the major limitations of the original Y2H system,
but also has expanded its application areas. In particular, the development of high-throughput Y2H
allows it to be applied for the investigation of complex protein interactions [243–245]. Furthermore,
Y2H has also been used to study other types of molecular interactions and to identify domains that
stabilize protein–protein interactions [246,247].

4.3.3. Expression Read Depth GWAS (eRD-GWAS)

Many phenotypic changes in organisms are caused by changes in the expression patterns of
various regulatory genes, such as genes encoding TFs. eRD-GWAS is a genome-wide association
studies based on Bayesian analysis using gene expression level data tested by RNA-Seq as an
explanatory variable. This method can identify true relationships between gene expression variation
and phenotypic diversity at the genomic level, and it is an effective complement to SNP-based GWAS.
Lin et al. applied this method in maize, and revealed that genetic variation in TF expression contributes
substantially to phenotypic diversity [248]. Apparently, we can anticipate that this novel and promising
method will also be adopted to validate the TF functions in insects.

5. Discussion and Prospects

Evidently, TFs play a central role in the insect genetic regulatory network, as in other organisms.
In this review, we integrate vast amounts of TF information in both model and non-model insects,
and summarize their vital functions in response to internal signaling and external stimuli.

Probing TFs in the model insect D. melanogaster has yielded fruitful results, which provide
important insights into the study of TFs in other organisms. In recent years, TF studies in other insects
have also achieved great success in the development of genetic tools and next-generation genome
sequencing techniques. However, there are still large numbers of unidentified TFs and uncharacterized
TF functions in insects. Moreover, understanding the precise regulatory mechanism of TFs still
remains a great challenge [249]. Although TF–TF interactions and TF–DNA interactions are prevalent
in organisms, both of these interactions are largely undetectable because they depend not only on
the opening degree of chromatin, but also on whether the interaction is instantaneous or long-term,
and how strong the interactions are. More research is required to understand how TFs interact with
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specific DNA sites to regulate the spatiotemporal expression of target genes, and how TFs interplay to
achieve regulatory functions.

To date, insect resistance to Bt biopesticides and chemical pesticides has seriously threatened pest
control in the field. The novel RNAi and CRISPR/Cas9 technologies are promising for insect pest
control and resistance management in the near future. However, the RNAi and CRISPR/Cas9-based
insect control strategies depend mainly on the selection of safe and efficient target genes, and many
insect TFs are suitable candidate targets for lethal genes. For instance, mutations in gap genes such as
kni can cause serious defects in embryos and impede their normal growth and development during
Drosophila embryogenesis [17]. In P. xylostella, abd-A mutagenesis induced by the CRISPR/Cas9 system
generated a heritable abd-A mutant phenotypes, resulting in severe abdominal morphological defects
and significant lethality in the offspring [239]. Moreover, some important TFs, such as CncC and FoxA,
have been found to be implicated in insect resistance [200,207], and these TFs can be used as insect
lethal targets for pest management. Hence, the identification of these insect TFs will be conducive to
developing both new species-specific biopesticides and next-generation transgenic crops combining
Bt- and RNAi- or CRISPR/Cas9-based insect control technologies as a pivotal part of integrated pest
management (IPM) programs [250].

With the development of high-throughput -omics techniques, the genome-wide identification
of insect TFs is becoming easier, and subsequent TF studies will be performed at the genome level.
Identifying a more comprehensive TF library in organisms is a major trend in the future. Considering
the importance of versatile TFs in the transcriptional regulation of diverse insect physiological
processes, undoubtedly, a growing body of entomologists will focus on studying insect TFs in the near
future, and the vast range of genome resources and novel genetic methods will greatly propel progress
of this area. Collectively, in-depth studies of insect TFs in the future will most likely provide new
insights into the intracellular transcriptional regulation network of insects and even humans, which
will have important potential for pest control in the field, and protection of human life and health.
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Abstract: The paired-box 3 (Pax3) is a transcription factor and it plays an important part in melanin
synthesis. In this study, a new Pax3 gene was identified from Pteria penguin (Röding, 1798) (P. penguin)
by RACE-PCR (rapid-amplification of cDNA ends-polymerase chain reaction) and its effect on
melanin synthesis was deliberated by RNA interference (RNAi). The cDNA of PpPax3 was 2250 bp
long, containing an open reading fragment of 1365 bp encoding 455 amino acids. Amino acid
alignment and phylogenetic tree showed PpPax3 shared the highest (69.2%) identity with Pax3 of
Mizuhopecten yessoensis. Tissue expression profile showed that PpPax3 had the highest expression in
mantle, a nacre-formation related tissue. The PpPax3 silencing significantly inhibited the expression
of PpPax3, PpMitf, PpTyr and PpCdk2, genes involved in Tyr-mediated melanin synthesis, but had no
effect on PpCreb2 and an increase effect on PpBcl2. Furthermore, the PpPax3 knockdown obviously
decreased the tyrosinase activity, the total content of eumelanin and the proportion of PDCA
(pyrrole-2,3-dicarboxylic acid) in eumelanin, consistent with influence of tyrosinase (Tyr) knockdown.
These data indicated that PpPax3 played an important regulating role in melanin synthesis by Tyr
pathway in P. penguin.

Keywords: Pax3; Pteria penguin (Röding, 1798); tyrosinase; melanin; RNA interference; liquid
chromatograph-tandem mass spectrometer (LC-MS/MS)

1. Introduction

The winged pearl oyster Pteria penguin (Röding, 1798) (P. penguin) is an important marine cultured
species that produces high-quality seawater pearl, whose value depends mainly on its color [1,2].
The melanin is the major pigment in P. penguin and largely affects the color and value of the pearl [3].
Moreover, the P. penguin is considered to be the best research model for melanin synthesis and color
reconstruction in bivalve, because of its purely black shell in population. The mantle tissue is the main
organ responsible for the formation and secretion of nacre, which is called as “mother of pearl” [4].
Inhibiting the synthesis and secretion of melanin in mantle might change the color of nacre in P. penguin.

Melanin plays an important role in a series of physiological processes, including pigmentation, skin
photoprotection and aging [5]. In mammals, melanin synthesis is a complex process, and more than 40
genes participate in it [6–8]. Tyrosinase (Tyr) is a key rate-limiting enzyme in melanogenesis [9,10], because it
catalyzes three different reactions in biosynthetic pathway of melanin [11]. The microphthalmia-associated
transcription factor (Mitf ) is a central regulator of melanogenesis, and it activates the transcription of
several important genes, including Tyr, Cdk2 (cyclin-dependent kinase 2) and Bcl2 (B-cell lymphoma 2), to
control melanocyte differentiation, growth and survival [6,8,12].

The paired-box 3 (Pax3) is a member of the paired-box family of transcription factors, and it
participates in the development of central nervous system, skeletal muscles, and melanocytes [13,14].
Several studies have demonstrated that Pax3 is frequently expressed in normal melanocytes and
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aggregated melanomas [15]. PAX3 directly promotes Mitf transcription by binding the Mitf promoter,
functioning with SOX10 (SRY box 10) and synergizing with the CREB (cyclic-AMP responsive
element-binding protein) [16]. However, at the same time, PAX3 competes with MITF by occupying
the enhancer of dopachrome tautomerase (Dct), a downstream enzyme that functions in melanin
synthesis [17,18]. Despite extensive investigations about Pax3 being carried out over recent years,
the effect of Pax3 on melanin synthesis in bivalves is still largely speculative.

The eumelanin, which gave organisms a brown-black color, was the main pigment in P. penguin [3].
Natural eumelanin is mainly composed of the monomer units 5,6-dihydroxyindole (DHI) and
5,6-dihydroxyindole-2-carboxylic acid (DHICA), with various ratios of DHI and DHICA [19].
The alkaline hydrogen peroxide oxidation of eumelanin yields pyrrole-2,3-dicarboxylic acid (PDCA)
and pyrrole-2,3,5-tricarboxylic acid (PTCA) from DHI- and DHICA-derived units [5]. The PDCA
and PTCA can be detected by high-performance liquid chromatography (HPLC), because they
are insoluble in both acidic and alkaline solutions. Quantification of PDCA and PTCA has been
extensively used to evaluate the amount and composition of eumelanin in a pigment sample using
liquid chromatograph-tandem mass spectrometer (LC-MS/MS) [3,20].

In our previous works, we analyzed the crucial function of Tyr in menlanin synthesis of
P. penguin [3]. In this study, a new Pax3 gene from P. penguin was identified, and its exact function
in melanin synthesis was deliberated by RNA interference (RNAi) technology. The relative genes
involved in the regulation of PpPax3 to melanin synthesis were enriched. A Pax3-Tyr-melanin axis was
verified to exist in P. penguin.

2. Results

2.1. Cloning and Sequence Analysis of Pax3 cDNA in P. penguin

Based on the cDNA fragment of Pax3 from transcriptome database of P. penguin, the complete
cDNA of PpPax3 gene was obtained by RACE-PCR. The PpPax3 cDNA consisted of an open reading
frame (452–1816) of 1365bp, a 5′-untranslated region (UTR) of 451bp, and a 3′-UTR of 434bp with a
typical polyadenylation signal sequence (AATAAA) and a 31bp poly (A) tail (Figure 1). The putative
amino acid sequence was 454 amino acids long. No signal peptide and transmembrane domain were
found in deduced PAX3 sequence. The predicted molecular mass of PpPax protein was 50.7 kDa,
and the theoretical isoelectric point (pI) was 8.15. The full-length cDNA sequence of PpPax3 was
submitted to Genebank with the accession no. MH558581.
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Figure 1. Nucleotide and deduced amino acid sequences of PpPax3. PD (paried box domain) and
HD (homeodomain) were shown in grey boxes. The ORF (open reading frame) and deduced amino
acid sequences were shown in uppercase. The 5′-UTR (untranslated region) and 3’-UTR were shown
in lowercase. The initiation codon (ATG) and the stop codon (TGA) were boxed. The putative
polyadenylation signal (aataaa) was underlined.

2.2. Multiple Sequence Alignment and Phylogenetic Analysis

Amino acid sequence alignments of Pax3 gene from P. penguin and other species were performed.
The PpPax3 shared the highest (69.2%) identity with Pax3 of Mizuhopecten yessoensis, 52.5% with Pax3
of Aplysia californica, 45.8% with Pax3 of Parasteatoda tepidariorum, and 45.0% with Pax3 of Branchiostoma
belcheri. The deduced amino acid sequence comparison revealed a highly conserved paried box domain
(PD) containing 127 amino acids and a homeodomain (HD) containing 59 amino acids (Figure 2) in
PpPax3 gene. But the octapeptide motifs located between PD and HD were not obvious in Pax3 of
P. Pengui, A. californica and P. tepidariorum.

The phylogenetic tree analysis was performed to indicate the evolutionary relationships of Pax3
from different species. As shown in Figure 2B, PpPax3 was close to Pax3 of M. yessoensis, one bivalve,
with a support of 89%. Three Pax3 genes of mollusk referred, including P. penguin, M. yessoensis
and Aplysia californica, were grouped into a close cluster. The Pax3 of Aplysia californica showed high
homology with that of mollusk, agreed with their taxonomic relationships. All Pax3 genes of vertebrates
referred were classified to a big clade, which exhibited farther distance to Pax3 of invertebrates.
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Figure 2. Cont.
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B 

Figure 2. Sequence alignment and phylogenetic analysis. (A) Multiple sequence comparison of Pax3
among different species including Pteria penguin(Röding, 1798) (PpPax3, MH558581), Mizuhopecten
yessoensis (MyPax3, XP_021364914.1), Aplysia californica (AcPax3, XP_012943435.1), Parasteatoda
tepidariorum (PtPax3/7, BBD75270.1), Branchiostoma belcheri (BbPax3/7, ABK54280.1), Danio rerio (DrPax3,
AAC41253.1), Homo sapiens (HsPax3, NP_852122.1), Xenopus laevis (XlPax3, AAI08574.1) and Gallus
gallus (GgPax3, BAB85652.1). The conserved amino acids were written in black background, and similar
amino acids were shaded in green and pink. PD, octapeptide motif and HD were indicated in blue
boxes. (B) Phylogenetic tree of Pax3 genes. Numbers in the branches represented the bootstrap values
(as a percentage). � meaned the Pax3 of P. penguin.

2.3. PpPax3 mRNA Expression Profile in Different Tissues

The relative expression levels of PpPax3 gene in various tissues were compared by qRT-PCR
(Quantitative real time polymerase chain reaction), with β-actin as an internal control. As shown
in Figure 3, the PpPax3 has constitutive expression in mantle, gill, adductor muscle, digestive
diverticulum, foot, testis and ovary. The highest expression level of PpPax3 was shown in the mantle,
followed by the foot, without significant difference between them (P > 0.05). The expression of PpPax3
in the mantle was approximately 2-fold higher than that in adductor muscle, testis and ovary with
obvious significant difference (P < 0.05). The digestive diverticulum has the lowest expression level.
Since PpPax3 was mainly expressed in the mantle, which was responsible for nacre secretion, the mantle
was selected for further studies.

Figure 3. Relative expression of PpPax3 in various tissues of P. penguin estimated by qRT-PCR. Each bar
was a mean of 6 pearl oysters. Error bars were the SD. Different letters (a, b, c and d) meaned significant
difference (P < 0.05).
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2.4. PpPax3 Expression Was Inhibited by RNA Interference in P. penguin

To investigate the function of Pax3 in melanin synthesis of P. penguin, RNA interference was
performed to inhibit the expression of PpPax3, and qRT-PCR was employed to evaluate the silencing
effects. As shown in Figure 4A, the PpPax3 expression was reduced by 65.7% in the Pax3-siRNA1
group (P < 0.05) and 37.7% in the Pax3-siRNA2 group (P < 0.05) compared with the negative control
(NC) group. This indicated that the expression of PpPax3 was significantly knocked down by
RNA interference.

2.5. PpPax3 Silencing Affected the Expression of PpMitf, PpTyr, PpCreb2, PpBcl2 and PpCdk2 in P. penguin

After PpPax3 silencing, the transcripts of PpMitf, PpTyr, PpCreb2, PpBcl2 and PpCdk2 genes
were analyzed. As shown in Figure 4B, after PpPax3 knockdown, the transcript of PpMitf, a central
transcription factor of melanogenesis, was significantly decreased by 64.7% in the Pax3-siRNA1 (Small
interfering RNA) group (P < 0.01) and 46.7% in the Pax3-siRNA2 group (P < 0.05). The expression
of PpTyr, the key rate-limiting enzyme for melanin synthesis, was obviously reduced by 53.3%
(P < 0.01) by Pax3-siRNA1 and 33.3% (P < 0.05) by Pax3-siRNA2. The PpCdk2 mRNA, a melanocyte
growth-dependent kinase, was also depressed by 36.6% (P < 0.05) and 26.7% (P < 0.05). However,
no significant difference was observed in PpCreb2 transcript (P > 0.05), a regulatory factor in melanin
synthesis pathway. Moreover, the transcript of PpBcl2, an apoptosis-related gene, was raised up to
1.9 fold through Pax3-siRNA1 interference (P < 0.05).

Figure 4. Expression of PpPax3, PpMitf, PpTyr, PpCreb2, PpBcl2 and PpCdk2 after PpPax3 RNA
interference (RNAi). (A) Expression of PpPax3. (B) Expression of PpMitf, PpTyr, PpCreb2, PpBcl2 and
PpCdk2. The qRT-PCR was done with RNA samples from blank group (RNase-free water), NC group
(GFP-siRNA), PpPax3-siRNA1 group and PpPax3-siRNA2 group. The β-actin of P. penguin was used
as an internal control. Each bar was a mean of 6 individuals. Significant difference was indicated by
* (P < 0.05) and highly significant difference was indicated by ** (P < 0.01).

2.6. PpPax3 Silencing Depressed Tyrosinase Activity in P. penguin

The tyrosinase activity was investigated according to the change in absorbance per minute
at 475nm due to dopachrome formation from L-tyrosine of Levodopa (L-DOPA). As respected,
after PpPax3 silencing, the tyrosinase activity was obviously decreased about 48.7% in siRNA1 group
(P < 0.05) and 31.2% in siRNA2 group (P < 0.05) compared to NC group (Figure 5). This indicated that
the PAX3 could obviously affect the tyrosinase activity in P. penguin.
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Figure 5. The tyrosinase activity of the control groups and RNA interference groups. The tyrosinase
activity was performed with samples from blank group (RNase-free water), NC group (green
fluorescent protein (GFP)-siRNA), PpPax3-siRNA1 group and PpPax3-siRNA2 group. The tyrosinase
activity was shown with percentage of every group and NC. Each bar was a mean of 6 pearl oysters.
Significant difference was indicated by * (P < 0.05) and highly significant difference was indicated by
** (P < 0.01).

2.7. PpPax3 Silencing Decreased Melanin Content and Proportion of PDCA

To further investigate the function of PpPax3 in melanin synthesis in P. penguin, we detected the
content and composition of melanin in mantle after RNA interference using LC-MS/MS. As expected,
by ion spectra examination, the alkaline hydrogen peroxide oxidation products of eumelanin from
P. Penguin were identified as PDCA and PTCA, because their mass-to-charge ratio values were 156 and
199, respectively, consistent with their molecular weight [3]. The quantity of PDCA and PTCA was
calculated according to the special area of peak, which appeared at 2.39 min and 3.58 min, respectively
(Figure 6A). As shown in Figure 6B, the total content of PDCA and PTCA was obviously decreased
from 674.6 ng/mg to 348.4 ng/mg (by 49.3%) in PpPax3-siRNA1 group and to 478.5 ng/mg (by 30.1%)
in PpPax3-siRNA2 group (P < 0.05). The quantity of PDCA was inhibited by 63.5% and 42.6% in
PpPax3-siRNA1 and PpPax3-siRNA2 groups (P < 0.05). The quantity of PTCA was inhibited by 45.0%
and 26.1% groups (P < 0.05). Moreover, after RNA interference, the proportion of PDCA in total
oxidation products was obviously decreased from 19.1% to 13.5% (SiRNA1) and 14.6% (SiRNA2)
(P < 0.05).

Figure 6. LC-MS/MS analysis of oxidation products of melanin in P. penguin. (A) HPLC (High
Performance Liquid Chromatography) chromatograms of oxidation products of melanin from NC
group and RNAi groups. (B) The content of PDCA and PTCA from NC group and RNAi groups. Each
bar was a mean of 6 pearl oysters. * meaned significant difference (P < 0.05); ** meaned very significant
difference (P < 0.01); *** meaned extremely significant difference (P < 0.001).
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3. Discussion

Pax gene family encodes transcription factors that are characterized by presence of the paired
box domain (PD), an octapeptide motif and homeodomain (HD) [21,22]. As reported [23], after an
extensive comparison, both PD and HD of PAX3 proteins among different species were present and
highly conserved, but the octapeptide might be absent, such as in Gastropoda, Annelida and in the
bivalvia Pinctada fucata. Similarly, in this study, the obvious octapeptide only was found in vertebrates,
in B. belcheri and one bivalve (M. yessoensis). No clear homologue of octapeptide could be evidenced in
P. penguin, A. californica and P. tepidariorum.

Based on sequence homologies of PD, Pax gene family has been classified into four subfamilies,
Pax1/9, Pax2/5/8, Pax3/7 and Pax4/6. The Pax3/7 subfamily includes Pax3 gene and Pax7 genes,
which have high similarity in amino acid sequence. The Pax3 and Pax7 genes existed in the form of a
ancestral gene in protostomes, ascidians and amphioxus, and then were separated into two genes in
vertebrates by duplication of the ancestral gene [21]. This might be an explanation for high homology
between Pax3 of P. penguin and Pax7 of other species, which implied the functional diversity of Pax3 in
P. penguin.

Our previous studies showed that tyrosinase was a key melanin synthase, and it played a
dominant role in melanin synthesis and color formation of P. penguin [3]. In this report, the data
showed that the knockdown of PpPax3 caused a significant decrease in Tyr expression, tyrosinase
activity and melanin content, similar to the influence of Tyr silencing [3]. The finding illustrated that
PAX3 could affect the melanin synthesis by regulating the expression of Tyr. A Pax3-Tyr-melanin axis
might exist in melanin synthesis pathway of P. penguin.

In humans, microphthalmia-associated transcription factor (MITF), known as a master regulator of
melanogenesis, binded to the highly conserved binding motif in the regulatory region of the tyrosinase
(TYR) promoter, and strongly stimulated the melanocyte-specific transcription of Tyr gene [7,24].
Pax3 directly activated expression of Mitf and indirectly affected the expression of Tyr in mice [12,20].
However, compared with vertebrates, little is known about whether the MITF also involve in melanin
synthesis in bivalve. Our data showed that PpPax3 silencing significantly cut down the expression
of PpMitf and obviously depressed the transcription of PpTyr. This illustrated that Mitf took part in
the melanin synthesis of P. penguin. The PpPax3 might affect Tyr expression and melanin synthesis
through regulation to Mitf, similar to that in mammals. Further studies were needed to specify the
existence of Pax3-Mitf-Tyr pathway in melanin synthesis of P. penguin.

As MITF is a multifunctional transcription factor that activates the transcription of various
genes involved not only in melanin synthesis, but also in melanocyte proliferation and survival in
mammal [12,25], we speculated that Pax3 might also regulate melanocyte growth and survival by
Mitf in P. penguin. The expressions of PpCdk2 and PpBcl2 were analyzed after PpPax3 interference,
because Cdk2 and Bcl2 respectively were important genes in melanocyte proliferation and survival in
mammals, and both of them were direct MITF target genes [26,27]. In this study, the PpPax3 silencing
obviously decreased the PpCdk2 expression, which implied PpPax3 played an important part in control
of melanocyte growth in P. penguin. Meanwhile, the expression of PpBcl2 was lightly increased after
PpPax3 silencing, which implied that PpPax3 played an important part in control of cell survival. It was
worth mentioning that the PpPax3 silencing led to an obvious decrease of PpMitf, but a light increase
of PpBcl2. A possible explanation for this contradiction was that the reduction of tyrosinase protein
by PpPax3 silencing might partly damage of normal cells functions, because tyrosinase involved in
several important physiological processes including pigment synthesis [9,28], innate immunity [29]
and wound healing [30]. The cell damage led to the up-regulation of cell apoptosis gene PpBcl2 through
another pathway, and antagonized the depression of PpBcl2 by PpMitf decrease.

In human melanocytes, PAX3 partners with SOX10 to induce melanocyte differentiation and
melanin synthesis [31]. The CREB (cyclic-AMP responsive element-binding protein), as a cofactor,
was inputted to PAX3 and Sox10, so that all three transcription factors induce the expression
of Mitf [8,11,32,33]. In this report, the silencing of Pax3 did not affect the expression of Creb,
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which indicated that CREB was not the downstream gene of Pax3 in P. penguin. Further, the alone
knockdown of PpPax3 inhibited the expression of PpMitf and PpTyr, which implied that the regulation
of PpPax3 to PpMitf and PpTyr could happen independently of CREB change of in P. penguin. The CREB
might just work as a cofactor of PAX3 to enhance the regulation effect of PpPax3 on melanin synthesis
in P. penguin.

RNA interference is a powerful tool and has been widely used to knock down genes to analyze
the genes function, especially in human. For instance, Pax3 SiRNA was transfected in to human
metastatic melanoma to elaborate the function of Pax3 in melanoma growth and survival [34]. Basing
on these new technologies, in human, several widely-believed melanin synthesis pathways were
reported, such as the cAMP(cyclic adenosine monophosphate) pathway and the Wnt (wingless-type
MMTV integration site family) pathway. The cAMP pathway is a main signal pathway, which goes
in the axis: MSH (melanocyte simulating hormone)-MC1R (melanocortin 1 receptor)-cAMP (cycle
AMP)–PKA (protein kinase A)–CREB–MITF–tyrosinase. In Wnt pathway, PAX3, partnering with
SOX10, induces the expression of Mitf, and then affects the expression of Tyr. However, in bivalve,
the melanin synthesis pathway is still unclear, although some important genes involved melanin
synthesis has been cloned and analyzed, such as tyrosinase fom P. fucata [35], Hyriopsis cumingii [4]
and Crassostrea gigas [36], Mitf from Meretrix petechialis [37], Pax3 from P. fucata, M. yessoensis and
A. californica [23]. There has been no clear axis or pathway predicted in bivalve so far. In this research,
by functional analysis, we believed that a Pax3-Mitf-tyr axis was existent in P. penguin, similarly to
in humans. The PAX3, by inducing the Mitf expression, regulated the melanocyte differentiation,
proliferation and survival. However, whether Wnt pathway existed and whether CREB worked as a
member of Wnt pathway in P. penguin were still problems that deserved further research.

4. Materials and Methods

4.1. Experimental Animals, RNA Isolation and cDNA Synthesis

The Pteria penguin (Röding, 1798) samples used in this study were obtained from Weizhou Island
in Beihai, Guangxi Province, China. All animals were about two years old, with shell length ranging
from 12 and 15 cm. They were cultivated with the recirculating seawater at 25–26 ◦C for one week
before the experiment.

Total RNA from mantle (pallial zone and marginal zone), gill, adductor muscle, digestive
diverticulum, foot, testis and ovary of P. penguin were extracted using RNeasyMini Kit (Qiagen,
Gaithersburg, MD, USA), according to the manufacturer’s instructions. The integrity and quantity of
RNA were detected by electrophoresis on 1% agarose gels and NanoDrop ND1000 Spectrophotometer.
The cDNA was synthesized from total RNA using a Superscript II polymerase kit (TransGen,
Beijing, China).

4.2. cDNA Cloning and Sequence Analysis

The full-length cDNA sequence of Pax3 was obtained with SMART RACE cDNA Amplification Kit
(Clontech, Mountain View, CA, USA) and Advantage 2 cDNA Polymerase Mix (Clontech, Mountain
View, CA, USA) following the manufacturer’s protocol. The nested-PCR was employed to enrich the
specific DNA band. The test-PCR was used to detect the correctness of linked nucleotide sequence.
All used primers were listed in Table 1.

The full-length cDNA of Pax3 was analyzed by the BLAST program (http://www.ncbi.nlm.
nih.gov/). ORF Finder (https://www.ncbi.nlm.nih.gov/orffinder/) was used to characterize the
open reading fragment (ORF). Signal 4.1 (http://www.cbs.dtu.dk/services/SignalP/) and TMHMM
program (http://www.cbs.dtu.dk/services/TMHMM/) were used to predict signal peptide and
transmembrane. Multiple sequence alignments and phylogenetic tree were created using Clustal W
and MEGA 6. The protein molecular weight and theoretical pI were analyzed using program tools
(http://web.expasy.org/cgibin/protparam/protparam).
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4.3. Quantitative Real-Time PCR (qRT-PCR) Analysis

The qRT-PCR assays were performed using Thermo Scientific DyNAmo Flash SYBR Green qPCR
Kit (Thermo scientific, Waltham, MA, USA) and the Applied Biosystems 7500/7500 Fast Real-time
System (ABI, Carlsbad, CA, USA). Each sample was run in triplicate, along with the internal control
gene β-actin. The specific primers were listed in Table 1. The calibration curve was established by
several dilutions of standard samples, and used as a linear regression model. The 2−ΔΔCT method was
applied to calculate the relative expression levels of genes.

Table 1. Primers used in the study.

Primer Sequence (5′–3′) Application

PpPax3-outer-F GGACGGCCACTGCCCAACCATATACG 3′RACE
PpPax3-inner-F AAGTAAACCAAGGGTCGCAACTCCG nest-3′RACE
PpPax3-outer-R GGAACCTGCTCCGTAATACTCGACTGATGG 5′RACE
PpPax3-inner-R TCAGCAGCCGATCCCGAATCT nest-5′RACE
UPM (Universal Primer) TAATACGACTCACTATAGGGCAAGCAGTGGTATC

AACGCAGAGT
RACE
universal primer

NUP (Nested Universal Primer) AAGCAGTGGTATCAACGCAGAGT Nest-RACE universal primer
PpPax3-test-F GAATGCTCCGTAAACGTTATTG cDNA test
PpPax3-test-R GACAACAAAATGGCTACCTCAT cDNA test
PpPax3-siRNA1-F GCGTAATACGACTCACTATAGGGGTAAACCAAGG

GTCGCAAC
RNAi

PpPax3-siRNA1-R GCGTAATACGACTCACTATAGGGCGTTGTCGCTTTT
GTCGCT

RNAi

PpPax3-siRNA2-F GCGTAATACGACTCACTATAGGGGATAATCCGGGA
ATTTTCAGTTGGG

RNAi

PpPax3-siRNA2-R GCGTAATACGACTCACTATAGGGGATAGTGAGTTC
GTTCAAAGGCTCT

RNAi

GFP-siRNA-F GATCACTAATACGACTCACTATAGGGATGGTGAGC
AAGGGCGAGGA

RNAi

GFP-siRNA-R GATCACTAATACGACTCACTATAGGGTTACTTGTAC
AGCTCGTCCA

RNAi

PpPax3-qPCR-F TCCGTGCGTCATCAGTAGAC qRT-PCR
PpPax3-qPCR-R CCCTTGGTTTACTTCCGCCA qRT-PCR
PpTyr-qPCR-F CTCAGGGAAGGGATCAGCTT qRT-PCR
PpTyr-qPCR-R AGACCCTCTGCCATTACCAA qRT-PCR
PpMitf -qPCR-F TGTTACCTAAATCTGTTGATCCAG qRT-PCR
PpMitf -qPCR-R AAATTAGCTGGACAGGAAGAGGAG qRT-PCR
PpCreb2-qPCR-F AACTCCCAGTGAAGCAGACA qRT-PCR
PpCreb2-qPCR-R GCTCCCCAACAGTAGCCAAT qRT-PCR
PpBcl2-qPCR-F TGAGGCACAGTTCCAGGATT qRT-PCR
PpBcl2-qPCR-R ACTCTCCACACACCGTACAG qRT-PCR
PpCdk2-qPCR-F TGGATTTGCTCGGACACTTG qRT-PCR
PpCdk2-qPCR-R TCTACTGCCCTGCCATACTT qRT-PCR
β-actin-F CGGTACCACCATGTTCTCAG qRT-PCR
β-actin-R GACCGGATTCATCGTATTCC qRT-PCR

4.4. RNA Interference Experiment

RNA interference was used to analyze the function of PpPax3 gene. The PpPax3-siRNA1 and
PpPax3-SiRNA2 were synthesized to specially silence the conserved domain of PpPax3. The GFP-SiRNA
was synthesized from pEGFP-N3 plasmid, a eukaryotic-expression vector encoding green fluorescent
protein, as a negative control (NC), and RNase-free water was used as a blank control (primers as
Table 1). Six individuals were used in each treatment group. When RNA interference experiment, the
experimental individuals were gotten out from seawater and dried in air until the shells were slightly
open. Then, 100 μL SiRNAs (small interfering RNA) at a final concentration of 1 μg/μL were gently
injected into adductor muscle of experimental individuals, which was then put into seawater and
cultivated for 3 days in the lab to have a recovery [38]. At the 4th day, the experimental individuals
were injected with same dose of SiRNAs again, and had another recovery for 3 days. At the 7th day,
the experimental animals were killed and the tissues were collected for RNA extraction, tyrosinase
activity assay and melanin analysis.
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4.5. Tyrosinase Activity Assays

Tyrosinase activity assays were performed as described previously with minor modification [19,39].
Briefly, 1g mantle was homogenized in 1 mL of 0.1 mol/L phosphate buffer (pH 6.8) and centrifugated to
obtain the tissue supernate. The 0.5 mL of 5 mmol/L L-DOPA (3,4-dihydroxyphenylalanine) was mixed
with 2.4 mL of 0.1 mmol/L PBS (phosphate buffer saline), followed by the addition of 0.5 mL of tissue
supernate. The mixture was incubated at 37 ◦C for 30 min, and then the absorbance of the mixture
was measured at 475 nm. The total tryosinase activity of every group was represented by the change
of absorbance value in 30 min. One unit (U) of the tyrosinase activity was defined as increased or
decreased absorbancy per minute at 475 nm. The relative tyrosinase activity was shown using the
percentage of every group in NC group.

4.6. Isolation and Oxidation of Total Melanin

The total melanin from mantle of P. penguin was isolated and oxidized following our previous
report [3]. Briefly, 1 g mantle sample was finely homogenized and incubated in 15 mL phosphate
buffer (pH 7.4) with 2% (m/V) papain at 55 ◦C for 20 h. The mixture was centrifuged at 10,000 rpm for
10min to obtain the precipitate, which was successively washed with 2 mL mineral ether for 3 times,
2 mL ethanol for 3 times and 2 mL water 3 times. Then, the black precipitate was dried and measured
as raw melanin production.

The raw melanin production was dissolved in 8.6 mL of 1 mol/L K2CO3 and 0.8 mL of 30% H2O2.
The mixture was heated under reflux at 100 ◦C for 20 min. After cooling, 0.4 mL of 10% Na2SO3 was
added to end the reaction. The mixture was acidified to pH 1.0 with 5 mL of 6 mol/L HCl and then
was extracted twice with 70 mL of ether. The supernanant was collected and dried to obtain crystalline
residue, which was finally redissolved in mobile phase and filtered by 0.45 μm organic membrane for
liquid chromatograph-tandem mass spectrometer (LC-MS/MS) analysis.

4.7. LC-MS/MS Assay of Melanin

The content and component of melanin were detected by LC-MS/MS according to previous
description [40] with some modification. The chromatographic separation was performed using
an Acquity ultraperformance liquid chromatography (UPLC) system (Waters, Milford, MA, USA)
consisting of a Waters ACQUITY UPLC HSS T3 (2.1 × 50 mm, 1.7 μm particle size). The mobile phase
A and B was 0.1% (v/v) of formic acid in deionized water and 0.1% (v/v) of formic acid in methanol,
respectively. The ratio of mobile phase A in total mobile phase was gradually decreased from 90% to 0%
within 5 min. The cycle time was 5 min per injection. Analyses were performed at 40 ◦C at a flow rate of
0.3 mL/min. MS/MS detection was performed using a Xevo TQ triple quadrupole mass spectrometer
operated in positive electrospray ionization (ESI) mode similar to Yu et al. [3]. The source temperature
and desolvation temperature were 150 ◦C and 550 ◦C, respectively. The cone gas flow, desolvation gas
flow and collision gas flow were 50 L/h, 1100 L/h and 0.14 mL/min (argon), respectively. The analytes
were monitored in multireaction monitoring mode (MRM). Specific parameters were given as Table 2.

Table 2. Details of mass spectrometric detection.

Compand
Parent Ion

(m/z)
Product

Ion (m/z)
Conc

Voltage (V)
Collision

Energy (eV)
Retention

Time (min)

PDCA 155.98 138.01 30 8 2.39
PTCA 199.99 182.09 30 8 3.58

4.8. Statistical Analysis

ANOVA analysis was performed using SPSS 19.0 (IBM, Armonk, NY, USA) to detect the
significance of difference among different samples. Significant difference was indicated by * (P < 0.05),
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highly significant difference was indicated by ** (P < 0.01) and extremely significant difference was
indicated by *** (P < 0.001).

5. Conclusions

In this study, we characterized a new Pax3 gene from P. penguin. Tissue expression profile showed
that PpPax3 had the highest expression in mantle, a nacre-formation related tissue. The PpPax3
silencing significantly inhibited the transcription of PpPax3, PpMitf, PpTyr and PpCdk2, genes involved
in Tyr-mediated melanin synthesis, but had no effect on PpCreb2 and an increase effect on PpBcl2.
Furthermore, the PpPax3 silencing obviously decreased the tyrosinase activity, the total content of
eumelanin and the proportion of PDCA in eumelanin, similar to the influence of Tyr silencing. Thus,
we believed that PpPax3 played an important role in melanin synthesis by indirectly regulating the
expression of Tyr in P. penguin. The Pax3-Tyr-melanin axis was considered a potential strategy in
melanin synthesis of P. penguin.
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LC-MS/MS liquid chromatograph-tandem mass spectrometer
PDCA pyrrole-2,3-dicarboxylic acid
PTCA pyrrole-2,3,5-tricarboxylic acid
DHI 5,6-dihydroxyindole
DHICA pyrrole-2,3,5-tricarboxylic acid
CREB cyclic-AMP responsive element-binding protein
MITF microphthalmia-associated transcription factor
Tyr tyrosinase
PAX3 paired-box 3
BCL2 B-cell lymphoma 2
CDK2 cyclin-dependent kinase 2
SOX10 SRY box 10
cAMP Cyclic Adenosine monophosphate
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Abstract: DNA methylation is a vital modification process in the control of genetic information,
which contributes to the epigenetics by regulating gene expression without changing the DNA
sequence. Abnormal DNA methylation—both hypomethylation and hypermethylation—has been
associated with improper gene expression, leading to several disorders. Two types of risk factors
can alter the epigenetic regulation of methylation pathways: genetic factors and modifiable factors.
Nutrition is one of the strongest modifiable factors, which plays a direct role in DNA methylation
pathways. Large numbers of studies have investigated the effects of nutrition on DNA methylation
pathways, but relatively few have focused on the biochemical mechanisms. Understanding the
biological mechanisms is essential for clarifying how nutrients function in epigenetics. It is believed
that nutrition affects the epigenetic regulations of DNA methylation in several possible epigenetic
pathways: mainly, by altering the substrates and cofactors that are necessary for proper DNA
methylation; additionally, by changing the activity of enzymes regulating the one-carbon cycle;
and, lastly, through there being an epigenetic role in several possible mechanisms related to DNA
demethylation activity. The aim of this article is to review the potential underlying biochemical
mechanisms that are related to diet modifications in DNA methylation and demethylation.

Keywords: epigenetics; gene expression; nutrition; transcription; disorders; mechanisms

1. Introduction

It has been well known that cytosine (C) in the genome, as part of the genetic code, also transfers
epigenetic information through the chemical modification of its pyrimidine ring [1,2]. Methylation
of the fifth position of cytosine (5mC) is a highly conserved epigenetic modification of DNA that is
found in most prokaryotic and eukaryotic models [3], and it has a pivotal impact on genome stability,
gene expression, and development [1]. Methylation of the DNA takes place almost completely in the
symmetric cytidine–guanine dinucleotide (CpG) context, and is assessed to occur at nearly 70–80% of
CpG sites throughout the genome [4]. Additionally, on bacterial and plant DNA, methylation can also
occur at an adenine site, which regulates different bacterial and plant DNA functions. Recently, it has
been discussed that there is indirect evidence suggesting the presence of adenine site methylation on
mammalian DNA. However, the functionality of this base remains unclear on mammals [5].

DNA methylation is a crucial element in the control of the precise expression of genetic
information, and both hypermethylation and hypomethylation have been associated with improper
gene expression [6]. Irregular changes in genetic methylation patterns or an unusual analysis of DNA
methylation signals are associated with many disorders and cancers [7]. Furthermore, the regulation
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of DNA methylation, crucially, is associated with other metabolic pathways, such as the one-carbon
cycle, which have a significant impact on epigenetic regulations [8]. Two types of risk factors can
alter the epigenetic regulation of methylation pathways. The first factor is the genetic factors, such as
polymorphism and genetic mutations, which can cause aberrant DNA methylation [7,8]. Secondly,
there are potentially modifiable factors, such as the modification of essential nutrients that are involved
in the metabolism of methyl groups [9].

Nutrition is a strong player not only for its influence on gene expression, but more importantly,
because early nutrition alterations could be responsible for the later development of chronic diseases
through epigenetic mechanisms [10]. Both animal and human studies have investigated the effects of
nutrition on DNA methylation pathways, but to our knowledge, relatively few have focused on the
biochemical mechanisms. Understanding the biological mechanisms is important for future studies to
clarify how nutrients function in epigenetics. Thus, the aim of this article is to review the underlying
biochemical mechanisms of diet-related modifications in DNA methylation and demethylation. We
also aim to go through all of the possible nutrient and DNA methylation interactions in more detail,
and examine the underlying mechanisms of these relations by including both recent human and animal
studies. Additionally, we opt to clarify the effect of diet on the DNA demethylation pathway, which
has not been cleared in previous review articles.

2. Mechanisms of DNA Methylation

2.1. What is DNA Methylation?

DNA methylation is a biological process that occurs in the addition of methyl groups to DNA.
Methylation marks on DNA occur mainly on the 5′ position of cytosine residues of a CpG. It contributes
to the epigenetics by regulating the gene expression without changing the DNA sequence [1].
In prokaryotes, DNA methylation is essential for transcription, the direction of post-replicative
mismatch repair, the regulation of DNA replication, cell-cycle control, bacterial virulence, and
differentiating self and non-self DNA [2]. In mammalians, DNA methylation is crucial in many
key physiological processes, including the inactivation of the X-chromosome, imprinting, and the
silencing of germline-specific genes and repetitive elements [1]. Besides, DNA methylation has been
found to be present in actively transcribed gene bodies, and it may play a part in suppressing cryptic
transcriptional initiation from the interior of genes [3]. DNA methyltransferase (DNMT) enzymes,
which are pivotal for normal development, catalyze the transfer of the methyl group to DNA [4].
Importantly, DNMT’s interaction with other components and modifications are required to maintain
DNA methylation [6].

The methylation cycle starts with the transportation of a methyl group by tetrahydrofolate, which
carries it on its N-5 atom. Since the transfer potential of tetrahydrofolate is not sufficiently high for
most biosynthetic methylations, S-adenosyl-L-methionine (SAM) supplies the main activated methyl
donors for DNA methylation, which is synthesized by the transfer group from ATP to the sulfur atom
of methionine. The positively charged sulfur atoms and the methyl groups become more electrophilic,
and thus, the high transfer potential of the S-methyl group enables it to be transferred to a wide variety
of acceptors. After SAM transfers the methyl group to an acceptor, S-adenosylhomocysteine (SAH)
forms, which then hydrolyzes to homocysteine and adenosine [7].

Methionine can be renewed by the transfer of a methyl group to homocysteine from
N5-methyltetrahydrofolate [7]. Additionally, this reaction is catalyzed by methionine synthase (MS) and
requires vitamin B12 as a cofactor in animals. However, the same system in plants is cobalamin-free [8]. In
mammalians, not only vitamin B12 has an important cofactor role: vitamin B2, which is a cofactor
of methylenetetrahydrofolate reductase (MTHFR), and vitamin B6, which is a cofactor of serine
hydroxymethyltransferase (SHMT), also have crucial roles as precursors of SAM [9].

Betaine is also an important methyl donor mediated by betaine homocysteine methyltransferase
(BHMT), which is an alternative pathway that supplies the transfer of homocysteine to methionine [10].
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Betaine can be produced through the irrecoverable oxidation of choline, and converts into
dimethylglycine (DMG) after it provides a methyl group to homocysteine [11]. Therefore, any changes
in these cofactors or enzymes may change the activity of folate and the methionine cycle, and thus
further DNA methylation (Figure 1).

Figure 1. One-Carbon Cycle and DNA Methylation. MTHFR, methylenetetrahydrofolate reductase;
SHMT, serine hydroxymethyltransferase; MS, methionine synthase; BHMT, betaine homocysteine
methyltransferase; DMG, dimethylglycine.

As it has been revealed, to methylate CpG sites in DNA, methyl groups need to enter the
methionine cycle in the conversion of homocysteine into methionine; here, they are made highly
reactive by the addition of adenosyl groups, which are specific bases in DNA that are modified by
SAM. Furthermore, the CpG base to be methylated is flipped out of the DNA double helix into the
active site, where it can accept the methyl group from SAM [7]. Primarily, DNA methyltransferases
catalyze the transference of the methyl groups from SAM to methylate cytosine in DNA [2].

2.2. Why Are DNA Methyltransferases Essential for DNA Methylation?

DNMTs are the enzymes that maintain the formation of DNA methylation [12], and have
key roles in transcriptional silencing, transcriptional activation, and post-transcriptional gene
regulation [13]. Mammalians encode five DNMTs: DNMT1, DNMT2, DNMT3A–DNMT3B (de novo
methyltransferases), and DNMTL. DNMT1, DNMT3A, and DNMT3B are the three active enzymes that
maintain DNA methylation. DNMT3L has no catalytic activity and functions as a regulator of DNMT3A
and DNMT3B, whereas DNMT2 acts as a tRNA transferase rather than a DNA methyltransferase [14].
The coordination of all of the DNMT enzymes is crucial for the regulation of DNA methylation
patterns [15]. Although both DNMT1 and DNMT3 enzymes have different and non-redundant
functions, they act cooperatively in some respects, such as both enzymes being required for the
maintenance of the global hypomethylation patterns in mouse embryonic stem cells [16]. However,
the functioning of both enzymes together and the mechanisms that maintain methylation patterns are
still debatable [17].
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Furthermore, in the past few years, studies have increased their attention on assessing the
functional role of DNMTs by combining molecular approaches with a broad analysis of methylation
patterns [13] such as looking through the pathways through which DNMTs catalyze the transference
of the methyl groups to DNA from SAM, which is required as a cofactor [2]. The research has revealed
that DNMTs are mechanistically multi-directional, which supports the notion that these enzymes have
a significant role in epigenetic regulations [13].

2.3. How DNMT1 Functions in DNA Methylation

DNMT1 consists of a C-terminal methyltransferase domain and an N-terminal regulatory domain
that mediates interactions with proteins, substrates, DNA, etc. [18]. DNMT1 is mainly responsible for
replicating pre-existence methylation patterns, from hemimethylated CpG sites to the newly synthesized
strands [19]. Additionally, DNMT1 contains functional subdomains that mediate molecular interactions.
In order to have a deeper understanding of metabolic pathways, it is crucial to understand the role of these
subdomains, which consist of the DNMT1-associated protein 1 (DMAP1) binding domain, replication
foci targeting sequence (RFTS) domain, CXXC domain, Bromo-adjacent homology (BAH) domain, and
catalytic domain [13]. To give a brief overview of their molecular roles: the DMAP1 binding domain
is a protein that links DNMT1 to histone acetylation [20]. The RFTS domain targets the DNMT1
to replication foci, and thus promotes post-replicative maintenance methylation [21]. The CXXC
domain is a zinc-finger domain, which mediates binding to unmethylated CpG dinucleotides [22].
Unfortunately, the functions of the BAH domain are still unknown.

Furthermore, the DNMT1 activity can be regulated by other molecular interactions. For instance,
the DNMT1-interacting protein E3 ubiquitin-protein ligase (UHRF1), which is essential for methylation,
flips the methylated base out of the DNA helix, and thus targets DNMT1 to its physiological
substrate. Moreover, both UHRF1 depletion and overexpression indicated a global loss of DNA
methylation [23,24], which indicates the importance of the interaction of DNMT1 with proteins in
DNA methylation pathways. However, a small number of studies have shown the biochemical
mechanisms leading to aberrant DNA methylation when DNMT1’s expression is reduced. To illustrate,
an epigenetic study has demonstrated that mice with low DNMT1 expression at 10% of the wild-type
level established a marked reduction in genome-wide DNA methylation, and revealed a significant
increase in genomic instability and the activation of proto-oncogenes [25]. On the other hand, the
study did not show whether DNMT reduction causing abnormal DNA methylation was because of the
repression of sub-binding domains, the catalytic site, or DNMT-interacting proteins. It is necessary to
know the underlying reasons in order to be able to understand the functioning of DNA methylation.

2.4. How DNMT3 Functions in DNA Methylation

DNMT3A and DNMT3B, de novo methyltransferases, are responsible for the methylation of
unmodified DNA and the establishment of DNA methylation patterns [19]. These enzymes are mainly
essential for de novo methylation, but several studies have shown that DNMT3 enzymes are also
crucial for the stable inheritance and active remodeling of DNA methylation patterns in differentiated
cells [26,27]. Structurally, both enzymes have a C-terminal catalytic domain that is similar to DNMT1,
and a variable region at the N-terminus [28]. Additionally, two subdomains have also been described
for DNMT3 enzymes that are important for chromatin interactions, which are the Pro-Trp-Trp-Pro
(PWWP) and ATRX-DNMT3-DNMT3L (ADD) domains [29].

The targeted impairment or inactivation of both DNMT3A and DNMT3B in mammal embryonic
stem cells blocks de novo methylation [30] and leads to the gradual loss of DNA methylation [14].
It has been indicated that the impaired activity of DNMT3A is a causal factor of tumorigenesis that
causes global hypomethylation in specific types of cancer [15,31]. The deletion and overexpression of
DNMT3B have been shown, respectively, to suppress and stimulate a specific type of cancer [32,33].
Knockout studies in mice have shown that de novo DNA methylation is pivotal for development, while
DNMT3A-deficient mice die several weeks after birth, and DNMT3B-deficient mice die in utero [34].

261



Int. J. Mol. Sci. 2018, 19, 4055

To sum up, it is assumed that altering the regulation of DNMT3 enzymes may affect DNA methylation
activity that results in several diseases, but further studies are needed to clarify the mechanisms
between the activity of DNMT3 enzymes and DNA methylation.

2.5. What Is DNA Demethylation?

DNA demethylation is the process of removal of the methyl group. Currently, the DNA
demethylation process is not clearly identified because of the multiple different pathways that contribute
and act redundantly during this process [35]. DNA methylation has always been an active chemical
process, which was originally regarded as an irreversible modification [35], but now it is found that DNA
demethylation can occur, which follows either a passive or active process [36].

Mainly, DNA demethylation is passively diluted after DNA replication. However, recently, it has
been revealed that DNA demethylation may also occur through the active process [14]. Unfortunately,
studies about DNA demethylation mechanisms are conflicting, and its interaction with modifiable
factors in mammals is still not well understood [37].

2.6. How Active DNA Demethylation Occurs

It has been proposed that the direct conversion of 5-methylcytosine (5mC) to cytosine does
not occur [35]. Instead, active demethylation follows a series of chemical reactions that further
transform 5mC to 5-hydroxymethylcytosine (5hmC), 5-hydroxymethyluracil (5hmU), 5-formylcytosine
(5fC), 5-carboxylcytosine (5caC), and thymine (Thy), by deamination and/or oxidation reactions.
Additionally, ten-eleven translocation (TET) and activation-induced deaminase (AID) enzymes catalyze
these reactions. Later, these products are believed to recognized, mainly, by the base excision repair
(BER) pathway to replace the modified base with naked cytosine [38]. Similarly, uracil misincorporation
is repaired by BER, involving a series of enzymatic steps [39] (Figure 2). However, reserving the
reactions in global DNA demethylation has generated conflicting results [40].

Figure 2. Active DNA demethylation process. 5mC, 5-methylcytosine; 5hmC, 5-hydroxymethylcytosine;
5hmU, 5-hydroxymethyluracil; 5fC, 5-formylcytosine; 5caC, 5-carboxylcytosine; Thy; thymine; DNMT,
DNA methyltransferase; TET, ten-eleven translocation; AID, activation-induced deaminase; TDG, thymine
DNA glycosylase; SMUG1, single-strand selective monofunctional uracil DNA glycosylase.

Active DNA demethylation is often carried out by members of the ten-eleven translocation
(TET) family of enzymes, which functions against the actions of the DNMTs and prevents genome
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hypermethylation. The three members (TET1, TET2, and TET3) of the TET family oxidize 5mC to
promote DNA demethylation [41]. The interaction between TET and demethylation has been shown,
as TETs oxidize 5mC and significantly reduce the level of 5mC, which may result in hypomethylation.
On the other hand, a loss of TETs may result in hypermethylation [42]. Furthermore, the balance
between TET and other demethylation enzymes is also important. For instance, DNMTs and TETs are
necessary to define the methylation landscape of gene regulatory regions. The examinations of mice
that lack both DNMT3A and TET have suggested that these enzymes act in both a counteractive and
synergetic way [43]. Moreover, it has been proposed that the conversion of 5mC to 5hmC by TET1
initiated an oxidative deamination process mediated by the coordinated action of activation-induced
deaminase (AID)/APOBEC proteins and the BER pathway, which led to DNA demethylation in
the adult brain [44]. AID deaminates cytosine to uracil and, to a smaller extent, 5mC to Thy, by
simple hydrolysis [35]. The role of AID in demethylation and expression in embryonic stem cells is
controversial. Popp et al. demonstrated that the absence of AID has increased DNA methylation
levels, mainly in introns and repetitive elements and also in exons, but not in the promoter regions [45].
However, in vitro findings by Nabel et al., which also apply in vivo, showed that the role of AID in the
direct demethylation of 5mC and 5hmC may be limited [46].

Evidence suggests that some of the products of 5mC oxidation could essentially revert back to
cytosine [35]. It is known that thiol reagents and DNMT3A/DNMT3B can convert 5hmC (with the loss
of formaldehyde) and 5caC (with the loss of CO2) to cytosine in the absence of SAM [47]. Moreover,
uracil generated from cytosine can be excised by thymine DNA glycosylase (TDG) and single-strand
selective monofunctional uracil DNA glycosylase (SMUG1). The TDG enzyme is one of the main BER
glycosylases involved in the base excision step, which is able to revert 5caC, 5fC, and Thy back to
cytosine; it also plays a crucial role in cellular defense against genetic mutation caused by self-induced
deamination of 5mC and cytosine [48]. In addition to BER, nucleotide excision repair (NER), Gadd45a,
and non-canonical mismatch repair (ncMMR) systems are suggested to have roles in the reverse step
of active DNA demethylation [35]. However, both the BER and alternative repair pathways are not
well understood, and it is not clear how modified factors may affect the regulation of these pathways.

3. What Are the Underlying Mechanisms of Diet and DNA Methylation?

Numerous studies have focused on the link between diet and DNA methylation in mammalians
to elucidate the dietary exposures that may have lifelong consequences on epigenetic marks [12,49,50].
Different types of researchers (in vitro and in vivo) have presented the relationship between nutrition
and DNA methylation, including prenatal and postnatal periods, showing that diets deficient in methyl
donors and proteins may cause global DNA hypomethylation, or that high-fat diet consumption may
result in changes in DNA methylation [1,51–54]. One of the most popular models that has studied the
link between diet and DNA methylation is the ‘yellow agouti (Avy) mice’ model. The agouti gene is
responsible for the regulation of brown/black (eumelanin) and yellow (pheomelanin) pigmentation in
the mammalian coat. It has been shown that dietary methyl donors’ supplementation of dams can
change the coat color by correlating with the Avy methylation status [55]. However, the agouti mice
model and most of these studies were incapable of showing the underlying epigenetic mechanisms
regarding whether the DNA methylation occurred due to the expression or inhibition of special
binding sites of methylation enzymes, substrates, cofactors, or something else. Besides, there are other
questions that need to be clarified, especially regarding the nutrient doses and the duration of dietary
exposure to DNA methylation [56].

Recently, evidence has suggested that nutrition affects the epigenetic regulation of DNA
methylation in several possible epigenetic pathways: mainly, by altering the substrates and cofactors
that are necessary for proper DNA methylation; additionally, by changing the activity of enzymes
regulating the one-carbon cycle; and, lastly, by playing a role in several possible mechanisms related to
DNA demethylation activity [1].
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3.1. How Diet Influences Methylation Cycle and Methyl Donors

The key methyl donor for DNA and protein methyltransferases, SAM, is synthesized in the
methionine cycle while accompanied by various nutrients present in the diet, including methionine,
folate, choline, betaine, vitamins B2, B6, and B12 [57]. These nutrients act as precursors and contribute
to the production of SAM, although they enter the cycle at different sites [1]. Therefore, any deficiencies
in these nutrients may result in changes in the SAM pool, which can influence DNMTS’ reaction
kinetics and DNA methylation, as well. Taking this opinion into account, many studies have started
to investigate the link between SAM availability and its dietary sources, together with endogenous
genetic factors [4].

Furthermore, after the removal of the methyl group, SAM is transformed into SAH, which is a
strong competitive inhibitor of almost all methylation reactions, and also competes with SAM for the
active site on the methyltransferase enzyme [58,59]. Since the supply of SAM and removal of SAH is
necessary for DNMT activity, the SAM/SAH ratio has been suggested as a ‘methylation index’ to show
the probability of DNA hypermethylation or hypomethylation [50]. Remarkably, some earlier studies
have shown that SAH is an inhibitor of the DNMT-mediated DNA methylation [60,61]. Additionally,
moderate elevations in plasma homocysteine concentrations have been shown to be associated with
increased levels of SAH, but not SAM, and increased SAH levels have been associated with global
DNA hypomethylation [59].

So far, the methyl and folate-deficient diets have been found to be largely associated with
reduced levels of SAM, increased levels of SAH, and decreased SAM/SAH ratios in the livers of
male rats and mice [62–64]. The changes in SAM and SAH levels also showed irreversible alteration
in hepatic DNA methylation [63]. Moreover, a study showed that zinc deficiency has reduced the
use of methyl groups from SAM in rat liver and resulted in global DNA hypomethylation [65].
A low-protein diet or undernutrition during gestation in mice and in utero in human studies resulted
in both hypomethylation and hypermethylation at specific loci in offspring [66–69]. Although one
study hypothesized that the hypomethylation of certain promoters upon protein restriction may
be a consequence of decreased methyl group availability [66], most of the studies remained unclear
regarding how diet changes the activity of DNA methylation, and they did not observe the upregulation
of SAM, SAH, or DNMTs.

On the other side, high dietary methionine intake is believed to increase DNA methylation, and the
methyl groups that are transferred in mammalian DNA methylation reactions are believed to eventually
derive from methionine [55]. High doses of folate supplementation showed an increase in methylation
and normalized gene expression at specific loci, which is believed to induce a substantial increase of the
intracellular pool of the SAM and SAM/SAH ratio [70,71]. However, little is known regarding the effect
of methionine or methyl donors’ supplementation, and the mechanisms of action on DNA methylation
are not clear [50]. Very few studies have examined the epigenetic mechanisms of the effects of high
methionine intake on DNA methylation. In an epigenetic mouse model, Tremolizzo et al. [72] studied
the effect of methionine on SAM, SAH, methylation status, and the expression of the reelin gene in
the frontal cortex. The study showed interesting results. For example, after 15 days of methionine
treatment, brain SAH was found to be double, whereas SAM was not affected. The reduction in
the SAM/SAH ratio would be expected to hypomethylate DNA, but it has been found that specific
CpG sites in the reelin promoter were actually hypermethylated in the cortex of methionine-treated
mice. Hence, the significant increase in CpG methylation appeared to downregulate reelin expression.
A follow-up study from Dong et al. [73] showed that a 15-day methionine (MET) treatment increased
the binding of methyl CpG binding protein 2 (MeCP2) to the reelin promoter, which is thought to be the
factor behind hypermethylation. However, the same effect was not found in other control genes (Gad65
and β-globin). Another model examining MET-induced alterations in DNA methylation found no
significant dietary effects on genome-wide DNA methylation, although methionine supplementation
significantly decreased the SAM/SAH ratio in the liver and brain [74]. The problem with determining
the SAM, SAH, and their ratio in order to examine nutritional influences on DNA methylation is
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complicated for several reasons. To start with, each mammalian cell is responsible for synthesizing its
own SAM, and SAM cannot cross the plasma membrane. However, SAH does leak from the cell with
excessive accumulation. Thus, interpreting the SAM/SAH ratio on a tissue-specific basis and the ratio
in plasma may not provide a meaningful indication of systemic methylation [75].

Betaine is an important methyl donor, which can be produced by choline or taken through diet.
Betaine converts into dimethylglycine (DMG) after it provides a methyl group to homocysteine [11].
Studies have suggested that plasma DMG is a good indicator of betaine utilization as a methyl
donor [76,77]. Moreover, SAM can inhibit BHMT and reduce the usage of betaine as a methyl
donor [10], and it is important for SAM to stimulate the BHMT pathway in order to sustain its
concentrations [78]. Choline methyl-deficient diets showed reduced hepatic concentrations of SAM
and increased levels of SAH in the livers of mice [62]. A rat study evaluating the choline-deficient
diet for seven days also showed that the effects of choline deficiency on reducing liver methionine
formation by 20–25%, SAM by 60%, and increasing liver SAH by 50% were significant [79]. Plasma
SAM levels were found to be significantly correlated with plasma levels of choline and DMG, but
not with betaine [80]. To date, evidence has also shown that folate deficiency may lower choline
and betaine levels in liver, or that choline deficiency may decrease hepatic folate stores, and thus can
affect the methyl transfer of one carbon cycle in the liver [81,82]. On the other hand, a study showed
that folic acid-supplemented, BHMT-deleted mice have produced more hepatic SAM compared to
BHMT-deleted mice fed a folate-deficient diet or a control diet [83]. It has been a long time since
a diet very low in choline and methionine resulted in the decreased methylation of cytosine in the
liver [84–87]. However, studies have failed to show the direct interaction between choline, biotin, and
DNA methylation through SAM and SAH activities or different mechanisms, if available.

Ultimately, most of the studies did not show the biochemical mechanisms of how methyl donors
lead to aberrant DNA methylation. They relied heavily on assumptions. It is not clear how reduced
levels of SAM or increased levels of SAH were causing global hypomethylation. Is it because there
were not enough methyl donors to bind DNMTs? Alternatively, perhaps SAH was inhibiting the entry
of the DNA nucleotide cytosine into enzymes’ active sites. It is believed that there is not a simple
correlation between methyl donors and DNA methylation. Hence, more studies are warranted to
explain the underlying mechanisms in order to contribute to set patterns of DNA methylation in cells.

3.2. What Are the Diet-Related Cofactor and Enzyme Activities in One-Carbon Cycles?

Enzymes taking a role in the folate cycle (MTHFR, MTR, MS, SHMT, etc.) are regulated by
micronutrients such as vitamins B2, B6, and B12. It is assumed that supplementing diets with these
micronutrients may contribute to the maintenance of DNA methyl marks and therefore regulate
DNA methylation [71]. Additionally, it is believed that variations in the bioavailability of these
micromolecules may affect DNA methylation by altering the activity of the one-carbon cycle and the
production of SAM [1].

MTHFR is an essential enzyme for the maintenance of the folate cycle and methylation of
CpG islands [88]. SAM is a strong inhibitor of MTHFR, which also makes it the major regulator
of folate-dependent homocysteine remethylation [89]. MTHFR activity may deteriorate due to an
excess concentration of methionine and SAM or polymorphisms, or a low concentration of its cofactor
vitamin B2, which decreases the synthesis of 5-methyltetrahydrofolate and thus the remethylation of
homocysteine [90]. Conversely, when SAM concentrations are low and cofactor levels are high, the
remethylation of homocysteine may be favored [89].

Moreover, a reduction of MTHFR activity increases the 5,10-methylenetetrahydrofolate levels while
it drops the 5-methyltetrahydrofolate levels, which in return may favor the synthesis of deoxythymidine
triphosphate (dTTP) over the methylation of CpG, and therefore alter DNA methylation [88,90].
Additional research has suggested that subjects who are homozygous for the polymorphism (C677T) in
the MTHFR gene exhibited a significantly lower level of methylated DNA, but only under conditions
of low folate status [91]. In tissue culture, a study has shown that folic acid, vitamin B2, and MTHFR
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C677T polymorphism affect genome instability, and that high B2 concentration may increase the activity
of MTHFR, which may lead folate to provide methyl groups for the methionine synthesis enzyme instead
of for thymidylate synthase [88]. Furthermore, it has been suggested that low vitamin B2 concentration
in the presence of low folate may maximize the risk of genome hypomethylation [88]. However, this
study did not measure DNA methylation directly. Instead, it measured several markers related to genome
stability and linked it with methylation. Unfortunately, most of the evidence from in vivo studies has not
clarified the direct link between folate cycle enzymes or cofactors and DNA methylation. More studies
are warranted in order to evaluate the interaction between diet-enzyme activities in the one-carbon cycle
and DNA methylation.

3.3. How Diet Affects the DNA Methyltransferase Activity

Li et al. were the first scientists showing the DNMT1 gene leading to the genome-wide loss of
DNA methylation and embryonic lethality in mice [92]. Numerous other studies later underlined the
link between DNMTs and DNA methylation [93]. Besides, it is believed that those genetic modifications
and the DNMT’s activity can be modified by nutritional factors. Animal studies reported that feeding
methyl-deficient diets for nine weeks or longer caused DNA hypomethylation, which was associated
with the suppressed expression of DNMT1 [94,95]. Lillycrop et al. showed a significant decrease
of DNA methylation following a protein-restricted diet in pregnant rats, and indicated that altered
DNMT1 expression may provide a mechanism for the induction of the hypomethylation of specific
genes and individual CpG, although they did not show how such targeting may occur [96]. In this
section, potential nutrient-based epigenetic mechanisms mostly involving the inhibition of DNMTs
and altered DNA methylation have been evaluated.

The studies outlined in Table 1 suggest that several diet compounds may directly affect the
expression of DNMT, or that methyl donors from the diet may indirectly modify DNMT activity by
changing the intracellular concentration of SAM [97]. These assumptions have been demonstrated for
several bioactive food components such as epigallocatechin-3-gallate (EGCG), genistein, caffeic acid,
ascorbate, etc. [1]. A study found that each of the tea polyphenols (catechin, epicatechin, and EGCG)
and bioflavonoids (quercetin, fisetin, and myricetin) inhibited SssI DNMT and DNMT1-mediated
DNA methylation in a concentration-dependent manner. EGCG was found to be a more potent
inhibitor that had direct inhibitory interaction with the DNMTs and the catalytic site of the human
DNMT1. Additionally, when epicatechin was used as a model inhibitor, kinetic analyses indicated that
this catechol-containing dietary polyphenol inhibited enzymatic DNA methylation (indirect) in vitro,
largely by increasing the formation of SAH. [98]. Moreover, the treatment of the human esophageal
KYSE 510 cell line with EGCG showed a dose and time-dependent reversal of hypermethylation
and the re-expression of mRNA of p16INK4a, RARβ, MGMT, and hMLH1 genes. Reactivation of some
methylation-silenced genes by EGCG was also demonstrated in human colon cancer HT-29 cells,
prostate cancer PC3 cells, and KYSE cells [99]. Both studies tried to explain the underlying mechanisms
between EGCG and DNMT by using the structural model, molecular docking, and binding energy
analysis. They revealed that EGCG shows competitive inhibition of DNMT1 by forming hydrogen
bonds within the DNMT1 catalytic-binding region, thus blocking the entry of the DNA nucleotide
cytosine into its active site, and inhibiting the methylation process [98,99]. Several other studies also
revealed that EGCG decreased global DNA methylation levels, and also showed a protective effect
by inhibiting the promoter hypermethylation of specific genes. These effects were attributed to the
decreased mRNA and protein expression activity of DNMT1 and EGCG inducing the binding domain
of DNMT1 to the promoter of the specific genes [100–103].

Genistein also showed a dose-dependent inhibitory effect on recombinant DNMT1 activity, and
also decreased DNMT activity in nuclear extracts from KYSE cells, but this activity was found to be
weaker than that of EGCG. However, six days of genistein treatment did not affect the mRNA expression
levels of DNMTs and the methyl-CpG binding domain 2. Although genistein was found to have a
synergistic or additive effect on DNMT inhibitors because it is a weak inhibitor of DNMTs, genomic global
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hypomethylation was not expected to occur after the dietary intake of soy isoflavones [104]. Another
study showed that a genistein diet (300 mg of genistein/kg) was positively correlated with alterations
in prostate DNA methylation at CpG islands of specific mouse genes. However, the mechanistic role of
genistein was not examined [105].

Lee et al. revealed the effect of several other catechol polyphenols on DNMT activity. It has
been shown that quercetin, fisetin, and myricetin may inhibit DNMT activity by transferring SAM
to SAH [98]. The same group also showed that two common coffee polyphenols, caffeic acid and
chlorogenic acid, have inhibited DNA methylation, which was catalyzed by prokaryotic CpG methylase
(M.Sssl) DNMT and human DNMT1. The inhibition of DNA methylation by caffeic acid or chlorogenic
acid was found to be concentration-dependent, and the inhibition was predominantly through a
non-competitive mechanism, which suggested that it was due to the increased formation of SAH [106].
Eventually, caffeic acid/chlorogenic acid treatment in cultured human breast cancer cells showed no
significant change in the global methylation status. However, the concentration-dependent inhibition
of DNA methylation in the promoter region of the RARβ gene was detected, which showed a potential
inhibition effect in the promoter region [106].

Curcumin, an antioxidant component of a spice called turmeric, has been investigated by some
study groups for its effect on DNA methylation [107]. Liu et al. suggested that curcumin covalently
blocks the catalytic thiolate of DNMT1 to exert its inhibitory effect on DNA methylation by using
molecular docking [108]. Moreover, a combination of curcumin with the hypomethylating agents
increased the response to the drug in breast cancer patients [109]. However, Medina-Franco et al.
suggested that curcumin has no significant effect on DNMT inhibition and global hypomethylation
after following a multistep docking approach [110]. Thus, more studies are required to detect an
interaction between curcumin and DNA methylation.

Parthenolide, a component of a plant called feverfew, has been used for the treatment of
several diseases. It has been suggested that parthenolide may have a potential role in inhibiting
the activity of DNMT1 by blocking the enzyme’s catalytic site, and a study indicated that dose and
cell type-dependent parthenolide treatment decreased DNMT1 protein levels and induced a decrease
in global DNA methylation. The same study showed that parthenolide inhibited the DNMT1 analog
M.SssI by blocking the functional thiolate of the enzyme. Although parthenolide’s binding energy is not
as strong as EGCG, it has been suggested that it may be an effective DNA methylation inhibitor [111].

Mahanine is found in several Asian herbs and species, and it is an alkaloid from the leaves
of the curry leaf tree (Murraya koenigii) and lime berry (Micromelum minutum). It is mostly studied
for its anti-inflammatory and anti-mutagenic activity. [112,113]. Mahanine is thought to have an
anti-proliferative activity, which was associated with the inhibition of DNMT activity, and hence, may
prevent the hypermethylation of a specific gene in the prostate cancer cell line [114]. However, the
mechanisms of action were not clarified.

Eventually, studies evaluating the consumption of polyphenols showed that in general, EGCG
and several other polyphenols are promising candidates, especially for future cancer therapies,
based on their influence on the epigenetic pathway. Most of these studies showed kinetics and
possible mechanisms that alter DNA methylation. These include increasing SAH, inhibiting DNMT’s
catalytic base, blocking the promoter sites of specific genes, or covalently binding to thiol groups of
enzymes/transcriptional factors. However, future studies evaluating the underlying mechanisms are
still needed in order to clarify the pathways of epigenetics.

3.4. Is There a Link between Diet and DNA Demethylation?

The reversal of DNA methylation is crucial, and abnormalities are often observed in anomalies and
diseases. Genetic and modifiable factors such as diet may affect the regulation of DNA demethylation,
and thus genetic regulations. However, DNA demethylation’s interaction with modifiable factors in
mammals is still not well understood [37]. Recent epigenetic studies have tried to investigate the link
between nutrition and active DNA demethylation, which is believed to lead to several modifications
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in DNA methylation. One study tried to clarify the DNA methylation status of the liver of mice
fed the methionine–choline-deficient (MCD) diet (for a week) by measuring the amount of 5mC
and investigating the involvement of the active DNA demethylation. The results showed that the
expression of DNMT1 and DNMT3a was significantly increased on the MCD diet. In addition, mRNA
expression of Tet2 and Tet3 was significantly upregulated on the MCD diet. However, no statistical
differences for 5mC content and other demethylation enzymes were found [115]. It is believed that for
better epigenetic investigations, long-term studies are necessary. The deletion of Tet2 was found to
cause an extensive loss of 5hmC, which was accompanied by enhancer hypermethylation and delayed
gene induction in the early steps of differentiation [116]. It is assumed that methyl-deficient diets that
alter the expression Tet2 may contribute to hypermethylation in specific areas [115].

Table 1. Studies that have evaluated the interaction between bioactive dietary components 1 and
DNMT’s activity 2.

Studies Dietary Components
Enzymes Inhibited

or Expressed
Epigenetic Outcomes

Lee, W. J., et al. [98] EGCG DNMT1 EGCG inhibited human DNMT1 activity by
binding in the catalytic core region

Fang et al. [99] EGC–EGCG DNMT

EGC and EGCG showed competitive
inhibition of DNMT1 and treatment of the
KYSE 510 cell line. EGCG showed a dose

and time-dependent reversal of
hypermethylation and re-expression of
mRNA of p16INK4a, RARβ, MGMT, and

hMLH1 genes

Nandakumar, V., et al.
[101] EGC–EGCG DNMTs

EGCG reduced the activity of DNMTs by
decreasing the mRNA levels and protein

expression of DNMTs.

Zhang, B. K., et al.
[100] EGCG DNMT1

EGCG inhibited the mRNA and protein
expression activity of DNMT1 and

downregulated binding to the promoter
of DDAH2.

Shukla, S., et al. [103] EGCG DNMT

EGCG decreased the mRNA and protein
expression activity of DNMT1, and

increased the expression of
unmethylation-specific GSTP1 promoter.

Pandey, M., et al. [102] Green tea polyphenols,
EGCG DNMT1

A dose and time-dependent inhibition of
DNMT activity and protein expression

was observed.

Day et al. [105] Genistein

Genistein diet was positively correlated
with alterations in prostate DNA

methylation at CpG islands of specific
mouse genes.

Fang et al. [104] Genistein DNMT1

Genistein showed a dose-dependent
inhibitory effect on recombinant DNMT1

activity, and also decreased DNMT activity
in nuclear extracts from KYSE cells.
However, no effect on the mRNA
expression levels of DNMTs and
methyl-CpG binding domain 2

was observed.

Lee and Zhu [106] Caffeic acid,
Chlorogenic acid

DNMT1, M.Sssl
DNMT

The caffeic acid and chlorogenic acid
inhibited the DNA methylation that was

catalyzed by prokaryotic M.Sssl DNMT and
human DNMT1, and increased levels

of SAH.
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Table 1. Cont.

Studies Dietary Components
Enzymes Inhibited

or Expressed
Epigenetic Outcomes

Liu, Z., et al. [108] Curcumin DNMT1,
Curcumin covalently blocks the catalytic
thiolate of DNMT1 to exert its inhibitory

effect on DNA methylation.

Liu, Z., et al. [111] Parthenolide DNMT1, M.Sssl
DNMT

Dose-dependent parthenolide treatment
decreased DNMT1 protein levels and

induced a decrease in global DNA
methylation. The same study showed that
parthenolide inhibited M.SssI by blocking

the functional thiolate of the enzyme.

Minor, E.A., et al. [117] Ascorbate
(Vitamin C)

DNMTs,
TET2-TET3

Ascorbate increased the expression of
DNMT1, DNMT3a, and mRNA expression

of Tet2 and Tet3.

Sheikh, K. D., et al.
[114] Mahanine DNMT

Mahanine was associated with the
inhibition of DNMT activity, and hence,

prevented the hypermethylation of a
specific gene in the prostate cancer cell line.

However, mechanisms are not clarified.
1 EGCG, epigallocatechin-3-gallate; EGC, epigallocatechin; 2 DNMT, DNA methyltransferase; KYSE 510,
oesophageal squamous cell carcinoma; p16INK4a, tumor suppressor protein; RARβ, retinoic acid receptor
beta; MGMT, O-6-methylguanine-DNA methyltransferase; hMLH1, human mutL homolog 1; DDAH2,
dimethylarginine dimethylaminohydrolase; GSTP1, glutathione S-transferase Pi 1; M.Sssl, CpG methylase; SAH,
S-adenosylhomocysteine; TET, ten-eleven translocation.

Some studies have shown that the presence of ascorbate (vitamin C) may modify the status of DNA
methylation [117,118]. In embryonic stem cells, ascorbate caused the widespread DNA demethylation
of nearly 2,000 genes [118]. However, it remains unknown whether the effect of ascorbate on DNA
demethylation is due to an enhanced hydroxylation of 5mC. A study showed that ascorbate enhances
5hmC generation, most likely by acting as a cofactor for Tet methylcytosine dioxygenase to hydroxylate
5mC in mouse embryonic fibroblasts [117].

Pogribny et al. evaluated epigenetic changes during hepatocarcinogenesis, which was induced
by diets deficient in methyl donors, in his review, and he commented that methyl donors’ deficiency
sustains the demethylation of genomic DNA that occurs in methyl-deficient animal’s cytosine in their
liver [87]. Further, the results of past studies have suggested that demethylation may be associated with
decreased levels of SAM, increased levels of SAH, a decreased SAM/SAH ratio [86], and the changed
activity of DNMTs [119]. However, the latest studies have demonstrated that DNA hypomethylation or
demethylation induced by methyl-deficient diets might be attributed to the induction of uracil, 5hmC,
and 8-oxodeoxyguanosine [95,120]. The presence of these products may significantly coordinate with
DNMT1 and lead to the demethylation of DNA [121].

Less is known about the role of nutrition in the base excision repair system. In one of the few
studies that has examined the five genes (SMUG1, TDG, UNG, MBD4, and DUT) that are involved
in the repair system to identify polymorphisms and establish whether one-carbon nutrient status
can further alter their effects, single nucleotide polymorphisms in SMUG1, DUT, and UNG genes
showed an association with DNA uracil concentration. However, one-carbon nutrient status was
not associated with DNA uracil concentration, and did not modify the effect of the single nucleotide
polymorphisms [122]. An older study showed that folate deficiency impairs the DNA excision
repair system in rat colonic mucosa [123], and folate status was found to be associated with uracil
misincorporation and genomic instability in humans. However, both studies were not linked to DNA
demethylation. Together, the evidence suggests that more studies are required in order to understand
the demethylation pathways and the part that dietary factors play in demethylation.
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4. Conclusions

It is well known that nutrition has an indisputable influence on the epigenome. A great number of
studies showed the changes in DNA methylation in specific genes, tissues, hormones, and cell lines after
applying different diets [59–61,63,75]. These findings raise important questions about the diet-induced
epigenetic pathways, such as: ‘What are the underlying regulatory pathways causing hypomethylation
or hypermethylation?’ Recent evidence makes it clearer that the mechanisms regulating DNA
methylation are very complicated, and that there is not one answer to this question. However, several
possible assumptions were made for the interaction between diet and DNA methylation (Figure 3).
It is suggested that nutrition may affect the epigenetic regulation of DNA methylation by altering the
substrates and cofactors that are necessary for proper DNA methylation such as methyl donors, SAM,
and SAH. These factors may impair the DNMT’s catalytic base, blocking the promoter sites of specific
genes or covalently binding to the thiol groups of the enzymes. Likewise, nutrition-based cofactors
may change the activity of enzymes regulating the one-carbon cycle and the production of SAM. Lastly,
nutrition may have a role in several possible mechanisms related to DNA demethylation activity, which
have been suggested to be a new epigenetic approach [11]. For example, changing the expression of
Tet family enzymes by methyl–choline-deficient diets is believed to alter DNA methylation [123].

Figure 3. The possible mechanisms that nutrition can stimulate patterns of DNA methylation.

Diet influences organs, body systems, and epigenetics as well. It is extremely important for
researchers to study the mechanisms of dietary implications on DNA methylation in order to determine
the optimal concentration of macro nutrients and micronutrients for genome stability, which would
provide a guide to establishing recommended dietary allowances for the prevention of genome damage
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and further diseases [124]. However, our knowledge of nutrition and epigenetic mechanisms are
still limited. Future studies are required that should focus on the comprehensive understanding
of nutrition-epigenetic mechanisms and biochemical pathways, especially those interacting with
enzymatic functions rather than just showing general modifications.
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Abbreviations

MTHFR Methylenetetrahydrofolate reductase
SHMT Serine hydroxyl methyltransferase
MS Methionine synthase
BHMT Betaine homocysteine methyltransferase
DMG Dimethylglycine
5mC 5-methylcytosine
5hmC 5-hydroxymethylcytosine
5hmU 5-hydroxymethyluracil
5fC 5-formylcytosine
5caC 5-carboxylcytosine
Thy Thymine
DNMT DNA methyltransferase
TET Ten-eleven translocation
AID Activation-induced deaminase
TDG Thymine DNA glycosylase
SMUG1 Single-strand selective monofunctional uracil DNA glycosylase
SAM S-adenosyl-L-methionine
SAH S-adenosylhomocysteine
BER Base excision repair
RFTS Replication foci targeting sequence
BAH Bromo-adjacent homology
UHRF1 Interacting protein E3 ubiquitin-protein ligase
NER Nucleotide excision repair
dTTP Deoxythymidine triphosphate
EGCG Epigallocatechin-3-gallate
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Abstract: Following their planktonic phase, the larvae of benthic marine organisms must locate a
suitable habitat to settle and metamorphose. For oysters, larval adhesion occurs at the pediveliger
stage with the secretion of a proteinaceous bioadhesive produced by the foot, a specialized and
ephemeral organ. Oyster bioadhesive is highly resistant to proteomic extraction and is only produced
in very low quantities, which explains why it has been very little examined in larvae to date.
In silico analysis of nucleic acid databases could help to identify genes of interest implicated in
settlement. In this work, the publicly available transcriptome of Pacific oyster Crassostrea gigas
over its developmental stages was mined to select genes highly expressed at the pediveliger stage.
Our analysis revealed 59 sequences potentially implicated in adhesion of C. gigas larvae. Some related
proteins contain conserved domains already described in other bioadhesives. We propose a hypothetic
composition of C. gigas bioadhesive in which the protein constituent is probably composed of collagen
and the von Willebrand Factor domain could play a role in adhesive cohesion. Genes coding for
enzymes implicated in DOPA chemistry were also detected, indicating that this modification is also
potentially present in the adhesive of pediveliger larvae.

Keywords: Crassostrea gigas; Pacific oyster; pediveliger larvae; bioadhesive; transcriptome

1. Introduction

The majority of bioadhesives secreted by animals are composed of proteins that allow permanent
or reversible links to the substrate [1]. In the marine environment, these glues are efficient in
wet conditions and could thus potentially represent useful alternatives to synthetic adhesives [2],
particularly for biomedical applications [3]. The molecular composition of marine bioadhesives,
especially proteins, can sometimes be difficult to characterize, however, due to their high resistance
and small quantities, particularly for bioadhesives secreted at the larval stage. This issue has already
been reported for bivalve mollusk larvae [4–8].

The Pacific oyster Crassostrea gigas (Thunberg 1973) is a benthic mollusck of the bivalve family with
a two-phase life cycle. Its pelagic larvae adhere to a surface prior to metamorphosis. Larval settlement
occurs at the pediveliger stage by secretion of a bioadhesive [4]. Overall molecular characterization of
the adhesive secreted by the pediveliger larvae of C. gigas revealed its proteinaceous nature [4] and
corroborate previous results published on pediveliger larval adhesive in other species [7–10]. However,
the constitutive protein sequences of adhesive from C. gigas larvae remain unknown. The identification

Int. J. Mol. Sci. 2019, 20, 197; doi:10.3390/ijms20010197 www.mdpi.com/journal/ijms278



Int. J. Mol. Sci. 2019, 20, 197

of genes involved in adhesion could be a useful first step towards protein identification that would
enable us to successfully characterize the composition of C. gigas larval adhesive.

Numerous transcriptomic studies have recently been carried out on bioadhesive secretory
organs. Rodrigues et al. (2016) used transcriptomics and proteomics approaches in cnidarians
of the genus Hydra, to successfully pinpoint genes, proteins and enzymes potentially involved in
adhesive composition and polymerisation [11]. A similar approach was used on the foot and byssus of
Chlamys farreri, making it possible to understand scallop attachment [12]. Moreover, the transcriptome
of the Mytilus coruscus foot allowed the identification of sequences with a strong homology to the
adhesive sequences of other Mytilidae [13]. A transcriptomic study on adhesive glands of polychaetes
of the Sabellariidae family recently described the phylogenetic evolution of certain adhesion genes and
highlighted the importance of post-translational changes in adhesive proteins [14]. Transcriptomic
analyses are described as an innovative and effective tool for determining candidate genes in marine
organisms, but require validation by other molecular and functional investigations [1,15]. In C. gigas
pediveliger larvae, the transcriptome of the adhesive gland is difficult to obtain due to the small size of
the organism and the complexity of this organ.

However, the development of high-throughput nucleic acid sequencing methods (DNA and RNA)
has led to a significant increase in the number of sequences available in generalist or specific databases
(for the transcriptome of C. gigas: Riviere et al. (2015) [16]). The use of appropriate informatics tools
makes it possible to identify sequences of interest in databases, compare them, analyze them and
define their potential biological roles [17]. Many studies, known as in silico studies, use the available
genomic data to identify genes involved in a defined biological process in order to answer to a working
hypothesis. Sequence selection criteria (genomic expression rate, specificity of organs or certain
stages of development, functional annotations) are defined according to the biological questions
raised. Meta-analyses based on the exploration of published genomes are becoming increasingly
common [18–20]. For example, in C. gigas, a recent study focusing on adult photosensitivity used this
method to identify genes involved in this process [21]. Here, we propose to use a similar method to
investigate bioadhesion of pediveliger larvae.

In C. gigas, adhesive is synthesized and stored before secretion from glands located in the foot [4].
Morphogenesis of the foot is a rapid process (24 to 48 h), specific to the pediveliger stage. This organ
has locomotory, sensory, and secretory roles during the adhesion phase and disappears during
metamorphosis (just a few hours after settlement). This indicates that adhesive synthesis is also
a rapid process, resulting from significant and episodic cellular activity in the foot.

The presence of an mRNA in an organism at a given time is an indication of protein synthesis.
The translation time of any given mRNA into protein is highly variable, however, from a few minutes to
a few hours [22,23], and detection of an mRNA is not proof of the presence of the corresponding protein
at a given time. However, identifying the genes expressed at a given time can still provide arguments
for discussion about its involvement in a biological process. In our study, the first version of the genome
assembly of the Pacific oyster C. gigas, published in 2012 by Zhang et al., is a particularly interesting
resource [24]. The transcriptomic data also published in this article is available in Supplementary
Table S14 “Transcriptomic representation of genes (RPKM) at different developmental stages and in
different adult organs”. This dataset groups the RPKMs (read per kilobase million) of each gene at
each stage of development, and in different tissue of adult oysters. These quantitative data make it
possible to visualize the expression rate of each genomic sequence. Nine developmental stages defined
by 38 sampling time from hours to days after fertilization and 11 different adult organs were analyzed
in this article. The pediveliger stages were named P1 and P2 and correspond to larvae of 18 days old
larvae (precisely sampled at 18 days and 45 min and at 18 days, 4 h and 35 min after fertilization).

The objective of this study was to identify genes in the transcriptomic data published with
the genome of C. gigas that could have a potential role in the adhesion of the pediveliger larvae.
The identification of these genes could allow us to suggest the probable protein composition of the
adhesive and to pinpoint the biosynthesis pathways and molecular cascades involved in their secretion
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and cross-linking. The sequences specifically expressed at the pediveliger stage and the potential role
of the corresponding proteins are presented. After functional annotation of the sequences, those of
them with interesting adhesion characteristics can be considered as relevant candidates for future
molecular investigations.

2. Results

Fifty-nine sequences were selected as being specifically expressed at the pediveliger stage of C.
gigas (Table 1) according to the following selection criteria: RPKM [pre-pediveliger stage (LU1 and
LU2)]/RPKM [pediveliger stage] > 0.7 * RPKM [pediveliger stage] and RPKM [other stages]/RPKM
[pediveliger stage] > 0.2. This selection represents 0.23% of the 27,902 sequences from the Table S14
of Zhang et al. (2012) [24]. sequences had at least one predicted conserved domain and/or one
repeat sequence based on analysis with InterPro [25] (Figure 1). Forty-two sequences had extracellular
localization according to DeepLoc 1.0 [26]. Twenty-one sequences, or 35.6% of the selected sequences,
were annotated as hypothetical proteins, indicating the absence of known functions from the databases.
The number of uncharacterized sequences is slightly lower than the 41.8% of sequences annotated as
hypothetical proteins in the database used as a whole.

Figure 1. Cont.
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Figure 1. Conserved domains and repeated sequences predicted by the InterPro program (Finn et al.,
2016) [25] among 38 sequences specifically expressed at the pediveliger stage in Crassostrea gigas, based
on transcriptomic data published by Zhang et al. (2012) [24].
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Table 1. Genes specifically expressed at the pediveliger stage of Crassostrea gigas according to the
selection of RPKM from transcriptomic data published by Zhang et al. (2012) [24].

Group Ensembl Gene ID Protein ID Name Cell. Loc.

Hypothetical protein

CGI_10014580 EKC18206 Hypothetical protein CGI_10014580 Mit 0.58
CGI_10010208 EKC18972 Hypothetical protein CGI_10010208 Ext 1
CGI_10004853 EKC21005 Hypothetical protein CGI_10004853 Ext 0.42
CGI_10002578 EKC22248 Hypothetical protein CGI_10002578 Ext 0.89
CGI_10001746 EKC22673 Hypothetical protein CGI_10001746 Ext 0.90
CGI_10013335 EKC23310 Hypothetical protein CGI_10013335 Nuc 0.50
CGI_10013386 EKC24388 Hypothetical protein CGI_10013386 Ext 0.41
CGI_10005578 EKC25384 Hypothetical protein CGI_10005578 Ext 0.43
CGI_10013385 EKC24387 Hypothetical protein CGI_10013385 Ext 0.60
CGI_10003237 EKC27225 Hypothetical protein CGI_10003237 Ext 0.99
CGI_10025142 EKC28625 Hypothetical protein CGI_10025142 Ext 0.91
CGI_10009961 EKC31321 Hypothetical protein CGI_10009961 Ext 0.99
CGI_10025191 EKC32101 Hypothetical protein CGI_10025191 Cyt 0.38
CGI_10012470 EKC33059 Hypothetical protein CGI_10012470 Ext 0.99
CGI_10016093 EKC35263 Hypothetical protein CGI_10016093 Ext 0.52
CGI_10016094 EKC35264 Hypothetical protein CGI_10016094 Ext 0.52
CGI_10027526 EKC35968 Hypothetical protein CGI_10027526 ER 0.40
CGI_10026725 EKC38958 Hypothetical protein CGI_10026725 Ext 0.62
CGI_10022908 EKC41146 Hypothetical protein CGI_10022908 ER 0.25
CGI_10008429 EKC41249 Hypothetical protein CGI_10008429 Ext 0.90
CGI_10013282 EKC42653 Hypothetical protein CGI_10013282 Nuc 0.59

Enzyme

CGI_10009044 EKC19270 Putative tyrosinase-like protein tyr 1 Mem 0.82
CGI_10014286 EKC25254 Putative tyrosinase-like protein tyr-3 Mem 0.99
CGI_10006802 EKC29117 Tyrosinase-like protein 1 Ext 0.64
CGI_10016593 EKC32997 Peroxidase-like protein Ext 0.49
CGI_10010889 EKC32754 Carbonic anhydrase 2 Cyt 0.41
CGI_10011324 EKC18733 Carbonic anhydrase 7 Ext 0.65
CGI_10003099 EKC28981 Cell surface hyaluronidase-like Plast 0.39

CGI_10003100 EKC28982 Cell migration-inducing and
hyaluronan-binding protein-like Cyt 0.29

CGI_10007190 EKC19955 Metalloendopeptidase Ext 0.39
CGI_10007191 EKC19956 Metalloendopeptidase Ext 0.51
CGI_10020760 EKC31184 Zinc metalloproteinase nas-15 Ext 0.70

Protease inhibitor
CGI_10010154 EKC18991 Serine protease inhibitor dipetalogastin-like Ext 0.55
CGI_10010155 EKC18992 Serine protease inhibitor dipetalogastin-like Ext 1

Structural protein

CGI_10005627 EKC20685 Hemicentin-1 Ext 0.72
CGI_10010553 EKC18864 IgGFc-binding protein (zonadhesin-like) Ext 0.64
CGI_10010554 EKC18865 IgGFc-binding protein (zonadhesin-like) Ext 0.72
CGI_10010555 EKC18866 IgGFc-binding protein (zonadhesin-like) Ext 0.93
CGI_10010556 EKC18867 IgGFc-binding protein (zonadhesin-like) Ext 0.60
CGI_10010557 EKC18868 IgGFc-binding protein (zonadhesin-like) Ext 0.91
CGI_10023170 EKC34632 IgGFc-binding protein Ext 0.52
CGI_10010465 EKC34579 Tenascin-X Ext 0.80
CGI_10000981 EKC39076 Tenascin-R Ext 0.84
CGI_10025295 EKC40994 Multiple EGF-like domains 10 Ext 0.42
CGI_10013281 EKC42652 Tenascin-R Ext 0.99
CGI_10010827 EKC18813 Collagen-like protein 7 Ext 0.89
CGI_10010374 EKC27350 Collagen-like protein 7 Mem 0.56
CGI_10010375 EKC27351 Collagen-like protein 7 Mem 0.72
CGI_10011175 EKC27706 Collagen alpha-5(VI) chain Ext 0.55

Calcification-related
protein and
calcium-binding protein

CGI_10010615 EKC18891 Aggrecan core protein Ext 0.79
CGI_10006917 EKC42164 Asialoglycoprotein receptor 2 Ext 0.99
CGI_10006919 EKC42165 Perlucin-like protein Ext 0.95
CGI_10006920 EKC42166 C-type mannose receptor 2 Ext 0.90
CGI_10006921 EKC42167 Perlucin-like protein Ext 0.99
CGI_10006922 EKC42168 Perlucin-like protein Ext 0.99
CGI_10008331 EKC19532 Protocadherin Fat 4-like Lys 0.36
CGI_10018326 EKC34251 Protocadherin Fat 4 Cyt 0.72
CGI_10022907 EKC41145 Protocadherin Fat 4-like Cyt 0.44
CGI_10006247 EKC20329 Putative calmodulin Cyt 0.48

Cell. Loc. indicates the subcellular localization prediction of the corresponding protein by DeepLoc 1.0. Ext:
extracellular, Cyt: cytoplasm, Lys: lysosome, Mit: mitochondria, Pla: plastid, Mem: cell membrane, ER: endoplasmic
reticulum, Nuc: nucleus.
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3. Discussion

3.1. Sequences Involved in Reduction-Oxidation Reactions (Redox)

Among the fifty-nine selected sequences, three tyrosinase-like proteins (CGI_10009044,
CGI_10014286 and CGI_10006802) and one peroxidase-like protein (CGI_10016593) are enzymes
involved in reduction-oxidation (Redox) mechanisms. Tyrosinase is an oxidoreductase, also known
as phenoloxidase, which allows hydroxylation (addition of an -OH group) of the aromatic part of
tyrosine residues. Hydroxylated tyrosine, known as 3,4-dihydroxyphenylalanine (DOPA), can in turn
be oxidized by tyrosinase, thus becoming a dopaquinone carrying two =O groups. DOPA-based
marine bioadhesives are known to be sensitive to pH variations and to involve coacervation
mechanisms [27,28]. Coacervation is a physicochemical mechanism allowing the spontaneous
dissociation into two phases of a mixture of molecules due to their opposite charges. The most
studied adhesive mechanism is mussel byssus, composed of a filament and a byssal plaque in contact
with the substrate. In adult mussels, during the formation of the byssal plaque by the foot, the adhesive
is secreted in a coacervated form, and polymerized by redox mechanisms mediated by the pH of the
environment [27,29]. This strategy has also been described in the adhesive of the polychaetes Sabellaria
alveolata and Phragmatopoma californica [28,30–32]. After secretion, the described DOPA-based adhesives
combined with a coacervation mechanism had a foamy structure. However, the adhesive secreted
by C. gigas larvae was described as a fibrous structure [4]. Phenoloxidase granules were reported in
the main gland of the foot of pediveliger larvae of O. edulis by histochemistry [33]. The presence of
phenoloxidase granules has not been confirmed in C. gigas, although secretion of byssal-like filaments
by pediveliger larvae was observed before permanent adhesion at the end of the crawling phase [4].
It is possible that similar byssal secretion strategies could be used by pediveliger oyster larvae and
adult mussels. Tyrosinase EKC29117 (CGI_10006802) was predicted for extracellular localization and
presented a similarity of 47.95% (E-value: 6.5 × 10−75) to a byssal protein sequence from Mytilus
corsuscus (ANN45959 | Byssal tyrosinase-like protein 2). The sequence EKC25254 (CGI_10014286) had
46.19% homology (E-value: 1.4 × 10−84) with an analogue protein (AKI87982 | Byssal tyrosinase-like
protein-1) [34]. Interestingly, this last sequence had a C-type lectin domain (position 67–187), indicating
probable linking to a polysaccharide. The C-type lectin domain could allow the immobilisation of the
enzyme in the adhesive after secretion by linkage to a polysaccharide. This binding site could also
act as an activation/inactivation site of the enzyme, as observed in tyrosinases implicated in melanin
synthesis [35]. The presence of glycosylated active enzymes has also been reported in the adhesive of
Trichopterae larvae [36].

Another sequence implicated in redox mechanisms, CGI_10016593 | EKC32997 | peroxidase-like
protein, was also detected. This sequence had 44.8% similarity (E-value: 2.6 × 10−57) to Byssal
peroxidase-like protein 1 of Mytilus coruscus [34]. Byssal peroxidases have also been detected
in the foot of Limnoperna fortunei [37] and byssus of Pinctada fucata [38]. The role of these
enzymes remains uncertain, but byssal peroxidases could be involved in the protection of byssus
from oxidizing environments and degradation brought about by microorganisms. The sequence
EKC32997 (CGI_10016593) had a signal peptide indicating the extracellular secretion of this protein.
These enzymes could also be directly involved in cross-linking of the adhesive, as described in the
larvae of Hysperophylax occidentalis, allowing the establishment of di-tyrosine bonds that stabilize
adhesive fibers [36]. The presence of peroxidases was also reported in the basal disc of the polyp Hydra
magnipapillata [11], at the interface of the adhesive plaque in the barnacle Amphibalanus amphitrite [39,40],
and in the parathorax of the polychaetes Sabellaria alveolata and Phragmatopoma caudata [14]. In algae,
haloperoxidases are also involved during adhesion, catalyzing the redox reactions of phenolic
compounds in adhesive mucilages [41,42]. All these observations indicate an important role of
this enzyme, particularly in the biosynthesis of DOPA and its derivatives.
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The presence of tyrosinase and peroxidase coding sequences in our C. gigas pediveliger larva
sequence selection could indicate a use of redox mechanisms in its adhesive with the presence of DOPA
or phenol groups.

Two other sequences coding for enzymes involved in redox processes were selected:
CGI_10010889 and CGI_10011324, annotated as carbonic anhydrase. These enzymes are closely
related to calcification, are important regulators of the acid–base balance, and could be involved in the
cellular regulation of CO2 at different cellular levels [43,44]. In molluscks, carbonic anhydrase activity
is associated with shell calcification and active domains have been reported in nacrein protein [45].
This enzyme is strongly expressed in the mollusck mantle [46]. To date, carbonic anhydrase has never
been reported in bioadhesive studies. It is therefore very likely that these two mRNA are expressed
at the pediveliger stage in order to prepare the rapid calcification observed after metamorphosis.
Also, it should be noted that the adhesion of pediveliger larvae in bivalve molluscks involves the
shell as the upper interface. This is unique in mollusck adhesives since, for adult bivalves secreting
byssal secretions, the binding between the adhesive and the body is provided by the tissues of the
foot [27,47]. The binding between the shell and the adhesive in the pediveliger larvae of C. gigas could
be strengthened by the action of carbonic anhydrase mobilizing carbonate from the shell. This selected
set of genes specifically expressed at the pediveliger stage, encoding proteins involved in redox
mechanisms, could therefore play a major role in the adhesion of C. gigas.

3.2. Proteases and Enzyme Inhibitors

Proteases were also detected in our selection. The sequence CGI_10007190 (EKC19955 |
metalloproteinase) contained two Epidermal Growth-Factor (EGF) domains (positions 277–312 and
438–476) and a complement domain C1r/C1s, Uegf, Bmp1 (CUB) (position 320–438). The sequence
EKC19956 has the same architecture as two EGF domains (positions 447–485 and 654–684), one CUB
domain (position 329–447) and a meprin, an A-5 protein, and a receptor protein-tyrosine phosphatase
mu domain (MAM) at the end of the sequence (position 920–1074). The sequence CGI_10020760 was
annotated as Zinc metalloproteinase nas-15 (EKC31184), with a ZnMc domain (position 110–239).
All these proteases were extracellular metalloproteinases which could play a role in the remodeling of
the extracellular matrix during metamorphosis. Metalloproteinases have also been reported to play
a role in synaptic systems and neural development. The larval transition to the pediveliger stage is
accompanied by the development of the nervous system of the foot, which is largely innervated. It is
probable that the presence of these sequences is related to this phenomenon. In addition, immediately
after adhesion, the foot disappears during metamorphosis [48]; this tissue remodeling probably
involves protease action.

Protease inhibitor sequences were also selected. The sequence CGI_10005578 (EKC25384 |
hypothetical protein) was annotated with Gene Ontology indicating a metalloendoproteinase inhibitor
molecular function. Recently, a protein with a similar function was identified in the foot and
byssus of Chlamys farreri [12,49]. In this species, the protein Sbp8-1, which was described as an
atypical metalloproteinase inhibitor, is a component of the byssus that is probably involved in the
binding between the different byssal proteins. Two sequences annotated as serine protease inhibitors
(CGI_10010154 and CGI_10010155) were specific to the pediveliger stage. The three sequences
CGI_10010553, CGI_10010554 and CGI_10010557 had a trypsin inhibitor domain, and the sequences
CGI_10010556 and CGI_10010557 had a serine protease inhibitor domain. Gene expression of serine
protease inhibitor has been detected in the foot of Mytilisepta virgata [50] and Chlamys farreri [12].

In C. gigas, enzyme inhibitors could be involved in protecting the adhesive from degradation after
secretion. Indeed, the presence of the adhesive secreted at the pediveliger stage (14 days post-fertilization)
was still observable 72 days post-fertilization, indicating the robustness of this biomaterial.
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3.3. Sequences Related to the Extracellular Matrix

Two hyaluronidase-related sequences were selected as specific to the pediveliger stage: CGI_10003099
and CGI_10003100. The role of these sequences was difficult to determine. Hyaluronidases had hydrolytic
activity on hyaluronic acid and some forms of chondroitin sulfate, and could allow the remodeling of the
extracellular matrix.

Six of the selected sequences were annotated as Fc receptors (IgGFc-binding protein): CGI_10010553,
CGI_10010554, CGI_10010555, CGI_10010556, CGI_10010557 and CGI_10023170. These proteins are
generally associated with immunity as they bind antigens from pathogens. In humans, some
IgGFc-binding proteins are associated with mucus composition [51]. This type of protein has been
identified in the mucus of Crassostrea virginica [52], where it was involved in the structure of the mucus
via interactions with mucins. Mucus could be secreted as reversible adhesive by pediveliger larvae of
C. gigas during the crawling phase. Indeed, contents of foot glands A and B, implicated in crawling,
could potentially be related to mucus [4].

It is probable that IgGFc-binding protein sequences expressed at the pediveliger stage would play
a role during the crawling phase of C. gigas.

These proteins have adhesion properties and could also be implicated in the structure of the
final adhesive. Indeed, some structures present in these sequences are common to adhesive proteins.
IgGFc-binding protein sequences have been identified in adhesive footprints of starfish Asterias
rubens [53]. The sequence EKC18867 (CGI_10010556) has seven EGF domain sites. This type of
repetition has been observed in byssal plaque protein (mfp2) in mussels, which has a repetition of
11 EGF domains [54]. Sequences EKC18864, EKC18865 and EKC18868 (CGI_10010553, CGI_10010554
and CGI_10010557) have cysteine-rich regions, indicating the potential ability to establish disulfide
bonds. These domains may also indicate a folding conformation in these proteins. These sequences
also contain von Willebrand Factor type D (vWF-D) and EGF domains. This type of domain have
been described in byssal proteins of mussels and in adhesive proteins of starfish [54,55]. The sequence
EKC20685 (CGI_10005627 | Hemicentin 1) has one LDL receptor domain (low density lipoproteins)
and three TSP-1 domains (type 1 thrombospondin), indicating a probable extracellular localization.
The central role of a protein containing three TSP-1 domains has been reported in the byssus of
P. fucata [56], and is probably related to the elastic properties of the distal part of the filament.

Four sequences containing an EGF-like and tenascin-related domain were selected (CGI_10010465,
CGI_10000981, CGI_10025295 and CGI_10013281). Tenascins are generally extracellular, glycosylated,
and have elastic properties [57]. Tenascin R may play a role in the development of the nervous
system [58]. Tenascin X is a protein with essential architectural functions, implicated in the structural
properties of many tissues by binding to other constitutive proteins [59]. This extracellular protein is
particularly involved in cell-matrix adhesion.

Among the specific sequences of the pediveliger stage of C. gigas, four have a collagen triple helix
domain: CGI_10010827, CGI_10010374, CGI_10010375 and CGI_10011175. Collagen is a structural
protein forming fibrous structures. In marine bioadhesives, a component of the byssal filament secreted
by mussels [60,61]. Sequences EKC18813 (CGI_10010827), EKC27350 (CGI_10010374) and EKC27351
(CGI_10010375) have high glycine contents (25.7%, 27.2%, and 23.3% respectively), close to the levels
observed in the byssus of P. fucata, M. californianus [60] and M. edulis [62]. These sequences also have
high proline contents, close to 11%. Glycine and proline are essential amino acids for the establishment
of the triple collagen helix for fiber formation [63]. The sequence EKC27706 (CGI_10011175) has a von
Willebrand Factor type A domain (vWF-A), which is a glycoprotein-binding site. The vWF-A domain
is also involved in collagen binding, as previously described in mussel byssus [56,64]. According to
the Phyre2 program [65], this sequence has 25% identity (99.4% confidence) with the proximal thread
matrix protein (ptmp-1 | AAL17974.1) from Mytilus galloprovincialis [64].

The filamentous structure of the adhesive of C. gigas pediveliger larvae fits with a collagen-rich
composition, and the cohesion of the adhesive could result from the presence of von Willebrand Factor
type domains.
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3.4. Calcifying Sequences

Redox enzymes such as tyrosinases (CGI_10009044 | EKC19270, CGI_10014286 | EKC25254 and
CGI_10006802 | EKC29117), peroxidase (CGI_10016593 | EKC32997), and the two carbonic anhydrases
(CGI_10010889 | EKC18733 and CGI_10011324 | EKC32754) could be related to bio-calcification.
Indeed, these enzymes have been classically reported in shell synthesis processes in molluscks and
could coincide with the beginning of calcite layer production, which occurs after metamorphosis,
at the spat stage. These sequences are poorly expressed at the spat stage, however, compared with the
pediveliger stage, although no quantitative relationship has yet been established between the RPKM
value observed for any mRNA of sequences in the dataset and the abundance of the corresponding
protein. Nevertheless, these sequences are also poorly expressed at the adult stage, particularly
in the mantle, the organ responsible for shell synthesis. In contrast, a recent study on C. virginica
showed the succession of two adhesion strategies during the transition of pediveliger larvae to spat [9]:
the secretion of the organic adhesive by the pediveliger larva is followed by the secretion of an
adhesive containing a larger inorganic fraction, allowing adherence to the substrate of the growing
shell. It also appears that adhesive proteins in molluscks have similar molecular domains and functions
to so-called calcifying proteins. Thus, the detection of tyrosinase, DOPA chemistry-related proteins,
polysaccharide-binding domains, vWF domains and EGF domains are often common to adhesion
proteins [66], including those involved in bivalve mollusck byssus [27,54] and calcification [46].

Calcium-binding sequences were selected: three protocadherin Fat 4-like proteins (CGI_10008331,
CGI_10018326 and CGI_10022907) and a putative calmodulin (CGI_10006247) containing multiple
EF-hand domains. An EF-hand domain consists of two alpha helix forming a loop by interaction with
a Ca2+ ion. A sequence annotated as hypothetical protein (CGI_10025191) also presents two EF-hand
domains. Extracellular proteins containing an EF-hand domain were reported in the calcification
process in pearl oysters [67]. Calmodulin is a ubiquitous protein, involved in calcium metabolism.
In oysters, this protein plays an important role in calcification [68]. Protocadherin Fat 4 proteins contain
multiple cadherin domains, which could be involved in cell binding [69]. Many protocadherin Fat 4
proteins have been described as involved in the development of the nervous system in cephalopods [70].
In contrast, proteins containing a Ca2+-binding site play a role in many cellular processes (homeostasis
maintenance, muscle contraction, cell differentiation, cell adhesion, immunity, signal transmission) [71].

To date, no proteins containing EF-hand domains have been reported in bioadhesives composition.
However, calmodulins were detected in the adhesive organs of urchins and could play a role in
exocytosis of adhesive [72]. The role of these sequences, specifically expressed at the pediveliger
stage in C. gigas, remains unknown. It could coincide with the morphogenesis of the foot and the
development of the nervous system, but also with metamorphosis or with the secretion of the shell
and its adhesive matrix after metamorphosis [9].

Six sequences (CGI_10010615, CGI_10006917, CGI_10006919, CGI_10006920, CGI_10006921, and
CGI_10006922) coding for proteins with a C-type lectin domain (EKC18891, EKC42164, EKC42165,
EKC42166, EKC42167 and EKC42168) were selected. A C-type lectin domain is a calcium-dependent
polysaccharide-binding domain [73]. These six sequences are also related to perlucin. Perlucins
are proteins involved in calcification, implicated in the nucleation of calcium carbonate crystals [74].
However, the expression profile of these sequences raises doubts about their true function in C. gigas
larvae. The sequences CGI_10010615 (EKC18891), CGI_10006917 (EKC42164) and CGI_10006920
(EKC42166) were annotated as aggrecan core protein, asialoglycoprotein receptor 2 and C-type
mannose receptor 2, respectively. In vertebrates, aggrecan core protein is a constitutive protein
of cartilage [75]. Perlucin-like sequences were identified in the foot of Chlamys farreri [12]. It is
possible that these sequences are directly involved in the composition of the adhesive. Indeed, C-type
lectin domains are present in many bioadhesives [47,55,76–78]. In addition, the sequences EKC18891,
EKC42164, EKC42165, EKC42165, EKC42166, EKC42167, and EKC42168 have 46%, 48%, 44%, 47%,
44%, and 48% homology (E-values: 1 ×10−47, 2 × 10−47, 7 × 10−41, 7 × 10−41, 4 × 10−45, 2 × 10−39 and
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3 × 10−48), respectively, with the foot protein 1 (AIWO4139) from Atrina pectinata [47]. The multiple
alignment of the sequences indicates that the homology comes from the C-type lectin domain (Figure 1).

The shell of mollusck larvae is composed of a polymorphic inorganic matrix of CaCO3 and an
organic matrix, the periostracum. The link between the adhesive and the shell could involve bonds
with the periostracum. The periostracum is composed of glycoproteins and polysaccharides such as
chitin [79]. It is highly likely that the C-type lectin domain present in perlucin-like sequences allows a
link between the periostracum and the adhesive.

3.5. Hypothetical Sequences

Twenty-one sequences were annotated as hypothetical proteins, fifteen of which had extracellular
localization according to DeepLoc 1.0 (CGI_10010208, CGI_10004853, CGI_10002578, CGI_10001746,
CGI_10013386, CGI_10005578, CGI_10013385, CGI_10003237, CGI_10025142, CGI_10009961,
CGI_10012470, CGI_10016093, CGI_10016094, CGI_10026725, and CGI_10008429). The sequence
CGI_10022908 had a transmembrane domain and a predicted localization in the endoplasmic reticulum.
When further information is available about these genes, it will be possible to suggest the roles they
could play in adhesion.

4. Hypothetical Model of Molecular Interactions within C. gigas Adhesive

In silico analysis of transcriptomic data on the C. gigas oyster [24] made it possible to select
transcripts that were over-expressed at the pediveliger stage. After analysis of the conserved domains
and repeat sequences of the 59 selected transcripts, it appeared that the majority probably had an
extracellular localization and potential roles in adhesion. These results must be treated with caution,
however, based on the analysis of the transcriptome. They do not validate the presence of the proteins
encoded by the identified genes. Hypothetical involvement in adhesion of some protein domains
identified in genes specifically expressed in the pediveliger stage of C. gigas is shown in Figure 2.

Figure 2. Schematic representation of the hypothetical molecular interactions involved in the
adhesion of C. gigas pediveliger larvae, based on the selection of genes specifically expressed at
the pediveliger stage.

Thus, the presence of structural proteins such as collagen and proteins rich in vWF domains
is in accordance with the fibrous structure of the adhesive secreted by C. gigas pediveliger larvae.
These proteins can be proposed as the structural components of the fibers and central matrix of the
adhesive. In addition, the presence of vWF-A domains in an extracellular collagen sequence and
vWF-D domains within an IgGFc-binding protein may indicate that these domains could be involved
in the adhesive structure by mediation of protein aggregation.
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The adhesive of C. gigas has the particularity of having its upper part in contact with the shell of the
left larval valve. This shell is composed of calcium carbonate and an organic matrix, the periostracum.
Since the periostracum is composed of glycosylated proteins and polysaccharides, it is likely that
perlucin-like proteins containing a C-type lectin domain could mediate linkage between the adhesive
and the periostracum.

The secreted adhesive needs to be resistant to the environment and not degraded until the shell
of the spat has reached a sufficient size for the oyster to remain attached to the substrate. Sequences
selected in this study and annotated with protease and peroxidase inhibitory domains could have a
role in protecting the adhesive against bacterial degradation. In addition, the distribution of C. gigas
on the foreshore means that the adhesive will potentially be exposed to UV radiation, desiccation,
fresh water and high temperatures, which could be stress factors for this material.

The chemical bonds involved in the structure of the adhesive, and in linkage to the substrate,
could be of a diversity of types. The cysteine-rich domains observed in some sequences (EKC18864
| CGI_10010553, EKC18865 | CGI_10010554, and EKC18868 | CGI_10010557) may be involved
in the structural conformation of these proteins, but also in the establishment of disulfide bonds.
Disufide bonds can also be established between other proteins containing cysteines in their sequences.
The selection of sequences coding for enzymes involved in redox mechanisms (tyrosinases, peroxidase)
could potentially indicate the biosynthesis of DOPA and these derivatives. This makes it possible to
consider adhesion mechanisms in pediveliger larvae similar to those described in the byssus of adult
bivalve molluscks. Peroxidases and tyrosinases can thus allow the formation of dityrosine bonds,
and DOPA or DOPA-quinone groups, respectively. DOPA can mediate linking between adhesive
and substrate, but also between the proteins in the adhesive, by covalent bonds or ionic interactions.
Ionic interactions could also occur within the adhesive, particularly due to the presence of sequences
with domains having a calcium affinity (cadherin, EGF, EF-hand). It is possible that the difference in
structure observed between the inner and outer zone of the adhesive in C. gigas [4] may result from
the presence in the outer zone of proteins or chemical groups allowing the establishment of a greater
number of covalent bonds or ionic interactions, resulting in a tightening of the adhesive mesh.

5. Materials and Methods

Table S14 “Transcriptomic representation of genes (RPKM) at different developmental stages
and in different adult organs” was downloaded from the C. gigas genome publication on the Nature
website [24]. Stages were defined by the number of days after fertilization of the larval cohort. Thus,
P1 and P2 were defined as the pediveliger stage at 18 days post-fertilization (precisely sampled at
18 days and 45 min and at 18 days, 4h and 35 min after fertilization). In order to identify genes
potentially involved in adhesion, sequences with “strong” RPKM at stages P1 and P2 relative to the
other stages were selected according to the following thresholds:

• RPKM of stages E to U6, stages S and J, and adult organs less than 20% that of P1 or P2.
• RPKM of stages LU1, LU2 below 70% that of P1 or P2.

LU1 and LU2 correspond to “later umbo larvae 1” and “later umbo larva 2” at 14 and 15 days
post-fertilization, respectively. The RPKM selection threshold of these two stages was higher than for
other larval stages according to the potential heterogeneity of the larval cohort and potential RNA
synthesis before settlement at the pediveliger stage.

The protein sequences corresponding to the selected genomic sequences were then searched for
on the NCBI database. Functional annotation of protein sequences was performed with BLAST2GO
4.0.7 software. A BLASTP search was performed with BLASTP2.7.1 + (NCBI) from BLAST2GO in
the non-redundant protein database (nr) on 23 August 2018. Conserved domains and repetitive
sequences were predicted with InterPro [25], and subcellular localization was predicted with DeepLoc
1.0 program [26]. Sequences of interest were then also submitted to Phyre2 to search for protein
similarities based on protein structure prediction [65].
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6. Conclusions

Our in silico analysis successfully identified genes specifically expressed at the pediveliger stage
in C. gigas. The majority of these genes were annotated for proteins containing conserved domains
potentially involved in adhesion of C. gigas. Hypotheses formulated during this analysis advanced our
understanding of larval adhesion in C. gigas. The set of 59 selected transcripts found by this method
are interesting candidates that could be functionally explored by localization approaches (RNA in
situ hybridization, antibody hybridization) and phenotyping approaches (interfering RNA, CRISPR).
Thus, the localization of these transcripts and/or of the corresponding proteins within the pediveliger
larvae and/or adhesive imprints is needed in order to validate their respective involvement in adhesion.
The localization of these proteins would also make it possible to define molecular interactions and
bonds involved in the structure of this adhesive. However, our results are based on gene expression
and are thus not a perfect reflection of the real protein composition of the adhesive. Indeed, despite the
precautions taken in the sequence selection protocol (time window tightened around the pediveliger
stage), regulatory mechanisms between the mRNA and its translation into protein are multiple. Larval
adhesives are difficult to describe and characterize because of the small amount of material and the
resistance of these matrices. Our results represent significant progress about oyster larval adhesive,
and open new possibilities for further analysis on this bioadhesive.
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Abstract: This study explicates molecular insights commencing Self-Incompatibility (SI) and CC
(cross-compatibility/fertilization) in self (SP) and cross (CP) pollinated pistils of tea. The fluorescence
microscopy analysis revealed ceased/deviated pollen tubes in SP, while successful fertilization
occurred in CP at 48 HAP. Global transcriptome sequencing of SP and CP pistils generated 109.7
million reads with overall 77.9% mapping rate to draft tea genome. Furthermore, concatenated
de novo assembly resulted into 48,163 transcripts. Functional annotations and enrichment analysis
(KEGG & GO) resulted into 3793 differentially expressed genes (DEGs). Among these, de novo
and reference-based expression analysis identified 195 DEGs involved in pollen-pistil interaction.
Interestingly, the presence of 182 genes [PT germination & elongation (67), S-locus (11), fertilization
(43), disease resistance protein (30) and abscission (31)] in a major hub of the protein-protein
interactome network suggests a complex signaling cascade commencing SI/CC. Furthermore,
tissue-specific qRT-PCR analysis affirmed the localized expression of 42 DE putative key candidates
in stigma-style and ovary, and suggested that LSI initiated in style and was sustained up to
ovary with the active involvement of csRNS, SRKs & SKIPs during SP. Nonetheless, COBL10,
RALF, FERONIA-rlk, LLG and MAPKs were possibly facilitating fertilization. The current study
comprehensively unravels molecular insights of phase-specific pollen-pistil interaction during SI and
fertilization, which can be utilized to enhance breeding efficiency and genetic improvement in tea.

Keywords: gene expression; interactome; microscopy; fertilization; self-incompatibility; transcriptome; tea

1. Introduction

The purpose of pollination is fertilization and seed production to secure future survivability.
Charles Darwin pioneered studies on the phenomenon of self-incompatibility in flowering plants
“which are completely sterile with their own pollen, but fertile with that of any other individual
of same species” [1]. This incapacity for self-pollination impeding self-fertilization is defined
as self-incompatibility (SI). It is a genetically controlled mechanism that predominantly exists in
flowering plants to overcome inbreeding depression and provides a high level of heterozygosity [2].
Self-incompatible plants have evolved genetic systems to prevent self-fertilization by recognition
and rejection of pollen/pollen tube (PT) expressing the same allelic specificity either with pistils
(pollen-pistil incompatibility) or ovular vicinity (ovular incompatibility/late-acting incompatibility),
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and post-fertilization mortality (post-zygotic incompatibility), inhibiting seed set [3]. Depending on the
genetic control system, SI may be homomorphic or heteromorphic under the control of sporophytic or
gametophytic conditions, and is categorized into three mechanisms, namely homomorphic sporophytic,
homomorphic gametophytic and heteromorphic self-incompatibility [4,5].

Although SI has been widely studied in various angiosperms, nevertheless, molecular
insights remained limited to Brassicaceae, Plantaginaceae, Rosaceae, Solanaceae and Papaveraceae.
Among these, Brassicaceae possesses Sporophytic Self-Incompatibility (SSI), wherein, S-alleles of both
the parents determine pollen’s compatibility [6]. The mechanism is controlled by a tightly linked
allele of stigma-specific S-receptor kinase (SRK) and pollen-specific S-locus cysteine-rich protein
(SCR)/s-locus protein 11 (SP11), often referred as S haplotype [7]. The pollen germination in plants
with similar S-haplotype is obstructed by inhibition of a stigmatic compatibility factor, Exo70A1 by
regulating the pollen hydration via water transport from papilla cells in stigma to facilitate the pollen
germination [8].

The members of Plantaginaceae, Rosaceae & Solanaceae exhibit Gametophytic Self-Incompatibility
(GSI), wherein the female determinant S-RNase acts as a cytotoxin inhibiting pollen with similar
S-allele. A group of pollen determinant S-locus F-box (SLF/SCF complex) found in the vicinity
of S-RNase gene in Petunia was controlling the pollen specificity commencing for either GSI or
fertilization/cross-compatibility (CC) [9]. Furthermore, non-self S-RNase were targeted by pollen
specific SCF complex and undergoes ubiquitin-mediated degradation inside the cross PT, while self
S-RNase were not blocked by SCFs, subsequently degrading the pollen’s RNA and arresting PT
growth [10]. Additionally, the roles of Pectin methyl esterase (PME) and pectin methyl esterase
inhibitors (PMEI) were also reported in GSI in Solanum species [11]. Another type of GSI is reported
in Papaveraceae, wherein Ca2+ mediated programmed cell death (PCD) occurs in self PT, preventing
fertilization [12]. A recent transcriptome study in Pyrus species indicated a role of ATPase in SI through
the calcium signaling pathway during the onset of pollination [13]. Moreover, late acting pre-zygotic SI
or ovarian SI has been predominantly reported in Winteraceae, Theaceae, Malvaceae, Apocynaceae and
Bignoniaceae families (eudicots); and Velloziaceae, Iridaceae, Amaryllidaceae and Xanthorrhoeaceae
in monocots [4,14]. In some plant species like Melaleuca alternifolia, Acacia retinodes and Theobroma cacao,
the PT normally grows up to ovary but failed to penetrate the ovule; while Asclepiassyriaca and
Spathodea campanulate have been reported with post-zygotic LSI having abnormal/no seed set [15,16].

Tea (Camellia sinensis (L) Kuntze), indigenous to India and China, has been among the most
profitable cash-crop across the globe. It is chiefly used as a ‘health/energy drink’ due to its ability
to accumulate beneficial ingredients (mainly polyphenols) [17,18]. Belonging to family Theaceae,
commercially important tea species have been classified into Chinese (Camellia sinensis var. sinensis),
Assam (Camellia sinensis var. assamica) and Cambod (Camellia sinensis var. assamica subssp. lasiocalyx)
forms of tea [19]. Due to tea’s high economic value, breeding efforts have been made for its genetic
improvement, though these efforts are still incomplete due to certain bottlenecks such as a high
outcrossing nature (allogamy), profuse phenotypic variation, perennial, long gestation periods,
high inbreeding depression and self-incompatibility contributing to tremendous heterozygosity in
tea [20,21]. Hence, conventional clonal propagation is preferred over natural propagation to maintain
the quality lines. Considering the multiple advantages of cost-effective next-generation sequencing
(NGS) technologies for molecular dissection of complex traits [22,23], an earlier study suggested
involvement of the SCF complex and S-RNase during SI in the style [24]. Furthermore, investigations
of ion components in self and cross pollinated pistils indicated the role of Ca+2 and K+ signal during
SI [25]. Additionally, microscopy studies revealed LSI or ovarian sterility with pollen tube growth
arrest in the SP ovary [26]. However, being a novel SI system, limited information is available
regarding molecular insights regulating LSI response due to unidentified pollen/pistil factor having
an important role in SI/CC reactions in tea [25,26]. In the current study, novel candidates involved
in pollen-pistil interaction (LSI & fertilization) were identified by comparing the transcriptome of
self-(SP) and cross-pollinated (CP) pistils in tea using high-throughput NGS technology. Furthermore,
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tissue-specific relative expression (style vs. ovary) of key genes provides a better understanding of the
spatial transcriptional changes throughout the pistil during LSI. The results generated in this study
elucidates important insights to understand the molecular mechanisms of LSI in light of fertilization
in tea.

2. Results

2.1. Field Study and Microscopy Analysis

Pistil of both accessions (SA-6 and T78) possess wet type stigma with an ascending type style
and syncarpous superior ovary [27]. The 24 h after Pollination (HAP) pistils were observed with
PTs elongation up to the terminal region of style towards ovary in each case (Figure 1A). At 48 HAP
Cross Pollinated pistils (CP), higher abundance of PT density and embryo sac with infiltrating PTs
was observed in style and ovary, respectively (Figure 1B,C). In contrast, 48 HAP “Self-pollinated
SA-6” (SP_S) and “Self-pollinated T78” (SP_T) exhibited less PT density in style with ceased/deviated
PT towards integuments or other connective tissues in ovary (Figure 1B,C). A significant number of
fertilized ovules (~97%) were recorded in reciprocal crosses of CP ovaries (SxT & TxS) at 48 HAP, while
being insignificant in SP_S (1.1%) and SP_T (1.6%). However, a significant number of ovaries with
abnormal PT behavior (ceased/deviated) near the micropyle in SP_S (98.8%) and SP_T (98.4%) was
observed (Figure 1E and Table S1). Furthermore, a field study revealed ~60% fruit set at 180 Days
after Pollination (DAP), and a seed set was observed at 360 DAP in both CP pistils (Figure 1D).
In contrast, abortive ovules were also observed at 144 HAP in SP pistils [Figure 1C(c,f)]. Considering
the microscopy inferences, 48 HAP was found to be an appropriate time to capture both fertilization and
self-incompatible interactions for molecular analysis in our study. Additionally, a significant number
of fertilization events with a strong positive correlation was recorded in both the reciprocal crosses
(SxT and TxS) at 48 HAP, therefore, a single cross SxT of CP was utilized for transcriptome analysis.
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Figure 1. Pollen tube (PT) growth in self-pollinated pistil (SP) and cross-pollinated pistil (CP). (A) PT
elongation in stigma (a–c), mid stylar region (d–f) and terminal stylar region (g–i) at 24 HAP SP and
CP style. (B) PT growth in stigma (a–c), mid stylar region (d–f) and terminal stylar region (g–i) at 48
HAP SP and CP style. (C) PTs cessation (a,d,e) and deviation (b) at 48 HAP with abortive ovules (c,f)
at 144 HAP in SP ovaries; PT (callose fluorescence) inside ovules (g), PTs infiltrating embryo sac (h),
fertilized ovule with degenerated synergid (i) at 48 HAP CP ovaries. (D) 180 DAP fruit morphology
and anatomy in CP pistil (a), 360 DAP seed morphology in CP pistil (b). nu represents nucellus,
EA: Egg apparatus, in: integuments, ii: inner integument, oi: outer integument, mi: micropyle, sy:
synergid, dsy: degenerated synergid, EC: Egg Cell, LEN: liquid endosperm, loc: locule, SC: seed coat
(E) Graphical representation of microscopy inferences showing number fertilized ovules, number of
ovules with PT deviation and number of ovules with PT cessation near micropyle at 48 HAP SP and
CP pistils.

2.2. Illumina Sequencing, Sequence Assembly and Functional Annotation

Based on microscopy inferences, cDNA libraries of self (SP) and cross-pollinated CP pistils
were sequenced to surmise the global molecular insights of pollen tube-pistil interaction. Overall,
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91.2 million filtered reads were obtained after quality filtering of 109.7 million raw reads (Figure S1).
The de novo assembly of high-quality reads yielded 51,489 (average length: 543 bp; N50:719 bp) and
68,176 (average length: 776 bp; N50:960 bp) transcripts using CLC genomic workbench and TRINITY,
respectively (Table S2). Furthermore, the assembled transcripts obtained from both assemblers were
concatenated and clustered into 48,163 high-quality non-redundant (NR) transcripts. Additionally,
reference-based assembly resulted in a 77.9% overall mapping rate of filtered reads (SP_S, 81.1%;
CP, 77.9% and SP_T, 74.7%) with the tea draft genome [28].

To obtain the global functional insights of assembled transcripts, sequence homology search
(BLASTx) was performed with various publicly available protein databases annotating 35,136 (73%),
33,017 (68.56%), 26,945 (55.9%) and 31,798 (66.02%) transcripts with NCBI’s nr, EggNOG, Swiss-Prot
and TAIR10, respectively. The gene ontology (GO) annotation identified 23,996 transcripts assigned
with 82,326 GO terms and classified them into the biological process (52%; 17 sub-categories), molecular
function (22%; 7 sub-categories) & cellular component (26%; 8 sub-categories) (Table S3 and Figure S2a).
Furthermore, a sequence search with Plant-TFDB resulted into 17,760 (36.56%) transcripts representing
58 transcription factors families. Among these, transcripts encoding basic helix-loop-helix transcription
factor (bHLH) were the most abundant (2429 transcripts) followed by NAC (1663), MYB-related (1584),
ERF (1278) and C2H2 (1038), (Figure S2b). Moreover, 378 pathways representing “metabolism” (44.5%),
“genetic information & processing” (46.7%) and “signaling & cellular processes” (8.8%) exhibited
significant enrichment in the KEGG pathway (Figure S2c).

2.3. Global Transcripts Expression Dynamics and Gene Ontology Enrichment Analysis

To elucidate molecular insights and key regulators involved in SI and fertilization, differential
gene expression (DGE) of self (SP_S and SP_T) and cross-pollinated (CP: SxT) pistils resulted into 3793
(SP_S vs. CP), 3530 (SP_T vs. CP) and 3423 (SP_S vs. SP_T) differentially expressed (DE) genes in
de novo DGE analysis (p-value & FDR ≤ 0.05) (Table S4). While the reference genome based DGE
yielded 1847 (SP_S vs. CP), 1919 (SP_T vs. CP) and 1298 (SP_S vs. SP_T) DE genes with p-value &
FDR ≤ 0.05 (Table S5). Moreover, the gene ontology (GO) enrichment analysis revealed a maximum
enrichment of GO categories in CP followed by SP_S and SP_T, respectively (Figure S3). The categories:
“signal transduction”, “pollen-pistil interaction”, “embryonic and post-embryonic development” of
biological process and “hydrolase”, “transferase”, “kinase”; “signal transducer & receptor activity”;
and “proteasome & its regulatory complexes” of molecular function exhibited significantly higher
enrichment in CP (Figure S4). However, “cell death” and “response to stress” showed significantly
higher enrichment in SP pistils (SP_S and SP_T) (Figures S5c and S6c).

2.4. Phase Specific Differentially Expressed Transcripts Involved in Pollen-Pistil Interaction

Based on the global expression and GO enrichment analysis, 195 significantly DE transcripts
(considering both de novo and reference-based DGE along with their functional relevance in SI &
fertilization) were extracted and categorized into five phases during pollen-pistil interactions [29].
These phases include pollen germination in stigma region (Phase I), PT elongation in the upper
stylar region (Phase II), PT elongation and incompatible interactions in the style transmitting tract
(Phase III), PT ovular guidance and LSI interactions (Phase IV) and ovarian region encompassing
genes involved in fertilization (Phase V) (Table S6). The transcripts corresponding to genes
involved in the pollen germination of phase I (Exo70A1, SRK, CER4) along with gametophytic
self-incompatibility of phase II-III [S-RNase (csRNS), SKIP (ABI1 and EBF1), F-box like (FBL), Pectin
lyase (polygalacturonase, PGLR; Exo-polygalacturonase, ExoPG)] and some disease resistance proteins
(DRPs) were significantly upregulated in SP. Meanwhile, transcripts involved in normal PT elongation
in style of Phase III (ANXUR-rlk, 26s proteasome, LAT52, Root hair defective (RHD), Lipid transfer
proteins (LTP), Arabinogalactan protein (AGP)); PT-ovular guidance of phase IV [Rapid alkalization
factor (RALF), COBL10, SETH, K+ transporters] and fertilization of phase V [FERONIA-rlk, LORELEI
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like glycoprotein (LLG), PMEI, GEX and ECP] along with auxin biosynthesis and auxin response
factors (ARF) exhibited higher expression in CP (Figure 2).

Figure 2. Schematic representation of PT elongation inside self and cross-pollinated pistil [Self PT:
deviated (red) and ceased (brown), cross PT fertilization (purple)] as observed in microscopy, along with
expression pattern of transcripts involved in different phases of pollen-pistil interaction. The heatmap
represents expression pattern (log2 transformed FPKM) in yellow-blue scale. (A) Transcripts expression
of genes involved in pollen germination and PT elongation (Phase I & II); (B) PT elongation in
mid-stylar region and incompatible interactions (Phase III); (C) PT ovular guidance/rejection (Phase IV);
(D) fertilization in cross-pollinated (Phase V) and; (E) disease resistance proteins.

2.5. Protein-Protein Interactome Network Analysis

To identify the key regulatory genes and their involvement in complex signaling pathways
during pollen-pistil interactions, a predetermined AtPIN (Arabidopsis thaliana protein interaction
network) was used [30]. The 195 DE transcripts showed direct interactions with 330 first neighbors
(average number of neighbors: 27.170; network heterogeneity: 0.941 and clustering coefficient: 0.452).
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Interestingly, 182 nodes (1953 edges) were present in the major hub representing PT germination
& elongation (67), S-locus related (13), Fertilization (43), disease resistance protein (DRPs, 30) and
abscission (31) (Figure 3A and Table S7).

 

Figure 3. Predicted protein-protein interactome network of DE transcripts involved in fertilization or
Self-Incompatibility in tea. (A) A major hub of 182 genes interacting with 343 first neighbors (6598
edges), (B) Co-expression network of 169 genes (1417 edges) extracted from 182 genes. (C) Gene
specific predicted PPI-interactome network of S-Locus group (SRKs) and csRNS (C. sinensis). (D) Direct
interactions of S-locus related group and S-RNase. (E) Direct and indirect interactions of transcripts
encoding genes involved in SI and Fertilization.

Furthermore, co-expression analysis revealed 148 genes (105 nodes in major hub) interacting
with 211 first neighbors (2943 edges), displaying 129 incoming and 161 outgoing interactions
(Figure 3B and Table S8). The degree of outgoing edges from node/gene (outgoing interactions)
represents its regulatory function towards the node/gene receiving edges (incoming interaction) [31].
The intra-interactome network among five categories revealed that transcripts belonging to PT
germination & elongation showed maximum outgoing interactions to the disease resistance proteins
(DRP, 29) and abscission (16). Thus, transcripts involved in PT germination & elongation may have
a role in pollen-pistil interaction by regulating DRPs and abscission-related genes. Furthermore,
higher outgoing interactions of fertilization related genes with S-locus related (11), PT germination
& elongation (57) and abscission (26) putatively suggested their major role in regulating PT growth
to undergo fertilization or LSI. Higher outgoing interactions of S-locus related transcripts with the
abscission-related genes, put forward their putative involvement in regulating PT abscission during
LSI (Table 1).
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Table 1. Intra-interactome network analysis among five categories showing a number of outgoing and
incoming interactions.

Outgoing Interactions

Incoming Interactions

PT Germination &
Elongation

S-Locus
Related

Fertilization DRP Abscission

PT germination & elongation 67 3 26 29 16
S-locus related 2 11 5 3 8

Fertilization 57 11 43 5 26
DRP 7 2 6 30 4

abscission 27 10 20 2 31

The direct interactions of S-locus related transcripts with the ovular guidance & fertilization,
abscission, DRP, PT elongation; and indirect interactions with SI related transcripts (csRNS & Exo70A1)
and ovular guidance cysteine rich proteins (RALF) also suggest their regulatory function during SI
and CC. Furthermore, direct interaction of csRNS with AGP8A (autophagy 8A), peroxidase (PAP17),
pectin lyase; and indirect interactions with actin depolymerization factor (ADF) & PMEI indicates
its key role during incompatible interactions. Moreover, the ExoPG recorded direct interactions with
the genes involved in PT growth arrest (PMEI & CPK24) may also have a role in self-incompatibility.
A gene belonging to family receptor-like kinase (ANXUR-rlk) exhibited direct interactions with the
genes involved in normal PT elongation and abscission, which probably suggests its role in normal
PT elongation, and was also recorded with higher expression in CP. Moreover, the genes involved
in ovular guidance GPI-Anchored proteins (COBL10) were found to be directly interacting with
Rapid alkalization factor (RALF), arabinogalactan protein (AGP), Ca++ mediated signal transduction
(csCPK), SETH and ROPGEF. This indicates their role in regulating PT ovular guidance for successful
fertilization. Additionally, another receptor-like kinases (FERONIA-rlk) with significantly upregulated
expression in CP, recorded direct/indirect interactions with fertilization related genes (ROPGEF, LLG,
SETH, MPKs), thus it probably has a role in regulating fertilization (CC) (Figure 3C–E).

2.6. RNA-Seq Data Validation by qRT-PCR

To confirm DGE inferences, qRT-expression validation of 12 key genes involved in pollen-pistil
interaction during SP and CP showed a strong positive correlation with RNA-Seq expression data
using GAPDH as an internal control (Figure 4A,B; Tables S9 and S10).

 

Figure 4. qRT-PCR validation of RNA-seq data using GAPDH as internal control. (A) Significantly
upregulated SI related transcripts in SP pistils. (B) Significantly upregulated fertilization related
transcripts in CP pistils. The bar represents standard deviation (SD) of relative expression for three
replicated, and significance level is represented as stars: p-values (0.001, 0.01, 0.05) <=> symbols
(“***”, “**”, “*”).
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Interestingly, 9 of 12 fertilization related genes were significantly up-regulated in both CP with
respect to their SP pistils (SxT vs. SP_S and TxS vs. SP_T), and recorded a strong positive correlation
[R squared correlation coefficient (R2) = 0.8292] between the two reciprocal crosses of CP pistils (SxT &
TxS) (Figure 5 and Table S10).

 

Figure 5. Relative expression analysis depicting strong positive correlation of reciprocal crosses (SxT
& TxS) in CP pistils using GAPDH as internal control having strong positive correlation (R2 = 0.8292)
between them. The bar represents SD of relative expression for three replicated experiments,
significance level is represented as symbols (“***”, “**”, “*”) <=> p-values (0.001, 0.01, 0.05).

2.7. Tissue-Specific qRT-PCR Expression Dynamics during Pollen-Pistil Interaction

To study tissue and event specific expression, 42 key regulatory transcripts [pollen germination &
elongation (9); ubiquitin-mediated protein degradation (6), ovular guidance (8), fertilization (12) and
disease resistance (7)] were utilized for qRT-PCR relative expression analysis in style and ovary during
SP and CP condition using GAPDH as an internal control (Table S9). A strong positive correlation
in the expression pattern between SP genotypes in stylar (SP_S_style &. SP_T_style; R2 = 0.83) and
ovary (SP_S_ovary & SP_T_ovary; R2 = 0.75) tissues possibly suggests a similar molecular behavior of
incompatibility in both the SP pistils (Figure 6A and Figure S7A). However, an insignificant correlation
in expression pattern between SP and CP possibly suggests a contrasting molecular mechanism
commencing with SI and CC (Figure 6B,C; Figure S7B,C and Table S10).

 
Figure 6. Tissue specific (style vs. ovary) and event specific (SP vs. CP) qRT-PCR expression correlation
plot (correlation matrix and correlogram) of 42 key genes involved self-incompatibility and fertilization.
(A) Tissue-specific correlation between self-pollinated tissues. (B) Event specific correlation between
SP_S style and ovaries and (C) SP_T style and ovaries with respect to CP style and ovaries. The relative
expression pattern is depicted in red-blue scale. Color intensity and size of the circle are proportional to
the correlation coefficients. The legend color in the bottom represents the scale of correlation coefficients.
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The transcripts involved in SI (csRNS & SRK) and pollen tube growth regulator (PMEI, PGLR,
ExoPG) were upregulated in SP_style, while the transcripts participating in PT elongation (LAT52,
cofilin, RHD, FBL) along with Ubiquitin mediated protein degradation (20s, 26s) [29] were highly
expressed in CP_style. However, genes involved in PT-ovular guidance from stylar transmitting tract
to ovule (RALF, LLG & COBL10) and fertilization (FER, GEX, hapless2, MAPKs and ECP) [29,32]
exhibited upregulated expression in CP ovaries, and suggested a higher probability of PT ovular
guidance commencing fertilization (Figure 7 and Figure S8).

 

Figure 7. qRT-PCR expression analysis (log2 fold change) of 42 key genes using GAPDH as internal
control in event specific (A) and tissue specific (B) manner. The positive values (periphery) represent
genes upregulated in SP and style, while negative (center) represents upregulation in CP and ovaries.
(C) Significant relative expression of genes in self and cross-pollinated style and; (D) ovaries with
respect to unpollinated style and ovaries respectively. The error bar in the graph represents SD of
relative expression for three replicated experiments and significance level is represented as symbols
(“***”, “**”, “*”) <=> p-values (0.001, 0.01, 0.05).
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Interestingly, a significantly higher expression of csRNS, PMEI, polygalactuonase (PGLR) and
Exo-polygalaturonase (ExoPG) in SP style [33,34] suggests its role in lower PT growth rate in SP style.
Furthermore, higher expression of ANXUR-rlk in CP_style and SP_ovary, possibly associated with
normal PT elongation in CP_style, while deviation in SP_ovary. Additionally, up-regulated expression
of PMEI in CP_ovary and SP_style might involve in slackening PT elongation to assist PT burst [35].

3. Discussion

The journey to fertilization is arbitrated by a series of complex signaling mechanisms from
stigma to an ovary, wherein PT growth in style can stimulate changes within the ovary [36].
In the present study, the phenological, microscopic and genome-wide expressions forms of analysis
have been comprehensively explored to unravel the complexity of SI/CC in tea. 48 HAP as
implicated in this study was also appropriately reported with the pollen tubes elongation up
to ovary commencing successful fertilization in earlier studies in tea [26]. The concatenated
de novo assembly using two assemblers (CLC and TRINITY) resulted in high-quality non-redundant
transcripts in this study [37]. Furthermore, ≥77 % mapping of reads with the reference genome of
tea suggested quality transcriptome data in this study [28,38]. The higher enrichment of ‘signal
transduction’, ‘post-embryonic development’ and ‘pollen-pistil interactions’ putatively suggests
successful commencement of fertilization in CP (Figure S4), while, ‘cell death’ and ‘response to
stress (endogenous and biotic)’ enrichment indicates the occurrence of SI in SP (Figures S5 and S6) [24].
Additionally, qRT validation of key genes of pollen-pistil interaction suggests the reliability of the
RNA-Seq expression data. Significant abundance of fertilized ovules with a strong positive correlation
in the expression pattern of fertilization related genes in reciprocal crosses (SxT & TxS) suggests the
rare probability of unilateral incompatibility (UI) in tea [39].

Most of the SI related earlier studies have been focused on molecular dynamics between pollen
and style, with limited attention given to the ovary specific events. Hence, the tissue-specific
relative expression of 42 key candidates obtained in the current study were further investigated in a
phase-specific manner (Phase I to V) [40] using stigma-style and ovary to gain a better understanding
of the LSI response in the light of fertilization in tea. Considering an evolution of SI from pathogen
defense mechanisms, the higher expression pattern of defense-related genes (CC-NBS-LRR; NB-ARC
domain) and transcription factors (WD40) in SP suggests their possible involvement in incompatible
PT arrest in tea [16,41].

3.1. Pollen Germination & PT Elongation (Phase I-III)

As reported in Brassicaceae, the pollens were physically adhered to stigmatic papilla cells by
pollen coat proteins and hydrated via Exo70A1 in stigma, wherein pollen coat lipids assist in pollen
hydration to undergo germination [42]. The higher expression of Exo70A1 in SP_style is possibly
responsible for the wet type of stigma with higher stigma receptivity in SP than CP at 48 HAP [27].
Furthermore, lower PT density in SP_style can be attributed by an upregulated expression of SI related
transcripts (csRNS, SRK, SKIP, ADF, pectin lyase, PGLR and Exo-PG) [43]. Moreover, csRNS and
S-locus related transcripts can be considered as key regulators due to their interactions with many
compatibility and incompatibility factors in PPI network analysis. Additionally, indirect interaction of
csRNS with ADF suggests its possible role in programmed cell death (PCD) by depolymerization of
actin cytoskeletons, hence arresting the self PT growth during GSI [10,44]. Considering an indicator
of self-incompatibility, a significantly higher expression of Ca+2 transporters recorded in SP pistils
may be responsible for higher concentration of Ca+2 ions in SP [25]. Nonetheless, the upregulated
expression of transcripts involved in normal PT elongation (ANXUR-rlk, LAT52, cysteine rich proteins
and RHD) and Ubiquitin-mediated S-RNase degradation (20s, 26s proteasome and SCF complex) may
be attributed to higher PT density in the CP style (Figure 8A,B) [29,43].
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3.2. PT-Ovular Guidance (PHASE IV & V)

The higher tissue-specific expression of ANXUR-rlk, cofilin and RHD involved in PT elongation
may be correlated with PT deviation in SP ovaries [45,46]. Additionally, higher expression of csRNS,
PGLR, ExoPG and PMEI in SP (style & ovary) possibly associated with anomalous PT behavior,
suggesting the initiation of LSI in style and its sustenance up to ovary [24]. Nevertheless, higher
expression RALF, GPI-APs (COBL10 and LLG) and SETH in CP ovaries suggests their involvement
during normal PT-ovular guidance (Phase IV) [42]. Furthermore, indirect interaction of S-locus (SRK)
with COBL10 via SETH in PPI network probably suggests its regulation by SRK during compatible
and incompatible interactions. Also, the interaction of SETH with GPI-APs (COBL10 & LLG), calcium
channels (csCPKs) and ROPGEF involved in downstream activation of NADPH-oxidase (increase ROS
level) leads to PT-synergid cell burst, thereby commencing fertilization [25,32]. Additionally, COBL10 is
reportedly involved in regulating PTs cell wall organization via pectin modifications by activating PMEI
causing PT burst during fertilization and is governed by the ovular guiding signals [42]. The higher
expression of PMEIs coupled with lower expression of ANXUR-rlk in SP_style and CP_ov suggests
their putative role in inhibiting self-PT elongation in SP style leading to LSI, and cross-PT inhibition in
CP ovary commencing successful fertilization [35,47] (Figure 8).

During fertilization (Phase V), the female “FERONIA dependent signaling pathway” is activated
within synergid, while the male “ANXUR dependent signaling pathway” is deactivated in compatible
PT [48]. In the current study, ANXUR-rlk and PME were found to be co-expressed in network analysis
with significantly higher expression in CP_style and SP_ovary, which can be correlated with normal PT
elongation by regulating PME. Meanwhile higher PMEI expression coupled with low ANXUR-rlk in CP
ovary were possibly involved in the commencement of fertilization (Figure 8C) [35,47]. Additionally,
the presence of FERONIA-rlk in the major hub having direct interactions with transcripts involved in
the fertilization suggests its key regulatory role in commencing fertilization. Moreover, upregulated
expression of FERONIA-rlk along with genes involved in double fertilization (GEX, HAP2 and BAHD
acyltransferase) and transcription factor MAPK3 (Mitogen-activated Protein Kinase 3) can be correlated
with higher frequency of fertilized ovules in CP ovaries as observed in microscopy [32].

4. Materials and Methods

4.1. Plant Material

Two self-incompatible tea accessions, SA-6 and Tukdah (T)-78 with high level of cross-
compatibility [19,49] were selected in this study. These accessions were maintained at the CSIR-Institute
of Himalayan Bioresource Technology, Palampur, India (1300 m altitude; 32◦06′ N, 76◦33′ E). Controlled
pollination was carried out at the balloon stage (flowering) during October to December in three
subsequent years (2013-2015). Enlarged and about to open floral buds with maximal stigmatic
receptivity were emasculated, bagged and pollinated next day between 8:30 to 10:00 AM, followed
by immediate re-bagging after pollination. The experimental analysis was performed in three
combinations as “Self-pollinated SA-6 (SP_S)”; “Self-pollinated T78 (SP_T)” and “Cross-pollinated SA-6
x T78 and T78 x SA6 (CP)”. Pistils at 24 and 48 HAP were fixed for microscopy. A total 320 pollinated
pistils (40 each for SP_S, SP_T and CP at 24 and 48 HAP) were collected for the microscopy, while some
were leftover in the field to monitor the subsistent fruit and seeds set.

4.2. Microscopic Analysis

Twenty-four HAP and 48 HAP pistils were harvested and fixed in FAA fixative solution
(Formaldehyde: Acetic acid:Alcohol::1:1:18) to target the PTs localization inside female gametophyte
(pistil). Of the forty pistils, twenty each were used to trace the PTs inside stigma-stylar region using
squash method and for targeting the PTs inside the ovary using microtome. For squash method,
the pistils were fixed in F.A.A. for 24 h and stained using the aniline blue staining protocol [50].
Furthermore, 10 μm thin transverse sections of paraffin wax embedded ovaries were performed using
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microtome (Thermo Shandon Finesse microtome, Thermo Fisher Scientific, Waltham, MA, USA).
Sections were mounted and stained using 0.1% aniline blue staining solution. The mounted stained
samples and squashed samples were scanned and captured using Fluorescence microscope with
AxioCam Zeiss MR Lenses (Oberkochen, Germany). Chi-square test was used to assess significance
level of microscopy data to affirm the distinctness (p < 0.05) among collected samples.

4.3. RNA Extraction, cDNA Library Preparation And Illumina Sequencing

Based on microscopy inferences, 48 HAP pistils of SP_S, SP_T and CP (SxT) in ten biological
replicates were collected and snap-frozen to liquid nitrogen for total RNA extraction using IRIS
method [51]. The RNA was quantified on NanoDrop 2000 (Thermo Scientific, Waltham, MA, USA),
and quality was assessed on 1% formaldehyde agarose gel (MOPS) and Agilent Bioanalyzer with
RNA 7500 series II Chip (Agilent Technologies, CA, USA). The RNA samples with RIN (RNA
Integrity Number) value greater than 8 and the final concentration of 4.0 μg were used for cDNA
library preparation.

Eight cDNA libraries in biological replicates SP_T (3), CP (3) and SP_S (2) were constructed using
the illumina Truseq RNA Sample prep v2 LS Protocol (Illumina Inc., CA, USA). The libraries were
quantified on Qubit 2.0 fluorometer (Invitrogen, USA), while quality was assessed using an Agilent
2100 Bioanalyzer (Agilent Technologies, CA, USA). The paired-end (PE) (2 × 72 bp) sequencing was
performed using Illumina GAIIx.

4.4. Quality Filtering, Sequence Assembly and Differential Expression Dynamics

The base calling and demultiplexing of raw data obtained from GAIIx run was performed using
Illumina Casava 1.8.2 pipeline (http://support.illumina.com/). The demultiplexed raw reads were
filtered using NGS QC Toolkit [52]. Filtered fastq reads were de novo assembled using both CLC
Genomics Workbench 6.5 (CLC Bio-Qiagen, Aarhus, Denmark) and TRINITY RNA-Seq ver. 2.3.0 [53]
with default parameters. Both of the assemblies were combined independently to optimize the
coding region of transcriptome as discussed by Cerveau and Jackson (2016) [37]. The intra-assembly
clustering of both the de novo assembled transcripts was performed using CD-HIT-ESTver4.6
clustering tool [54]. The unique transcripts derived from both the assemblies were concatenated
and ORFs were detected using TransDecoder ver.3.0.1. These ORFs were further re-clustered based
on their sequence similarity, yielding non-redundant high-quality transcripts. Individual sample
reads were then separately mapped to the concatenated transcripts using Bowtie 2 and normalized
to estimate transcript abundance and DE. The Transcript abundance was estimated using RPKM
(Reads Per Kilobase of transcript per Million mapped reads) [55,56]. The differential gene expression
between self-pollination (SP_S and SP_T) and cross-pollination (CP) events were estimated using
the edgeR tool [57,58]. The p-values of DE transcripts were adjusted for multiple testing by the
Benjamini-Hochberg false discovery rate (FDR) method [59]. The transcripts with FDR ≤0.05 and log2

FC ≥1 & ≤−1 were extracted for downstream analysis. Transcripts abundance (RPKM) was illustrated
as a heatmap using MeV package v.4.9.0. Furthermore, with the advent of draft tea genome [28],
reference-based DGE was also performed using Tuxedo reference genome based assembly pipeline
with default parameters [60]. The sample-specific filtered reads were mapped to reference genome
using TOPHAT ver2.1.0. Cufflink was used to assemble the transcriptome and estimate transcript
abundance followed by Cuffmerge, to merge all the assemblies and estimate expression level. The DE
transcripts between CP and SP conditions were compared using Cuffdiff. The TransDecoder ver.3.0.1
was used to extract the longest coding sequence using the merged GTF file obtained as an output
from cuffmerge.

4.5. Transcripts Homology, Functional Classification and GO Enrichment Analysis

The de novo assembled transcripts were subjected to blastx analysis against the protein
sequences in NCBI’s nr, Swiss-Prot, TAIR10, EggNOG v4.5 (http://eggnogdb.embl.de/), KEGG (http:
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//www.kegg.jp/kegg/tool/annotate_sequence.html) and Plant Transcription Factor Database (http:
//planttfdb.cbi.pku.edu.cn/) considering e-value ≤ 1 × 10−5 to retrieve the top hits with functional
attributes showing highest sequence similarity with the assembled transcripts. Gene enrichment
was estimated using AgriGO toolkit. TAIR orthologous ID of DE transcripts was retrieved for GO
enrichment using singular enrichment analysis (SEA) in AgriGO toolkit [61]. Plant GO slim was
performed using Fischer statistical analysis (Hochberg-FDR adjustment cut-off <0.01) for optimal
gene enrichment and represented in a hierarchical semantic similarity based scattered model and
treemap (Figure S3). The in-silico enrichment analyses were computed using Bioconductor R package
version 3.2.3. The GO terms were grouped into three categories: molecular function, biological
processes, and cellular component. The over and under-represented GO terms were reduced and
visualized on the Revigo tool using the Fisher-exact test.

4.6. Protein-Protein Interactome Network Analysis

A protein-protein interactome network was built to identify key regulatory genes involved in
incompatible and compatible interactions. The sequences homologues of DE transcripts were extracted
from nr, TAIR and Swiss-Prot protein database and subjected to the STRING interactome public
database for network analysis [62]. A correlation edge was considered as conserved when the selected
tea genes had a significant correlation edge with its respective orthologs in the Arabidopsis thaliana PPI
network. First neighbors of the mapped IDs were selected for predicting their interaction. Subsequently,
a regulatory network was built based on phylogenetic co-occurrence, the number of directed edges,
homology and co-expression of values. This network was visualized on Cytoscape ver. 3.4.0 [63].
Genes of selected categories were represented in circular layouts using a number of directed edges as
an attribute.

4.7. RNA-Seq Expression Pattern Validation Using Real-Time PCR

Differential Gene expression of 12 DE transcripts from RNA-Seq data were validated utilizing
Real time PCR (RT-PCR). The RNA of whole pistil from each SP_S, SP_T and CP was considered
in RNA-Seq validation as utilized in RNA-Seq analysis. Additionally, RNA from SxT & TxS pistils
was also extracted to scrutinize the expression pattern of 9 fertilization related genes between two
reciprocal crosses (Table S9). The first strand cDNA was synthesized using 2 μg of total RNA by Revert
Aid First strand cDNA synthesis kit (Thermo Scientific, USA). Gene-specific primers from selected
transcripts were designed with BatchPrimer3 (http://probes.pw.usda.gov/batchprimer3/). Reactions
were performed in 20 μL reaction volume containing 200 ng template cDNA with FG-POWER SYBR®

Green PCR Master Mix Applied Biosystem (Foster City, CA, USA) and gene-specific primers (Table S9)
in StepOne™ Real-Time PCR System (Applied Biosystem). Specific GAPDH primers were used as
an internal control. The expression analysis of all the genes were performed in three replicates and
relative expression was calculated using comparative Ct values [59,64].

4.8. Tissue-Specific Transcript Expression Analysis Using qRT-PCR

42 putative key candidate genes involved in compatible/incompatible interactions were selected
based on their functional annotation, enrichment and PPI network analysis to assess tissue specific
(style vs. ovary) and event specific (SP vs. CP) relative expression analysis using qRT-PCR. Total
RNA was extracted from both 48 HAP style and ovaries, separately from each SP_S, SP_T and CP
along with their respective controls (un-pollinated style and ovary) using IRIS method [51]. The cDNA
preparation and qRT-analysis were performed as mentioned in the previous section (Section 4.7) using
GAPDH as a reference gene (Table S9). The expression analysis of all the genes were performed in three
replicates and relative expression was calculated using comparative Ct values [59,64]. The relative
expression ratio of SP and CP, style and ovaries were obtained with respect to unpollinated style and
ovaries. Furthermore, ovaries and CP were considered as control in tissue specific and event specific
fold change analysis respectively. Pearson’s correlation coefficient along with their significance were
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computed based on candidate genes specific relative expression ratio to find tissue specific and event
specific correlation and were plotted using the R package.

5. Conclusions

The current study provides a comprehensive atlas of genes and pathways involved in pollen
pistil interaction leading to LSI in light of fertilization in tea. Combined inferences drawn based on
microscopy, genome-wide transcriptome, interactome network and tissue specific qRT-expression
analysis suggests a pre-zygotic type of LSI, which probably initiates in style and sustains up to ovary
with the active involvement of potential candidates belonging to categories cysteine-rich proteins
(RALF), receptor-like kinases (FER-rlk, ANXUR-rlk), GPI-Aps (COBL10, LLG), enzyme (csRNS, PME
& PMEI) and transcription factors (MAPK). The valuable genomic resources and putative master
regulators obtained in this study will promote a better understanding of the molecular mechanism of
pollen-pistil interaction that commences LSI and fertilization in tea. These resources can be employed
to enhance breeding efficiency and genetic improvement in tea and other perennial plant species.

Supplementary Materials: The following are available online at http://www.mdpi.com/1422-0067/20/3/539/s1,
Figures S1–S8; Tables S1–S10. Figure S1: Quality check and filtering of RNA-seq Data. [a] Overall Filtering of Data.
[b] Sample wise Filtering of Data. Figure S2: (a) Overall GO annotation of transcripts categorized into cellular
component, biological process and molecular function, (b) Transcripts annotation with 58 Plant transcription
factors represented in the form of scattered plot, top 20 TF represented in the form of pie chart and (c) KEGG
pathway classification of overall transcripts. Figure S3: Scattered plot of GO terms associated with upregulated
transcripts in (a) SP_S, (b) SP_T and (c) CP condition exhibiting clusters representatives. The matrix was created
using pairwise semantic similarities of GO terms. The semantically similar GO terms were clustered together.
Revigo tree map representation of Upregulated transcripts in (d) SP_S, (e) SP_T and (f) CP condition showing
GO enrichment. The treemap was built using absolute log10 P-value, the blocks with larger area showing
categories with higher GO enrichment and the blocks with similar semantic values are represented with similar
colours. Figure S4: GO enrichment analysis of upregulated transcripts in CP condition [a] Biological Processes;
[b] Molecular Function; [c] Cellular Components. Figure S5: GO enrichment analysis of upregulated transcripts
in SP_S condition [a] Biological Processes; [b] Molecular Function; [c] Cellular Components. Figure S6: GO
enrichment analysis of upregulated transcripts in SP_T condition [a] Biological Processes; [b] Molecular Function;
[c] Cellular Components. Figure S7: Correlation plot representing correlation between event specific and condition
specific RT expression analysis (a) Correlation among SP_S_ss, SP_T_ss, SP_S_ov and SP_T_ov; (b) Correlation
among SP_S_ss, CP_ss, SP_S_ov and CP_ov; (c) Correlation among SP_T_ss, CP_ss, SP_T_ov and CP_ov. The
distribution of each variable is shown on the diagonal with bottom showing bivariate scatter plots with a fitted line
top, showing the value of the correlation. The significance level is represented as stars, each significance level is
associated to a symbol: p-values(0, 0.001, 0.01, 0.05, 0.1, 1) <=> symbols(“***”, “**”, “*”, “.”, " “). Figure S8: Graph
representing log2 fold change expression of 42 key genes using GAPDH as internal control in event specific (A)
and tissue specific (B) manner. The error bar represents SD between three replicated samples. Table S1: Chi-square
estimation of microscopy results. Table S2: Summary details of assembled sequences produced after filtered
reads de novo assembly using both CLC work bench and TRINITY. Table S3: Annotation of assembled sequences
(Transcripts) based on five public databases TAIR, swissprot, nr, KOG (EGGNOG) and Transcription Factors.
Table S4: Differential Gene Expression extracted from de novo assembly using EdgeR tools. Tab 1 showing DGE
between SP_S and CP, Tab 2 DGE between SP_T and CP. Table S5: Differential Gene Expression extracted from tea
reference genome using tuxedo pipeline. The fold change was calculated between SP_S vs CP and SP_T vs CP
using cuffdiff. Table S6: 408 Differentially expressed transcripts encapsulating 195 genes related to fertilization
and incompatibility categorized into five different phases. Table S7: Gene specific interactome network analysis of
differentially expressed genes. Table S8: Gene specific coexpression analysis of differentially expressed genes.
Table S9: Primer details of selected transcripts sequences to assess relative expression analysis using quantitative
Real Time-polymerase chain reaction (qRT-PCR) analysis. Table S10: RNA-Seq validation of DGE with raw Ct
values of reciprocal crosses and tissue specific relative expression analysis with significance test.
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Abbreviations

SI Self-incompatibility
LSI Late-acting gametophytic self-incompatibility
CC Cross-compatibility (Fertilization)
SP Self-Pollinated
CP Cross-pollinated
PT Pollen tube
HAP Hours after pollination
DAP Days after pollination
KEGG Kyoto encyclopedia of genes and genomes
GO Gene ontology
DGE Differential gene expression
NGS next generation sequencing
SLF/SCF S-locus F-box protein
SRK S-receptor kinase
CPK Calcium-dependent protein kinases
TLP Tubby like proteins
RHD Root hair defective
PMEI Pectin methylesterase inhibitor
GEX Gamete expressed
ARF auxin response factors
DRP Disease resistance proteins
RALF Rapid alkalization factors
LLG LORELLEI like glycoprotein
GPI-Ap Glycosylphosphatidylinositol anchored protein
CRP Cystein rich protein
qRT-PCR Quantitative Real-Time PCR
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Abstract: Acute leukemia (AL) is the main type of cancer in children worldwide. Mortality by this
disease is high in developing countries and its etiology remains unanswered. Evidences showing the
role of the long non-coding RNAs (lncRNAs) in the pathophysiology of hematological malignancies
have increased drastically in the last decade. In addition to the contribution of these lncRNAs in
leukemogenesis, recent studies have suggested that lncRNAs could be used as biomarkers in the
diagnosis, prognosis, and therapeutic response in leukemia patients. The focus of this review is
to describe the functional classification, biogenesis, and the role of lncRNAs in leukemogenesis,
to summarize the evidence about the lncRNAs which are playing a role in AL, and how these genes
could be useful as potential therapeutic targets.

Keywords: long non-coding RNAs; cancer; acute leukemia; therapeutic targets

1. Introduction

Leukemia is a group of hematological malignancies characterized by an oligoclonal expansion of
abnormally differentiated, and sometimes poorly differentiated hematopoietic cells which infiltrate
the bone marrow, and could also invade the blood and other extramedullary tissues. In general, AL
can be divided into acute or chronic, and lymphoid or myeloid, according to their progression and
affected lineage, respectively. Thus, we can identify the following subtypes: acute lymphoblastic
leukemia (ALL), chronic lymphoblastic leukemia (CLL), acute myeloid leukemia (AML), and chronic
myeloid leukemia (CML). AL is the main type of cancer in children worldwide [1,2]. In recent
years, it has reported a trend of increase in the incidence AL; notwithstanding, the causes are still
unclear. Studies conducted to identify the etiology of this disease have reported that a genetic
background interacting with environmental factors (i.e., high doses of ionizing radiation, infections,
parental occupational exposures, etc.) could explain this phenomenon [3]; however, the molecular
mechanisms involved are not fully understood. To date, growing data have shown that different
non-coding RNAs (ncRNAs) might be the link between the genome and the environment because
they are closely related to normal physiological and pathological processes [4,5]. ncRNAs, also known
as non-protein-coding RNAs (npcRNAs), non-messenger RNAs (nmRNAs) or functional RNAs
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(fRNAs), are functional RNA molecules which are not translated into proteins [6]. These RNAs consist
of several distinct families which include microRNAs (miRNAs), small nuclear RNAs (snRNAs),
PIWI-interacting RNAs (piRNAs), and long non-coding RNAs (lncRNAs), among others. LncRNAs
are one of the most studied ncRNA types, and play an important role as gene expression modulators
at the epigenetic, transcriptional, and post-transcriptional level. In fact, it has been suggested
that various miRNAs and lncRNAs could act as tumor suppressors genes or oncogenes, because
they regulate directly or indirectly the expression of genes involved in molecular mechanisms as
cell proliferation/differentiation, apoptosis, and metastasis [4,5]. In comparison with miRNAs,
the lncRNAs are more numerous and represents the 41% of the overall ncRNAs. Over the last
years, massive technological tools have been useful to increase the knowledge about lncRNAs that
are abnormally expressed or mutated in AL and the list of relevant lncRNAs in leukemogenesis is
growing rapidly. Moreover, it has reported a distinctive lncRNAs expression signature associated
with AL prognosis, suggesting the potential application of these genes to make treatment decisions.
Here, we review the most recent findings about lncRNAs in AL pathogenesis and their role as
potential biomarkers. We also are pointing out the lncRNAs as promising druggable molecules in the
development of new treatments for leukemia [7]. An electronic search strategy using the biomedical
database of the National Center for Biotechnology Information (NCBI) was conducted. Studies that
combined the keywords lncRNAs with acute leukemia, or acute lymphoblastic leukemia, or acute
myeloid leukemia or hematopoiesis were enclosed.

2. Genetic Features of Acute Leukemia

AL has been recognized as a highly genetically heterogeneous disease, where chromosomal
abnormalities, either numerical (hyperdiploidy and hypodiploidy) or structural alterations
(translocations, amplifications, DNA copy number alterations, insertions/deletions, and punctual
mutations) are usually observed; thus, these alterations are the hallmarks of the leukemic cells
and represent the major class of oncogenic drivers to the disease. Indeed, due to the fact many
childhood ALL cases carry specific fusion genes (MLL gene fusions, ETV6/RUNX1, E2A/PBX1,
etc.) and AML (AML1/ETO, PML/RARα, CBFβ/MYH11, etc.), this gives more evidence that
childhood AL is initiated in utero during fetal hematopoiesis [8]. In addition to the numerical
alterations and common targets of translocations in ALL, this disease is characterized by mutations in
transcriptional factors (AML1, ETS, PAX5, IKZF1, EBF1, ETV6, and STAT), suppressor genes (TP53, RB1,
CDKN2A/CDKN2B, etc.), oncogenes (ABL1, ABL2, CSF1R, JAK2, PDGFRB, and CRLF2), B lymphoid
cell differentiators (IKZF1, TCF3, EBF1, PAX5, and VPREB1), chromatin remodelers, or epigenetic
modifiers (DNMT3A, CREBBP, MLL2, NSD2, EP300, ARID1A, TET2, and CHD6) [9–12]. Data from
the St. Jude/Washington Pediatric Cancer Genome Project (PCGP), that has characterized pediatric
cancer genomes by whole-genome or whole-exome sequencing, revealed that the somatic mutation
rate in childhood ALL ranges from 7.30 × 10−8 per base [13]. In spite of the fact that chromosomal
changes detectable by cytogenetic techniques are present in nearly 75% of the precursor B (pre-B) cell
ALL cases, the gene expression profiling and genome-wide sequencing analyses have showed that B
cell leukemogenesis is more complex [14]. Meanwhile, mutations in nRAS, RUNX1, FLT3, KIT, etc.,
abnormalities of DNA methylation, biogenesis of ribosomes, activated signaling pathways, myeloid
transcription factors, chromatin remodeling, and cohesion complex processes are very common in
AML [15].

The discovery of frequent mutations in epigenetic modifiers genes in AL show that epigenetic
alterations also play a critical role in leukemogenesis. In this regard, it is known that most of the genes
involved in epigenetic process do not code for proteins, and many of them are classified as lncRNAs,
which regulate gene expression through different mechanisms.
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3. LncRNAs Characteristics

lncRNAs comprise a highly functionally heterogeneous group of RNA molecules with sizes
are greater than 200 nucleotides, and, as all the mRNAs usually have more than one exon, most
of them are transcribed by RNA polymerase II (RNA pol II), are capped, may be polyadenylate,
and can be located within the nucleus or cytoplasm. LncRNAs genes differ from mRNAs
because lncRNAs lack protein-coding potential, are mostly expressed in low levels, and show
poor species conservation compared to protein-coding genes (mRNAs). Additionally, lncRNAs
display tissue-specific and development stage-specific expression showing their important role in cell
differentiation mechanisms [16].

The number of lncRNAs is larger than the number of protein-coding RNAs. To date,
the GENCODE project lncRNAs catalog consists of 15,779 transcripts (there are potentially more
than 28,000 distinct transcripts) in the human genome (https://www.gencodegenes.org); nevertheless,
this number could increase, since many primary long non-coding transcripts are often processed into
smaller ncRNAs [17]. ncRNA detection led to a solution for the G-value paradox that states that there
is no correlation between the amount of coding genes and the complexity of the organism, while
we observe a correlation between the complexity of the organism and the ratio of the number of
non-coding genes to total genomic DNA. Nowadays, cumulative evidence exhibits that lncRNAs are
relevant players in many cellular processes either in physiological as well as pathological conditions.
In cancer, the lncRNAs could have oncogenic function and tumor suppressive function since they have
been found as upregulated or downregulated in several types of tumors in comparison to healthy
tissues [18].

4. Biogenesis and Classification

It has hypothesized that most of lncRNAs are originated from (1) the incorporation of the
fragments of original protein-coding genes; (2) juxtaposition of two transcribed and previously
well-separated sequence regions of chromosomes giving rise a multi-exon ncRNA; (3) duplication of
non-coding genes through retrotransposition; (4) tandem duplication events of neighboring repeats
within a ncRNA; and (5) insertion of transcription factor, which is inserted into a sequence.

LncRNAs are transcribed and processed by the RNA pol II transcriptional machinery, thus many
of them undergo post-transcriptional modifications such as 5′ capping, splicing, and polyadenylation.
Nevertheless, there are also nonpolyadenylated lncRNAs that derive from RNA pol III promoters
and snoRNA-related lncRNAs (sno-lncRNAs) expressed from introns via the snoRNP machinery
(with the supplementary production of two snoRNAs). LncRNAs have been mapped into a wide
range of regions, including coding and non-coding regions (intergenic regions, promoters, enhancers,
and introns) [19–27].

To date, there is not a unique system to classify lncRNAs; however, different classifications have
been proposed based on their size, genome localization, RNA mechanism of action, and function [28].
According to their location (Figure 1a), orientation (Figure 1b), and transcription direction (Figure 1c)
relative to protein-coding genes, an lncRNA can be placed into one or more broad categories. Thus,
lncRNAs can be intronic, when they lie into a intron of a second transcript (COLDAIR, located in the
first intron of the flowering repressor locus C or FLC), intergenic (lincRNA) if it is located between two
genes without any overlap at least 5 kb from both sides (exemplified by H19, XIST, and lincRNA-p21),
exonic if lncRNA is encoded within a exon, or overlapping, which includes those lncRNA located
within one or two genes [4,13,29,30]. Based on the orientation, lncRNAs can be transcribed from either
the same strand or antisense in a divergent or convergent manner. LncRNAs can be also classified as
enhancer-associated RNAs (eRNAs) and promoter-associated long RNAs (or PROMPTs) if they are
produced from enhancer or promoter regions, respectively [31].
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Figure 1. Positional classification of the long non-coding RNAs (lncRNA). Carton displays the LncRNA
(red) classification base on (a) the location between two coding genes (intronic, exonic, intergenic,
or overlapping), (b) the template strand (sense, antisense), and (c) transcription direction when coding
genes and lncRNA are transcribed in the same strand (divergent, convergent). Gray arrow indicates in
which direction transcription is proceed. Green and blue boxes represent exons of two different genes.

Although lncRNAs show a spatiotemporal expression pattern during proliferation, differentiation,
and cell death; these genes are classified based on their function as guide, decoy, signaling, scaffold, or
enhancer lncRNAs [32]. Guide lncRNAs interact with transcription factors or proteins and recruit them
to their gene target or their genomic loci regulating downstream signaling events and gene expression.
Decoy lncRNAs mimic and compete with their consensus DNA-binding motifs for binding nuclear
receptors or transcriptional factors in the nucleus, facilitating gene activation or silencing. These
genes can also “sponge” proteins such as chromatin modifiers, adding an extra level transcriptome
regulation. Signaling lncRNAs are associated with signaling pathways to regulate transcription in
response to various stimuli. Scaffold lncRNAs act as a central platform where many protein complexes
tying and get directed to specific genomic loci or target gene promoter [17]. Enhancer lnRNAs are
cis-encoded DNA elements that bind with mediator complex to regulate transcription genes located
within their own chromosome (Table 1) [33]. However, this classification is too simple to cover the
whole lncRNAome, cases such as pseudogenes and telomerase RNA (TERC) still lie outside the
list [20,32].

Table 1. Classification of lncRNAs according to their function.

Functional Type Cellular Location Mechanism of Action Examples Reference

Guide Nucleus Essential for the proper localization of
proteins to their site-specific reaction. XIST, ANRIL [34]

Decoys Plasma membrane,
nucleus and cytosol

Sequestering regulatory factors
(transcription factors, catalytic
proteins subunits, chromatin
modifiers, etc.) to modulate
transcription

GAS5, MALAT1 [35–37]

Scaffold Nucleus

Providing platforms for assembly of
multiple-component complexes such
as the polycomb repressive complexes
and ribonucleoprotein complex.

CDKN2B-AS1,
HOTAIR [35,36]

Signaling Nucleus
Serving as a molecular signal to
regulate transcription in response to
various stimuli

TP53COR1,
PANDAR [35,36]

Enhancer Nucleus Binding with mediator complex to
enhance transcription

HOTTIP, CCAT1-L,
LUNAR1 [25,33]
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In terms of size, lincRNAs often range from hundreds of nucleotides to several kilobases [20].
Nevertheless, there are exceptionally long lncRNAs (macroRNAs) and very long intergenic non-coding
RNAs (vlincRNAs), stretching 10 kb and 1 Mb, respectively [30].

In addition, lncRNAs have regulatory roles in gene expression at both, the transcriptional, and
post-transcriptional levels in mostly biological mechanisms and pathophysiological processes. These
molecules can regulate the expression of neighboring genes (cis) or affect genes located at different
chromosomes (trans) [38]. In this way, lncRNAs can regulate gene expression via transcription factor
and chromatin-modifiers complex recruitment to their DNA targets, acting as enhancers to activate
genes, as part of the heterogeneous nuclear ribonucleoprotein (hnRNP) complex, interacting with RNA
and DNA by base paring, etc. [38].

5. LncRNAs in Normal Hematopoiesis

Hematopoietic cell lineage differentiation involves the regulation of gene expression at different
levels that can occur to activate lineage specific genes and repress those genes that are not specific
to that lineage. This activation/suppression is mediated by transcription factors and chromatin
remodeling that act as determinants of the intrinsic cell lineage. However, these factors are reactivated
in different lines and stages of differentiation, so that the choice of the final lineage reflects the particular
combination of elements interacting in a certain stage of cell differentiation [39]. LncRNAs are involved
in regulating different steps in hematopoiesis, immune system development, and activation. In fact,
several lncRNAs have been identified in the blood cells either in animal models or human samples.
For example, over 1109 poliA+ lncRNAs were detected in murine megakaryocytes, erythroblast, and
megakaryocyte-erythroid precursors, of which 15% are expressed in humans [40]. The Eosinophil
Granule Ontogeny (EGO) was one of the first lncRNAs related with the human normal hematopoiesis
process. EGO is nested within an intron of inositol triphosphate receptor type 1 (ITPR1) and was found
to be highly expressed in human bone marrow and in mature eosinophils. Despite that the molecular
mechanism of their actions is not well known, experimental evidences show that EGO is involved
in the eosinophil differentiation of CD34+ hematopoietic progenitor cells by regulating eosinophil
granule protein expression at the transcription level [41]. PU.1-As, which is antisense to the master
hematopoietic transcriptional factor PU.1, negatively regulates the expression of PU.1, repressing
myeloid cells and B cells differentiation [42]. Other examples include dendritic cell-specific lncRNA
(lnc-DC), non-coding RNA repressor of NFAT (NRON), and lincRNA-Cox2. lnc-DC was identified
from extensive profiling of lncRNAs expression during differentiation of monocytes into dendritic
cells (DCs). Mechanistic studies suggest that lnc-DC contributes to prevent STAT3 (signal transducer
and activator of transcription 3) dephosphorylation by Src homology region 2 domain-containing
phosphatase-1 (SHP1) by directly binding to STAT in the cytoplasm [43]. NRON plays a relevant role
in the adaptive immune response through sequestering transcription factors in the cytoplasm, such
as the nuclear factor of activated T cells (NFAT). LincRNA-Cox2 contributes with the regulation of
the innate immune response by repressing the expression of critical immune-response regulators and
by the coordinating the assembly, location and orientation of the complexes that specify the cellular
fate [39].

Studying twelve distinct blood cell population purified by multicolor flow cytometry,
Schwarzer et al. [44] established a human ncRNA hematopoietic expression atlas per blood cell
population, finding LINC00173, LINC000524, RP11-1029J19, and HOTAIRM1 among the lncRNAs
that characterize cells of the different human blood lineages. LINC00173 exhibited the most specific
expression, with critical regulatory circuits involved in blood homeostasis and myeloid differentiation.
In vitro models showed that suppression of LINC00173 in human CD34+ hematopoietic stem and
progenitor cells (HSPCs) specifically affects granulocyte differentiation and decreases its phagocytic
capacity (which is associated with perturbed maturation). Additional studies reported that LINC00173
is highly expressed in granulocytes [45]. H19, XIST, lncHSC-1, and lncHSC-2, which maintain long-term
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hematopoietic stem cell (HSC) quiescence and self-renewal, have also been involved in normal
hematopoiesis [46].

6. LncRNAs in Acute Leukemia

Although many studies have implicated lncRNAs in many cancer types, little is known about
the functional impact of lncRNAs in AL etiology, progression, and treatment response [44]. Several
lncRNAs have been reported to be exclusively involved in specific ALL lineages but few of these are
abnormally expressed in ALL and AML [47,48]. For instance, CASC15, involved in cellular survival
proliferation and the expression of SOX4 (cis regulation), was detected to be upregulated in t(12;21)
(p13;q22) (ETV6/RUNX1) B cell ALL and in AML patients with the (8;21) translocation. In both cases,
upregulation of CASC15 was associated with a good prognosis [48]. To date, a large number of
lncRNAs have been identified in AL; however, their molecular mechanisms remains elusive. Table 2
includes some examples of lncRNAs which have been reported as implicated in acute leukemia in
children [49–77].

Table 2. Examples of lncRNAs described in acute leukemia.

LncRNAs Classification Function Target Genes
Expression Level in

Leukemia
Reference

Myeloblastic Leukemia

IRAIN Intronic Intrachromosomal
interactions IGF1R

Downregulated in
leukemia cell lines

and in patients with
high risk AML

[49]

UCA1 Intergenic Proliferation of AML cells.
Oncofetal gene CDKN1B Upregulated [50–52]

MEG3 Intergenic Tumor suppressor gene P53 Downregulated [52,53]

RUNXOR Sense Chromosomal translocations RUNX1 Upregulated [54]

NEAT1 Intergenic Myeloid differentiation cells Unknown in
AML Downregulated [50,52,55]

LLEST Tumor suppressor BCL-2 Downregulated or
even not expressed.

HOTAIRM1 Antisense

Myeloid differentiation cells,
autophagy mechanisms,

chromatin remodeling and
architecture

HOXA1,
HOXA4, CD11b

and CD18
Upregulated [52,56–60]

HOXA-AS2 Antisense
Apoptotic repressor in NB4

promyelocytic leukemia
cells

Unknown Upregulated [61]

PU.1-AS Antisense Involved in the translation
of PU.1 PU.1 Downregulated [62]

WT1-AS Antisense WT1 expression WT1 [63]

EGO Intronic MBP and EDN expression [41]

BGL3 Intergenic Apoptosis and DNA
methylation

miR-17, miR-93,
miR-20a,
miR-20b,

miR-106a and
miR-106b

Upregulated [50,52,64]

CCAT1 Intergenic Monocytic cell
differentiation miR-155 [9,52,65]

CCDC26 Intergenic AML cell proliferation c-Kit [66]

HOTAIR Intergenic Apoptosis inhibitor miR-193a and
c-Kit Upregulated [67]
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Table 2. Cont.

LncRNAs Classification Function Target Genes
Expression Level in

Leukemia
Reference

PVT1 Intergenic Proliferation of
promyelocytes MYC Upregulated [52,68]

ZNF571-AS1 Antisense Regulator of JAK/STAT
signaling pathway KIT and STAT5 [69]

Lymphoblastic Leukemia

BALR-2 Uncharacterized Unknown Unknown
Overexpressed in

prednisone-resistant
B-ALL patients

[70]

BALR-1 Unknown Unknown Unknown Upregulated [70]

BARL-6 Unknown Promotes cell survival and
inhibits apoptosis Unknown Upregulated [70]

LINC00958 Intergenic Unknown Unknown Upregulated in
t(12;21) preB cALL [70,71]

DBH-AS1 Antisense Cell proliferation and cell
survival Unknown Upregulated

RP11-137H2.4 Uncharacterized Apoptosis, proliferation, cell
migration Unknown

Upregulated.
Glucocorticoids

resistance
[72]

ANRIL Antisense Cellular proliferation and
apoptosis

CDKN2A/B.
CBX7, SUZ12 Upregulated [52]

T-ALL-R-LncR1 Unknown

Promotor of the formation of
Par-4/THAP1 protein

complex, and the activity of
caspase-3

Unknown Upregulated in
children with T-ALL [73]

LUNAR1 Enhancer-like
Promotor of T-ALL

proliferation by inducing
IGF1R expression.

IGF1R Downregulated [50,52,74]

MALAT1 Intergenic Alternative splicing and
epigenetic modification Unknown

Upregulated
Downregulated in

vincristine-resistant
ALL

[50,52,75–77]

CASC15 Intergenic Cellular survival and
proliferation SOX4 Upregulated [48]

7. LncRNAs in Acute Myeloid Leukemia

Regarding the association between lncRNA and hematopoietic cancer, AML has been the most
investigated, and has been reported to be an important lncRNA in the biological and pathological
processes of the disease. For example, insulin-like growth factor type I receptor antisense imprinted
non-protein RNA (IRAIN), which is transcribed antisense to insulin-like growth factor type I receptor
(IGF1R) gene, is downregulated in leukemia cell lines and in patients with high-risk AML. IRAIN is
involved in the formation of a long-range intrachromosomal interaction between the IGF1R promoter
and a distant intragenic enhancer [49]. ZNF571-AS1 is another lncRNA that has been suggested
as a relevant player in AML. Based on co-expression correlation analysis across all AML samples
with lncRNA–lncRNA pairs, this lncRNA was identified as potential regulator of the Janus Kinase
(JAK)/signal transducer and activator of transcription (STAT) 5A and tyrosine-protein kinase Kit
(KIT) expression. Thus their participation in AML was suggested via the JAK/STAT signaling
pathway [69]. As well, Urothelial carcinoma-associated 1 (UCA1), an oncofetal gene that has
been involved in embryonic development and carcinogenesis, was found to be upregulated in
myeloid cell lines promoting cell viability, migration, invasion, and apoptosis processes [78–80].
A significant upregulation of UCA1 expression in AML with CEBPA (a crucial component during
myeloid differentiation) mutations and its relation with chemoresistance in pediatric AML was
documented [51,81]. The maternally expressed 3 non-protein-coding gene (MEG3), a tumor suppressor,
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has also been associated with significantly reduced overall survival rate in AML patients. This gene is
related to a variety of human tumors and data point out that directly enhance the anticancer effect
through p53 [82,83]. Benetatos et al. [53] evaluated the aberrant promoter methylation of MEG3 in 42
AML patients, and found that MEG3 hypermethylation was present in 47.6% AML cases and might
be associated with significantly reduced overall survival rate in these patients [53]. LncRNAs have
also been profiled from AML patients cytogenetically normal (CN) and with specific translocation.
For example, AML patients carrying NPM1, CEBPA, IDH2, ASXL1, and RUNX1 mutations and
internal tandem duplication mutations in FLT3 (FLT3/ITD) gene exhibited specific lncRNA expression
signature. As well, Diaz-Beya et al. [84], studying AML cases with t(15;17), t(8;21), inv(16), t(6;9),
t(3;3), t(9;11), t(8;16), FLT3/ITD, and monosomal karyotype, found a specific lncRNA profile in
t(15;17), t(6;9), and t(8;16) positive cases. That study also revealed a correlation between t(8;16) and
linc-HOXA11, HOXA11-AS, HOTTIP, and NR_038120 expression, and suggested that GAT2 is an
important transcription factor to these lncRNAs. Otherwise, lncRNAs expression correlated with
treatment response and survival. One of the lncRNAs that is specifically upregulated in CN-AML
cases with CEBPA mutation is the lncRNA UCA1 [85]. Taurine-upregulated gene 1 (TUG1) expression
was reported to be associated with higher white blood cell counts, monosomal karyotype, FLT3/ITD
mutation, and worse prognosis in AML adults. In vitro studies in AML cells indicates that TUG1
induces cell proliferation but suppressing cell apoptosis via targeting AURKA [86].

Schwarzer et al. [44] made a high-density reconstruction of the human coding and non-coding
hematopoietic landscape to identify an ncRNA fingerprint associated with lineage specification, HSPC
maintenance, and cellular differentiation. They define a core ncRNA stem cell signature in normal
HSCs and AML blast, which can serve as a prognostic marker in a different cohort of AML patients
and may pave the way for novel therapeutic interventions targeting the non-coding transcriptome [44].

8. LncRNAs in Acute Lymphoblastic Leukemia

Data regarding lncRNA playing a role in ALL are still scarce. One of the first clinicopathological
correlations with lncRNA expression data in ALL was performed by Fernando et al. [70] who studied
160 children with B-ALL observing that BALR-2 correlates with overall survival and with response
to prednisone. These authors also demonstrated a putative mechanism in regulating cell survival in
B-ALL that it is downregulated by glucocorticoid receptor engagement, and that its downregulation
results in the activation of the glucocorticoid receptor signaling pathway [70]. Loie et al. [71] also
reports that lncRNA expression patterns can classify ALL disease by subtypes as well as protein-coding
genes. In addition to lncRNA, BARL-2, which is also correlated with resistance to prednisone
treatment, these authors found that lncRNAs BALR-1, BRL-6, and LINC0098 were overexpressed
in pre-B ALL cases and that all of these genes correlated with cytogenetic abnormalities, disease
subtypes, and survivals of B-ALL patients [71]. In that study, they also observed that diverse coding
genes adjacent to several of those lncRNAs showed unique overexpression profile in ETV6/RUNX1
positive BCP-ALLS suggesting a possible cis regulatory relationship. Furthermore, Ghazavi et al. [47]
identified an ETV6/RUNX1-specific lncRNA signature in a 64 children cohort and in 13 BCP-ALL cell
lines. Five-hundred-and-ninty-six lncRNA transcripts (434 up- and 162 downregulated) showed
significant differential expression between ETV6/RUNX1-positive BCP-ALL and other genetic
BCP-ALL subclasses. However, 16 lncRNAs, of which 14 were upregulated and two were found
downregulated, overlapped with the ETV6/RUNX1-specific lncRNA signature, including NKX2-3-1,
lncRTN4R-1, lncGIP-1, lnc-LRP8-3, lnc-TCF12-2, lncC8ort4-1, lnc-C8orf4-2, lnc-TINAGL1-1, lnc-LSM11-4,
and lnc-SARDH-1 (also known as DBH-AS1). Lnc-SARDH-1 is known to possess an oncogenic role
promoting cell proliferation and cell survival through activation of MAPK signaling in the context of
hepatocellular carcinoma [87]. Furthermore, the H3K27ac epigenetic mark (associated to enhancers)
was found in nine loci of the rest of the lncRNAs and their adjacent coding genes, which, in addition
to the finding of a unique expression signature of these coding genes in ETV6/RUNX1 pre-B ALL,
suggests a cis interaction between the lncRNAs and their neighboring coding genes [47]. In another
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study, Ouimet et al. performed a whole transcriptome analysis in a 56 pre-B ALL children cohort
finding five lncRNAs specifically overexpressed in pre-B ALL. These genes may have impact in cancer
traits such a cell proliferation, migration, apoptosis and treatment response. Specifically, lncRNA
RP11-137H2.4 had a considerable impact on apoptosis, proliferation, and cell migration and its silencing
is sufficient to restore a NR3C1-independent cellular response to glucocorticoid (GC) in GC-resistant
pre-B ALL cells, leading to GC-induced apoptosis [72]. Further to this study, Gioia et al. functionally
characterized three lncRNAs—RP-11-624C23.1, RP11-203E8, and RP11-446E9—specifically repressed
in pre-B ALL, restoring their expression in a pre-B ALL cell line. All the lncRNAs promoted tumor
suppressor-like phenotypes: apoptosis induction in response to DNA damaging agents and a reduction
in cell proliferation and migration [88]. Additionally, Garitano-Trojaola et al., while analyzing ALL
samples and peripheral blood samples obtained from healthy donors, found 43 lncRNAs abnormally
expressed in ALL. Linc-PINT was downregulated both in T- and B-ALL cases [89]. Studies in T-ALL
cells found a significant difference in expression of LUNAR1 and lnc-FAM120AOS-1 between NOTCH1
wild type and mutant cases [68]. The use of bioinformatics tools identified that lnc-OAZ3-2:7—located
near the RORC gene—was repressed in this leukemia subtype [90]. These studies suggest that lncRNAs
might be utilized as diagnostic and prognostic markers in leukemia, but additional analyses are needed.

9. Future Outlooks: Potential Clinical Implications on LncRNAs in Acute Leukemia

It is suggested that more than 97% of the transcribed genome does not encode for proteins.
The discovery of the biological role of these non-coding genes took place in 1990, when XIST
was reported to be involved in X chromosome inactivation (XCI) and gene dosage compensation.
Subsequently, HOTAIR was identified as a repressor of HOX family gene transcription [91]. Most
recently, high-throughput expression analyses have been conducted to identify thousands of expressed
lncRNA genes either in normal or tumor tissues, showing the potential of lncRNAs as biomarkers for
different types of cancer [37,44,52].

Deciphering the molecular mechanisms involved in hematological malignancies addresses new
routes to improve diagnosis, prognosis, and treatment of patients with leukemia. In fact, abnormal
expression of specific lncRNAs have been reported to be associated with some clinicopathological
parameters and molecular subtypes in AL. As example, BALR-1 and LINC0098 have been identified as
correlating with poor overall survival and diminished response to prednisone treatment in B cell ALL
cases [70,71]. Regarding AML, HOTAIR, IRAIN, and SNHG5 have been suggested as biomarkers for
diagnosis [92]; meanwhile, UCA1 overexpression was associated with chemoresistance of pediatric
cases [81]. SNHG5 upregulation, which was detected in bone marrow and plasma, was correlated with
unfavorable cytogenetics and shorter overall patient survival and was suggested as an independent
factor to predict prognosis in AML [93].

Notwithstanding, few of these genes have been replicated across cohorts, probably evidencing
biases due to different sample collection and processing techniques, but also as a consequence of
AL biological complexity, which is characterized by a wide range of interactions among coding and
non-coding genome and spatiotemporal relationships. HOTAIR, a proliferation promotor of leukemic
blast and leukemia stem cells [94], is one of the most consistently found in AL. A high-expression
level defines a subgroup of AL patients with high white blood cell counts at the time of diagnosis
and low survival rates [95,96]. Recently, HOTAIR high-expression was associated with acquired
resistance to antileukemic drugs such as doxorubicin and immatinib [97,98], making this gene as a
potential therapeutic target molecule that could contribute to solve a tremendous problem in leukemia
chemotherapy, the drug-resistance. On the other hand, experimental data suggest that HOTAIR
low-expression could be mediated by small interference RNA (siRNA), but still no evidences exist
regarding its potential benefit in humans [98]. The development of new molecular strategies as
CRISPR/Cas9 to edit the mutated genome or nanotechnology approaches to deliver drugs specifically
to leukemia cells prognosticate high applicability of lncRNA as a target to develop new treatments to
leukemia [99,100]. Additionally, the high specificity and feasible detection in tissues, serum, plasma,
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urine, and saliva of the lncRNAs led us to think that lncRNAs could be useful as signals of specific
cellular states or read-outs of active cellular pathologies such as leukemia, being promising as predictive
biomarkers and potential therapeutic targets in cancer [19].

There is no doubt of the role of lncRNAs in hematopoietic cell transformation, disease evolution,
or drug resistance; nevertheless, due to the limited number of studies in hematological entities, these
applications are still inconclusive. In fact, before their use as biomarkers in childhood AL, prospective
and well-designed cohort studies with adequate sample sizes and further validation of the results
in independent cohorts are needed to confirm their clinical usefulness. Therefore, translating this
knowledge into the clinical practice still represents a big challenge.

10. Conclusions

At this time, we know that lncRNAs are playing a relevant role in cancer development, including
leukemia. However, the knowledge regarding molecular mechanisms underlying the pathogenesis
of these diseases remains limited. Massive parallel analysis techniques and, likewise, transcriptome
expression analysis and RNA sequencing technologies are increasing the possibility to identify those
lncRNAs potentially involved in the pathogenesis of AL and other hematopoietic malignancies.
To date, large improvements of the surveillance of AL cases have been achieved; nevertheless, cases
still die during the AL treatment. Thus, it is necessary to find suitable biomarkers for early diagnosis
and accurate risk stratification in AL patients. The association of lncRNAs with several subtypes of
leukemia, such as MEG3, IRAIN, and UCA1 related to AML and ANRIL, LUNAR1, in ALL, increase
the possibility to use them as biomarkers for the diagnosis, prognosis, and treatment (to provide a
target) for the different subtypes of this disease. In addition, further investigation of the function of
aberrant expressed lncRNAs may help to understand the pathogenesis of hematological malignancies
and provide an important insight in childhood leukemia therapy.
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Abbreviations

1. ABL1 2. ABL protoconcogene 1
3. ABL2 4. ABL protooncogene 2
5. AL 6. Acute leukemia
7. ALL 8. Acute lymphoblastic leukemia
9. AML 10. Acute myeloblastic leukemia

11. ANRIL
12. Antisense non-coding RNA in the INK4-ARF locus B-ALL B cell Acute
lymphoblastic leukemia

13. ARID1A 14. AT-rich interaction domain 1A
15. AURKA 16. Aurora kinase A gene
17. BALR 18. B-ALL-associated long non-coding RNAs BL Burkitt Lymphoma
19. CAS9 20. CRISPR associated protein 9
21. CBF 22. Core-binding factor subunit beta
23. CCAT1 24. Colon cancer associated transcript 1 ceRNA Competing endogenous RNA
25. CDKN2A 26. Cyclin dependent kinase inhibitor 2A
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27. CDKN2B 28. Cyclin dependent kinase inhibitor 2B
29. CDKN2B-AS1 30. CDKN2B antisense RNA 1
31. CEBPA 32. CCAAT enhancer binding protein alpha
33. CHD6 34. Chromodomain helicase DNA binding protein 6
35. circRNA 36. Circular RNA
37. CLL 38. Chronic lymphocytic leukemia
39. CML 40. Chronic myeloblastic leukemia
41. CN 42. Cytogenetically normal
43. COLDAIR 44. COLD assisted intronic non-coding RNA
45. CREBBP 46. CREB binding protein
47. CRISPR 48. Clustered regularly interspaced short palindromic repeats
49. CRLF2 50. Cytokine receptor like factor 2
51. CSF1R 52. Colony stimulating factor 1 receptor
53. DCs 54. Dendritic Cells
55. DNMT3A 56. DNA methyltransferase 3α
57. EBF1 58. Early B cell factor 1
59. EGO 60. Eosinophil granule ontogeny
61. EP300 62. E1A binding protein P300
63. eRNAs 64. Enhancer RNAs
65. ETS1 66. ETS proto-oncogene 1 transcription factor
67. ETV6 68. ETS Variant6
69. FLC 70. Flowering repressor locus
71. FLT3 72. Fms related tyrosine kinase 3
73. fRNAs 74. Functional RNAs
75. GAS5 76. Growth specific 5
77. GEO 78. Gene expression omnibus
79. H19 80. Imprinted maternally expressed transcript
81. hnRNP 82. Heterogenous nuclear ribonucleoprotein
83. HOTAIR 84. The HOX transcript antisense intergenic RNA
85. HOTTIP 86. HOXA distal transcript antisense RNA
87. IGFR1 88. Insuline-like growth factor type 1
89. IKZF1 90. IKAROS family zinc finger 1
91. IRAIN 92. IGFR1 antisense imprinted non protein RNA
93. ITPR1 94. Inositol1,4,5-triophosphate receptor type 1
95. JAK2 96. Janus kinase 2
97. KIT 98. Tyrosine protein kinase
99. LincRNA 100. Long intergenic non-coding RNA
101. LncRNA 102. Long non-coding RNA
103. lnc-DC 104. Dendritic cell-specifict lncRNA
105. lincRNA-p21 106. Large intergenic non-coding RNA p21
107. lncRNA 108. Long non-coding RNA
109. LUNAR1 110. Leukemia-associated non-coding IGF1R
111. MALAT1 112. Metastasis associated lung adenocarcinoma transcript 1 MCL Mantle cell lymphoma
113. MEG3 114. Maternally expressed 3
115. miRNA 116. MicroRNA
117. mRNA 118. Messenger RNA
119. NCBI 120. National center of biotechnology information
121. ncRNA 122. Non-coding RNA
123. NFAT 124. Nuclear factor activated T cells
125. nmRNA 126. Non messengers RNA
127. npcRNA 128. Non protein-coding RNA
129. NRAS 130. NRAS proto-oncogene
131. NRON 132. Non-protein-coding RNA Repressor of NFAT

324



Int. J. Mol. Sci. 2019, 20, 735

133. NSD2 134. Nuclear receptor binding SET domain protein 2
135. PANDAR 136. Promoter of CDKN1A antisense DNA damage activated RNA
137. PAX5 138. Paired box 5
139. PBX1 140. PBX Homeobox 1
141. PCGP 142. Pediatric cancer genome project
143. PDGFRB 144. Platelet derived growth factor receptor beta
145. piRNAs 146. PIWI-interacting RNAs
147. PML 148. Promyelocytic Leukemia gene
149. PROMPTs 150. Promoter-associated long RNAs
151. RB1 152. RB transcriptional corepressor 1
153. RBPs 154. RNA-binding proteins
155. RUNX1 156. Runt related transcription factor 1
157. SHP1 158. Scr homology region 2 domain containing phosphatase-1
159. siRNA 160. Small interference RNA
161. snRNAs 162. Small nuclear RNA
163. snoRNAs 164. Small nucleolar RNA
165. STAT3 166. Signal transducer and activator of transcription 3
167. TCF3 168. Transcription Factor 3Ç
169. TERC 170. Telomerase RNA component
171. TET2 172. Tet methylcytosine dioxygenase 2
173. TLR 174. Tool-like receptor
175. TP53 176. Tumor protein P53
177. TP53COR1 178. Tumor protein P53 pathway corepressor 1
179. TUG1 180. Taurine-up regulated gene 1
181. UCA1 182. Urothelial carcinoma associated 1
183. vlincRNA 184. Very long intergenic RNA
185. XIST 186. X inactive specific transcript
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Abstract: Adipose tissue is a key regulator of energy balance playing an active role in lipid storage as
well as in synthesizing several hormones directly involved in the pathogenesis of obesity. Obesity
represents a peculiar risk factor for a growing list of cancers and is frequently associated to poor
clinical outcome. The mechanism linking obesity and cancer is not completely understood, but,
amongst the major players, there are both chronic low-grade inflammation and deregulation of
adipokines secretion. In obesity, the adipose tissue is pervaded by an abnormal number of immune
cells that create an inflammatory environment supporting tumor cell proliferation and invasion.
Adiponectin (APN), the most abundant adipokine, shows anti-inflammatory, anti-proliferative and
pro-apoptotic properties. Circulating levels of APN are drastically decreased in obesity, suggesting
that APN may represent the link factor between obesity and cancer risk. The present review describes
the recent advances on the involvement of APN and its receptors in the etiology of different types
of cancer.

Keywords: Adiponectin; cancer; Adiponectin receptors; obesity; inflammatory response; inflammation;
nutritional status

1. Introduction

Obesity, characterized by an excessive and chronic fat accumulation harmful to health, is defined
by the World Health Organization (WHO) as a body mass index (BMI) of 30 or more and represents a
worldwide emergent public health problem [1]. Several epidemiological studies revealed an alarming
increase in the number of obese individuals in recent decades, reaching epidemic distribution in many
areas of the World [2]. Currently, more than 1.5 billion adults are overweight and about 600 million
people are classified as obese worldwide and these rates are estimated to increase in the future [3].
Obesity is a major risk factor for the development of metabolic and cardiovascular diseases as well as
for several malignancies, frequently associated to a poor clinical outcome [4–6]. Cancer is the second
leading cause of death worldwide; consequently, new efforts are needed to understand how obesity
induce the cancer onset and affects its outcomes. The hypothesis that adipose tissue is involved in
tumorigenesis is now called “adiponcosis” [7]. Molecular mechanisms linking obesity and cancer
are complex and still not fully clarified. A low-grade chronic inflammation, deregulation of growth
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signaling pathways, chronic hyperinsulinemia and obesity-associated hypoxia are widely accepted to
be pivotal factors in cancer pathogenesis [8]. Adipose tissue, originally defined as a passive fat depot,
is a heterogeneous tissue, strongly committed to energy substrate homeostasis but endowed with
complex secretory functions related to the nutritional status, thereby recognized as an active endocrine
organ [9]. It produces and secretes different bioactive molecules, called adipokines. In obesity,
the alteration of endocrine functions of adipose tissue negatively affects the secretion of different
adipocytokines. Among them, Adiponectin (APN), the most adipocyte secretory protein, shows a
reduced expression levels in obesity [10]. The reduction of APN expression levels observed in obese
patients, has been related to an increase of tumor onset risk. Several studies demonstrated that APN,
beyond its actions in metabolic responses such as energy metabolism regulation and insulin-sensitivity,
has pleiotropic effects in cancer. Although literature data on the role of APN in carcinogenesis is
conflicting, the most accredited hypothesis is that APN has a protective role, such as anti-inflammatory,
anti-proliferative and pro-apoptotic effects, avoiding the development and progression of several
malignancies, such as breast, colon, prostate, liver and endometrial cancers [11–14].

The aim of this review is to appraise the role of APN and its molecular pathways in “big killer”
cancers, such as breast, colon, thyroid and lung cancer.

2. Adiponectin Structure and Function

First described in 1995, APN, also named adipocyte complement-related protein (Acrp30,
ADIPOQ, apM1, GBP28), represents the most relevant insulin-sensitizing adipokine, primarily
controlling glucose uptake as well as stimulating fatty acids oxidation [15]. APN is encoded by
the ADIPOQ gene, which spans approximately 15.8 kb and is structured in three exons on chromosome
3q27; this region has been linked to a susceptibility locus for metabolic syndrome, type 2 diabetes
and cardiovascular disease [16]. APN is mainly produced from adipose tissue but it is released
at much lower concentration from other tissues [14]. Full-length APN is a 30-kDa protein with
a primary sequence of 244 amino acids, composed of four domains: a signal sequence (aa 1–18),
a non-conserved N-terminal domain (aa 19–41), followed by a 22 collagen-like repeat domain (aa
42–107) and a C-terminal globular domain (aa 108–244). By the cleavage of full-length APN, the
globular APN (gAPN), containing only the C-terminal domain is obtained. APN can exist as different
oligomers: trimers (approx. 90 kDa basic unit; Low Molecular Weight, LMW), hexamers (approx.
180 kDa, Medium Molecular Weight, MMW) and multimers (approx. 360–400 kDa, High Molecular
Weight, HMW) [14].

The APN correct folding starts with trimers formation that, through the collagenous domains,
assemble into hexamers (MMW); subsequently, these primordial complexes associate into multimers,
(HMW), the most biologically active form [14]. APN biological activity depends strictly on its structure
assembly, determined by post-translational modifications [17]. In particular, post-translational
modifications of the oligomeric forms, involving hydroxylation and glycosylation of four conserved
lysine residues at positions 68, 71, 80 and 104 on the collagenous domain, determine the formation
of the high-molecular weight (HMW) complex APN [18]. Impairment of APN oligomers formation
has an impact on insulin concentration, liver gluconeogenesis and can induce severe cardio-metabolic
dysfunctions [17,18]. Furthermore, Arg112Cys and Ile164Thr mutations in the APN protein,
preventing the trimer assembly, cause an impaired cellular secretion and are clinically associated
with hypoadiponectinemia [19]. In physiological conditions, APN is an abundant protein in systemic
circulation, representing about 0.01% of the total serum protein, with a concentration range of
5–50 μg/mL [14,20]. The APN serum concentration is inversely related to BMI and to insulin
resistance [10,21]. However, in pathological conditions characterized by a chronic inflammation,
such as type 2 diabetes, obesity and atherosclerosis, a lowering in APN serum concentrations is
observed [10,20,22]. APN mediates most of its biological effects by binding to its classical receptors,
AdipoR1 and AdipoR2, belonging to seven-transmembrane domains receptor family. Both receptors
have been detected in almost normal and cancer tissues. AdipoR1 shows higher affinity for the globular
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protein than the full-length APN molecule, while AdipoR2 has a similar affinity for both forms. In obese
individuals, a reduction in AdipoR1 and AdipoR2 expression levels seems to lead to a decreased
sensitivity to APN [23]. Additionally, hexameric and multimeric APN bind the third non- classical
receptor recognized, the glycosylphosphatidyl inositol (GPI)-anchored T-cadherin receptor [24].

3. Adiponectin Signaling Pathways

Several lines of evidence suggest that APN upon binding to its receptors, induces the recruitment
of the adaptor protein APPL1, thereby activating a plethora of downstream signaling pathways
controlling cell survival, cell growth and apoptosis. APN effects are mostly mediated via AMPK,
mTOR, PI3K/AKT, MAPK, STAT3 and NF-kB [12]. APN induces the activation of AMPK, a central
sensor and regulator of cellular energy, that in turn stimulates the expression of p21 and p53 and
phosphorylates p53 to initiate cell cycle arrest, senescence and apoptosis. Additionally, studies point
toward the inhibitory effects of APN on the PI3K/AKT/mTOR pathways, which leads to a cascade
of events resulting in a blockade of cell survival, growth and proliferation. APN signaling also
activates the MAPK cascade, which involves cJNK, p38 and ERK1/2. The cJNK and p38 action on
proliferation and apoptosis depend on the cell type, whereas ERK1/2 have frequently a mitogenic
effect. APN inhibits STAT3 activation that increases tumor cell proliferation, survival, angiogenesis
and invasion, as well as inhibiting anti-tumor immunity. APN, through the suppression of inhibitor of
NF-kB phosphorylation, suppresses the pro-inflammatory and anti-apoptotic NF-kB pathway [14].

4. Adipose Tissue, Adiponectin and Low Chronic Inflammation

In adipose tissue there is a perfect balance between adipocytes and immune cells that is lost in
obesity, leading to a local chronic low inflammation associated with increased cancer risk. Immune cells
infiltrating the adipose tissue of obese patients regulate the local immune responses, by increasing the
levels of pro-inflammatory cytokines and adipokines thus supporting tumor development. Clusters
of enlarged adipocytes become distant from the blood vessels, leading to a local area of hypoxia
that underlies the inflammatory response [25,26]. Several immune cell types are involved in the
development of adipose tissue inflammation: neutrophils and mast cells have been implicated in
promoting inflammation and insulin resistance in obesity, whereas eosinophils and myeloid-derived
suppressor cells have been suggested to play a protective role. In addition, a prominent role of B-
and T-lymphocytes and natural-killer cells in adipose tissue inflammation recently emerged [27]. The
cross-talk between adipocytes and cancer cells is mediated by cytokines (specifically IL-1, IL-6 and
TNF-α), adipokines, including APN and other molecules, released by adipose tissue, able to control
proliferation and invasion of different cancer cell types [28]. APN suppresses immune cell proliferation
and, in particular, proliferation and polarization of type 1 macrophages (pro-inflammatory phenotype)
while inducing proliferation and polarization of type 2 macrophages (anti-inflammatory phenotype).
APN additionally reduces B-cells lymphopoiesis and T-cells responsiveness. Finally, APN acting on
inflammatory response suppresses the expression of several pro-inflammatory mediators, such as
TNF-α [29].

5. Adiponectin in Cancer

Although literature data on the role of APN in carcinogenesis are conflicting, it is recognized that
APN is able to reduce development and progression of several malignancies, such as breast, colon,
lung, thyroid and other cancers, through different molecular mechanisms, which are described below
(see Figure 1).
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Figure 1. Summary of the molecular mechanisms affected by APN in cancers.

5.1. Adiponectin in Breast Cancer

Breast cancer (BC) is a well-known obesity-related cancer [30]. Adipose tissue may increase BC risk
via a dual mechanism: (i) aromatization of adrenal androgens to estrogens in the adipocyte increases
estrogen circulating levels and consequently promoting proliferation of mammary epithelial cells; (ii)
deregulation of adipokine’s expression and secretion, thus reducing the APN anti-proliferative effect on
breast cells [31]. Recent evidence demonstrates that low APN serum levels are associated with increased
BC risk but the precise APN mechanism of action is not completely understood [32]. Depending
on tumor phenotype (ERα-positive or negative) and through the cooperation with circulating or
locally-produced growth factors, APN affects BC cell growth, aggressiveness and behavior [33]. In the
ERα-negative human BC cell line MDA-MB-231, APN elicits an anti-proliferative effect by modulating
the expression of genes controlling cell cycle progression, such as p53, Bax, Bcl-2, c-myc and cyclin D1.
In these cells APN inhibits PI3K/AKT pathway and activates AMPK, that in turn phosphorylates Sp1
protein. Phosphorylated Sp1 binds cyclin D1 promoter, causing the displacement of RNA Polymerase II
and the recruitment of a co-repressor complex containing SMRT, NCoR and HDAC1, with a consequent
repression of cyclin D1 expression and BC growth blockage [33]. In MDA-MB-231 cells and in nude
mice APN also negatively controls Wnt/beta-catenin signaling, by positively regulating the expression
of the Wnt inhibitory factor-1 (WIF1), a Wnt antagonist, at gene and protein levels [34].

On the other hand, conflicting results have been reported on the effects induced by APN in
ERα-positive BC cells. In MCF-7 BC cell line (ERα-positive), APN is able to activate ERα that in
turn stimulates cell growth [33]. Moreover, ADP400, a synthetic peptide modulating cellular APN
receptor responses, induces mitogenic effects in MCF-7 cells, probably antagonizing endogenous APN
actions or acting as an inverse agonist [35]. Emerging evidence shows the existence of a cross-talk
between APN/AdipoR1, IGF-IR and ERα in BC [36]. Notoriously, insulin stimulates proliferation
of BC cells through the IGF-1 receptors by activating PI3K [37–39]. In BC an increase in circulating
insulin and estrogen concentration are observed together with a reduction in APN expression level [33].
Furthermore, low APN levels increase the risk of postmenopausal BC and of ER-positive breast tumors
through a combined mitogenic effect of hyperinsulinemia and increased IGFs and estrogen levels.
It has been demonstrated that incubation of MCF-7 cells with low APN concentrations enhances the
association of IGF-1R with AdipoR1, APPL1, ERα, IGF-IR and c-Src; leading, via c-Src, to MAPK
activation. The activated MAPK phosphorylates both Sp1 and ERα, allowing their recruitment on
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cyclin D1 promoter together with an enhanced association of RNA Polymerase II and pCAF. This leads
to an increased cyclin D1 expression, inducing BC growth. Such effect is abrogated in the presence
of specific RNA silencers targeting ERα or IGF-1R [36,40]. On the other hand, in ERα-negative
MDA-MB-231 cells, APN is unable to induce MAPK phosphorylation. Additional data demonstrates
that APN is able to regulate BC cell migration and invasion [41,42]. Indeed, a positive correlation
between lympho-vascular and vascular invasion and AdipoR2 but not AdipoR1, expression has been
reported [43]. Additionally, the expression of both APN and AdipoRs was significantly higher in
invasive BC than noninvasive cases [42].

5.2. Adiponectin in Lung Cancer

Lung cancer is a highly-prevalent malignant carcinoma, representing one of the principal causes
of morbidity and death worldwide [44].

To date, the molecular association between obesity and lung cancer remains still unclear and
somewhat contradictory [45,46]. In fact, a meta-analysis suggested that overweight and obesity are
protective factors against lung cancer, whereas other evidence indicates that obesity, in particular at
visceral level, represents an important risk factor for lung cancer [45]. A variation of APN expression
level was measured in patients affected by lung cancer, even though with contrasting results [47]. Some
studies reported that there is no significant association between APN levels and lung cancer [48,49].
Other studies described a lowering in APN concentrations during lung cancer progression [50].
A further study revealed that APN deficiency significantly inhibited tumor vascularization and
increased apoptosis and hypoxia, while APN-null mice showed a higher number of pulmonary
metastases [51]. Additionally, two APN-gene promoter polymorphisms, Rs266730 and Rs2241766,
have been associated with lung cancer risk and poor prognosis after surgery [52].

The APN inhibitory effects on lung cancer cell proliferation and invasion accompanied by an
apoptosis rate increase has been mainly linked to the activation of pAMPK/mTOR pathways [53].
Moreover, APN, may exert an anti-proliferative effects through CREB down-regulation [54]. Indeed, in
this recent paper, the authors reported that physiological concentrations of APN significantly reduced
cell proliferation of human lung adenocarcinoma cell line A549, mainly by altering cell cycle kinetics
and through the inhibition of CREB [54].

Beyond the inhibition of cell proliferation, a role of APN in regulating inflammation, cell
growth and oxidative stress could also be observed in lung cancer cell lines. For instance, APN was
effective in reducing the activation of inflammatory pathways, especially through the NF-κB-AdipoR1
pathway. Additionally, APN increased the levels of the anti-inflammatory IL-10 without influencing
the expression of pro-inflammatory IL-6, IL-8 and MCP-1 in both IL-1β and TNF-α-treated A549
cells [53]. However, a pro-inflammatory role for APN has also been proposed; in fact, a report showed
that APN promoted lung inflammation, via up-regulating cPLA2 and COX-2 expression together with
intracellular ROS production [55].

Taken together, the current evidence indicates that APN and its receptors may act as molecular
mediators in lung cancer at multiple levels although their role is controversial and far from being
fully defined.

5.3. Adiponectin in Colon Cancer

Colorectal cancer (CRC) is one of the most common obesity-related cancer [56]. To date, several
epidemiological and in vivo studies have investigated the role of APN in CRC [57]. Low APN
serum concentration has been strongly associated to an increased risk of colorectal adenoma or
early CRC [58–61]. In addition, patients affected by colon carcinoma or advanced adenoma showed
markedly low APN serum level but no difference in serum APN concentration was observed between
patients with advanced adenoma and patients with CRC [62].

AdipoR1 and AdipoR2 are expressed in CRC and are associated with lymph node involvement.
Furthermore, AdipoR1 expression is correlated to tumor size during the early stages of CRC [61,63].
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On the contrary, T-cadherin gene is not expressed in this cancer type since its promoter is frequently
methylated [64,65].

Choe et al. using The Cancer Genome Atlas for CRC, investigated the association between the
adipokine gene family (ADIPOQ, ADIPOR1, ADIPOR2, LEP, LEPR, RETN, RETNLB, RBP4, SFRP5,
NAMPT, SPP1) mRNA expression levels and the survival rate of CRC patients, observing that a high
expression level of the ADIPOR1 and SPP1 genes had unfavorable outcomes on CRC patients. Also,
the SPP1 mRNA expression level was significantly associated to the T- and N-stage, overall stage and
mortality [66].

Evidence demonstrated that APN may affect CRC cell proliferation, adhesion, invasion as well as
inflammation. Most of the studies demonstrated that APN could reduce cell proliferation rate [67,68].
Specifically, APN directly inhibited CRC cell proliferation via AdipoR1- and AdipoR2-mediated AMPK
activation [30,67]. Activated AMPK, in turn, regulated many molecular mechanisms responsible for
the APN inhibition of cell proliferation. Indeed, AMPK upregulated T-cadherin mRNA expression in a
dose-dependent manner in HCT116 cells [69–71].

In vitro assay and immunohistochemical staining suggested that APN could prevent CRC
carcinogenesis and proliferation by downregulating COX-2 expression [61,72]. APN treatment reduced
the survival rate of both CaCo-2 and HCT116 cell lines in a time- and dose-dependent manner by
inducing the phosphorylation of ERK1/2 and the cleavage of Caspase-3 thus activating programmed
cell death [73].

In a mouse model, Saxena et al. proposed the use of APN as a therapeutic compound to decrease
the severity of the symptoms caused by chronic inflammation-induced by CRC [74]. Additionally,
a very recent study in a CRC patient cohort strongly suggested that the mRNA expression levels of
APN and its receptors could be used as biomarkers for the prediction of CRC survival prediction [66].
On the other hand, Ogunwobi et al. reported a pro-proliferative and pro-inflammatory APN action on
CRC cells [75]. This discrepancy might be explained looking at recent-published data showing that the
effect of APN on cancer cell proliferation is glucose-dependent, whereby APN supports CRC survival
in a low glucose medium but inhibits proliferation under a high glucose conditions [76].

Taken together these results suggest that, although APN could be an attractive target for
obesity-associated colon cancer, further investigations are needed to completely elucidate the potential
actions of APN in these cancers.

5.4. Adiponectin in Thyroid Cancer

The incidence of thyroid cancer (TC) underwent such a remarkable worldwide increase that it
becomes the second most commonly diagnosed cancer in young women; nevertheless, the mechanisms
underlying the development and progression of TC are poorly understood. Epidemiologic studies
reported that an increase in BMI and obesity with low levels of circulating APN, are positively
associated to TC risk [77]. On the contrary, Abooshahab et al. found no differences in APN levels
between TC patients and healthy controls [78]. TC tissues and cells lines express both AdipoR1 and
AdipoR2 [79]. A weak expression of AdipoR1 and a moderate expression of AdipoR2 were observed
in both K1 and B-CPAP TC cell lines where APN stimulates AMPK phosphorylation. BHP7 and SW579
cell lines express both AdipoR1 and AdipoR2 but are not responsive to APN [79]. APN increases the
synthesis of thyroid hormones, especially free thyroxine (fT4), through the interaction between the
C-terminal globular domain of APN and the gC1q receptor [80].

Several molecular pathways link obesity to TC. An in vivo study performed in a TC mouse model
reported that a high-fat diet (HFD) could increase cell proliferation via two main molecular pathways: i.
increasing the protein levels of cyclin D1 and retinoblastoma protein (pRb) phosphorylation; ii. through
chronic activation of the JAK2/STAT3 signaling pathway and induction of STAT3 gene expression [81].
In HFD mice, the JAK2-STAT3 signaling pathway was also associated with a higher occurrence of
anaplastic foci. Interestingly, an activation of the STAT3 pathway by APN has been discovered in
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fibroblasts, hepatocytes and adipocytes but, to our knowledge, there is no proof of STAT3 involvement
by APN in thyroid cells [82,83].

Altogether this evidence suggests that APN might have an important role in the development
and progression of TC, even if additional studies are necessary to fully clarify the usefulness of APN
as a plausible marker or therapeutic target for TC.

5.5. Adiponectin in Other Cancers

Recently, in a systematic review and meta-analysis, weight loss and a physically active lifestyle
were associated to a lower risk of meningiomas; in the same study, the authors also observed a
correlation between obesity and glioma risk [84]. Interestingly, our research group showed that APN
negatively modulated cell proliferation of human glioblastomas U87-MG and U251 cell lines, by
inducing growth arrest with a G1-phase delay and a slow but persistent activation of a specific subset
of ERK1/2 proteins. Moreover, we observed that APN negatively regulated Insulin-like Growth
Factor 1 IGF-1 action abolishing the IGF-1-induced proliferation of U251 cells [85]. Prostate cancer is
one of the most commonly diagnosed cancers in men [86]. The role of APN in this type of cancer is
contradictory. In a large retrospective study, low APN expression levels were related to the onset of
prostate cancer. Furthermore, the APN expression level was associated to the stage and the grade of
the disease. However, other studies have found no association between APN expression level and
prostate cancer [12,14].

6. Conclusions

Obesity is a highly prevalent public health problem that has been associated with increased cancers
risk in multiple organs. Several mechanisms have been proposed to explain the link between obesity
and cancer and, among them, deregulation of adipocyte-secreted factors is critical. An involvement
of APN, the most represented circulating adipokine, in the etiology of different cancer types has
been proposed (see Figure 2). APN shows multifaceted functions in tumorigenesis. Nevertheless,
the anti-proliferative and tumor-suppressor role of APN remains elusive and data collected so
far are controversial. In vitro studies suggested that in a number of cancers APN may promote
neoplastic growth, while in others it may suppress it. Consequently, APN likely could act both as
a tumor-suppressor or as a tumor-promoting factor. The discrepancy is coherent with the evidence
that APN exerts different functions depending on environmental factors, such as tissue/organ type
and inflammatory state. Moreover, the available cultured-cell models probably are not suitable to
reproduce the complex tumor microenvironment existing in vivo. Another level of complexity that
could influence experimental results derives from the existence of different APN oligomers. Indeed,
the major number of studies do not indicate which APN isoform is involved; probably this is due
to the difficulty of discerning them. Moreover, alterations not only in circulating levels of total
and isoform-specific APN but also in APN tumor microenvironment concentrations, remain to be
explored in human specimens. Additional clues may facilitate the development of new strategies for
the successful treatment of many obesity- related malignancies, such as by increasing APN serum
concentration or antagonizing its receptors, and/or by targeting APN signaling pathways.
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Figure 2. Summary of the biological functions exerted by APN in lung, colon, breast and thyroid cancers.
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Abbreviations

AdipoR Adiponectin receptor
AMPK 5’-adenosine monophosphate-activated protein kinase
APN Adiponectin
BC Breast cancer
BMI Body Mass Index
COX-2 Cyclooxygenase
CRC Colorectal cancer
cPLA2 Cytosolic phospholipase A2
CREB cAMP response element-binding protein
ER Estrogen receptor
ERK1/2 Extracellular signal-regulated protein kinases 1 and 2
fT4 Free thyroxine
HFD High-fat diet
IGF-1 Insulin-like growth factor 1
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IL-10 Interleukin-10
IL-6 Interleukin-6
IL-8 Interleukin-8
JAK2 Janus kinase 2
MAPK Mitogen-activated protein kinase
MCP-1 Monocyte chemoattractant protein 1
mTOR Mammalian target of rapamycin
NF-κB Nuclear factor-κB
PI3K Phosphatidylinositol-4,5-bisphosphate 3-kinase
PPAR Peroxisome proliferator-activated receptors
PP2A Protein phosphatase 2 A
pRb Phosphorylated retinoblastoma protein
ROS Reactive oxygen species
STAT3 Signal transducer and activator of transcription 3
TC Thyroid cancer
TNF-α Tumor necrosis factor-α
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