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Optical micro-electro-mechanical systems (MEMS), micro-opto-electro-mechanical systems
(MOEMS), or optical microsystems are devices or systems that interact with light through actuation or
sensing at a micron or millimeter scale. Optical MEMS have had enormous commercial success in
projectors, displays, and fiber optic communications. The best known example is Texas Instruments’
digital micromirror devices (DMDs). The development of optical MEMS was impeded seriously by the
Telecom Bubble in 2000. Fortunately, DMDs grew their market size even in that economy downturn.
Meanwhile, in the last one and half decades, the optical MEMS market has been slowly but steadily
recovering. During this time span, the major technological change was the shift of thin-film polysilicon
microstructures to single-crystal-silicon microstructures. Especially in the last few years, cloud data
centers demand large-port optical cross connects (OXCs), autonomous driving looks for miniature light
detection and ranging systems (LiDAR), and virtual reality/augmented reality (VR/AR) demands tiny
optical scanners. This is a new wave of opportunities for optical MEMS. Furthermore, several research
institutes around the world have been developing MOEMS devices for extreme applications (very fine
tailoring of light beam in terms of phase, intensity, or wavelength) and/or extreme environments (high
vacuum or cryogenic temperature) for many years.

This special issue contains twelve research papers covering MEMS mirrors [1–10], MEMS
variable optical attenuators (VOAs) [11], and tunable spectral filters [12]. These MEMS devices are
based on three of the commonly used actuation mechanisms: electrothermal [1], electrostatic [2–7,11],
and electromagnetic actuation [8–10]. MEMS optical scanners involving single mirrors are demonstrated
or used in [1–3,8–10], while all other optical microsystems employ MEMS mirror arrays that are all based
on DMDs [4–7]. This special issue also includes one review paper on metalens-based miniaturized
optical systems [13].

Among the papers on single MEMS mirrors, two are focused on MEMS device fabrication [1,10],
one on optimization of the driving signals [3], one on applying MEMS mirrors for confocal microscopy [2],
and two on using MEMS mirrors to generate structural light patterns for 3D measurement [8,9].
Interestingly, there are several papers reporting various applications of DMDs, including spectral
filtering [4], Hadamard spectroscopy [5], wavefront/aberration correction [6], and a tunable fiber laser [7].

In particular, Zhou et al. presented the design, fabrication, and characterization of an electrothermal
MEMS mirror with large tip-tilt scan around ±8◦ and large piston scan of 114 μm at only 2.35 V as well
as large resonance frequencies of 1.5 kHz (piston) and 2.7 kHz (tip-tilt); this device survived 220 billion
scanning cycles [1]. Lei et al. developed a low-cost FR4-based electromagnetic scanning micromirror
integrated with an electromagnetic angle sensor; this MEMS mirror achieved an optical scan angle of
11.2◦ with a low driving voltage of only 425 mV at resonance (361.8 Hz) [10]. Kim et al. demonstrated
an original driving scheme of an electrostatic microscanner in a quasi-static mode based on an input
shaping method by an experimental transfer function; the usable scan range was extended up to 90%
or higher for most frequencies up to 160 Hz [3].

On the applications side, Yao et al. modified a confocal microscope for including a resonant
MEMS scanner in order to miniaturize the system [2]. Hu et al. proposed a new multiple laser

Micromachines 2019, 10, 458; doi:10.3390/mi10070458 www.mdpi.com/journal/micromachines1
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stripe scanning profilometry based on a scanning mirror that can project high quality movable laser
stripes, delivering high-quality images, mechanical movement noise elimination, and speckle noise
reduction [5]. Yang at al. combined the high accuracy of the fringe projection profilometry with the
robustness of the laser stripe scanning and demonstrated 3D shape measurement of surfaces with large
reflection variations using a biaxial scanning micromirror projection system [9].

Gao et al. showed that a programmable filter based on a DMD can experimentally reach a
minimum bandwidth as low as 12.5 GHz in C-band, where the number of channels and the center
wavelength can be adjusted independently, as well as the channel bandwidth and the output power [4].
Lu et al. employed a new Hadamard mask of variable-width stripes to improve the Signal-to-Noise
Ratio (SNR) of a Hadamard transform near-infrared spectrometer by reducing the influence of stray
light [5]. Carmichael Martins et al. confirmed that using a DMD for aperture scanning can perform
efficiently to measure ocular aberrations sequentially, even for highly aberrated wavefronts [6]. Li et al.
demonstrated a tunable fiber laser with high tuning resolution in the C-band, based on a DMD chip as
a programmable wavelength filter, and an echelle grating to achieve high-precision tuning [7].

Finally, Sun et al. were able to reduce the wavelength-dependent loss (WDL) and the polarization-
dependent loss (PDL) of MEMS-based variable optical attenuators (VOAs) by using a specific shape of
the end-face of the collimating lens [11]. Liu et al. have chosen to use a new dual-mode liquid-crystal (LC)
device incorporating a Fabry–Perot cavity and an arrayed LC micro-lens for performing simultaneous
electrically adjusted filtering and zooming in the infrared wavelength range by adjusting the transmission
spectrum and the point spread function of the incident micro-beams [12]. Li et al. reviewed the use of a
metasurface-based flat lens (metalens) for miniaturized optical imaging and sensing systems, especially
in the bio-optics field, including a large field of view (FOV), chromatic aberration, and high-resolution
imaging [13].

We would like to take this opportunity to thank all the authors for submitting their papers to this
Special Issue. We also want to thank all the reviewers for dedicating their time and helping to improve
the quality of the submitted papers.

Conflicts of Interest: The authors declare no conflict of interest.
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An Electrothermal Cu/W Bimorph Tip-Tilt-Piston
MEMS Mirror with High Reliability

Liang Zhou, Xiaoyang Zhang and Huikai Xie *

Department of Electrical and Computer Engineering, University of Florida, Gainesville, FL 32611, USA;
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Abstract: This paper presents the design, fabrication, and characterization of an electrothermal MEMS
mirror with large tip, tilt and piston scan. This MEMS mirror is based on electrothermal bimorph
actuation with Cu and W thin-film layers forming the bimorphs. The MEMS mirror is fabricated
via a combination of surface and bulk micromachining. The piston displacement and tip-tilt optical
angle of the mirror plate of the fabricated MEMS mirror are around 114 μm and ±8◦, respectively at
only 2.35 V. The measured response time is 7.3 ms. The piston and tip-tilt resonant frequencies are
measured to be 1.5 kHz and 2.7 kHz, respectively. The MEMS mirror survived 220 billion scanning
cycles with little change of its scanning characteristics, indicating that the MEMS mirror is stable
and reliable.

Keywords: MEMS mirror; electrothermal bimorph; Cu/W bimorph; electrothermal actuation; reliability

1. Introduction

Microelectromechanical (MEMS) mirrors can actively steer light beams. They play an important
role in various optical systems and have been widely used in displays [1–3], optical switching [4–6],
Fourier transform spectroscopy [7,8], optical endomicroscopy [9–14], tunable lasers [15,16], structured
illumination [17], and light detection and ranging (LiDAR) [18,19]. The development of MEMS mirrors
dates back to 1980 when Dr. Kurt Petersen published a seminal paper on a torsional mirror using silicon
as the mechanical material [20]. Later, in 1987, Dr. Larry Hornbeck at Texas Instruments successfully
invented and developed digital micromirror devices that now dominate the projector market [21].
The market size of MEMS mirrors has been growing for decades, and various MEMS mirrors with
advanced features for specific applications are still being developed.

Electrostatic, piezoelectric, electromagnetic, and electrothermal actuations have been commonly
used in MEMS mirrors [2]. Every actuation mechanism has its advantages and disadvantages.
For instance, electrostatic mirrors usually have the advantages of fast response and low power
consumption but at the cost of high driving voltage [2]. Due to the large area of comb drives, the fill
factor of the active mirror surface is typically low unless a dedicated mirror transfer process is
employed [22]. On the other hand, electrothermal MEMS mirrors have large scan angle, low driving
voltage, and high fill factor [11,23–26], making them especially suitable for biomedical endoscopic
imaging applications.

A variety of MEMS mirrors based on electrothermal bimorph actuators have been reported [23–26].
An electrothermal bimorph comprises two materials with different coefficients of thermal expansion
(CTEs), as shown in Figure 1a. If one end of the bimorph is clamped, the other end will curl up or down
as the temperature changes. Cr/SiO2 [27], NiCr/SU-8 [28], Au/Si [29], Al/W [30], and Al/SiO2 [11,23–26]
material pairs heave been used to form bimorph actuators. The Al/SiO2 pair is used most often because
of their large CTE difference and their wide processing availability in almost any MEMS or integrated

Micromachines 2019, 10, 323; doi:10.3390/mi10050323 www.mdpi.com/journal/micromachines4
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circuit (IC) fabrication facilities. However, Al is a metal with low melting point (660 ◦C), and is
susceptible to creep failure [31]. SiO2 is a brittle material, which may result in fracture of bimorphs
due to fabrication defects and overstress. Thus, the lifetime and reliability of Al/SiO2 bimorph based
MEMS mirrors may be limited [31].

Therefore, a new material pair for bimorphs is needed to obtain more reliable MEMS mirrors.
Cu and W have high Young’s moduli, their CTE difference is relatively large, and their thermal
diffusivities are also large. Thus, high stiffness and fast thermal response can be expected from Cu/W
bimorphs. Zhang et al. demonstrated a Cu/W bimorph based electrothermal MEMS mirror using
a lateral-shift-free (LSF) bimorph design [32]. The LSF bimorph actuator consists of three Cu/W
bimorph segments (b1, b2, and b3) and two Cu/W/Cu multimorph segments (m1, m2), as shown in the
Figure 1b,c. By properly choosing the length ratios of these five segments, the LSF bimorph design
minimizes the lateral shift of the central mirror plate. This LSF design also achieves large vertical
displacement by utilizing temperature-insensitive Cu/W/Cu multimorphs to amplify the displacement
generated from the curling Cu/W bimorphs. An SEM of the LSF Cu/W MEMS mirror is shown in
Figure 1d; a large piston displacement of 320 μm and a large scan angle of ±18◦ were obtained [32].
However, due to the long actuator beams, the stiffness of the bimorph actuators is low (only about
0.1 N/m for the design in Figure 1d) and the thermal resistance is large, causing long thermal response
time (the thermal time constant was about 6 ms for the design in Figure 1d). In addition, this LSF
MEMS mirror’s effective fill factor, that is, the ratio of the area of the mirror plate to the area occupied
by both the actuators and mirror plate, is only about 35%. Furthermore, the mirror plate has a small
in-plane rotation upon piston actuation because the four actuators are not completely symmetric.

  
(a) (b) (e) 

(c) (d) 

Figure 1. Various bimorph structures: (a) A single cantilever bimorph. (b) A lateral-shift-free (LSF)
bimorph actuator; (c) A scanning electron micrograph (SEM) of a Cu/W LSF bimorph actuator; (d) An
SEM of a Cu/W mirror with LSF design; (e) An inverted-series-connected (ISC) bimorph actuator. b1,
b2, b3: bimorph segment #1, #2, and #3; m1, m2: multimorph segment #1 and #2.

In this paper, we present a new electrothermal Cu/W bimorph MEMS mirror with an
inverted-series-connected (ISC) structure. As shown in Figure 1e, an ISC structure achieves vertical
displacement through connecting four segments of bimorphs with flipped layers in series. The ISC
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actuator design was firstly developed by Todd et al. to overcome the lateral shift and the tip-tilt angle of
a single bimorph [25]. Compared to the LSF actuator in Figure 1b, this ISC actuator eliminates the long
and wide multimorphs that deteriorates the fill factor and resonant frequency. Thus, this ISC actuator
design can increase both stiffness and fill factor. At the same time, this ISC bimorph actuator design
can be made completely symmetric, in which every bimorph is the same except the layer sequence.
The W layer of the bimorphs also functions as heaters. This concept was initially reported in [33],
where a downward ISC Cu/W mirror was reported with preliminary results. This paper focuses on the
design, optimization, fabrication, and characterization of an upward ISC Cu/W mirror.

In the following, the bimorph material selection process is discussed in Section 2, device design
including structure parameters and simulation is presented in Section 3, the detailed device fabrication
process is introduced in Section 4, and the device characterization including quasi-static, dynamic, and
long-term stability tests is presented in Section 5.

2. Material Selection

Material selection is crucial to designing reliable bimorphs for MEMS mirrors. Thin film dielectric
materials are fragile, so metals are preferred. For metal microstructures, creep and fatigue are among
the most important concerns [31]. Alloys are often used over pure metals. For example, Al alloys are
successfully used by Texas Instruments to reduce the creep of digital micromirror devices [31]. However,
alloys with proper compositions are often difficult to find especially for MEMS processes-compatible
ones, so only the pure metals commonly used in MEMS or semiconductor industries, as listed in Table 1,
were considered. Evaluation of the stiffness, bimorph responsivity, response time, and maximum
working temperature of a single bimorph with two materials of the same width was used to select the
two materials.

Table 1. Material properties of commonly used MEMS materials [34].

Material CTE (10−6/K) Thermal Conductivity (W/mK) Young’s Modulus (GPa) Melting Point (◦C) Yield Strength (MPa)

Si 3.0 150.0 179 1414 -
SiO2 0.4 1.4 70 1700 -
Al 23.6 237.0 70 660 124
Au 14.5 318.0 78 1064 -
Cu 16.9 401.0 120 1083 262
W 4.5 173 410 3410 550
Cr 5.0 93.9 140 1907 200

The tilt angle at the end of the bimorph was determined by the intrinsic stresses and the extrinsic
stresses in the two thin-film layers. The intrinsic stresses, which are incurred by the materials and
deposition temperature, determined the initial tip-tilt angle and displacement. Miniaturized intrinsic
stresses were expected to make the mirror surface at the same level as the substrate, facilitating
the fabrication and applications. W was just the right material whose residual stress could be well
controlled through adjusting the argon pressure or substrate temperature during sputtering.

The bimorph responsivity, defined as the ratio of the rotation angle at the end of the bimorph, Δθ,
over the temperature change, ΔT, is expressed as [35]:

Δθ/ΔT =
βbl

ta + tb
(αa − αb), (1)

where αa and αb are the CTE’s of material a and b, respectively, ta and tb are the thicknesses of
material a and b, respectively, βb is the curvature coefficient of the bimorph, and l is the length of the
bimorph. According to Equation (1), the bimorph responsivity is proportional to the CTE difference.
Thus, Al and SiO2 are often chosen as the bimorph materials because of their large CTE difference of
23.2 × 10−6/K. The CTE difference between Al and W [30] is comparable to that of Al and SiO2, but Al
would incur creep. Although the CTE difference between Cu and W is only around 60% of that of Al
and SiO2, their melting points are much larger than that of Al. Therefore, Cu and W bimorphs can work
at higher temperature to achieve similar rotation angles as Al and SiO2 bimorphs. In addition, creep is
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smaller for a metal with higher melting temperature, so the creep failure of Cu/W MEMS mirrors will
be greatly reduced. Note that the temperature change for a given electrical power is determined by
the thermal resistance between the bimorph and the substrate as well as the heat loss to the air via
convection; more details can be found in [36].

The equivalent stiffness of the bimorph in Figure 1a can be found as:

k =
3EI
l3

, where EI =
wt3

btaEbEa

12(taEa + tbEb)
K1, and K1 = 4 + 6

ta

tb
+ 4(

ta

tb
)

2
+

Ea

Eb
(

ta

tb
)

3
+

Eb

Ea

tb

ta
. (2)

Therefore, the stiffness is highly dependent on the Young’s moduli of the materials a and b as well
as their thickness ratio. The equivalent rigidity of a Cu/W bimorph with a same width and equivalent
thickness is around three times of that of an Al/SiO2 bimorph. In other words, compared to an Al/SiO2

bimorph, a Cu/W bimorph with a much smaller thickness can be used to achieve the same stiffness.
From a simplified one-dimensional thermal lumped model, the thermal response time is inversely

proportional to the thermal diffusivity (α), that is,

t ∝ RthCth ∝ 1
k/ρcp

=
1
α

, (3)

in which thermal convection and radiation are neglected for simplification. The thermal diffusivities of
Cu and W are comparable to Al (120% and 70% of that of Al, respectively), but over 75 times higher
than that of SiO2. Therefore, the thermal response time of a Cu/W bimorph will be much smaller than
that of an Al/SiO2 bimorph.

For a reliable bimorph, the materials must work in the region of elasticity, that is, the maximum
bending stress must not exceed the yield strength. According to Table 1, the yield strengths of Cu and
W are about two times and four times higher than that of Al, respectively. In addition, Cu and W
are widely available for micromachining and their fabrication processes are mature. Also, W, whose
resistivity is 5.6 × 10−8 Ω·m, is commonly used in incandescent light bulbs. Therefore, the W layer can
function as a heater.

With all the above merits, Cu and W were selected as the materials for making the ISC bimorph
actuators in this work.

3. Device Design

The schematic of the MEMS mirror built on the Cu/W bimorphs with ISC structures is shown
in Figure 2. The central mirror plate was made of a 20-μm-thick silicon for optical flatness and a
0.2-μm-thick aluminum on the surface for high reflectance. The mirror plate was 1 mm in diameter
and suspended by four pairs of ISC actuators. There were thin silicon oxide beams between the ISC
actuators and the mirror plate, as shown in the inset of Figure 2, functioning as thermal isolation
to confine the Joule heat to the bimorphs and minimize the temperature rise on the mirror plate.
There was another set of silicon oxide beams between the bimorph actuators and the substrate, forming
a thermal barrier to reduce the heat to the silicon substrate. There were eight pads extended from the
tungsten layer of the bimorphs with two pads on each side of the substrate. Thus, every actuator could
be actuated separately. The mirror plate could move vertically when all the actuators were applied
with the same voltage, and could rotate when the four actuators were applied with different voltages.

If the W and Cu layers have the same width, the optimal thickness ratio of these two layers is 0.56
for achieving the maximum displacement [23]. However, the actual widths of the Cu and W layers
were different. For the sake of good step coverage and reliable photolithography, the Cu layers were
chosen to be wider than the W layers. In this design, the width of the Cu layer was set as 30 μm, while
the W width was set as 16 μm, which ensured the W layer was either fully covered by the Cu layer
or fully on top of the Cu layer, even with minor mask aligning errors. The structure parameters of
the Cu/W ISC MEMS mirror are given in Table 2. With the aid of COMSOL simulation, it was found
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that the optimal W-to-Cu thickness ratio is 0.77. By considering the required robustness of the MEMS
mirror and easy fabrication, the actual W and Cu thicknesses were chosen as 1.0 μm and 1.3 μm,
respectively. The flexural rigidity (EI) of the Cu/W bimorph was 4.82 Pa·mm4, which is 4.25 times that
of the Al/SiO2 bimorph in [3] whose Al and SiO2 thicknesses were 1.1 μm and 1.2 μm, respectively.

Figure 2. Schematic of a microelectromechanical (MEMS) mirror based on Cu/W ISC actuators.

Table 2. Design parameters of Cu/W MEMS Mirror.

Structure Parameters Value

Device footprint 2.2 mm × 2.2 mm
Diameter of the mirror plate 1 mm

Mirror plate thickness 20 μm
Length of each bimorph 180 μm

Width of W 16 μm
Width of Cu 30 μm

Length of overlap 60 μm

Note that even when Cu is passivated with SiO2, oxygen can still diffuse through and oxidize Cu,
so a thin layer (~50 nm) of Si3N4 is needed as a diffusion barrier layer to wrap Cu layers. A finite element
3D model with the parameters as shown in Table 2 was created in COMSOL Multiphysics (version 5.4,
COMSOL Inc., Stockholm, Sweden) to show the performance of the MEMS mirror. All layers including
the dielectric layers were considered. As shown in Figure 3, the first and second resonant frequencies
were 1.493 kHz and 2.518 kHz, respectively. Since the mass of the mirror plate was several orders of
magnitude larger than those of the actuators, the stiffness of a single actuator can be calculated by:

kact =
1
4

mplate(2π fp)
2, (4)

where mplate is the mass of the mirror plate, and fp is the piston resonant frequency. Thus, the stiffness
of one double S-shaped bimorph actuator is kact = 0.81 N/m. Tip-tilt actuation can be realized by
applying different temperature at the four different actuators. Raising the same temperature on four
actuators at the same time results in a piston movement.
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(a) (b) 

Figure 3. The modal simulation of the Cu/W mirror. (a) First resonant mode, piston, at the frequency
of 1.493 kHz; (b) Second resonant mode, tip-tilt, at the frequency of 2.518 kHz.

4. Device Fabrication

The mirror pate and the bimorphs were released by bulk micromachining. The fabrication process
flow is illustrated in Figure 4. First, a 1-μm-thick plasma enhanced chemical vapor deposition (PECVD)
SiO2 was deposited on a 4” silicon on insulator (SOI) wafer and wet etched to form electrical insulation
on top of the silicon device layer and thermal isolation from the bimorphs to the substrate and to the
mirror plate (Figure 4a). A 0.15/0.05-μm PECVD SiO2/Si3N4 was deposited and reactive-ion-etch (RIE)
patterned as the bottom diffusion barrier layer of the bimorphs. A 1.3 μm Cu layer was sputtered
and lift-off to define the bimorphs that require Cu as the bottom layer (Figure 4b). A 0.1 μm Si3N4

layer was deposited and RIE patterned for electrical isolation and a 1 μm W layer was sputtered and
patterned via lift-off to define the bimorphs; the W layer also worked as the resistor for Joule heating
(Figure 4c). Another 0.1 μm Si3N4 layer was deposited on top of the W layer and vias were opened
on top of W by RIE. The second Cu layer was then sputtered and lift-off to define the bimorphs that
required Cu as the top layer, followed by another 0.05/0.15 μm thin PECVD Si3N4/SiO2 deposited as
the diffusion barrier layer of the bimorphs (Figure 4d). These Si3N4/SiO2 multilayer dielectric layers
between the bimorphs were etched by RIE for later release, and vias were formed on top of the Cu
layer. A 0.5 μm Al layer was sputtered to define the mirror surface and the bonding pads on top of Cu
(Figure 4e). At this point, all the processes on the front side of the wafer were done.

After the wafer was flipped over, a 0.2 μm SiO2 was deposited and RIE etched to define the regions
corresponding to the bimorphs (Figure 4f). Next, a photoresist pattern corresponding to the entire
bimorphs plus the mirror plate was formed (Figure 4g). Then, a first round of deep reactive-ion-etching
(DRIE) was used to etch trenches into the silicon substrate by about 40 μm while the silicon under the
mirror plate was still intact (Figure 4h). Next, the 0.2 μm SiO2 was removed by RIE. A second round of
DRIE was used to etch down to the buried oxide (BOX) layer (Figure 4i), followed by removing the
BOX layer with RIE (Figure 4j). Finally, a third round of DRIE was done to remove all the remaining
silicon layer under the bimorphs and the mirror plate (Figure 4k). As the front-side Al mirror surface
was not exposed to DRIE, the surface quality of the mirror was high.

An SEM of a fabricated ISC MEMS mirror is shown in Figure 5. The device footprint was
2.2 mm × 2.2 mm with an effective fill factor of 48% even with a circular mirror plate, which was still
37% larger than the LSF design in Figure 1d. The initial elevation of the mirror plate was measured to
be 128 μm, incurred by the residual stresses, and the bimorphs were free of oxidation. The measured
resistances of the four actuators were 30.4–32.4 Ω at room temperature.
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Figure 4. Fabrication process flow of the MEMS mirror.

 
Figure 5. SEM of a fabricated MEMS mirror.

5. Characterization

The quasi-static, dynamic and frequency responses of the MEMS mirror were characterized.
The long-term reliability was also tested. These experimental results are presented below.

5.1. Static Response

When a same direct current (DC) voltage was applied to all four actuators, the mirror plate moved
vertically. An optical microscope was used to measure the heights of the mirror plate at different DC
voltages. Figure 6 plots the piston displacements of the mirror plate versus the applied DC voltage
and the corresponding power, respectively, showing that the mirror plate traveled 114 μm at only
2.35 V or 475 mW. When a voltage was applied on one actuator while leaving other three actuators
open-circuit, the mirror plate tilted. Figure 7 shows the optical scan angle of the mirror plate versus the
applied DC voltage, showing that the mirror plate tilted 4◦ (or 8◦ optical angle) at 2.35 V. Also plotted
on Figure 7 is the displacement of the mirror plate center reaching to 51 μm at 2.35 V. This means that
the mirror plate was flipping instead of rotating along its central axis. In order to keep the center
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stationary, a differential drive—that is, applying a pair of differential voltages on one pair of opposing
actuators with a DC bias set on all four actuators—can be used [23].

 
Figure 6. The vertical displacement (solid line), and the corresponding consumed power (dash
line) versus the applied voltage. The errors for the displacement measurement were about ± 2 μm
resulting from the errors of the microstage position reading and the focal point determination of the
optical microscope.

 
Figure 7. The optical scan angle (solid line), and the corresponding center displacement (dash line)
versus the applied voltage.

5.2. Frequency Response

The frequency response was measured by using a network analyzer. An input sweep-frequency
voltage signal, 1 + 0.1 × cos(2πft) V, generated by the network analyzer, was applied to the MEMS
mirror; the laser spot reflected by the scanning mirror plate was picked up by a photosensitive detector
(PSD) whose output signal was a measure of the tilt angle of the mirror plate. This signal was sent back
to the network analyzer, so the frequency response was directly obtained. The measured frequency
response is shown in Figure 8, where the first mode (piston) was 1.55 kHz and the second mode
(tip-tilt) was 2.7 kHz. The resonant modes were well predicted by the simulation results (see Figure 3)
with an error less than 7%. The Q factor of the tip-tilt mode was 25.5. The 3 dB cutoff frequency, f 3dB,

11



Micromachines 2019, 10, 323

was around 50 Hz, which was the result of the thermal response. Thus the thermal time constant
τT = 1

2π f3dB
= 3.2 ms, which is around 50% of the time of the LSF actuator as shown in Figure 1d [32].

Figure 8. The frequency response of the micromirror from 1 Hz to 10 kHz.

Note that the measured piston resonant frequency was fp = 1550 Hz, so kact =
1
4 mplate(2π fp)

2 =

0.87 N/m, which is in a good agreement with the simulated stiffness and seven times as much as that
of the design in Figure 1d. According to Figure 8, the measured displacement was 114 μm at 2.35 V;
thus, the force generated by each electrothermal bimorph actuator was about 92.3 μN at that voltage.
Therefore, this type of electrothermal actuators is also suitable for applications that require relatively
large driving force, such as MEMS lens scanners.

5.3. Step Response

Step response and frequency response have been characterized. The step response was measured
with a laser shinning on the mirror plate and a PSD detecting the position of the reflected laser
beam. A 10 Hz square wave with a 50% duty cycle and a 1V amplitude was used to drive a single
actuator. The result is shown in Figure 9a, with the zoom-in views of the rise and fall response in
Figure 9b,c, respectively. The 10–90% rise and fall time were 7.3 ms and 8.5 ms, respectively. The fall
time was 1.2 ms or 16% longer that the rise time, which is believed to be caused by the heat stored
inside the mirror plate flowing back into the actuators during cooling. Note that in Figure 9 the step
response was smooth with no overshoot and very small ringing. This was the result of the low-pass
filtering effect of the thermal response. There is a 20 dB/Decade roll-off after the thermal cut-off
frequency. Thus, the resonant peak height was proportional to the thermal response time and inversely
proportional to the resonant frequency. According to the finding reported in [37], the overshoot and
ringing of a step response of an electrothermal actuator will be greatly suppressed if τT· f0 > Q/(2π).
In this case, τT· ftip−tilt = 3.2× 2.7 = 8.6, which is greater than Q/2π = 4.
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(a) 

 

(b) 

 

(c) 

 

Figure 9. (a) Step response of one actuator of the MEMS Mirror; (b) zoom-in rise edge; (c) zoom-in
fall edge.

5.4. Reliability

The reliability was characterized by recording the tip-tilt resonant frequency and its corresponding
scan angle for more than 30 months. A sine waveform voltage signal with an amplitude of 1 V and
an offset of 1 V was applied to one actuator of the fabricated Cu/W ISC MEMS mirror. A laser beam
was shined on the mirror plate, and the reflected laser beam was projected to a screen. The driving
frequency was continuously adjusted to its resonant frequency to keep the scan angle at its maxima,
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and both the frequency and the corresponding scan angle were recorded. The resonant frequency and
the resonant scan angle over time are plotted in Figure 10. During the first 9 months, the resonant
frequency dropped slowly from 2718 Hz to 2705 Hz, corresponding to a frequency shift as small as
0.47%. The resonant scan angle decreased gradually during the first 13 months, dropping about 10.7%
(from 53.2◦ to 47.5◦). After 13 months’ continuous running, both the resonant frequency and the scan
angle became very stable, maintaining at 2705 ± 1 Hz and 47 ± 0.4◦, respectively. Thus, this MEMS
mirror is reliable and can be used for long-term operation and even for open-loop driving. Note that
even though the overall changes of the resonant frequency and maximum scan angle were small,
there still existed a rapid-changing time period, which happened to be the beginning part of the device
operation life time. This rapid-changing period is believed to be undergoing the burn-in process. More
experiments are needed to verify this.

(a) 

 

(b) 

 

Figure 10. (a) Long-term frequency shift; (b) long-term scan angle change at the corresponding tip-tilt
resonant frequency.

Figure 11a shows a scanning electron microscope (SEM) image of the MEMS mirror after the
long-term (30 months) test. The entire device still looked clean except the joint part between the mirror
plate and the actuated bimorph actuator was contaminated. As shown in the close-view images of the
actuated bimorphs (Figure 11b,c), some extrusion accumulated at the edge of the bimorphs. This is
believed to be copper oxide. Since the Si3N4 barrier layer was partially etched during DRIE, some
copper atoms diffused out and were oxidized on the surface of the bimorphs. It is also believed that
this Cu oxidization accounted for the relatively large changes of the resonant frequency and the scan
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angle during the initial 13-month long-term test. More study will be performed to understand the
observed phenomena.

Figure 11. SEM pictures of the MEMS mirror after long-term actuation under the tip-tilt resonant
frequency. (a) The full device; (b) a zoom-in SEM picture of the actuated bimorph near overlap between
inversed bimorphs; (c) a zoom-in SEM picture of the actuated bimorph near a corner.

6. Conclusions

A reliable MEMS mirror based on the ISC Cu/W bimorph actuator design has been successfully
demonstrated. Compared to its LSF bimorph design counterpart with the same dimensions, this ISC
design is completely symmetric with six times higher stiffness, 37% higher fill factor, and 50% smaller
thermal response time. In addition, the ISC bimorph MEMS mirror has been proven to be stable
long-term, surviving over 200 billion cycles of large angular scanning. In the future, this Cu/W ISC
design will be further optimized, including eliminating the Cu oxidation by adopting new diffusion
barrier layers, reducing the thicknesses of the insulation layers, minimizing the width difference
between the Cu and W layers, and increasing the bimorph width to achieve even larger scan angle,
higher robustness, and better reliability.
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Abstract: The electrostatic MEMS scanner plays an important role in the miniaturization of the microscopic
imaging system. We have developed a new two-dimensional (2D) parametrically-resonant MEMS scanner
with patterned Au coating (>90% reflectivity at an NIR 785-nm wavelength), for a near-infrared
(NIR) fluorescence intraoperative confocal microscopic imaging system with a compact form factor.
A silicon-on-insulator (SOI)-wafer based dicing-free microfabrication process has been developed for
mass-production with high yield. Based on an in-plane comb-drive configuration, the resonant MEMS
scanner performs 2D Lissajous pattern scanning with a large mechanical scanning angle (MSA, ±4◦)
on each axis at low driving voltage (36 V). A large field-of-view (FOV) has been achieved by using a
post-objective scanning architecture of the confocal microscope. We have integrated the new MEMS
scanner into a custom-made NIR fluorescence intraoperative confocal microscope with an outer diameter
of 5.5 mm at its distal-end. Axial scanning has been achieved by using a piezoelectric actuator-based
driving mechanism. We have successfully demonstrated ex vivo 2D imaging on human tissue specimens
with up to five frames/s. The 2D resonant MEMS scanner can potentially be utilized for many applications,
including multiphoton microendoscopy and wide-field endoscopy.

Keywords: resonant MEMS scanner; electrostatic; parametric resonance; NIR fluorescence; intraoperative
microscope; 2D Lissajous; fluorescence confocal

1. Introduction

The intraoperative microscope has become an emerging bio-imaging technology for clinical
applications, including molecular imaging-guided surgery [1]. Other intraoperative imaging
tools have been successfully demonstrated, such as wide-field fluorescence [2], confocal [3,4],
optical coherence tomography (OCT) [5,6], multiphoton [7,8], etc. Among these state-of-the-art
optical imaging modalities, miniaturized fluorescence confocal microscopy holds the promise for
many translational applications [3,9], including both early cancer detection and tumor margin
delineation. MEMS technology plays an important role in the instrument miniaturization of the
intraoperative confocal microscopes, in which MEMS scanners and actuators perform beam steering
and focus tuning [10,11]. Various MEMS-enabled confocal microscopes [12–16] have been previously
developed by integrating custom-made micro-scanners based on different working principles, such as
electromagnetic [17,18], electro-thermal [19–21], electrostatic [22], and thin-film piezoelectric [23,24].
Due to their fast-speed scanning up to large angles in a very small footprint, electrostatic micro-scanners
have been widely utilized in MEMS-based microscopes [25–29]. However, to date, only a handful of
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MEMS-based near-infrared (NIR) (>785 nm) fluorescence intraoperative confocal microscopes have
been demonstrated [9]. Most of the existing intraoperative confocal microscopes perform either the
reflective-mode imaging or visible-range fluorescence imaging. Although it has been used for clinical
trials [3], the commercial Cellvizio™ (Mauna Kea Tech, Paris, France) intraoperative confocal microscope
has a limited field-of-view (FOV) (<400 μm) without Z-axis scan. It uses fiber bundles combined with
micro-optics, while bulky galvanometer scanners are utilized in a pre-objective way. It only operates
in the visible range (488–640 nm) because the fiber bundles have a low transmission efficiency in the
NIR range. One of the greatest challenges in the compact NIR fluorescence intraoperative confocal
microscope is collecting enough signal to achieve an adequate signal-to-noise ratio (SNR) since the
fluorescence emission signal is weak during in vivo imaging. Therefore, the reflectance efficiency
of MEMS scanners has to be sufficiently high to ensure efficient laser excitation and fluorescence
collection. Aluminum coating (on the full wafer) without pattern has been commonly used [8,15].
In addition, to avoid creating a short-circuit between comb-drive fingers, only a very thin layer of
aluminum coating (less than 50 nm) can be used. The thin aluminum coating layer’s reflectivity will
not be sufficient for weak NIR fluorescence detection from tissue specimens. In the NIR range, the Au
coating will provide much better reflectivity (>90%), while the reflectivity efficiency of the aluminum
coating is relatively low (80%). Unfortunately, very few Au-coated electrostatic MEMS scanners have
been demonstrated or mass-produced for custom-made miniature NIR fluorescence intraoperative
confocal microscopes. In this project, based on the parametric resonance working principle [30,31],
an electrostatic comb-drive-actuated, gimbal frame-based 2D resonant MEMS scanner has been
developed and fully integrated into a newly-developed miniature NIR fluorescence intraoperative
confocal microscope (outer diameter (OD) 5.5 mm). To achieve a high reflectivity in the NIR range,
the new scanner has been coated with a patterned Au/Ti (Ti: adhesion, low stress) coating layer.
Resonant scanners offer large tilting angles with a relatively low driving voltage, compared to the
conventional electrostatic MEMS scanners based on staggered or angular vertical comb-drives (SVC or
AVC) [8,15,22], which usually require a high driving voltage (>100 V, not safe for humans) for large
tilting angles in the DC mode with a raster scanning pattern. By taking advantage of the new resonant
scanner in our post-objective scanning-based optics, we are able to realize a large FOV (up to 1000 μm)
with very low driving voltage (36 V), which is important for in vivo imaging of humans. Our design
was inspired by the seminal work [31] by the team led by Schenk. Unfortunately, the former processes
are not suitable for our design. A resonant scanner with a large fill-in factor (on the X-axis, “dumb-bell”
shape) is required to fit the post-objective scanning-based optics for depth imaging with a large FOV.
For example, in the former process, KOH-based wet etching on the backside of the wafer required
more supporting materials on both the device and handle silicon layers. In our study, based on a single
silicon-on-insulator (SOI) wafer, a simplified dicing-free micromachining process has been developed
for a mass-production with a high yield. The backside enhancement structures under the micro-mirror
help improve the flatness of the mirror surface. A 2D Lissajous pattern scanning strategy [32,33] has
been used by actuating the two axes of the scanner in resonant modes with driving frequencies in a
tunable range. We have realized 2D imaging with a frame rate of up to 5 Hz, which is sufficient for
clinical applications. In the following sessions, we will describe the 2D resonant MEMS scanner and
the miniaturized MEMS-based intraoperative confocal microscope.

2. 2D Au-Coated Resonant MEMS Scanner Development

2.1. Design of the 2D Au-Coated Resonant MEMS Scanner

The ray-tracing simulation has been studied in the optics design software (ZEMAX, ver. 13,
Kirkland, WA, USA) to design the optics and optomechanical system for the scan-head (OD 5.5-mm
package) of the miniature fiber-based NIR fluorescence intraoperative confocal microscope, as shown in
Figure 1. A 2D MEMS scanner was located at the post-objective position that was close to the distal-end
of the parabolic mirror (focus: 4.6, OD 5.0 mm, Al substrate, custom-made by diamond turning).
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Single-mode fibers (model: S630HP, optimized for the NIR range, NA = 0.12, Nufern, East Granby,
CT, USA) have been used for delivering the illumination beam and collecting the fluorescence beam
(1/e2 diameter ~900 μm); see Figure 1a. More details about the imaging system will be introduced
in Section 3.2, including the fiber-based multi-color laser system and the multi-channel fluorescence
collection system (mounted on an imaging cart). Although the confocal microscope was designed
for multi-color imaging, we only focused on the single-color NIR fluorescence imaging (excitation:
785 nm, emission: >800 nm) in this study. Two collimated and parallel beams (excitation and emission)
were weakly focused by the front-side parabolic mirror before being reflected by the MEMS scanner;
see Figure 1a. At the center of the parabolic mirror, a solid immersion lens (SIL, fused silica, OD
1.9 mm, full hemisphere, n = 1.46, radius: 1.5 mm) contacted the tissue specimens. The distance
between the two collimated and parallel beams was 3.8 mm, which were precisely aligned by a pair
of Risley prisms (BK7 glass, OD 1 mm, 1 mm thick, wedge angle: 0.1 deg. ±1.5 arcminutes) are
shown in Section 3.1. The MEMS scanner steered the light beams with large tilting angles, around the
Y-axis and the X-axis (Figure 1b,c) and achieved a large field-of-view (FOV). Based on a custom-made
spring-based mechanism, a Z-axis piezoelectrical actuator (P-601.4SL, Physik Instrumente, Karlsruhe,
Germany) performed the axial scanning with either a DC stacking mode or a slow scanning mode
(<5 Hz); details in Section 3.1. An FOV of 800 μm on the lateral axis can be achieved by scanning the
micro-mirror with a ±3◦ mechanical scanning angle (MSA).

 
Figure 1. Ray-tracing simulation of the optical design for the MEMS-based intraoperative near-infrared
(NIR) confocal microscope’s scan-head (outer diameter (OD): 5.5-mm package). (a) Schematic drawing
of the scan-head, such as the collimating, focusing, and scanning in the post-objective dual-axis confocal
architecture aimed for 3D NIR fluorescence imaging, demonstrating the geometric requirements for
the MEMS scanner; a pair of tiny Risley prisms were used for precise alignment; single-mode fibers
(S630HP, numerical aperture (NA) = 0.12) were used for delivering and collecting light beams; SIL:
solid immersion lens, β: free-space numerical aperture of the individual beams, and α: the intersection
half-angle of the beams. (b) Lateral scanning around the Y-axis of the micro-mirror. (c) Lateral scanning
around the X-axis of the micro-mirror.

We have used both the ray-tracing simulation and theoretical equations to design and optimize
the optics. Both lateral and axial resolutions (full width at half maximum (FWHM), theoretical) may
also be calculated using the following Equations (1) and (2), assuming Gaussian beams:

ΔRes_lateral =
0.466λ

nβ cos(α)
, (1)

ΔRes_axial =
0.466λ

nβ sin(α)
, (2)
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where ΔRes_lateral is the lateral resolution, ΔRes_axial is the axial resolution, n is the index of refraction
(assuming n = 1.4), β is the free-space numerical aperture (NA) of the individual beams (excitation and
emission), and α is the intersection half-angle of the beams. β and α have been illustrated in Figure 1a.
λ = 0.785 μm (NIR light), β = 0.128, θ = 0.419 rad (24◦). We have calculated the theoretical resolutions of
the optics: ΔRes_lateral = 2.24 μm, ΔRes_axial = 5.02 μm. Based on the theoretical values, the confocal
microscope may potentially provide cellular-resolution imaging.

For clinical applications, miniaturized intraoperative NIR confocal microscopies usually require high
sensitivities for the emitted weak fluorescence signals, a large FOV with a low driving voltage (safety
voltage 36 V), and compact form factors. Therefore, a parametrically-resonant 2D MEMS scanner with a
patterned Au-coated surface (>90% reflectivity for an NIR > 785-nm wavelength) will be an ideal choice for
the scan engine inside the confocal microscopes. In this project, the proposed gimbal frame-based 2D MEMS
scanner was an advanced design based on our previous 1D parametrically-resonant scanner design [34,35]
for miniaturized confocal microscopes [29]. As shown in Figure 2a,b, the geometric requirements for
the 2D MEMS scanner have been determined in the ray-tracing simulation and the CAD drawing of
the distal end of the fiber-based confocal microscope’s scan-head (OD 5.5 mm). The actual beam width
(1/e2) on the micro-mirror changed (Figure 2b) due to the axial scanning along the Z-axis from 0–400 μm.
An effective “dumbbell shaped” reflective area of 680 by 2900 μm2 (Figure 2b) will be sufficient for steering
the excitation and emission beams. The 2D MEMS scanner will be micro-machined using a single SOI
wafer (40 μm device silicon/2 μm buried oxide/500 μm handle silicon). It used an in-plane comb-drive
actuator configuration, as shown in Figure 2c–e, based on the parametric resonance working principle.

 
Figure 2. Schematic drawing of the 2D patterned Au-coated resonant micro-scanner and its electrical
layout. (a) CAD drawing of the scanning micro-mirror inside the confocal microscope’s scan-head (OD:
5.0 mm). (b) Zoom-in view of the ray-tracing beam spots (changes due to axial scanning, 0–400 μm),
effective area of the “dumbbell” shaped micro-mirror. (c) Schematic drawing of the device silicon/buried
oxide/handle silicon layers (not to scale), in-plane comb-drive actuator fingers, Au coating, inner and
outer torsion springs, electrical insulation trenches, gimbal frame, backside island, and electrical layout,
not to scale Note: EIT, electrical insulation trench; TS, torsion spring. (d) Schematic drawing of the fixed
and movable comb-drive actuator fingers, D: the distance (or gap) between the comb-drive actuator
fingers, W: width, L: length. (e) Schematic drawing of the actuation using the in-plane comb-drive
actuator fingers, θ: tilting angle, A(θ): overlapped area.

For each axis of the 2D parametrically-resonant MEMS scanner, the equation of dynamic motion
is essentially governed by the theory from the seminal work on parametric resonance [30]:

J
..
θ+ c

.
θ+ kθ = F(t,θ) (3)

where θ is the tilting angle, as shown in Figure 2e, J is the mass moment of the inertia, k is the torsion
spring stiffness constant, c is the average damping constant, and F is the applied torque. The parameters
were used for either the outer gimbal frame or the inner micro-mirror.
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The applied torque F and the capacitance C are defined as the following Equations (4) and (5):

F = N
1
2

dC
dθ

V2(t), (4)

C =
ε0εrA(θ)

D
, (5)

where N is the number of comb-drive fingers on one actuation side, C is the capacitance between
comb-drive fingers, dC/dθ is the rate of change of the capacitance for one comb-drive finger with respect
to the angular displacement, V(t) is the driving signal (a periodic square waveform with a 50% duty
cycle was used in our study), ε0 is the electric constant (8.8542 × 10−12 F m−1), εr is the relative static
permittivity (1.0 for the ambient air), A(θ) is the overlapped area of the electrodes and two comb-drive
actuator fingers, and D is the distance (or gap) between the electrodes and two comb-drive fingers.

Equations (3)–(5) have been used to guide the 2D resonant MEMS scanner design for both the
gimbal frame (outer axis) and the micro-mirror (inner axis), assuming there is no cross-talk between
these two axes. According to Equations (4) and (5), to maintain large applied torques F, low driving
voltages can be achieved by increasing the number (N) and the capacitance (C) of the comb-drive
fingers. While we designed the torsional springs for both axes, the tilting (or torsional) modes
have to be the dominant vibration modes, and the modal analysis in ANSYS has confirmed that
the eigenfrequencies (natural frequencies) of other modes were well separated from the basic tilting
(torsional) mode frequencies.

In Table 1, we have listed the details about the structures. These features have been chosen mainly
based on the three factors: (1) to meet the requirements in the system-level optics design and electrical
layouts; (2) to consider the realistic capabilities of the microfabrication tools; (3) empirical experience.
For example, the gimbal frame-based 2D resonant MEMS scanner design used electrical insulation
trenches (EIT, 5 μm gap) for dividing the electrical layouts on the inner and outer axes. The width
(W) and the gap (D) for the individual comb-drive fingers were designed to be 5 μm based on the
capabilities (like aspect ratio) of the deep reactive ion etching (DRIE) tool. For the outer gimbal frame,
four banks of comb-drive fingers have been designed on each side (symmetric on the chip); see Figure 3.
In each bank, there were N = 22 comb-drive fingers. For the inner micro-mirror, there were N = 115
comb-drive fingers on each side (symmetric). The length (L), gap (D), and number (N) of comb-drive
fingers have been chosen to ensure sufficiently large driving torque at a low driving voltage (~36 V)
and to avoid the lateral pull-in effects. The comb-drive fingers, the torsion springs, the gimbal frame,
and the scanning micro-mirror were all on the device silicon layer (40 μm thick) of the SOI wafer.
Without filling in the trenches with silicon dioxide or silicon nitride [31], the gimbal frame was held by
a backside island layer (around 50 μm thick) formed by the backside step-etching process on the handle
silicon layer (500 μm thick) during the microfabrication process. As shown in Figure 3, inside the
gimbal frame, on the four-bar inner piers, eight evenly-distributed inner torsional springs minimized
the interruption of the light beam on the effective area and potentially reduced the overall stress during
dynamic scanning. By taking advantage of the backside step-etching process (the same process for
the backside island under the gimbal frame), the enhancement structures (~50 μm thick) will also be
micro-machined under the scanning micro-mirror; see Figure 2d. The overall optical quality of the
micro-mirror benefited significantly from both enhancement structures and the high-quality patterned
Au/Ti coating (Ti: adhesion layer). Instead of using Cr, the Ti material has been chosen because it had
less residual stress after deposition. In the previous research on various MEMS scanners, full-wafer
non-patterned metallic (Al or Au) coating approaches have been commonly used [8,15]. In those
processes, only a thin metallic layer (less than 500 Å) can be coated to avoid creating a short-circuit
(especially on the comb-drive fingers). An alternative way for the patterned metallic coating is to use a
shadow mask at the end of the microfabrication process flow. However, the shadow mask-based coating
process could still potentially shorten the comb-drive fingers or encounter serious misalignment issues
due to the relatively coarse alignment (compared to precise lithography). Our proposed patterned (by
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lithography) Au/Ti coating, at the beginning of the microfabrication process, led to a superior optical
quality for the NIR fluorescence microscopy applications, because of two main factors: (1) accuracy of
the reflective area (other non-effective areas will not reflect light); and (2) relatively thick (>1000 Å)
metallic coating for a high reflection coefficient (>90%).

Table 1. Structural features of the 2D resonant MEMS scanner. L, length; W, width; D, distance (gap);
T, thickness.

Chip Size (mm) Comb-Drive Fingers (μm)
Torsion Springs (μm)

Gimbal Frame (mm) Micro-Mirror (mm)
Backside

Island (μm)Inner (8) Outer (2)

L W L W D L W L W L W L W T

3.2 2.9 100 5 5 100 5 175 10 3.04 1.36 2.9 0.68 50

By using the modal analysis in ANSYS, the 2D parametrically-resonant MEMS scanner’s
eigenfrequency (natural frequencies) analysis has been studied; see Figure 3. Based on the parametric
resonance working principle [30], the driving frequency was twice the resonant frequency over n
(f driving = 2 × f resonant/n, n = 1, 2, 3, . . . , N). In ambient air at room temperature, the resonant mode
can be observed with N ranging from 1–4, depending on the design of gimbal structures and torsion
springs. From the modal analysis, the outer gimbal frame’s tilting mode resonant frequency was
around 1090 Hz (slow, around Y-axis); see Figure 3a. The inner micro-mirror’s tilting mode resonant
frequency was around 6250 Hz (fast, around the X-axis); see Figure 3b. The combination of the inner
and outer resonant frequencies was carefully designed for the en face 2D imaging with a 2D Lissajous
scan pattern (up to five frames per s). Other higher order resonant modes have also been designed
(third mode: ~11,230 Hz, fourth mode: ~13,830 Hz; fifth mode: ~13,870 Hz) to ensure that they were
far away from the first two basic tilting (torsional) modes.

 
Figure 3. Finite element analysis (FEA) simulation and modal analysis in ANSYS for the 2D
parametrically-resonant MEMS scanner. (a) Outer (slow) tilting around the Y-axis (resonant frequency:
~1090 Hz); (b) inner (fast) tilting around the X-axis (resonant frequency: ~6250 Hz); (c–e) higher order
resonant modes are designed to be far away from the basic tilting modes around the X- and Y-axes,
3rd~5th mode: ~11,230 Hz, ~13,830 Hz, ~13,870 Hz, respectively.

2.2. Microfabrication of the 2D Au-Coated Resonant MEMS Scanner

Based on a four-inch SOI wafer, a four-mask, dicing-free microfabrication process has been
developed for a high-yielding (>80%) mass-production of the 2D resonant MEMS scanners. The SOI
wafer consisted of a device silicon layer (40μm thick), buried oxide layer (BOX, 2μm thick), and a handle
silicon layer (500 μm thick). As shown in Figure 4, MEMS chips (footprint size: 3.2 by 2.9 mm2)
were dry-etched and dry-released through three primary etching steps using the DRIE process (SPTS
Pegasus, fluorine-based Bosch Process; etching rate was ~6 μm/min). The process started with a
high-quality silicon dioxide (SiO2, 2 μm thick) layer deposition on both sides of the SOI wafer using
the low pressure chemical vapor deposition (LPCVD) process equipment: the Tempress system for
low temperature oxide (LTO)); see Figure 4a. The standard oxidation recipe for the LPCVD process is
shown as follows: 425 ◦C temperature, 150 mTorr pressure, O2 gas flow rate of 225 standard cubic
centimeters per minutes (SCCM), N2 gas flow rate of 100 SCCM, SiH4 gas flow rate of 75 SCCM.
Then, the backside the SiO2 layer was patterned (Mask 1, handle Si chip frame) with the reactive
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ion etching (RIE) process (LAM 9400); see Figure 4b. The key parameters in the recipe of the SiO2

etching process are listed as follows: 2.3 mTorr pressure, CHF3 gas flow rate of 5 SCCM, bias voltage
250 V. A thin photoresist layer (SPR 220, 5 μm thick, 2500-rpm spin speed, 30-s soft-bake, step-down to
115 ◦C/90 s MicroChem, Westborough, MA, USA) has been used for the patterning of SiO2. The SiO2

layer essentially performed as a hard mask for the handle silicon layer’s full-depth etching in Figure 4g.
As shown in Figure 4c, another SiO2 layer (2 μm thick) by the plasma-enhanced chemical vapor
deposition (PECVD) process (GSI ULTRADEP 2000, GSI Lumonics, Novanta Inc., Bedford, MA, USA)
on the handle silicon layer was patterned (Mask 2, island) for the step-etching process, to form the
islands under the gimbal frame and the enhancement structures under the micro-mirror. For the SiO2

deposition by the PECVD process, the key parameters of the deposition recipe are listed as follows:
temperature 250 ◦C, SiH4 gas flow rate of 100 SCCM, N2O gas flow rate of 300 SCCM, RF power
22 W. The Au/Ti (thickness: 1000 Å/50 Å; Ti: adhesion) metallic coating layer was first prepared by
an evaporation machine (Enerjet) onto the front-side device silicon layer. As shown in Figure 4d,
the Au/Ti metallic coating layer was then patterned (Mask 3, Au coating) by the lift-off process to form
the reflective surface on the scanning micro-mirror for the NIR light beam, electrical pads, and the
alignment marks around the chip. The metallic coating layer will be fully protected through the rest
of the processes so that the effects of the sequential processes on the surface roughness are minimal.
The structures with fine features (up to 5 μm resolution) on the front-side device silicon layer (40 μm
thick) were formed by the DRIE process (Mask 4, device Si). These important structures include a
scanning micro-mirror, a gimbal frame, comb-drive actuator fingers (100-μm length, 5-μm width, 5-μm
gap), outer torsion springs (two springs, each had a 10-μm width, 175-μm length), inner torsion springs
(eight, each had a 5-μm width, 100-μm length), and electrical insulation trenches (5-μm gap); SEM
images are shown in Figure 5. During the DRIE process, an inductively-coupled plasma (ICP) source
has been used (825 W power, 2 M Hz). In the chamber, several key parameters have been controlled:
23 mTorr pressure, 40 ◦C coil temperature, 20 ◦C substrate temperature, SF6/Ar (100/40) with bias
(9 W). Before processing the backside of the SOI wafer, the front-side features had to be fully protected
by spin-coating thick photoresist (AZ9260, 10 μm thick, spin speed 2000 rpm, soft-bake 110 ◦C/180 s,
Clariant Corporation, Muttenz, Switzerland), which not only covered the surface, but also filled in the
trenches on the device silicon. A thick photoresist layer (AZ9260, 8 μm thick, spin speed 3000 rpm)
needed to be patterned one more time (Mask 1, handle silicon chip frame) on the backside handle Si
layer; see Figure 4f. During the whole backside step-etching process (Figure 4f,g), the four-inch wafer
needed to be fully attached to the six-inch carrier wafer with thermally-conductive perfluoropolyether
(PFPE) oil, which would significantly enhance the thermal transfer. The wafer or photoresist burning
incidents are common issues in the development of MEMS scanners. These problems usually occur due
to overheating or poor thermal transfer during the dry etching of the thick handle silicon layer (500 μm)
at the full wafer level, especially when the front-side device silicon layer is already full of structures,
such as the trenches and comb-drive fingers. The PFPE oil helped resolve the thermal transfer problems
by enhancing the contact between the carrier wafer and the SOI wafer. The step-etching process on the
handle silicon layer had to be precisely time controlled by reaching the buried oxide layer; see Figure 4g.
The step-etching process on the handle silicon layer would form two critical structures (around 50 μm
thick): (1) the backside island for supporting the outer gimbal frame of the MEMS scanner; and (2) the
enhancement structure under the micro-mirror for a high optical quality. Finally, the buried oxide
layer under the moving structures on the device silicon layer (such as the scanning micro-mirror,
torsion springs, and the gimbal frame) was released by a buffered oxide etch (BOE, 7:1); see Figure 4h.
The conventional dicing saw-based “wet” cutting process at the last step of the microfabrication process
could potentially damage the fragile micro-mirrors or gimbal frames that were linked to the substrates
only by a few torsion springs. These issues can be avoided in the newly-developed dicing-free process
by combining front-side and backside DRIE, leading to improved die yielding (>80%) and MEMS
chips with arbitrary contours. The individual chips were dry-released from the SOI wafer by manually
breaking the struts (link arms, 15 μm width) on the edge of the chip, in Figures 4h and 5a, with either
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the laser cutting dry process [35] or the torque applied by a sharp tweezer tip. A custom-made MEMS
probe station (Model S-725PLM&-PRM, Signatone, Gilroy, CA, USA) has been used for screening
the dry-released chips, which would be integrated into the distal end scan-head of the miniaturized
intraoperative NIR fluorescence confocal microscope.

 
Figure 4. Dicing-free single SOI-wafer-based microfabrication process flow for the 2D patterned
Au-coated resonant MEMS scanner with backside enhancement structures. (a) Wafer cleaning and
the SiO2 hard mask layer preparation on both sides of the SOI wafer using LPCVD; (b) patterning
the backside SiO2 hard mask for the scanner’s full chip frame on the handle silicon layer (Mask 1,
handle silicon chip frame); (c) patterning the backside SiO2-based hard mask (Mask 2, island); this SiO2

layer was prepared by PECVD; (d) lift-off process for a patterned Au/Ti coating (1000 Å/50 Å) to form
the reflective surface for the NIR light and the alignment marks on the scanner (Mask 3, Au coating);
(e) front-side DRIE process on the device silicon layer (Mask 4, device silicon); (f) DRIE process on the
backside handle silicon layer; the PFPE oil was used for enhancing the thermal conductivity between
the SOI and the carrier wafer; (g) DRIE process on the backside handle layer till reaching the buried
oxide layer; (h) wet etching of the SiO2 under the scanning micro-mirror using buffered hydrofluoric
acid (buffered oxide etch (BOE) 7:1); the torque was applied using a sharp tweezer tip to break the
struts so that the individual MEMS chip (3.2 by 2.9 mm2) would be dry-released and harvested with a
high yield (over 80%).

Figure 5. SEM and stereomicroscopic images of the 2D Au-coated resonant MEMS scanner. (a) MEMS
chip with a 3.2 mm (horizontal) × 2.9 mm (vertical) footprint, scale bar: 500 μm; (b) zoom-in view
stereomicroscopic image of the backside enhancement structures (50 μm thick) under the Au-coated
scanning micro-mirror; the image was taken when the chip was upside down; (c) gimbal frame with
the inner micro-mirror; (d) inner micro-mirror with “cross” shaped alignment marks at the center
and two paralleled rulers; (e) edge of the gimbal frame with its protection bumper for the sidewall
stop to avoid shorting the electricity; (f) comb-drive actuator fingers on the outer gimbal frame; notes:
the gimbal frame was tilted with pre-loaded torque to expose the sidewall of comb-drive actuator
fingers during SEM. Notes: GB, gimbal frame’s bumper; GF, gimbal frame; AM, alignment marks; MM,
micro-mirror coated with Au/Ti; TS, torsion spring; IP, inner piers for micro-mirror; EP, electrical pads;
CD, comb-drive actuator fingers.
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Scanning electron micrograph (SEM) and stereomicroscopic images of the micro-machined device
are shown in Figure 5. The backside enhancement structures under the micro-mirror (Figure 5b) have
improved the flatness of the micro-mirror and compensated for the residual stress induced by the
Au/Ti coating (note: the image was taken when the chip was upside down). The struts (link arms,
15 μm) on the edge of the MEMS scanner were designed for the dry-releasing from the SOI wafer
and can be easily broken manually by the sharp tip of a tweezer, and the residual arms are shown in
Figure 5a. Different structures with fine features are shown in Figure 5c–f, including the micro-mirror,
torsion springs, electrical insulation trenches, alignment marks, electrical pads, bumpers, the gimbal
frame, and comb-drive fingers. The electrical pads, the coating on the micro-mirror, and the alignment
marks were all formed at the same time by the Au/Ti coating and the lift-off process; see Figure 4d.

2.3. Characterization of the 2D Au-Coated Resonant MEMS Scanner

On the scanning micro-mirror surface, the patterned and relatively thick Au/Ti coating (1000 Å/50 Å)
with a low residual stress guaranteed the high reflectivity (>90%) in the near infrared (NIR) range with
low scattering losses [24,35]. The confocal microscopy (LEXT, Olympus, Tokyo, Japan) characterized
the surface of the micro-mirror (at the static status) after microfabrication. Due to the backside
enhancement structures, the micro-mirror of the MEMS scanner had a radius of more than 1800 mm
with a peak-to-valley surface deformation <0.1 μm. The large radius (>1.8 m) of the micro-mirror’s
curvature proved that the stress of the micro-mirror was relatively low. Otherwise, the micro-mirror
would either bend (small curvature radius) or even twist, which would induce serious misalignment
or non-focus problems in the optics. These measurement results showed that the micro-mirror had a
surface roughness of <5 nm. These characteristics will ensure high-quality imaging.

To demonstrate the scanning performance, the MEMS scanner was bonded onto a printed
circuit board (PCB) mounted on a custom-made polymer holder with an outer diameter of 10 mm;
see Figure 6a,b. The polymer holder was clamped onto a polymer-based fixture, including a V-groove
and a cube. Most of the polymer-based fixtures were custom-made by a 3D printing tool (SLA, 3D
Systems). Using a He-Ne laser, the scanning pattern can be observed directly on the paper screen;
see Figure 6b. In addition, the dynamic characteristics and the parametrically resonant frequency
responses have been characterized by using a He-Ne laser-based steering beam measurement setup;
see Figure 6c. The laser beam from the He-Ne Laser (633-nm wavelength) was normally incident
on the scanning mirror surface of the 2D resonant MEMS scanner and then reflected onto a position
sensing detector (PSD, OnTrak, Irvine, CA, USA) that was in front of a beam splitter (50:50). A single
data acquisition card (DAQ, PCI-6115, National Instrument, Austin, TX, USA) was utilized for sending
out analog driving signal outputs (two-channel 12-bit analog outputs, 2.5 mega-samples per second
—MS/s dual channel) and acquiring position sensing signals (two out of four-channel high-speed
analog inputs, 10 MS/s per channel). The outer and inner axes of the MEMS scanner were driven by a
two-channel high-voltage amplifier (gain = 20, Model 2350, Tegam), which was connected to the DAQ
card by BNC cables. Figure 7 shows the response curves’ characterization of both the inner and outer
axes with various driving voltages. The resonant MEMS scanner was driven by a square waveform of
various driving voltages (V peak-to-peak ranged from 30–80 V) with the frequency sweeping (from
1 Hz–13k Hz, up and down sweep) at the pulse width modulation (PWM) duty cycle of 50% (f driving =

2 × f resonant/n, n = 1, 2, 3, 4, . . . , N). In the ambient air at room temperature, the parametric resonance
phenomena can be easily observed from N = 1–4 with driving voltages lower than 60 V. For the inner
(fast) axis, the mechanical scanning angle (MSA) ±4◦ can be achieved while the driving frequency
(f driving) was around 11.3 k Hz (resonant frequency fresonant = 5659 Hz, N = 1, at 36 V). For the outer
(slow) axis, the scanner performed tilting with MSA = ±4◦, while f driving = 2.1 k Hz (f resonant = 1050 k
Hz, N = 1, 36 V). Compared to the simulated results from the modal analysis in ANSYS, the resonant
frequency’s real value of both the inner and outer axes was slightly lower due to the manufacturing
tolerances and slight over-etching effects on the torsional springs and backside island structures.
The phase delay information can be derived by comparing the driving signals (square waveform) from
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PCI-6115 DAQ (National. Instruments, Austin, TX, USA) with the position sensing signals (sinusoid
waveform) acquired by the synchronized channels on the DAQ card. The phase delay values on
both inner and outer axes will be critical for the confocal microscopic imaging system, including the
open-loop control, the synchronization for data acquisition, and the real-time image reconstruction.

 
Figure 6. Characterization of the 2D Au-coated resonant MEMS scanner using a position sensing
detector (PSD)-based measurement system setup. (a) Simple packaging of the MEMS device onto the
PCB stage mounted on a 3D-printed polymer holder; (b) scanning pattern demonstration by clamping
the holder on the 3D-printed polymer fixture; thin protected copper wires were used for delivering
electricity to the MEMS scanner; (c) schematic drawing of the custom-made measurement system setup
for fully characterizing the 2D resonant MEMS scanner; the PSD was located behind the 50:50 beam
splitter; two silver-coated reflective mirrors held on kinetic stages were used to align the He-Ne laser
beam accurately onto the surface of the scanning micro-mirror; the steered laser beam passed through
the beam splitter and was detected by the PSD with fast responses.

 
Figure 7. Characterization of the parametrically-resonant scanner on both inner (fast) and outer (slow)
axes. (a) Tilting amplitude (mechanical scanning angle (MSA), units: degrees) vs. driving frequency
sweeping (from 1 Hz–13k Hz, in ambient air, with variant driving voltage from 30 V–60 V) of the
inner (fast) axis (N = 1–4); (b) zoom-in view of the response curves of the inner (fast) axis while
N = 1; (c) tilting amplitude vs. driving frequency sweeping (from 1 Hz–3500 Hz) of the outer (slow)
axis (N = 1–4, in the ambient air at room temperature, with variant driving voltage from 36 V–60 V);
(d) zoom-in view of the response curves of the outer axis for N = 1. Note: while N = 1, the driving
frequency is double the resonant scan frequency.

3. System Development of the MEMS-Based Near-Infrared (NIR) Intraoperative Confocal
Microscope

3.1. 2D Resonant MEMS Scanner Integration in the Intraoperative Confocal Microscope

The 2D resonant MEMS scanner required precise alignment based on the on-chip alignment marks
under the stereomicroscope (SMZ660 ESD Microscope, Nikon, Tokyo, Japan). As shown in Figure 8,
the new 2D resonant MEMS scanner has been integrated into the distal scan-head of the miniaturized
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intraoperative confocal microscope. The MEMS scanner has been wire-bonded manually by a wedge
wire bonder (Model 7476, Westbond, Anaheim, CA, USA) using gold wires; see Figure 8e. Additional
conductive silver epoxy will be deposited onto the bonding pads to ensure the steady electrical
connections aimed for longitudinal studies; see Figure 8d,e. As shown in Figure 8a, the distal end of
the fiber-based confocal microscope prototype has an outer diameter of 5.5 mm, three thin protected
copper wires delivered electricity to the MEMS scanner (Vin, Vouter, Ground- GND). The piezoelectrical
actuated spring mechanism drove the MEMS scanner holder forward and backward (at the distal
end of scan-head, dashed line), in Figure 8a,c. Two tiny Risley prisms (OD 1.0 mm) were used to
align the dual beams precisely to be parallel; see Figure 8b. Additional metal fixtures helped the
alignment and will be disassembled while the system integration is fully accomplished; see Figure 8b.
The Z-axis piezoelectrical actuator (P-601.4SL, Physik Instrumente, Karlsruhe, Germany) was used
for the axial scanning (DC stacking mode and slow Z-axis scanning with 5 Hz or less); see Figure 8c.
Figure 8d,e essentially demonstrates the axial scanning of the MEMS scanner holder driven by the
Z-axis piezoelectrical actuator (P-601.4SL) through the spring mechanism (350-μm range, up to 5 Hz,
sufficient for vertical cross-sectional imaging with a raster scanning pattern).

 
Figure 8. Integration of the 2D resonant MEMS scanner in the miniaturized fiber-based intraoperative
NIR fluorescence confocal microscope. (a) Stereomicroscopic image of the microscope; a piezoelectrical
Z-axis actuator (P-601.4SL) was used for axial scanning (DC stacking mode, or axial scanning up
to 5 Hz with a 350-μm range); (b) zoom-in view of the microscope’s distal end; Risley prisms were
used for aligning the beams precisely to be parallel; additional metal alignment fixtures; (c) schematic
drawing of the scan-head’s distal end and the spring-based Z-axis piston mode actuation mechanism;
(d,e) zoom-in view of the Z-axis movement of the MEMS scanner holder stage with 350-μm movement;
the front cap has been taken off.

3.2. Fiber-Based Fluorescence Imaging System Development

A single DAQ card (PCI-6115, deep onboard memory = 32 MS) has been utilized for the NIR
fluorescence intraoperative confocal microscopic imaging system. A custom-made NI-DAQmx-based
LabVIEW (National Instrument) program has been developed for controlling the 2D resonant MEMS
scanner and the piezoelectrical actuator (P-601.4SL) with feedback controls, acquiring fluorescence
signals, and reconstructing 2D images.

As shown in Figure 9, a multi-color fiber-coupled laser engine has been developed for the
intraoperative confocal microscope system (excitation with 660-nm and 785-nm CW lasers from Toptica
company, Munich, Germany; more lasers can be added inside; only a 785-nm CW laser was used in this
study). The fiber-based multi-channel fluorescence collection system has been developed for splitting
the fluorescence emission signals acquired from the confocal microscope, in Figure 9. The fluorescence
emission light through the single-mode fiber (FC/PC connector) would be first collimated by an aspheric
lens (C240TME-B, Thorlabs, Newton, NJ, USA) and then collected by the photomultiplier tubes (PMT,
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H7422P-50, Hamamatsu, Japan) through a dichroic mirror (cut-off wavelength: 750 nm), long-pass
filters, and condense lenses (C240TME-B, Thorlabs). The dichroic mirror split the fluorescence emission
lights into two different channels (<750-nm light was reflected, >750-nm passed through). In this study,
only the NIR (>800 nm, excited by a 785-nm laser) fluorescence collection channel was used. I-V low
noise amplifiers (FEMTO, Model DHPCA-100, no bias, V/A = 105, low-pass 10M Hz, DC coupling)
band-pass filter and converted the weak current signal outputs from the PMT detectors, which detected
the emitted fluorescence light from the confocal microscope. On the DAQ card, high-speed analog
input (10 MS/s per channel) channels digitized the analog signals from the low-noise I-V amplifier,
while analog output channels generated the control signal of the 2D MEMS resonant scanner at
1 M samples/s. For fluorescence 2D imaging (up to five frames/s, 2D frame rate), amplified square
waveforms (driving voltage Vpp = 36 V) at 11.3 k Hz and 2.1 k Hz drove the inner axis and the outer
axis, respectively. Both the X- and Y-axes of the micro-mirror operated in open-loop resonant scanning
modes. A 2D Lissajous scan pattern [32,36] has been carefully designed with an optimized frequency
combination (validated in a custom-made MATLAB program, but will not be discussed here). For en
face 2D imaging on the XY-plane, in the custom-made LabVIEW program, control signals and data
acquisition have been fully synchronized for real-time reconstruction of the images by remapping
the time series signals to a 2D XY-plane image with a pre-calculated look-up table (LUT) for the 2D
Lissajous scan pattern.

Figure 9. Schematic drawing of the NIR fluorescence confocal imaging system, including the fiber-based
multi-color laser excitation and multi-channel fluorescence emission collection system based on
photomultiplier tubes (PMT), control system, signal amplification, data acquisition, and real-time image
reconstruction; the gain settings of the PMTs were adjusted along the Z-axis for depth imaging. Note:
LP filter: long-pass filter, DM: dichroic mirror.

3.3. NIR Fluorescence Imaging Results of the Intraoperative Confocal Microscope

To characterize the NIR fluorescence confocal imaging performance of the 2D resonant
MEMS-based intraoperative confocal microscope, lateral and axial resolutions (on-axis) were tested
using a knife-edge target at the NIR excitation (785 nm) in the reflective mode. The tested lateral
and axial resolutions were 3.5 μm and 6.5 μm, respectively, which were less than the theoretical
ones (2.24 μm and 5.02 μm) due to non-perfect optical alignments. Ex vivo fluorescence imaging
has also been characterized with human colon tissue specimens that were topically stained with the
IRDye800CW dye (excitation: 785 nm), with an approved protocol for human subject research at
Stanford University. In this study, we only used an NIR laser (785 nm, 40 mW) and the NIR fluorescence
collection channel (>800 nm). The laser power (out of the SIL) into the tissue was ~2 mW. As shown in
Figure 10c,d, the MEMS-based intraoperative confocal microscope performed “histology-like” imaging
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with a large field-of-view (up to 1000 μm). The en face horizontal cross-sectional image (XY-plane)
(Figure 10e) was acquired at a Z-axis depth = 150 μm in the tissue, while the vertical cross-sectional
image shows the XZ-plane with a Z-axis depth of 350 μm. In both horizontal and vertical cross-sectional
images (Figure 10c,d), crypts, colonocytes, and lumen have been visualized with cellular resolutions.
The ex vivo imaging experiments essentially have validated the feasibility of the intraoperative confocal
microscope system.

 
Figure 10. Fluorescence imaging results of the NIR fluorescence intraoperative confocal microscope.
(a) Lateral and (b) axial resolution at the wavelength of 785 nm (focus at 150 μm out of the SIL) by
measuring the FWHM in the reflective mode; ex vivo fluorescence images of human colon tissue
specimens demonstrated “histology-like” imaging with a large field-of-view (up to 1000 μm), in both
the (c) en face horizontal cross-sectional image at the 150-μm depth and (d) vertical cross-sectional
image; crypts, colonocytes, and lumen have been visualized with cellular resolutions, scale bar: 100 μm.

4. Conclusions

In this project, we have demonstrated a new 2D patterned Au-coated parametrically-resonant
MEMS scanner with a compact form-factor (3.2 by 2.9 mm2) for the NIR fluorescence intraoperative
confocal microscope system. A dicing-free microfabrication process with a patterned Au coating
has been developed for a high-yielding mass-production of the 2D resonant MEMS scanner with an
in-plane comb-drive configuration. Both X- and Y-axes of the resonant scanner can achieve large tilting
angles ±4◦ (mechanical scanning angle, ±8◦ optically) at a relatively low driving voltage (36 V, safe for
humans) with a relatively broad tunable driving frequency range. The resonant MEMS scanner has
been successfully integrated into a miniaturized NIR fluorescence intraoperative confocal microscope
with an outer diameter of 5.5-mm packaging at the distal end. To acquire the NIR fluorescence 2D
images, the resonant MEMS scanner operated at the resonant modes on both axes and performed the
2D Lissajous scan pattern. We have demonstrated the ex vivo “histology-like” 2D imaging on human
colon tissue specimens with up to five frames/s. The 2D resonant MEMS scanner can also be utilized
for other applications, including MEMS-based microendoscopy and wide-field endoscopy.
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Abstract: This paper describes an input shaping method based on an experimental transfer function to
effectively obtain a desired scan output for an electrostatic microscanner driven in a quasistatic mode.
This method features possible driving extended to a higher frequency, whereas the conventional
control needs dynamic modeling and is still ineffective in mitigating harmonics, sub-resonances,
and/or higher modes. The performance of the input shaping was experimentally evaluated in terms
of the usable scan range (USR), and its application limits were examined with respect to the optical
scan angle and frequency. The experimental results showed that the usable scan range is as wide as
96% for a total optical scan angle (total OSA) of up to 9◦ when the criterion for scan line error is 1.5%.
The usable scan ranges were degraded for larger total optical scan angles because of the nonlinear
electrostatic torque with respect to the driving voltage. The usable scan range was 90% or higher
for most frequencies up to 160 Hz and was drastically decreased for the higher driving frequency
because fewer harmonics are included in the input shaping process. Conclusively, the proposed
method was experimentally confirmed to show good performance in view of its simplicity and its
operable range, quantitatively compared with that of the conventional control.

Keywords: microscanner; input shaping; open-loop control; quasistatic actuation; residual oscillation;
usable scan range; higher-order modes

1. Introduction

MEMS (microelectromechanical systems) optical scanners are widely used micro systems, each
of which is capable of driving a single mirror in two axes. In particular, the electrostatic actuation
approach has advantages in terms of its size, power consumption, and integration and is therefore
widely applied to such fields as optical coherence tomography (OCT) [1], laser projection display [2],
and light detection and ranging (LiDAR) [3]. In these imaging systems, the usable scan range (USR),
one of the important performance parameters of the scanner, depends on the uniformity of the beam
steering speed. Here, the USR in percentiles, defined as the ratio of the usable range that satisfies a
certain criterion (for example, the maximum deviation from a desired scan trajectory), will be used as
one of the performance indices in input shaping.

Figure 1a,b show the speed uniformity of the optical scan angle (OSA) for two types of waveform
in the scan outputs. In terms of the USR, the triangular waveform has advantages over the sinusoidal
waveform in that there is no need for post-processing to enhance the uniformity of the images [4].
Thus, a triangular scan is generally preferred to a sinusoidal scan for high-quality images.

Micromachines 2019, 10, 217; doi:10.3390/mi10040217 www.mdpi.com/journal/micromachines33
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(a) (b) 

Figure 1. Definition of usable scan ranges (USRs) of the optical scan angle (OSA) for different
waveforms: (a) sinusoidal and (b) triangular.

However, the input voltage in a triangular waveform may cause serious residual oscillation,
resulting in distortions of the imaging [5] if one of the harmonics of the input frequency is close to or
matched by the fundamental torsional mode of the microscanner. To solve this problem, studies have
been performed on input shaping, such as open-loop control [6,7] and closed-loop control [8,9].

In the case of open-loop control, mechanical parameters such as the moment of inertia, damping
coefficient, and torsional spring constant are extracted for a second-order dynamic model based on the
measured frequency response of the microscanner. This model is used for inverse filtering to eliminate
residual oscillation from a desirable arbitrary scan output [10,11].

However, the second-order transfer function as a dynamic model cannot accurately represent
the spectral data, even for the fundamental mode, when the scanner has nonlinearity in the drive
characteristics. As a result, distortion may appear on the waveform of the scan output, even if input
shaping is performed for the given microscanner. Another disadvantage is that residual oscillation
cannot be avoided if the higher modes and/or sub-resonance in the output transfer function are not
negligible [12].

In the case of closed-loop control, the angular position of the mirror can be accurately adjusted by
feeding back the positioning error to the controller. The angular position of the mirror can be further
corrected by the additional use of the second-order transfer function which was already extracted from
the open-loop control [3,9]. Consequently, closed-loop control shows good performance with high
robustness regardless of the residual oscillations or external disturbance. Moreover, closed-loop control
can maintain good performance despite the presence of a fatal error in the second-order dynamic
modeling. However, this closed-loop control approach requires position detection devices, such as
capacitive [13,14] and piezoresistive [15] sensors, making the fabrication process more complicated.

In this paper, we examine an input shaping method based on an experimental transfer function
(ISETF) to effectively obtain the desired output. Unlike conventional open-loop control using a
modeled transfer function, this method directly uses the experimental transfer function (ETF) with
no dynamic modeling of the microscanner. The ISETF makes use of the ETF including harmonics,
higher modes, and/or sub-resonance so that the transfer function can be obtained more accurately
than through conventional open-loop control.

This paper is organized as follows. In Section 2, the experimental conditions, including the
comb structures of the electrostatic microscanner and linearization between the driving voltage and
electrostatic torque, are described. Undesired oscillation induced by the resonance frequency is also
exemplified for the microscanner under testing. In Section 3, the procedure to obtain the ETF is
presented. In Section 4, to quantitatively validate the method, a deviation from a desired scan output
is evaluated using an electrostatic microscanner driven in a quasistatic mode. Using the variance
data, the limitations of the proposed ISETF are examined with respect to OSA and frequency, and the
performance of the ISETF is compared to those of other open-loop and closed-loop controls. Finally,
the conclusions of this study are given in Section 5.
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2. Quasistatic Microscanner

2.1. Characteristics of the Microscanner

The device used in this study is the two-axis electrostatic microscanner that was previously
reported by our group [16]. As shown in Figure 2a, the fixed comb electrodes in the slow axis were
tilted for quasistatic actuation, where linearization with driving voltage was conducted using a pair of
comb actuators. Only the actuator in the slow axis was tested to quantitatively validate the proposed
ISETF, because input shaping can be basically applied to the scanner operated in a quasistatic mode.
Details of the dimensions of the electrodes are listed in Table 1.

  
(a) (b) 

 
(c) 

Figure 2. Linearization between electrostatic torque and driving voltage (V-linearization) for the slow
axis: (a) initial position (Vd = 0), (b) rotated position (Vd > 0), and (c) photograph of the microscanner
with tilted stationary combs.

Table 1. Dimensions of the comb electrodes in the microscanner.

Parameters Values

Number of fingers per pair of electrodes, N 126
Thickness of the electrode, t 50 μm
Length of the electrode, le 175 μm
Width of the electrode, we 5 μm

Distance to the rotation axis, lr 475 μm
Electrode gap, g 5 μm

2.2. Linearized Actuation

An electrostatic microscanner has the inherent nonlinearities of the electrostatic torque between
two electrodes being proportional to the square of the driving voltages. The electrostatic torque can be
linearized with respect to the driving voltage in the case where one pair of the electrostatic actuators is
driven independently [17]. This voltage linearization (so-called V-linearization) allows the ISETF to be
applicable to the microscanner because the ISETF is based on a linear transfer function.

For the V-linearization of the microscanner, the DC bias voltage (Vb), the ground, and the input
voltage (Vi) are applied to fixed electrode 1, fixed electrode 2, and the mirror, respectively, as shown in
Figure 2a, where Vi is the sum of the driving voltage (Vd) and Vb/2. The electrostatic torques (T1, T2)
generated on movable electrodes 1 and 2 can be calculated using Equations (1) and (2), respectively.
When Vd is zero, the magnitudes of T1 and T2 are equal to each other, staying at the initial position.
Figure 2b shows that the value of Vd is greater than 0, resulting in the rotation of the mirror in the
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counterclockwise (positive sign) direction. Note that the total torque (T1 + T2) is linearly proportional
to Vd, as expressed in Equation (3). Likewise, the linearization procedure can be extended to the case
where the scanner is driven by alternating current (AC) driving voltage. Figure 2c shows a photograph
of the microscanner with the tilted stationary combs used in this study.

The experimental OSA under the V-linearization condition is shown with respect to the direct
current (DC) voltage in Figure 3, where the bias voltage, Vb, is 130 V, and the driving voltage, Vd, is in
the range from −65 V to 65 V. Despite the V-linearization process, nonlinearity is still witnessed when
the mirror is rotated beyond a certain critical angle. This result is believed to be mainly determined by
the change rate of the overlapped area between the pair of comb electrodes.

 

Figure 3. Nonlinear characteristics of the microscanner in quasistatic mode under the condition of
V-linearization (open circles: experimental OSA; dotted line: calculated rate of change of capacitance).

Moreover, Equation (3) shows that the electrostatic torque is also proportional to the rate of change
of the capacitance. To determine the cause of the nonlinearity witnessed at a large scan angle, the rate
was calculated with respect to the OSA, as shown in Figure 3. The calculation result indicates that
the linearity of the rate is smaller than 1% in the OSA range between −5◦ and 5◦, whereas the rate of
change of capacitance drastically decreases outside the linear range; i.e., the so-called C-nonlinearity.
This supports the observation that the nonlinearity of OSA with respect to the input voltage is mainly
caused by C-nonlinearity. The ISETF will be examined over the OSA range up to ±6.5◦ (equivalently,
13◦ in total OSA) to find its application limit in Section 4.1. The scan angle can be extended beyond the
linear range if a new ETF is extracted at that scan angle, as long as the scan output remains periodic in
a steady state.
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2.3. Residual Oscillation

When a triangular input voltage is provided, undesired residual oscillations can occur in the
scan output. Figure 4a shows the experimental scan output with severe residual oscillations in a
steady-state response when a triangular input waveform is applied at a driving frequency of 20 Hz
to the microscanner. The driving frequency of 20 Hz was selected as an example, showing that this
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residual oscillation occurs when one of the harmonics of the input frequency might be near to the
frequency of the fundamental mode in the scanner.

  
(a) (b) 

  
(c) (d) 

Figure 4. Exemplified dynamic response of the fabricated microscanner driven by a triangular input
voltage at 20 Hz (Vd: 25 V): (a) scan output with severe residual oscillations in the time response and
(b) Fourier-transformed input signal (blue) and transfer function of the microscanner (black), (c) scan
output at 44 Hz with fewer residual oscillations, and (d) Fourier-transformed input signal at 44 Hz
(blue) and transfer function of the microscanner (black).

Figure 4b shows the Fourier-transformed input voltage and the transfer function of the
microscanner, where the sixth harmonic (260 Hz) is very close to the torsional mode at 264 Hz (the
experimental procedure to obtain the transfer function will be described in detail in Section 3.1). Thus,
an undesired residual oscillation of 260 Hz appears in the scan output, despite the amplitude of the
sixth harmonic (260 Hz) being relatively small. Thus, the ISETF was proposed in this paper to obtain
a desired output waveform by effectively reducing undesired residual oscillation. Figure 4c shows
the experimental scan output at 44 Hz when the ISETF is not yet applied to the input. The residual
oscillation at 44 Hz was less serious than that at 20 Hz because the harmonics of the driving frequency
44 Hz are far from the frequency of the fundamental mode, as shown in Figure 4d, compared with
that of 20 Hz. The application of the proposed ISETF is not limited to these frequencies but will be
evaluated for the frequency range up to 300 Hz to find its application limit in Section 4.2.
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3. ISETF Procedure

3.1. Experimental Conditions

The relationship between voltage input, X(f ), and scan output, Y(f ), can be defined by a transfer
function H(f ), as expressed in Equation (4):

H( f ) =
Y( f )
X( f )

, (4)

where f is the driving frequency. The ETF of the microscanner can be obtained using the impulse input
or the frequency sweep. The impulse response method is advantageous in that the transfer function
is simply obtained by applying a single pulse input. The pulse width should be small to include
a sufficient number of high-frequency components. Meanwhile, the frequency sweep method can
obtain an accurate transfer function for the high-frequency region. However, this method has several
disadvantages related to being a complicated and time-consuming process because the experiment
requires waiting at each measurement frequency until the steady-state response is obtained.

In this study, the impulse response method was employed to evaluate the ISETF with a pulse
width of 500 μs or, equivalently, a frequency bandwidth of 2 kHz. The frequency bandwidth is large
enough to include at least six frequency components for driving frequencies up to 300 Hz, over which
the input shaping calculations are performed. Note that 300 Hz is higher than generally required
for the scan frequency of the slow axis and is also higher than the frequency of the fundamental
mode (264 Hz) of the scanner, which needs to be compensated for in most input shaping methods.
The sampling rate for the ISETF was 50 kHz, which is sufficiently beyond the Nyquist criterion to
provide an accurate measurement for the aforementioned driving conditions. The sampling time was
set to one second, indicating that the frequency interval is 1 Hz.

It is also important that the response of the microscanner to the input pulse should remain in
the linear region. Thus, in the experiment using impulse input, the magnitude of the OSA should be
smaller than 5◦, or, equivalently, the amplitude of the impulse voltage should be smaller than 55 V
(refer to Figure 3).

3.2. Experimental Setup

The experimental setup to obtain the transfer function is shown in Figure 5, where the laser diode
emits a laser beam (wavelength = 633 nm) through the collimator (Pigtailed collimator, OZ Optics,
Ottawa, ON, Canada) to the mirror with an incident angle of 45◦. As the first step of the experiment,
the input pulse is applied to the scanner through a two-channel function generator (AFG3102, Tektronix,
Beaverton, OR, USA) with a bandwidth of 240 MHz and a power amplifier (A400D, FLC electronics,
Partille, Sweden) with a bandwidth of 500 kHz, consecutively. Next, a position-sensitive detector
(PSD) (PSM2-45, Ontrak Photonics, Irvine, CA, USA) measures the position of the laser/beam reflected
from the oscillating micromirror. Finally, the PSD signal is digitized at 50 kHz using an oscilloscope
(DSO-X-4024A, Keysight, Santa Rosa, CA, USA) over a period of one second to extract 50,000 data
points in total.
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Figure 5. Experimental setup for obtaining a transfer function of the microscanner.

3.3. Extraction of the Experimental Transfer Function

Figure 6a,b represent the measured pulse input and the scan output of the mirror, respectively;
these data were used to estimate the ETF through Equation (4), as shown in Figure 6c. The ETFs
were averaged ten times to reduce the noise, as shown in Figure 6d. We believe that the effect of
averaging on the performance of the control system lies in the effective reduction of the pulse width in
the impulse response; thereby, the averaged data more clearly reveal that harmonics exist at 527 Hz
and 790 Hz.

  
(a) (b) 

  
(c) (d) 

Figure 6. Estimation process of the experimental transfer function (ETF) for input shaping: (a) input
impulse in the time domain (Vd: 55 V, Vb/2: 65 V, pulse width 500 μs), (b) output response in the time
domain, (c) an ETF, and (d) a ten-times averaged ETF revealing the second and third harmonics.

Unfortunately, a conventional open-loop control that makes use of the second-order dynamic
modeling can only account for the fundamental mode. On the contrary, the proposed ISETF
method also has the potential to compensate for the harmonics of the fundamental mode, higher
resonance modes, and sub-resonances. Nevertheless, the higher-order modes were not observed in the
experiments because their frequencies exist beyond the effective bandwidth (2000 Hz), as determined
by the pulse width of the input impulse. The sub-resonances, which arise from non-linear actuation
forces proportional to the square of the driving voltage, were also eliminated by V-linearization,
as described in Section 2.2.
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3.4. Input Shaping for Triangular Output

A triangular waveform is one of the most desirable output forms, d(t), in view of the USR.
The ISETF method was employed to verify the effectiveness of input shaping to achieve the ideal
triangular output. The shaped input signal in the time domain, v(t), used to generate d(t), can be
calculated using the ETF obtained in Section 3.3 as follows:

(1) The ideal triangular output, d(t), is Fourier-transformed to obtain D(f ) in the frequency domain
by using Matlab software.

(2) D(f ) is divided by H(f ) to acquire the input signal in the frequency domain, V(f ), as shown in
Equation (5).

(3) The shaped input signal in the time domain, v(t), is obtained through inverse fast Fourier
transform (inverse FFT).

(4) The calculated shaped input signal in the time domain, v(t), is converted to the filename extension
‘.tfw’ using ArbExpress Application software so that it can be recognized in the function generator.

(5) The converted shaped input signal is stored in the function generator through a universal serial
bus (USB) memory so that it can be applied to the microscanner.

V( f ) =
D( f )
H( f )

(5)

To examine the performance of the ISETF described above, the input shaping was conducted
for an ideal triangular output at 20 Hz with an optical scan range from −1◦ to 1◦. Note that the scan
angle is within the linear range of the microscanner, as shown in Figure 3. The shaped input signal
(black line) of the ISETF produces negligible overshoots (11%) at the driving voltage, which should not
put strain on the driver electronics, as shown in Figure 7a. The experimental scan output of the slow
axis (black line) was directly compared with the ideal triangular output (dashed line in red) to easily
quantify the deviation error (blue line), as shown in Figure 7b. The undesired residual oscillation
due to the fundamental mode of the scanner was drastically diminished so that the scan output very
closely approaches the ideal triangular output. Meanwhile, the model-based approach can produce
significant noise in the high frequency range of the scan output. The noise was effectively removed by
applying a low-pass filter, still leaving considerable residual oscillations at the harmonic frequencies
of the shaped input. The scan phases were not apparently affected by the ISETF, and a quantitative
evaluation of the proposed ISETF will be discussed in terms of the USR in Section 4.1.

  
(a) (b) 

Figure 7. Performance of the input shaping method based on an experimental transfer function (ISETF):
(a) the shaped input and non-shaped input for the optical scan range from −1◦ to 1◦ and (b) comparison
between the ideal triangular output and the experimental scan output obtained using the shaped input
based on an experimental transfer function (ETF).
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4. Application Limits of ISETF

4.1. Optical Scan Angle (OSA)

As mentioned in Section 2.2, to examine the application limits of ISETF due to C-nonlinearity,
an input shaping process was experimentally implemented for total optical scan angles (total OSAs)
from 2◦ to 12◦ at the driving frequency of 20 Hz. Figure 8 shows a comparison between the experimental
scan output (black line) and the ideal triangular output (dashed lines in red). As the driving voltage
increases, the scan output gradually differs from the ideal triangular output. More specifically,
the residual oscillation is negligible up to 35 V and becomes serious at 65 V. The residual oscillation
at higher angles (total OSA 13◦), where the ISETF method becomes insufficient to suppress them,
still contains the fundamental mode rather than other higher modes.

  
(a) (b) 

  
(c) (d) 

Figure 8. Performance of the ISETF with respect to the driving voltage, Vd (driving frequency: 20 Hz,
sampling rate: 50 kHz): (a) Vd = 10 V, (b) Vd = 35 V, (c) Vd = 45 V, and (d) Vd = 65 V (scan output using
ISETF: solid line in black; ideal triangular output: dashed lines in red).

For statistical evaluation, the root-mean-square error was calculated with reference to the ideal
triangular output. Next, the calculated value was divided by the total OSA to obtain a normalized
root-mean-square error (NRMSE), as a percentile, as shown in Figure 9. The NRMSE value remains at
a sufficiently low level (1% or smaller) within the linear region, as confirmed in Figure 3. The NRMSE,
however, shows the tendency to abruptly degrade beyond the linear region because the nonlinearity of
the electrostatic torque becomes more serious for larger total optical scan angles (or driving voltages).
The potential application of this method includes LiDAR, which requires around 100 lines for the slow
axis, although a 1% scan accuracy is not nearly precise enough for general display systems.

As a strict performance index, the USR was also estimated under a given criterion defined by
the scan line error (SLE) as a percentile. For example, an SLE of 1% indicates that a certain scan line
deviates from the intended trajectory by 1% of the total OSA. In other words, the USR is the longest
scan range where the difference between the desired output and the scan output is less than 1% SLE.
The estimated USR is shown in Figure 9 with respect to the total OSA at for SLEs of 1.0% and 1.5%.
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Figure 9. Experimental performance of the proposed input shaping with respect to the total optical
scan angle (total OSA) (driving frequency: 20 Hz, sampling rate: 50 kHz): driving voltage with
respect to total optical scan angle (circles in blue), usable scan range (dashed lines), and normalized
root-mean-square error (NRMSE) (dash-dotted line in green).

When the SLE is 1.5%, the USR is 96% or higher for a value of total OSA ranging between
3.4◦ and 8.9◦. For a small value of total OSA (1.2◦–2.2◦), the USR is poor, even though the shape
of the scan output appears to be close to a triangular waveform. In cases with small scan angles,
the high-frequency noise induced an additional degradation of 1.5% in SLE, as opposed to cases with
large scan angles. This observation can be generally explained by the fact that the same amount of
noise would degrade a USR with a small total OSA more than it would that with a large total OSA
because the tolerable scan error becomes stricter for a smaller total OSA. Note that the NRMSE value
shows a tendency to decrease with the USR. This implies that USR is valid as an effective performance
index of the optical microscanner.

4.2. Driving Frequency

To examine the application limits of ISETF with respect to the driving frequency, the ISETF was
experimentally implemented for driving frequencies from 20 Hz to 300 Hz. Generally, the higher the
sampling rate, the more frequency components are included in the process of input shaping, resulting
in the desired output. Thus, the sampling rate was fixed at 50 kHz to avoid the influence of the
sampling rate on the performance. The driving voltage was also determined to generate a constant
scan angle of 5.6◦ in the total OSA, at which one of the best USRs was achieved in Section 4.1.

Figure 10 compares the experimental scan output (solid line in black) and the ideal triangular
output (dashed line in red) for various driving frequencies. When the frequency increases,
the experimental scan output tends to deviate from the ideal triangular output. Particularly, the driving
signals at the high frequencies tend to excite the natural oscillation mode at 14.6 kHz, which do not
have a large enough amplitude to degrade the scan output.
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(a) (b) 

  
(c) (d) 

Figure 10. Performance of the ISETF with respect to the driving frequency (driving voltage: 25 V,
sampling rate: 50 kHz): (a) 20 Hz, (b) 40 Hz, (c) 160 Hz, and (d) 300 Hz (scan output using the ISETF:
solid line in black; ideal triangular output: dashed lines in red).

To quantitatively evaluate the scan outputs, the NRMSE and USR were analyzed with respect to
the driving frequency, as shown in Figure 11. The total OSAs are also displayed, excluding the region
with C-nonlinearity. The experimental total OSA varies slightly with respect to the driving frequency,
despite the scanner being actuated by the driving voltage estimated to generate a constant total OSA
value of 5.6◦.

 

Figure 11. Experimental performance of the proposed input shaping with respect to driving frequency
(driving voltage: 25 V, sampling rate: 50 kHz): total OSA with respect to driving frequency (circles in
blue), usable scan range (dashed lines), and NRMSE (dash–dot line in green).

The NRMSE values remain below 1% for frequencies up to 160 Hz, which corresponds to the
C-linear region for a scan angle of 5.6◦ or smaller. The NRMSE values abruptly degrade beyond the
C-linear region.

The USR is 90% or higher for up to 160 Hz, except at two frequencies, when the SLE is 1.5%. To
examine why the USR is specifically poor at the two frequencies of 40 Hz and 140 Hz, the frequency
components of the triangular input were analyzed for the two driving frequencies and compared
with the fundamental mode (264 Hz) of the microscanner. It was found that the fifth harmonic of 40
Hz and the first harmonic of 140 Hz are closer to the fundamental mode than those of other driving
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frequencies. These resonances are believed to be the major causes of the lower USR and larger NRMSE
of the corresponding scan output.

There can be another possible explanation for the fact that the USRs are as poor as 55% or less,
even if the shapes of the scan output are apparently close to the ideal triangular output. The poor
USR might be partly attributed to the definition of USR that is determined by the region continuously
satisfying the SLE requirement. In other words, there should be no single data point that deviates from
the ideal triangular output beyond the SLE requirement. Indeed, although the USR is very practical as
a performance index, it might sometimes lose its statistical meaning, unlike NRMSE.

For a driving frequency of 180 Hz or higher, the USRs fall off below 52% because the higher driving
frequencies include a smaller number of harmonics in the input shaping calculation. The reduction in
harmonics is attributed to the limitation from the Nyquist criterion, which results in the degradation
of the triangular shape of the output. Note that the NRMSE value decreases with the USR, implying
that the validity of the USR in the range of driving frequency is similar to that in the range of the OSA.

4.3. Comparison to Other Methods

As shown in Table 2, the performance of the ISETF is experimentally compared with those of other
methods [9]; this paper contains the best results of input shaping for open-loop and closed-loop control.
For a quantitative comparison of the proposed ISETF method to the conventional methods, the driving
frequencies were normalized by the resonance frequencies of the scanners used in each experiment.
Half of the angle error (peak-to-peak error) was also assumed to correspond to the NRMSE value.

Table 2. Performance comparison between open-loop control and the proposed ISETF.

Control method Open-loop control [9] This paper

Frequency of fundamental
torsional mode (FTM) 120 Hz 264 Hz

Total optical scan angle
(total OSA) 20◦ 5.6◦

20–40 Hz
Peak-to-peak error 66.0 m◦ 31.9 m◦

Normalized
peak-to-peak error 0.33 % 0.57%

60–220 Hz
Peak-to-peak error 500.0 m◦ 50.4 m◦

Normalized
peak-to-peak error 2.50% 0.90%

Control method Closed-loop control [9] This paper

20–140 Hz
Peak-to-peak error 46.0 m◦ 31.4 m◦

Normalized
peak-to-peak error 0.23 % 0.56%

160–220 Hz
Peak-to-peak error 790.0 m◦ 73.9 m◦

Normalized
peak-to-peak error 3.95 % 1.32 %

Under these conditions, critical frequency can be defined based on relative superiority in
performance. The normalized peak-to-peak error of the ISETF is slightly inferior to those of the
open-loop and closed-loop control by 0.14% up to 40 Hz and 0.33% up to 155 Hz, respectively, in terms
of average values; the normalized peak-to-peak error as a percentile are equivalent to 7.84 m◦ and
18.5 m◦ for the total OSA of 5.6◦, respectively. For the driving frequencies from the critical frequencies
up to 220 Hz, the normalized peak-to-peak error of the ISETF is smaller than those of the open-loop
control and closed-loop control by 1.60% (89.6 m◦) and 2.63% (147.3 m◦), respectively, in terms of
average values. The better performance of the ISETF is particularly revealed by the reduced normalized
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peak-to-peak error values: by 11.7% (655.2 m◦) at 130 Hz and 6.1% (341.6 m◦) at 220 Hz, respectively.
This is attributed to the fact that the ISETF compensated both the fundamental mode and higher
modes, whereas other control methods do not.

5. Conclusions

This method directly uses the experimental transfer function (ETF) with no dynamic modeling
of the microscanner. The ISETF enables the ETF to include harmonics, higher modes, and/or
sub-resonance so that the transfer function can be obtained more accurately than by the conventional
open-loop control. The proposed ISETF method was confirmed to effectively remove residual
oscillation caused both by the fundamental mode and by the higher modes of a microscanner.
The limitations of the ISETF were experimentally examined with respect to the OSA and frequency,
showing that a large USR was achievable for OSAs up to 8.9◦ and for driving frequencies in the range
up to 160 Hz. From the experimental results, it is expected that the proposed ISETF can effectively
reduce the residual oscillation caused by higher modes or crosstalk in two-axis driving compared to
the conventional open-loop method. As a further study, electrodes with a larger thickness are being
considered in experiments to extend the application of the ISETF to larger scan angles.
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17. Milanović, V. Linearized gimbal-less two-axis MEMS mirrors. In Proceedings of the Optical Fiber
Communication Conference and National Fiber Optic Engineers Conference, San Diego, CA, USA,
22–26 March 2009; p. JThA19.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

46



micromachines

Article

Programmable Spectral Filter in C-Band Based on
Digital Micromirror Device

Yunshu Gao 1,2, Xiao Chen 1,*, Genxiang Chen 1,*, Zhongwei Tan 2, Qiao Chen 1, Dezheng Dai 1,

Qian Zhang 1 and Chao Yu 3

1 College of Science, Minzu University of China, Beijing 100081, China; gaoyunshu@126.com (Y.G.);
chenqiao0117@163.com (Q.C.); daidezheng@126.com (D.D.); qianzhang1521@163.com (Q.Z.)

2 School of Electronic and Information Engineering, Beijing Jiaotong University, Beijing 100044, China;
zhwtan@bjtu.edu.cn

3 School of Electronic Engineering, Beijing University of Posts and Telecommunications, Beijing 100876, China;
yu_chao@bupt.edu.cn

* Correspondence: xchen4399@126.com (X.C.); gxchen_bjtu@163.com (G.C.)

Received: 11 January 2019; Accepted: 26 February 2019; Published: 27 February 2019

Abstract: Optical filters have been adopted in many applications such as reconfigurable
telecommunication switches, tunable lasers and spectral imaging. However, most of commercialized
filters based on a micro-electrical-mechanical system (MEMS) only provide a minimum bandwidth of
25 GHz in telecom so far. In this work, the programmable filter based on a digital micromirror device
(DMD) experimentally demonstrated a minimum bandwidth of 12.5 GHz in C-band that matched the
grid width of the International Telecommunication Union (ITU) G.694.1 standard. It was capable of
filtering multiple wavebands simultaneously and flexibly by remotely uploading binary holograms
onto the DMD. The number of channels and the center wavelength could be adjusted independently,
as well as the channel bandwidth and the output power. The center wavelength tuning resolution
of this filter achieved 0.033 nm and the insertion loss was about 10 dB across the entire C-band.
Since the DMD had a high power handling capability (25 KW/cm2) of around 200 times that of
the liquid crystal on silicon (LCoS) chip, the DMD-based filters are expected to be applied in high
power situations.

Keywords: programmable spectral filter; digital micromirror device; optical switch

1. Introduction

To maximize the use of fiber spectral capacity and improve network efficiency, the International
Telecommunication Union (ITU) G.694.1 standard has replaced the earlier G.692 specification to
eliminate inefficient optical guard bands. The next generation optical network is a flexible elastic
grid network that can dynamically allocate an amount of spectral resources as needed in 12.5 GHz
increments for individual channels to support different symbol rates. It appears that traditional
reconfigurable optical add/drop multiplexers (ROADMs) that provide optical switching of the fixed
wavelength need to be upgraded to support flexible grid channels [1]. The flexible-grid ROADMs [2]
must consist of programmable channel switching devices, such as wavelength selective switches
(WSSs) or flexible-grid filters.

Currently there are two main competing technologies used in commercial WSSs and filters:
The micro-electrical-mechanical system (MEMS) and the liquid crystal on silicon (LCoS) spatial
light modulator (SLM). With the digital micromirror device (DMD) as an electrical input, optical
output MEMS performs efficient and reliable spatial light modulation. The DMD developed by Texas
Instruments is an array of thousands to millions of tiny highly reflective aluminum micromirrors
which can be addressed independently. It has the advantage of low cost, high power handling and
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a fast frame rate, so that it has become an attractive solution for modulating spectrum resources
in reconfigurable telecommunication switches [3,4], dynamic spatial and image filters [5,6], tunable
lasers [7–10] and equalizers for erbium-doped fiber amplifiers (EDFAs) [11]. However, DMD and
MEMS based reconfigurable optical filters [12–14] up to date have the minimum spectral bandwidth
of 25 GHz in C-band (The TrueFlex Twin Multi-Cast Switch produced by Lumentum), so that they
cannot adapt to the development of the new ITU-T standard grid frequencies. Although it was
reported LCoS-based WSSs [15,16] have achieved 12.5 GHz or even smaller minimum bandwidth
and higher tuning resolution, the LCoS processor under high power operation starts to deteriorate in
function, even acquiring permanent, irreparable damage [17]. In comparison, the DMD has a high
power handling capability and the only limit of the device under high power illumination is that the
aluminum micromirrors must operate below 150 ◦C [18]. Therefore, it is expected to greatly broaden
the application of DMD based optical filters in high power situations.

In this paper, we employ a DMD combining with a high-line-density transmission grating into a
2- f optical system to demonstrate the programmable spectral filter with flexible center wavelength,
elastic bandwidth and high power handling. The minimum bandwidth achieved was 12.5 GHz.
This optical filter can become a pre-filter to obtain target spectrum or an equalizer for EDFAs. It is
important to compensate lower power handling of LCoS-based switches in an optical network.

2. System Design

Figure 1 illustrates the layout of the DMD-based optical filter which consists of a fiber-coupling
microlens array, a polarization converter, two lenses, a transmission grating and a DMD. Two ports
from the fiber-coupling microlens array with a 127 μm-pitch were used as an input and an output.
For the high-line-density transmission grating with 1201.2 line/mm is S-polarization dependent,
a polarization converter was inserted after the micro-lens to modulate the polarization state of an
input beam. The DMD adopted in system consisted of 1024 × 768 mirrors on a pitch of δ = 13.68 μm
with ±12◦ micromirror tilt by software control. It had a highly efficient steering of NIR light and
an anti-reflection coated substrate which assured a front cover reflection of less than 0.5% between
1400 and 1700 nm.

Figure 1. Diagram of programmable optical filter based on the digital micromirror device (DMD) chip.

48



Micromachines 2019, 10, 163

Figure 2a is the xz-plane view and Figure 2b is the yz-plane view. We simplify the optical
configuration by ignoring the angle of a transmission grating, so that the optical axis shown in
Figure 2 is a straight line. A microlens combining with a collimating lens converted an input divergent
Gaussian beam into a 6 mm-diam parallel beam [19,20]. The collimated broad-band beam was
angularly dispersed in the x-axis direction by a grating and then focused into an elliptical spot on a
different area of the DMD after a cylindrical lens. The purpose of the elliptical spot was to obtain the
minimum bandwidth and high diffraction efficiency [16]. The DMD was placed at the focal plane of
both the cylindrical lens ( f2 = 140 mm) and the collimating lens ( f1 = 300 mm) to realize the function
that each micromirror was controlled at the on or off states to select and steer arbitrary wavebands
precisely to the output.

Figure 2. Layout of the filter optics: (a) The view in xz-plane showing light being de-multiplexed
(b) The view in yz-plane showing light deflected by a DMD.

2.1. Diffraction Efficiency of DMD

In general, the long side of the DMD chip is aligned with the dispersion strip along the x-axis
direction to maximize the spectrum utilization. The binary amplitude grating patterns are uploaded
onto the DMD to control the corresponding micromirrors to tilt ±12◦ angle along their diagonals.
The diffraction behavior of the several hundred thousand individually tilted micromirrors array as
shown in Figure 3a is similar to a two-dimensional blazed grating. The diffraction distribution by the
DMD and the coordinate system (x0, y0, z0) is established in Figure 3b. The blue line represents an
input beam and the red lines are the corresponding high-order diffraction beams in space. According
to the 2D diffraction model [10], the diffraction angle of each order (p, q) is written as:⎧⎨

⎩
φout (p, q) = tan−1

(
H(q)
G(p)

)
θout (p, q) = sin−1

(
G(p)

cos φout(p,q)

)
,

(1)

where H (q) = qλ
δ + sin θin cos φin, G (p) = pλ

δ + sin θin cos φin. φin is the incident angle between the
input plane and y0-axis, θin is the angle between the incident beam and z0-axis in output plane as
shown in Figure 3c. φout and θout are defined in the same way. In Equation (1), (p, q) = 0, ±1, ±2, · · ·
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represent different diffraction orders. The diffraction distribution of an arbitrary order can be obtained
when the incident angle φin and θin are provided.

Figure 3. (a) Two-dimensional diffraction model of the DMD. (b) The incident beam and diffraction beam.
(c) The coordinate system (x0, y0, z0). (d) Distribution of the input and output beam when γin = γout.

As shown in Figure 3c, since the port distribution direction is perpendicular to the spectrum
dispersion direction that is the x0-axis direction, the incident angle needs to be adjusted to ensure the
diffraction order with highest intensity is located in yoz-plane and routed back into an output port.
The angle α is defined as that between input beam and diffraction beam. It is necessary to ensure
γin = γout in Figure 3d, with γin and γout being two angles between the projection of diffraction beam
in x0oz0-plane and x0-axis respectively. So the incident angles (θin, φin) satisfy the following condition:

cos θin
sin θin sin φin

=
cos θout

sin θout sin φout
. (2)

Based on the 2D diffraction model above, when a 1550 nm beam radiates on the +12◦ tilt DMD,
it is noticed that the (−3,−3)-order diffraction beam always has a higher efficiency than the others.
So multiple optimal incident angles according to Equations (1) and (2) are calculated and shown in
Figure 4a. The angle α and normalized diffraction intensity of the (−3,−3)-order diffraction beam
as a function of incident angles are presented in Figure 4b,c, respectively. Although the maximum
normalized diffraction intensity can achieve 55%, the larger angle α = 2.5◦ worsens the optical
aberration and insertion loss. So α is controlled at about 1◦ when θin = 13.91◦, φin = 42◦.
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Figure 4. (a) Optimal incident angles(θin/φin) for the optical system. (b) Dependence of the angle α

on the incident angles θin. (c) Dependence of the normalized intensity of output beam on incident
angles θin.

Table 1 gives the diffraction principal maximum beam when a 1550 nm beam radiating on the
DMD at θin = 13.91◦, φin = 42◦, including the corresponding diffraction angle (θout/φout) and relative
intensity I(θ, φ) of each (p, q)-order. The brightest order of diffracted light is I(−3,−3) = 0.425, so
that it is selected to couple into the output port while the other peaks are dramatically dropped out.
The insertion loss by the DMD diffraction is around 3.7 dB.

Table 1. Irradiance maxima of light at 1550 nm radiating on the DMD over a large solid angle θout/φout,
(I) of each diffraction order.

p/q −4 −3 −2 −1

−4
22.8/45
(0.002)

18.6/30.4
(0.035)

16.1/9.9
(0.005) -

−3
18.6/59.6

(0.019)
13.2/45
(0.425)

9.7/16.5
(0.05)

10.0/−22.1
(0.009)

−2
16.1/80.1

(0.011)
9.7/73.5
(0.213)

3.872/45
(0.018)

4.7/−54
(0.004)

−1
−16.4/−76.6

(0.001)
−10.0/−67.9

(0.03)
−4.7/−36.1

(0.003) -

2.2. Power Handling of Optical filter

The power handling is one of the important specifications of optical filters. When the continuous
wave (CW) laser illuminates a DMD, excessive energy absorption by on-surface aluminium-mirrors
generally leads to the abnormal operation or even irreversible damage of the device. Therefore, it is
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necessary to keep the operating temperature below a critical point of 150 ◦C, and the average intensity
cannot exceed 25 KW/cm2 in the visible band [18]. In general, the damage threshold depends on
the illumination wavelength and intensity profile. For example, a damage threshold for 1550 nm is
twice of 645 nm. As shown in Figure 5, a Gaussian beam has a maximum power density twice of
the uniform beam when both beams have the same spot size and power. It is reported the damage
threshold of the DMD for 1550 nm Gaussian beam is estimated to be about 25 KW/cm2 for CW-laser.
Faustov [21] demonstrated that the measured threshold is up to 22 mW corresponding to 12 KW/cm2

when a He-Ne laser at 633 nm is focused onto a 13.7 μm×13.7 μm-size micromirror. Furthermore,
when an input laser at 1064 nm is below 30 mW ( 21 KW/cm2), micromirrors do not exhibit any visible
damage. Schwarz et al. [22] also experimentally showed the damage threshold of a 19.3 KW/cm2 by
532 nm CW-laser.

Figure 5. The beam intensity distribution of the Gaussian beam and uniform beam.

The compressed light spot on the DMD means not only a narrower bandwidth for the filter, but
also a higher energy density. The spot size on the DMD for this filter is measured to be 60 μm×9 mm,
so the max input power is about 135 W (50 dBm) corresponding to 25 KW/cm2. The power handling
of commercialized WSSs (Waveshaper 16,000 A produced by Finisar Corporation) and LCoS based
filters is 27 dBm input power in maximum. Therefore, DMD-based filters are an irreplaceable solution
in high power situation.

3. Experimental Results and Discussion

Figure 6 is the arrangement of the optical filter in experiment. The amplified spontaneous
emission (ASE) light source in 1530–1560 nm was injected into the system as input signals. An optical
spectrum measurement analyzer AQ6370C-YOKOGAWA was applied to measure the insertion loss,
3 dB-bandwidth and tuning resolution of the central wavelength. Figure 7 shows that the total loss
was around 10 dB across the entire C-band with the ripples of 0.5 dB caused by the gap between
micromirrors. The insertion loss mainly included 1.5 dB from the fiber-coupling microlens array, 0.5 dB
from the polarization converter, 1.0 dB from the transmission grating and 4 dB from the DMD. In
addition, when incident angle of the input beam at θin = 13.91◦, φin = 42◦, a mismatch between the
focal plane of the cylindrical lens and the DMD caused 3 dB extra insertion loss. Although this 3 dB
loss caused by oblique incident beam could be avoided by replacing the DMD with a 10.8 μm-pitch
micromirror that had a 98% diffraction efficiency to vertical incident beam [10], it was not applied in
the NIR-band without an anti-reflection coating, which would introduce more loss. The measured
intrinsic polarization dependent loss (PDL) within the 12.5 GHz-bandwidth was less than 1 dB for
the optical system. As the signal beam was diffracted by the transmission grating, a combination of
conical diffraction and optical aberrations lead to the fluctuation of insertion loss of about 1 dB [16].
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Figure 6. Arrangement of tunable optical filter.

Figure 7. Total insertion loss as a function of C-band wavelength in filter system.

Figure 8a shows that the center wavelength could be tuned flexibly in step of 0.033 nm with the
3 dB-bandwidth of 12.5 GHz. In Figure 8b, arbitrary wavebands could be filtered and configured at
a minimum resolution of 0.033 nm. The 3 dB-passband could be adjusted flexibly from 12.5 GHz to
50 GHz by a step of 12.5 GHz in Figure 8c. The minimum filter bandwidth could achieve 12.5 GHz,
however it was noticed that the top of wavelength profile was not flat enough. The measured passband
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at nine ITU-T G.694.1 standard grid frequencies with 25 GHz channel separation had about −15 ± 1 dB
channel crosstalk in Table 2 and Figure 8d. Since the power falling edge of this filter was about 12 GHz
spectral width in 20 dB, very narrowing spectral guard bands with small crosstalk could be set for
50 GHz and 100 GHz spaced ITU-T channels in the C-band.

Table 2. Channel crosstalk and offset level at nine grid frequencies ( 25 GHz channel separation).

Center
Wavelength

(nm)
1550.09 1550.30 1550.50 1550.71 1550.91 1551.11 1551.32 1551.53 1551.74

Offset
Level (dB) −0.557 −0.25 −0.067 −0.029 −0.502 −0.267 −0.124 0 −0.419

Channel
Crosstalk (dB) −16.345 −16.46 −16.132 −14.677 −14.223 −15.93 −15.739 −15.677 −16.319

Figure 8. (a) The minimum tuning resolution of center wavelength in the filter. (b) The minimum
tuning step of spectral bandwidth. (c) 3 dB-bandwidth from 12.5 GHz to 50 GHz with a step of 12.5 GHz.
(d) Measured passband at 9 G.694.1 standard grid frequencies with 25 GHz channel separation.

In Figure 9a, the optical filter also provided a function of optical power attenuation. It was
realized by controlling the corresponding micromirrors number in different locations to modulate the
output luminous flux. The optical power attenuation could be adjusted from 0 dB to 40 dB flexibly
with a resolution of 0.5 dB. Figure 9b shows the micromirrors information used to control the optical
attenuation. This filter had 50 dBm maximum input power, and was an excellent equalizer for high
power erbium-doped fiber amplifiers.
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Figure 9. Optical power attenuation of the optical filter and the corresponding binary image.

4. Conclusions

We propose and demonstrate a tunable optical filter with max 50 dBm input power, flexible
central wavelength and bandwidth by employing a DMD processor into the system. The total insertion
loss of this filter was about 10 dB across the entire C-band. The center wavelength and bandwidth
of multi-channel could be tuned in the step of 0.033 nm independently. Although the minimum
bandwidth could achieve 12.5 GHz, the performance of the channel crosstalk for 12.5 GHz and 25 GHz
ITU grid especially still needs further improvement, as the spectral does not have an ideal flat-topped
profile. In future work, we plan to optimize the minimum bandwidth by employing a specially
designed cylindrical lens system to eliminate the spherical aberration and chromatic aberration, and
further decrease the spot size in the x-axis on the DMD.
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Abstract: In the Hadamard transform (HT) near-infrared (NIR) spectrometer, there are defects that
can create a nonuniform distribution of spectral energy, significantly influencing the absorbance of the
whole spectrum, generating stray light, and making the signal-to-noise ratio (SNR) of the spectrum
inconsistent. To address this issue and improve the performance of the digital micromirror device
(DMD) Hadamard transform near-infrared spectrometer, a split waveband scan mode is proposed to
mitigate the impact of the stray light, and a new Hadamard mask of variable-width stripes is put
forward to improve the SNR of the spectrometer. The results of the simulations and experiments
indicate that by the new scan mode and Hadamard mask, the influence of stray light is restrained
and reduced. In addition, the SNR of the spectrometer also is increased.

Keywords: spectrometer; infrared; digital micromirror device (DMD); signal-to-noise ratio (SNR);
stray light

1. Introduction

In the 1970s, the Hadamard transform (HT) was proposed and developed into a relatively
mature theory [1]. With the emergence of the mechanical encoding mask, the HT was applied to the
near-infrared (NIR) spectrometer. The encoding mask is a key device in spectrometers. However,
adopting the mechanical mask, the spectrometer exhibits a complex structure, low resolution, and short
life. Compared with the traditional instrument, it possesses no advantage. The development of HT
spectrometers is restricted by the encoding mask. Later, the digital micromirror device (DMD) was
developed and applied to the HT spectrometer as an encoding mask. Because the HT spectrometer
based on the DMD has several advantages such as a higher signal-to-noise ratio (SNR), wider spectral
range, and low cost [2,3], DMD-based HT spectrometers have attracted significant research attention.

At present, the performance of HT spectrometers has been greatly improved, but they still have
defects, such as the grating diffraction of the spectrometer, the two-dimensional grating diffraction
of the DMD, and the poor spectral efficiency of the light source; these defects can make the spectral
energy distribution uneven. Thus, the influence of stray light on the absorbance of the whole
spectrum is varied; the lower the spectral energy is, the greater the influence by stray light is.
The low-energy spectral band exhibits a low SNR, nonlinearity, whereas the high-energy spectral
band performs well in those aspects. To improve the energy of the entire spectrum, Wang and
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colleagues proposed a spectrum-folded structure of a HT spectrometer and a special illumination
optical device, but the structure of the spectrometer was complex [4,5]. Zhang et al. proposed a new
algorithm to realize energy compensation of the spectrum and analyzed the effect of the HT on the
noise without considering the noise distribution [6]. Quan et al. analyzed the spectral distortion in
the HT spectrometer and presented a correction approach [7]. However, for the analysis of stray light,
especially that with a high correlation of energy distribution, their processing effect was unsatisfactory.
Xu et al. analyzed the influence of the HT on the noise before and after coding. They also proposed
a new encoding mask to correct the anomaly in the spectra caused by optical defects [8]. With the
variation in the height of the stripes, their new encoding mask exhibited a low utilization rate of
the DMD.

To improve the performance of the DMD HT NIR spectrometer, a new method of the split
waveband scanning is proposed in this paper to mitigate the impact of the stray light. It can not only
reduce the influence of stray light on the low-energy spectral bands, but also improve the linearity and
accuracy of absorbance in the low-energy spectral bands. On the other hand, a new Hadamard mask
of variable width-stripe matching with each scanning area is presented to improve SNR. Based on the
new scanning method and coding mask, the simulation and experimental results indicate that the stray
light is suppressed and the spectral energy distribution is more uniform. The SNR of the spectrum
is also improved, especially in the low-energy spectral band the SNR is increased significantly. It is
demonstrated that by the proposed approach, the minimum SNR in the low-energy spectral band is
improved by a factor of 7.434 greater than that of the traditional HT method.

2. Theory of Hadamard Transform (HT) Spectrometer with Digital Micromirror Device (DMD)

A schematic of the spectrometer designed by us is illustrated in Figure 1a. The incident light
emitted from the sample pool is dispersed by the grating, and the dispersion spectrum imaged on the
DMD plane by the imaging lens is encoded and reflected. Then, the reflected light is focused onto the
detector by the converging lens. Finally, the detector signal is decoded and processed by a computer.
Because DMD is programmable, multiple scan modes are available to the spectrometer such as the
column scan mode, the Hadamard scan mode, and other multiplexed scan mode. To our spectrometer,
the major scan mode is Hadamard scan. The coding matrix of the Hadamard spectrometer is an
S-matrix determined by quadratic residue method and can be used to describe the patterns to be
displayed on the DMD [9]. By this approach, the spectrum can be modified.

 

Figure 1. (a) Optical system of Hadamard transform (HT) spectrometer. (b) Optical structure of
HT spectrometer.

Based on our theory, the HT NIR spectrometer with a DMD can be realized. The photograph
of the spectrometer is shown in Figure 1b. The parameters of the spectrometer are listed in Table 1.
Before the spectrometer is used, the calibration must be performed to get the relationship between
the wavelength and the pixel location in the DMD column. Three lasers whose wavelengths are
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respectively 1550 nm, 1625 nm, and 2210 nm are used to calibrate approximately the spectrometer,
and a Xenon Calibration Light Source of Ocean Optics is used to perform the accuracy calibration.
The detailed calibration process of the spectrometer can be found in reference [10].

Table 1. Parameters of the HT near-infrared (NIR) spectrometer.

Components Model/Parameters Technical Indexes Parameters

Light source Tungsten lamp Spectral range 1350–2450 nm
Slit 50 μm Spectral resolution ≤ 8 nm
Grating 200 lines/mm DMD resolution 912 × 1140
DMD DLP4500NIR Sampling rate 1 s
DMD mirrors Aluminum micromirror - -
Optical fibers Infrared quartz - -
Detector InGaAs R = 3 mm - -

The spectrum of the light source tested by the spectrometer designed by us is presented in
Figure 2. The relative spectral energy is high in the range of 1350–2200 nm and low in the range of
2200–2450 nm. The spectral curves tested by some other spectrometers with different designs may
have some differences, but the spectral distribution is the same. The energy in the central wavelength
band of the spectrum is high and those on the two edges are low.

Figure 2. Light source spectrum.

3. The Measurement Result Increase in the Low-Energy Spectral-Band Absorbance

3.1. Impact of Stray Light on the Spectral Band with Different Energies

Stray light is an important measurement parameter of the spectrometers. The existence of the stray
light results in the significant measurement errors [11]. Especially to the dispersive spectrometer, it may
cause the nonlinear problems of the instrument. Thus, it is critical to suppress the stray light. In this
study, the stray light originates mainly from the scattered light and reflected light of the spectrometer.
When the detector receives a certain wavelength signal, it always mixes with some stray light, which is
not part of the signal. The existence of stray light will reduce the measured absorbance, especially in
spectral bands with strong absorption [8].

This type of stray light is very complex. It may lead to a test result with a homogeneous
background. The background values can be measured before beginning the spectral test. When the
DMD is closed, the signals received by the detector are the background values. By subtracting the
background values from the spectral test signals, the influence of a large proportion of stray light can
be corrected. Thus, its performance optimization may be less expensive than other spectrum analysis
systems. Beyond that, there is still a fraction of stray light remaining in the energy distribution of
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the spectrum that cannot be corrected by this method. Using the Zemax software, we can build a
nonsequence mode of the optical structure of the spectrometer. By this mode, the energy distribution of
the slit images can be obtained in different wavelength bands on the surface of the DMD. The irradiance
of the slit image at a wavelength of 1600 nm is shown in Figure 3. In this Figure, the energy of the
slit image is the highest and there exist other stray lights with a lower energy around the slit image,
except for the background light. Because of the secondary reflection of the devices in the spectrometer,
there are two energy circles around the slit image, which may be related to the energy distribution
of the slit. The secondary reflection mainly comes from the front and rear surfaces of the DMD
window. In addition, ghosting can be observed under the slit image, which is formed by the window
of the DMD. Because the micromirrors of DMD are easily broken, the optical window is a must to
protect them from the surroundings and permit the light of a certain wavelength range to transmit.
The material of the DMD window is a kind of optical glass (Corning 7056) whose main constituent
is SiO2. For visible, near infrared and ultraviolet wavebands, the anti-reflection films covered on the
glasses are different. The refractive index of this type of glass is 1.487 at the wavelength of 545 nm,
and the cutoff wavelength for transmission is 2.7 μm. Because the transmission of the DMD window in
1700–2500 nm is reduced, the absorption and reflection are strengthened. So, ghosting can’t be avoided
in a carefully designed spectrometer because of the characteristics of DMD. The stray lights formed by
the secondary reflection have a great influence on the absorbance measurements of the low-energy
spectrum [7].

Figure 3. Incoherent radiation of slit image.

Therefore, we conduct some analyses to determine the influence of stray light. The absorption
spectrum of 95% ethanol is respectively measured by our spectrometer and UV-Visible/NIR
Spectrophotometer UH4150 produced by Hitachi High Technologies Corporation (Tokyo, Japan),
as shown in Figure 4. From Figure 4, we can see some stronger absorption peaks of the C–H, C–H2,
and O–H bending and harmonic vibration in ethanol always exist in the long-wavelength band.
However, some peak values are less accurate than the reference and some weak peaks cannot be
observed. In 2200–2450 nm, the three peaks shown by black line B move about 1–1.5 nm in the
direction of long wave and two peaks at 2280 and 2297 nm are not observed compared with the
blue line A; In 1400–2200 nm, there is also a red shift of 1.3–3 nm at all peaks except at 1693, 1760,
and 1937 nm compared with the reference spectrum. It may be caused by the inaccurate calibration
of the spectrometer and the lack of the data points collected by our spectrometer. Comparing the
measured spectrum with the reference spectrum, it shows some deviations of absorption intensity
between the test values and the reference in whole wavelength band, and the difference of absorption
intensities in 2200–2450 nm is greater than that in 1400–2200 nm. An important factor is the stray light.
We suppose that when testing the sample spectrum, the low-energy waveband might be disturbed by
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the stray light from the high-energy waveband, and the high energy waveband will be affected by the
stray light from the low energy waveband. The influence of the test results cannot be ignored.

Figure 4. Absorbance spectrum of 95% ethanol. The blue line A is the reference spectrum tested by the
UV-visible/NIR spectrophotometer UH4150. The black line B is the absorbance curve of the tested by
the traditional scan method.

Then, we perform simulation analysis to verify this hypothesis. The light source is absorbed by the
sample. The transmission spectrum is received by the detector, and the energy of the spectrum contains
two parts. One is from the transmission light (Tλ) and the other is stray light (Sλ). The absorbance of a
certain wavelength of the spectrum can be calculated by the following equations:

A = lg
(

Iλ

Tλ + Sλ

)
, (1)

Sλ = ∑
m

kmTλm, (2)

where Iλ is the spectral intensity at wavelength λ and Sλ denotes the total stray light intensity of the
high-energy wavelength band (or low-energy wavelength band). Tλm is the corresponding intensity
of the sampling points of the transmission light and m is the spectral sampling number. km is the
proportion coefficient between the stray light intensity and spectral intensity at a given wavelength.
Because each proportion coefficient km is different and complex, we perform simulation experiments
under the ideal condition, which state that in the same spectral band, the proportion coefficient km of
the stray light intensity of each sampling point is replaced by the same coefficient k (k = 0.01, 0.001,
0.0001). To simplify the analysis process, the spectrum is divided into two parts: the high-energy
wavelength band (1350–2200 nm) and low-energy wavelength band (2200–2450 nm). By this analysis,
we suppose that the stray lights produced by the high-energy wavelength band and low-energy
wavelength band have different impacts on each other.

First, we analyze the influence of stray light on the low-energy wavelength band. According to
the spectrum presented in Figure 2, the range of spectral intensity (Iλ) is between 10,000 and 40,000.
Assume that the absorbance value of low-energy wavelength band is fixed, and set it to be 1. Then the
intensity of transmission light at a given wavelength: Tλ = 0.1Iλ. In the high-energy wavelength
band, the range of Tλ is between 40,000 and 80,000. By solving Equations (1) and (2), the curve of
the intensity effect on the absorbance obtained by the simulation is shown in Figure 5. The purple
line is the real absorbance. We can see that the lower the transmission light intensity is, the greater
the influence of stray light from the high-energy wavelength band is. The tested values deviate from
the real value. Next, we analyse the influence of stray light on the high-energy wavelength band.
The range of spectral intensities (Iλ) is between 40,000 and 80,000. Assume that the absorbance value
of high-energy wavelength band is fixed, and set it to be 0.155. Then the intensity of transmission light
at a given wavelength: Tλ = 0.7Iλ. In the low-energy wavelength band, the range of Tλ is between
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10,000 and 40,000. The curve of the intensity that affects the absorbance obtained by the simulation is
shown in Figure 6. From the magnified plot in the inset, the stray light has a small influence on the
high-energy wavelength band. Then, we must address the problem that the low-energy wavelength
band with the strong absorption is influenced more easily by the stray light than the high-energy
wavelength band.

Figure 5. Influence of stray light on the low-energy wavelength band.

Figure 6. Influence of stray light on the high-energy wavelength Band.

The simulation indicates that the stray light has a great influence on the low-energy wavelength
band. In the actual measurement, the experimental conditions are more complicated. The intensity
of stray light produced by each sampling point has a different contribution to the transmission
light intensity.

3.2. Suppression of Stray Light by the Split Waveband Scan Method

According to the analysis results, we propose a split waveband scan method. It is similar to the
method of decreasing the stray light radiation. We select a filter and place it between the light source
and slit. When we choose the high-pass filter, the signals only appear at the short waveband, and at
the long waveband, if some signals appear at the same time, it should be the stray light produced
by the short waveband. Whereas, if we select the low-pass filter, the result will be reversed. Thus,
we can obtain the entire spectrum by combining the parts of two test results which have no stray light.
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This method can realize the suppression of the stray light. The switching of the filter is realized in front
of DMD window by the rotor controlled by the electric system.

The absorbance curve of the 95% ethanol solution is shown in Figure 7. As the requirements,
our team make two types of filters. One is short-wave pass filter whose cutoff wavelength is 2210 nm,
and the transmission is higher than 95% in 1350–2200 nm. When the wavelength is greater than
2210 nm, the transmission will be 0.01%. The other is a long-wave pass filter whose cutoff wavelength
is 2190 nm, and the transmission is higher than 95% in 2200–2500 nm. When the wavelength is less
than 2190 nm, the transmission will be 0.01%.The first filter allows high-relative-power waveband
(1350–2200 nm) to pass. The other one allows low relative-power waveband (2200–2450 nm) to pass.
When putting the filters into the spectrometer, the scan waveband has been divided into two parts:
a high relative-power waveband and a low relative-power waveband. At the high power waveband,
there is a noticeable difference between the two curves. This is caused by the decrease of the stray light
which originates from the low power band. At the low power waveband, the absorbance value tested
by the new method is greater than that of the traditional method. This indicates that the method of the
split waveband scan can suppress parts of the impact of the stray light and make the measurement
result of the absorbance increase.

Figure 7. Absorbance spectrum of 95% ethanol. The blue line A is the absorbance curve of the test by
the traditional scan method. The red line B is the absorbance curve of the test by the new scan method.

4. SNR Improvement of Low Relative-Power Waveband by a New Hadamard Mask

The NIR analysis technique is based on the small change detection in a strong background signal.
The level of the SNR will have an impact on the accuracy of the analysis results, which is an important
indicator [8]. In part 3, we have already provided a new scan method to suppress parts of the stray light
impact, but it can’t improve the SNR of the low-relative-power waveband. Thus, a new Hadamard
mask of variable-width stripes is put forward to address the issue.

4.1. Impact on SNR of Different Spectral Energies

The noise source of the spectrometer includes the noise from the detector circuit and light source,
which determines the SNR of the HT spectrometer [6,12–15]. Assume that n is the order of Hadamard

matrix. The root mean square (RMS) of the illumination noise after the HT will be
√

2n
n+1 times higher

than the original [16]. That of the detector signal noise after the HT will be 2
√

n
n+1 times higher than the

original [15]. Further, the SNR gain becomes
√

n
2 [16]. In [8], Xu et al. concluded that if we want to

give priority to select the HT scan mode, some conditions should be satisfied. When the order n is
sufficiently large so that the detector noise is equal to the illumination noise, the total noise after the
HT will be lower than that after the column scan. Then, the HT scan mode will be correct.
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According to [8], the SNR for the column scan method and S matrix of the HT is
respectively expressed:

SNRS =
D√

(Dη)2 + Δ2
(3)

SNRH =
D√(

Dη ×
√

2n
n+1

)2
+
(

2
√

n
n+1 Δ

)2
(4)

where D is the real spectral intensity of the light source, η is the stability of the light source, Δ is the
electronic system noise collected by the analog-to digital converter (AD), and n is the matrix order of
HT. Based on Equations (3) and (4), we obtain the relationship between relative power intensity and
SNR, and the relationship between HT order and SNR, as shown in Figures 8 and 9.

Figure 8. Signal-to-noise ratio (SNR) of two scan methods for light source energy dropping off
in proportion.

Figure 9. SNR of two scan methods for stable light source.

When the order is 107, the RMS of the light source drops off in proportion, and the requirement of
the HT scan mode is satisfied. Figure 8 shows the HT scan has an advantage over the column scan
method under the weak light intensity.

When the light source is stable and n = 107, the relative power intensity of the spectrum is 10000.
The curve of the change in SNR following n is shown in Figure 9. When the order n increases, the SNR
of the two scan methods tends to be decreased. Whereas, compared with the column scan method,
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the SNR of the HT scan method is decreased slowly. Because the light source energy has a different
distribution in the entire waveband, the SNR of the spectrometer will be influenced. We must think of
a method to change the condition of the nonuniform distribution of the spectral energy and improve
the SNR of the spectral edges with low energy.

4.2. Increase in SNR of Low-Energy Waveband by New HT Scan Mask

To overcome the impact, we propose a new coding mask, a Hadamard mask of variable-width
stripes (VW-Hadamard) in the DMD HT spectrometer. By optimizing the mask, the SNR of the
low-energy waveband can be improved. There are three components that determine the resolution:
the slit width, the optical transfer function, and DMD resolution. Because of the small pixel size of the
DMD, the DMD resolution is not the major determinant [9]. Thus, we plan to change the resolution
in different patterns of the DMD. By making sacrifices on the resolution of the edge DMD patterns,
the energy loss in the low-energy waveband can be reduced. The width of the scanning stripes is
determined by the corresponding spectrum energy in each stripe. The higher the corresponding
spectrum energy is, the narrower the stripe width is. Then, the SNR of the edge spectrum with low
energy can be improved. Xu et al. proposed a HT scan method by using a mask of variable-height
stripes [8]. This method greatly improved the SNR and the even distribution of light source spectral
energy. However, because of the change in the height of the stripes, the DMD pattern could not be
utilized well. Moreover, a part of the spectral energy was lost. In this study, the VW-Hadamard mask
can make full use of the spectral energy because of the adaptive variation in the width of the stripes.
The new HT mask has an advantage on the energy utilization over the traditional mask. The flow
chart of the mask production is outlined in Figure 10.

Figure 10. Flowchart of mask optimization.

Assume Em is the median power intensity, and Wm is the strip width of Em, which is taken as the
width of three columns of the micromirrors. The width W of the other changing strip corresponding to
the power intensity of E can be calculated by

Em

E
=

W
Wm

(5)

Whatever the result of the equation is, there exists a maximum wavelength which makes the
spectral waveform meaningful. The spectral resolution should not go beyond that. Figure 11a,b
separately show that the traditional and the new Hadamard mask. They are produced by the same
order of 107.

65



Micromachines 2019, 10, 149

 

Figure 11. Hadamard masks: (a) traditional Hadamard mask (b) new Hadamard mask. They are
produced by the same order of 107.

In order to verify the performance improvement of the HT spectrometer based on the new coding
mask, we perform some tests on the light source spectrum. The DMD resolution is 912 × 1104.
There are 912 columns of micromirrors in the direction of the spectrum dispersion. The curves of
the relative power intensity acquired by the column scan method with different sampling points
are presented in Figure 12. With the increase in the number of sampling points, the spectral energy
received by the detector decreases. Furthermore, the distribution of each wavelength corresponding
to the energy is more even than before. Considering the curves in Figures 9 and 12, the number of
sampling points can’t be too large. Thus, we choose the orders of 107 and 227 to perform the test and
analysis. The spectrum is divided into two parts: a high-energy wavelength band (1350–2170 nm)
and low-energy wavelength band (2170–2450 nm). Based on reference 8, the SNRvi by the new mask
scanning method can be calculated by

SNRVi =
Di√

(Diη ×
√

2Ni
Ni+1 )

2
+ ( 2

√
Ni

Ni+1 Δ)
2

(6)

where i denotes the i-th scanning stripe, SNRvi is the SNR of the i-th stripe region, Di is the spectral
intensity of the i-th stripe scanning region, and Ni is the matrix order of the HT in the i-th scanning
stripe. The curves of the spectral SNR calculated by the equations (Equations (3), (4) and (6)) are shown
in Figures 13 and 14.

 
Figure 12. Relative power intensity of the light source. The curves are obtained by the column scan
mode with the orders of 107 and 227.
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Figure 13. SNR of the spectrometer with the order of 107.

Figure 14. SNR of the spectrometer with the order of 227.

For n = 107, the average SNR obtained by the VW-Hadamard method (SNRV) in the short-wave
sideband is 3289.153, which is 2.034 times that by the scanning spectrometer (SNRS). That by the
traditional Hadamard method (SNRH) is 3293.121, which is 2.036 times that of SNRS. For the average
SNR in the long-wave sideband (2220–2450 nm), SNRV is 2.972 times that of SNRS and 1.062 times
that of SNRH. For the minimum SNR in the short-wave sideband, SNRV is 2.547 times that of SNRS

and 1.026 times that of SNRH. For the minimum SNR in the long-wave sideband, SNRV is 11.52 times
that of SNRS and 2.213 times that of SNRH. When n = 227, the average SNR of the VW-Hadamard
spectrometer is improved compared to that of the Hadamard. Particularly, for the minimum SNR in
the long-wave sideband, SNRV is 20.397 times that of SNRS and 2.743 times that of SNRH. According
to the results, the VW-Hadamard mask with the order of 227 performs better than that with the order
of 107 in the long-wave sideband.

The curves of the DMD resolution by the two methods are presented in Figure 15. Because the
DMD resolution matches with the spectral resolution, the spectral resolution (the yellow curve) in
Figure 15 is the same as the DMD resolution of the traditional Hadamard. From Figure 15, we can
see that the DMD resolution has a slight increase in 1450–2220 nm for the new Hadamard when the
order is 107 and 227. However, the resolution increase is not useful because the DMD resolution
should match with the spectral resolution. This means if the spectral resolution is lower than the DMD
resolution, the resolution of the spectrometer will depend on spectral resolution. In 1300–1450 and
2220–2450 nm, the DMD resolution of the new Hadamard is decreased. By combining SNR with the
DMD resolution, we conclude the SNR have been improved by means of sacrificing the resolution in
the two sideband.

67



Micromachines 2019, 10, 149

Figure 15. Digital micromirror device (DMD) resolution of the new Hadamard and the traditional
Hadamard. The blue and red curves are obtained by the VW-Hadamard mask. The yellow curve is the
spectral resolution which is the same as the DMD resolution of the traditional Hadamard.

5. Conclusions

In HT spectrometers with a DMD, we analyze the influence of stray light. It is shown that the stray
light mainly affects the spectral energy distribution of the light source. It can reduce the measurement
value of the spectral absorbance and make the SNR inconsistent. We address these problems from
two aspects. One is to mitigate the impact of the stray light by the double filter strategy, and the other
is to improve the SNR by a new Hadamard mask. In addition, the experiments and simulations are
conducted and compared between the new scanning method and traditional HT scanning method.
The SNRs of the spectrometers are compared for different methods when the order is 107 and 227.
The results demonstrate that the new method and mask can effectively suppress the stray light and
make the distribution of the spectral energy more uniform. Meanwhile, the SNR also is improved.
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Abstract: The Hartmann–Shack wavefront sensor is widely used to measure aberrations in both
astronomy and ophthalmology. Yet, the dynamic range of the sensor is limited by cross-talk between
adjacent lenslets. In this study, we explore ocular aberration measurements with a recently-proposed
variant of the sensor that makes use of a digital micromirror device for sequential aperture scanning
of the pupil, thereby avoiding the use of a lenslet array. We report on results with the sensor using
two different detectors, a lateral position sensor and a charge-coupled device (CCD) scientific camera,
and explore the pros and cons of both. Wavefront measurements of a highly aberrated artificial eye
and of five real eyes, including a highly myopic subject, are demonstrated, and the role of pupil
sampling density, CCD pixel binning, and scanning speed are explored. We find that the lateral
position sensor is mostly suited for high-power applications, whereas the CCD camera with pixel
binning performs consistently well both with the artificial eye and for real-eye measurements, and
can outperform a commonly-used wavefront sensor with highly aberrated wavefronts.

Keywords: wavefront sensing; digital micromirror device; ocular aberrations

1. Introduction

Quantification of aberrations is important in a number of applications and needed to optimize
performance as, for example, with adaptive optics. One area of special relevance is ophthalmology,
where the optical quality of the human eye is important not only for acute vision but also for diagnostic
retinal imaging applications.

The optical performance of the human eye is limited not by diffraction but rather by the amount
of monochromatic and chromatic aberrations. Ocular wavefront aberrations are mainly induced by
the cornea and the crystalline lens and become increasingly important with a larger pupil size. The
wavefront aberrations commonly refer to the conjugate pupil plane of the eye, where deviations from
a planar wavefront refer to aberrations that prevent light from being focused onto a diffraction-limited
spot on the retina. The aberrations for monochromatic light are expressed as a linear combination of
orthonormal circular Zernike polynomials weighted by a series of Zernike coefficients, expressed in
either μm or wavelength units [1].

Many methods have been proposed since the 1960s to measure aberrations of the human eye
both objectively and subjectively including modified aberrometers [2,3], ray tracing techniques [4],
and indirectly via retinal images [5]. However, Hartmann–Shack wavefront sensors (HS-WFSs) have
become the preferred devices to measure the wavefront and intensity distribution of backscattered
light from the retina [6]. The HS-WFS uses a tightly focused beacon of light in the retinal plane, which
serves as secondary point source for the wavefront sensing, with a lenslet array that samples the
local distribution of wavefront tilt in the pupil plane. Complementary metal-oxide-semiconductor
(CMOS)-based HS-WFS can capture aberration changes at 100′s of Hz, although common CCD-based
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HS-WFS are limited to 10′s of Hz. In either case, cross-talk between adjacent lenslets limit the dynamic
range. Modifications to HS-WFS have been proposed to improve the dynamic range by using a
liquid-filled lenslet array [7] and by replacing it with a liquid crystal display [8,9], although only few
have been tested with ocular aberrations.

As the need to determine ocular aberrations has become increasingly important for personalized
refractive corrections using custom LASIK [10], and for the understanding of a number of refractive
problems ranging from keratoconus [11] to increased high myopia [12], establishing a wavefront
sensing technique that provides a high dynamic range, resolution, and high speed suitable for the
human eye is crucial. Digital micromirror devices (DMDs) can operate at speeds in the 10′s of
kHz range, while sequential scanning provides a large dynamic range due to the lack of a lenslet
array; therefore, avoiding the appearance of cross-talk, as recently proposed by the authors in a
DMD-WFS [13]. Additionally, DMDs have recently been used for ophthalmic applications in retinal
imaging [14] and psychophysical measurements [15]. A somewhat related technique uses scanning of
an incident beam of light in the pupil plane to capture multiple retinal images [16]. Here, the narrow
beam of light is incident near the pupil center and scanning is only done for light exiting the eye by
sequential aperture scanning of the pupil, analogous to the parallel sampling by a lenslet array in
the HS-WFS. Centroiding methods of the imaged point-spread-function (PSF) for ocular aberrations
have been compared [17] and can be tuned to provide more accurate wavefront reconstructions in the
presence of noise.

Here, the wavefront sensing technique using a DMD is used to measure ocular aberrations of the
human eye by performing sequential zonal scanning of the wavefront. The experimental setup and
method are explained in Section 2 using two types of detectors. Results are shown in Section 3.1 for an
artificial eye and in Section 3.2 for human eyes. A discussion about the results and technique can be
found in Section 4, followed by the conclusion of the study in Section 5.

2. Materials and Methods

A wavefront sensor based on sequential scanning of a reflective cell with a DMD (V-7001 VIS,
Vialux, Chemnitz, Germany) is used to measure ocular aberrations. The system, which is described
in detail in [13], has been adapted for real-time aberration sensing of the human eye. A schematic
of the setup can be seen in Figure 1. Essentially, a narrow near-infrared (850 nm) beam of 200 μW
entering the eye is focused onto the retina to create a secondary point source suitable for wavefront
sensing. Backscattered light exiting the eye is truncated by a 4 mm iris and the pupil is imaged by a 4f
telescope onto the DMD. The DMD is comprised of 1024 × 768 mirrored square pixels of 13.7 μm that
allow binary positioning at ±12◦ (and optical angles of ±24◦) at up to 22.7 kHz. The DMD divides the
imaged pupil into equal-sized cells, consisting of a square array of micromirrors, which are sequentially
activated, and the reflected light is focused onto a position detector. Due to diffraction effects from the
DMD, an iris is used in a conjugate retinal plane to only allow the pass of the 0th order. In this study,
two different position detectors are used:

(1) A 2D-lateral resistive position detector (PDP90A, ThorlabsTM, Newton, NJ, USA) of up to 0.75 μm
spatial resolution, was used to register the central position of the PSF centroid (x,y) for each
activated DMD cell. Although its angular resolution suffices, the limited sensitivity of this
device prevents it from being used to determine ocular aberrations, but it is included here as a
proof-of-principle in Section 3.1.1. Indeed, it may well find applications where power limitations
are of less concern, such as in the characterization of laser beams.

(2) A CCD camera (Scientific Camera 1501M-USB, ThorlabsTM, Newton, NJ, USA) with 6.45 μm
pixel pitch and 14-bit digital output is used for the rest of the results in Sections 3.1.2 and 3.2,
allowing for high brightness variations and binning of pixels to increase acquisition speed when
acquiring images of the PSF from which the centroid position can be determined.
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Figure 1. Schematic of the system used to measure ocular aberrations using a digital micromirror
devices (DMD). A 4 mm beam of near-infrared (IR) light backscattered from the retina is sequentially
scanned in the pupil plane by the DMD, which directs light onto a position detector via a plane
mirror to capture the maximum light. The detector captures the (x,y) centroid coordinates of the
point-spread-function (PSF) in the case of the lateral position detector, or captures images of the PSF in
case of the charge-coupled device (CCD) camera, for each scanned section of the light. All lenses used
are antireflection-coated achromatic doublets.

The DMD, the position detector, and the CCD are all programmed and synchronized via
LabVIEWTM. Thus, the position detector captures the PSF centroid coordinates at a speed of
1.5 kHz, whereas the CCD captures the PSF images at a speed of 13 frames-per-second (FPS)
without pixel binning and 1 ms exposure, but faster with pixel binning of up to 24 × 24 pixels.
For example, with 10 × 10 pixel-binning the speed limit is 77 FPS. For both sensors, the aberration
is determined with respect to that of a plane reference wave obtained by placing a flat mirror in the
pupil plane. A conventional Hartmann–Shack wavefront sensor (HS-WFS 150-5 C, 73 × 73 lenslets,
ThorlabsTM, Newton, NJ, USA) is placed in a conjugate pupil plane and is used for comparison and
verification purposes.

First, a test was performed with an artificial eye comprised of a thin ophthalmic trial lens adjacent
to a flat mirror placed in the pupil plane. The DMD-WFS scan was implemented with two sampling
densities: (a) 5 × 5 DMD cells of 800 μm (58 × 58 pixels) obtaining the corresponding 25 PSF images,
and (b) 10 × 10 DMD cells of 400 μm (29 × 29 pixels) corresponding to 100 PSF images. For each
sampling density of the DMD, the PSF images were acquired using 1 × 1, 2 × 2, 4 × 4, and 8 ×
8-pixel-binning of the CCD camera, recovering images of 1392 × 1040, 696 × 520, 348 × 260, and
174 × 130 pixels, respectively. A plane reference wave was also attained for each case, and the effects
of binning compared.

Secondly, ocular aberration measurements were performed in the right eye of 4 emmetropic
subjects (equivalent sphere between 0 and −1 diopters, as measured with an EyeNetraTM autorefractor)
and one myopic subject (with an equivalent sphere of −7D) whose pupils were dilated, and
accommodation partially paralyzed, with two drops of 1% tropicamide. To ensure a point source on
the retina of myopic subjects, a corrective trial lens is placed in a prior conjugate plane to the pupil,
making use of a one-to-one 4f system composed of two 150 mm focal length achromatic lenses. A bite
bar was used to ensure good centration of the eye’s pupil and reduce head movement throughout the
measurements. For their own commodity, subjects were asked to take a short break between one scan
measurement and the next, hence slightly readjusting their position for each measurement.
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For both cases, the Zernike wavefront parameters obtained from the HS-WFS were recorded
up to the 4th radial order. Subsequently, the DMD-WFS scan was performed at 13 FPS, adding up
to a total time of 2 s for a complete 5 × 5 sampling and 8 s for a 10 × 10 scan. The PSF images
were post-analyzed in MatlabTM to determine the center-of-gravity centroid translations in cartesian
coordinates between the aberrated wavefront and that of the reference for each DMD cell. These
translations were used to calculate the Zernike coefficients from which the least-square wavefront
reconstruction was performed. The procedure of this method is explained in detail in [13]. For 5 ×
5 DMD sampling, the PSF corresponding to DMD cells illuminated across more than 50% of their
area were analyzed and used for the reconstruction, while for 10 × 10 sampling, only those 100%
illuminated were considered. To further examine the effects of using 50% illuminated area versus
100% illuminated area of DMD cells and that of binning, the reconstruction procedure here followed
for 5 × 5 DMD cell sampling was compared in Figure 2 for a simulated wavefront with astigmatism,
coma, and trefoil, similar to that from [18] for a typical human eye. Reconstructing the wavefront
only using the fully illuminated DMD cells, provides more accurate results for a static wavefront.
However, when sampling a dynamic wavefront, such as that of the real eye, with a low density and
only considering cells illuminated in their entirety, could be insufficient for accurate measurements.
On the other hand, increasing pixel binning in the detection camera allows for faster acquisition and is
seen to maintain accuracy up to 8 × 8 binned pixels (deviation <4%), after which the accuracy of the
wavefront reconstruction tends to fall.

Figure 2. Comparison of wavefront reconstructions of a simulated wavefront with astigmatism, coma,
and trefoil. First, using DMD cells which are at least 50% illuminated with a 4 mm beam, and second,
those 100% illuminated by the incoming beam. For each case, the effect of square pixel binning of ×2,
×4, ×8, ×16, and ×24 pixels in the detector camera is compared. All root-mean-square (RMS) values
are given in μm.

3. Experimental Results

Wavefront diagrams and root-mean-square (RMS) wavefront values shown in this section are
exempt from tip and tilt, as these are not representative of the ocular aberrations as such, and a minimal
decentration is necessary to avoid corneal reflections in the HS-WFS measurements.

3.1. Wavefront Aberrations with an Artificial Eye

3.1.1. Lateral Position Detector

The lateral position detector provides the cartesian coordinates of an incident beam with respect
to a predetermined center point and is commonly used for system alignment. Here, it was used to
determine the centroid coordinates of the PSF and displacements were given with respect to that
of a focused plane reference wave. The reconstruction of aberrated wavefronts induced by four
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different trial lenses can be seen in Figure 3 and compared to the wavefront measured by the HS-WFS.
Astigmatism was achieved with two crossed positive and negative power cylindrical lenses. All
measurements shown were performed with 5 × 5 DMD cell sampling. Increasing the sampling density
to 10 × 10 decreased the amount of optical power per cell that reached the position detector, and;
therefore, limited its accuracy with the available power.

Figure 3. Wavefront reconstructions of an aberrated wave across a 4 mm pupil with ophthalmic trial
lenses using the 5 × 5 sampling DMD-WFS method and a 2D-lateral position detector placed in the
image plane. All RMS values are given in μm.

3.1.2. CCD Camera Detector

The wavefront reconstructions of the artificial eye using the Zernike coefficients measured by the
HS-WFS and the DMD-WFS were included in Figure 4 for a 4 mm pupil and two sets of ophthalmic
lenses: a) defocus with a +8D spherical lens, b) astigmatism with two crossed −4D and +4D cylindrical
lenses, and c) combination of defocus and astigmatism with a +8D spherical lens and crossed −4D
and +4D cylindrical lenses. Given that the trial lenses were used in conjunction with a flat mirror, the
double pass of the beam caused induced aberration to lay beyond the range of the HS-WFS. Different
binning options ranging from one to eight pixels were included when measured with the DMD-WFS.
The RMS values of the Zernike coefficients were used to quantify and compare the obtained results,
with only up to 2.5% deviation for different pixel-binning options. However, a difference of up to
30% was observed when compared to the HS-WFS, where the aberrations were underestimated. The
obtained data comparing both methods in terms of Zernike coefficients as well as sphere and cylinder
power is detailed in Table 1.

Table 1. Data comparison between the Zernike coefficients c2,0 and c2,2 and the equivalent sphere and
cylinder power for a 4 mm pupil, with an artificial eye obtained by the HS-WFS and the DMD-WFS
without binning.

HS-WFS DMD-WFS

c2,0[μm] c2,2[μm] Sphere[D] Cyl.[D] c2,0[μm] c2,2[μm] Sphere[D] Cyl.[D]

a) 6.638 0.308 11.50 0.75 7.519 −0.024 13.02 0.00

b) 0.627 −4.867 1.08 −11.90 0.561 −6.511 0.97 −15.95

c) 6.270 −2.472 10.85 −6.05 7.084 −3.769 12.27 −9.23
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Figure 4. Comparison of defocus and astigmatic wavefront reconstructions for a 4 mm pupil with an
artificial eye through Zernike coefficients between HS wavefront sensing, and for the DMD wavefront
sensing method with four different binning options in the CCD camera, acquiring the PFS images for
each DMD cell. All RMS values of the Zernike coefficients are given in μm.

3.2. Wavefront Aberrations of the Real Eye

Measurements of ocular aberrations of five healthy subjects, four of which were emmetropes and
one which was myopic (−7D), are shown in Figure 5 for 5 × 5 sampling density and in Figure 6 for
10 × 10 sampling density. In both cases, four types of pixel binning in the CCD camera were included.
Wavefronts were quantified using the RMS value of the Zernike coefficients, given in μm.

Larger variations between the reconstructed wavefronts appeared when measuring the real eye in
comparison to the previous results with the artificial eye. This could be due to the natural movement
of the eye, which includes both voluntary and involuntary movements, even when fixating on a given
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target [19]. Fixation time lasted approximately 200–300 ms [20,21], with large variability between
subjects, which falls well below the required DMD-WFS scan time. Increasing the pixel binning
allowed for a higher acquisition speed to limit variations during ocular aberration measurements.
Variations of 5% to 30% in the RMS values were noted between different binning options performed
at the same speed for 5 × 5 DMD sampling. Denser sampling of 10 × 10 DMD cells involved higher
acquisition time, causing deviations to increase between 7% and 40%.

Figure 5. Ocular aberrations measured with the DMD-WFS with 5 × 5 sampling density for four
subjects with normal vision and one myopic subject (−7D), marked with an asterisk (*), using DMD
cell with at least 50% of its area illuminated. Quantification of wavefronts are presented as RMS values
given in μm.
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Figure 6. Ocular aberrations measured with the DMD-WFS with 10 × 10 sampling density using only
100% illuminated DMD cells for the same five subjects. The asterisk (*) denotes the myopic subject. All
RMS values are given in μm.

In order to analyze the effect of scanning at different speeds, measurements were performed in
the right eyes of the authors at 5, 10, 15, and 20 frames per second with both 5 × 5 and 10 × 10 DMD
cell sampling. Results are included in Figure 7. For each subject, larger differences were seen in the
case of 10 × 10 sampling, as the measurement time varied considerably between being performed at
5 FPS or 20 FPS.
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Figure 7. Comparison of the DMD-WFS scan performed at 5, 10, 15 and 20 FPS for two subjects with
both 5 × 5 and 10 × 10 DMD cell sampling densities. All RMS values are given in μm.

4. Discussion

The use of a DMD to sequentially scan an aberrated wavefront using a single achromatic lens to
focus light onto a position-sensitive detector allows for wavefront measurements with high dynamic
range by avoiding crosstalk, which potentially limits the performance of a conventional HS-WFS. This
sees applicability in ophthalmology due to the fast-increasing rates of high myopia [22]. Corneal
reflections, or undesired corneal areas can also be eliminated by deactivating the corresponding cells
in the DMD, such that these do not induce noise into the wavefront reconstruction. An example where
reflections can cause problems can be seen in the lower part of Figure 4b for the HS-WFS wavefront
with astigmatism.

The use of a position detector device provides direct determination of centroid coordinates with
an accuracy of up to 0.75 μm when output voltage is maximized, avoiding the need to save large
amounts of image data for each measurement, specifically in the case of large sampling densities and
no pixel binning. However, given its high-power requirements for accurate detection, it did not prove
feasible for ophthalmic applications.

The CCD camera with a 14-bit optical output working synchronously with the DMD was shown
to measure static wavefronts with high precision in the artificial eye. Furthermore, the possibility
of binning pixels in x- and y-directions allow for increased speed and lower amounts of stored data
without compromising accuracy. Slight variations in the wavefront RMS values seen in Figure 4 with
different binning options of up to 8 × 8 pixels are in the same order of magnitude as predicted by the
simulated wavefront from Figure 2.

For ophthalmic applications, the high speed of the DMD and CCD camera to perform a complete
scan is crucial. Scans performed at 13 FPS were to suffice when measuring ocular aberrations with
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both 5 × 5 and 10 × 10 DMD cell sampling, and the effect of scanning speed between 5 and 20 FPS
was analyzed. However, variations in the measured wavefronts are still present due the continuous
involuntary movements of the eye during fixation including tremors, drifts, and microsaccades [19–21],
where further increasing the speed would improve accuracy and repeatability. Changes in the tear film,
which is known to be dynamic, may also cause changes in the measurements of ocular aberrations [23].
Binning larger amounts of pixels in the detection camera, can help improve the signal; however,
compromises accuracy above 8 × 8 pixels, as seen in Figure 2. Additionally, using slightly better
centroiding methods [17] could improve accuracy. The use of a high-speed CMOS camera could
potentially allow for higher speed, but ultimately a different methodology, such as single-pixel sensing,
may be required to gain the upmost in terms of kHz speed [24].

5. Conclusions

Sequential scanning of a wavefront using a DMD and a single achromatic lens to measure
aberrations, with near-infrared light removing the conventional lenslet array found in HS-WFS, has
been achieved. This provides high dynamical range with a trade-off between high sampling densities
and speed, where the latter can be increased by pixel binning. This technique grants high adaptability
to different applications and is here tested to measure ocular aberrations in artificial and real eyes. Two
different wavefront sampling densities were compared, and the effect of pixel binning was analyzed
and found to allow for accurate reconstructions for a static artificial eye, but were subject to variations
in the real eye, where increased speed would still be paramount for higher accuracy.
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Abstract: The tunable fiber laser with high tuning resolution in the C-band is proposed and
demonstrated based on a digital micromirror device (DMD) chip and an echelle grating. The laser
employs a DMD as a programmable wavelength filter and an echelle grating with high-resolution
features to design a cross-dispersion optical path to achieve high-precision tuning. Experimental
results show that wavelength channels with 3 dB-linewidth less than 0.02 nm can be tuned
flexibly in the C-band and the wavelength tuning resolution is as small as 0.036 nm. The output
power fluctuation is better than 0.07 dB, and the wavelength shift is below 0.013 nm in 1 h at
room temperature.

Keywords: tunable fiber laser; echelle grating; DMD chip

1. Introduction

Tunable lasers as a powerful tool have been widely applied in spectroscopy, photochemistry,
biomedicine, and optical communications for decades. For example, in dense wavelength division
multiplexing (DWDM) optical communication, tunable lasers can not only replace multiple
fixed-wavelength lasers to save the operation cost but also realize the remote dynamic allocation
of networks resources. The number of wavelength channels in C-band determines the information
transmission capacity in networks. Therefore, how to improve narrow-linewidth channels with a
high tuning accuracy from laser sources has been receiving an increasing amount of attention from
researchers and network service vendors.

To date, various technologies have been proposed and implemented to realize tunable filters
in laser sources, including fiber Bragg grating (FBG), Fabry–Perot (F–P) cavity, acousto-optics,
interferometer, liquid crystal on silicon (LCoS), etc. FBG can be tuned easily through either heating
or applying strain along the device. For example, it is reported that FBG can achieve 0.2 nm/V
tuning accuracy from 1555–1565 nm driven by direct current (DC) voltage of multilayer piezoelectric
transducers [1]. However, FBG-based tunable lasers are affected by the environment fluctuation,
resulting in a high packaging cost and limited tuning range. The fiber-optic self-seeding F–P cavity
achieves a wide range of single longitudinal modes tuning from 1153.75 to 1560.95 nm with a
tuning step of 1.38 nm [2]. Avanaki et al. investigate a fiber Fabry–Pérot tunable filter using a
well-established optimization method, simulated annealing (SA), to achieve maximum amplitude
for the Fourier transformed peaks of the photodetected interferometric signal [3]. Furthermore,
Y. Ding implemented a small-scale tuning with the accuracy of approximately 0.6 nm by using
micro-ring Mach–Zehnder interferometers [4]. These technologies generally need additional matching
devices, like an F–P laser, saturable absorber-based filters, which makes them complex and expensive
to commercialize. Nowadays, a LCoS spatial light modulator as a programmable filter produced
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by Very-Large-Scale-Integrated (VLSI) technology has been applied to laser systems [5]. A digital
micromirror device (DMD), another Opto-VLSI processor has also been attempted in a non-projection
field. In 2006, Chuang and Lo proposed a spectral synthesis method with a spectral tuning accuracy
of 0.076 nm/pixel in the C-band based on a DMD chip [6]. In 2009, W. Shin used the DMD-based
tunable laser system as light sources for the optical time domain reflectometry, with a tuning range of
1525–1562 nm, and an improved laser tuning accuracy of 0.1 nm [7]. Our research group also reported
a multi-wavelength tunable fiber laser based on a DMD chip with a step of 0.055 nm [8].

Echelle gratings are a special type of blazed gratings featured by a large blazing angle of grooves
and often operate at high diffraction orders to obtain high dispersion. They are different to conventional
gratings [9–12]. An echelle grating splits the radiant energy into a multitude of diffraction orders that
overlap in the narrow interval of the grating diffraction angle. Therefore, in practical application, an
additional order separator like the prism or grating, whose dispersion direction is perpendicular to that
of an echelle grating are inserted to separate the overlapping orders. By focusing the two-fold dispersed
radiation, a two-dimensional spectrum is produced, thus achieving an applicable high-resolution
spectrum. So far, echelle gratings are mainly applied in ultraviolet and visible high-resolution
spectrometers [10,11].

In this work, we first apply an echelle grating into a DMD-based tunable laser to realize the high
tuning resolution in C-band. The echelle-based tunable fiber laser is designed for a cross-dispersion
structure of a closed-loop fiber system. The laser wavelength was tuned in the range of 1540–1560 nm
with a tuning step of 36 pm. The 3dB-linewidth of the signals was less than 0.02 nm. The side mode
suppression ratio (SMSR) reaches 40 dB, and the maximum output power was 7.5 dBm.

2. Echelle Grating and System Design

The spectral order of an echelle grating is the result of mutual modulation of multi-slit interference
and single-slit diffraction. The echelle equation is expressed as:

mλ = d(sin α + sin β) cos γ (1)

where m, λ, and d are the diffraction order, wavelength, and grating constant, respectively. α, β and γ

are the incident angle, corresponding diffraction angle, and off-axis angle. As shown in Figure 1a, θB is
the blaze angle of an echelle grating and θ is the incident angle to the facet. So, the relation of angles is
written as:

α = θB + θ, β = θB − θ (2)

Substituting Equation (2) into (1), the diffraction of an echelle grating is characterized as follows:

mλ = 2d sin θB cos θ cos γ (3)

An echelle grating has the maximum diffraction efficiency only when the Littrow condition is
satisfied, that is the incidence is at the blaze angle. On both sides of the blaze angle, the diffraction
efficiency of a grating decreases rapidly as θ increases. However, the strict Littrow condition leads
to the difficulty in the arrangement of the actual optical path. Therefore, a quasi-Littrow structure is
usually employed with the incident ray at an off-axis angle γ from the principal section of a grating, as
shown in Figure 1b. The condition of the quasi-Littrow configuration is:

θ = 0, γ �= 0 (4)

Therefore, the echelle grating equation under the quasi-Littrow condition is:

mλ = 2d sin θB cos γ (5)
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The free spectral range �λSFR:

� λSFR =
λ

m
=

λ2

2d sin θB cos γ
(6)

The range of the dispersion angle of m-order:

� θ = �λSFR =
dθ

dλ
=

2 tan θB
m

(7)

 
(a) (b) 

Figure 1. (a) Echelle grating working characteristics, (b) off-axis angles γ (the incident angle of
diffraction grating is 68◦).

It can be seen from Equations (5)–(7) that an echelle grating has the following features: (1) The
free spectral range is small and the spectral order is seriously overlapped. Therefore, it is necessary to
use auxiliary dispersion elements for cross-dispersion to obtain a two-dimensional spectrum. (2) The
angular dispersion is so high that the wavelength resolution is greatly improved. (3) The dispersion
angle of one order is small, and the wavelengths in the free spectral range of each stage are concentrated
near the blazed order, so an echelle grating can blaze in the entire band.

In Figure 2, the two-dimensional cross-dispersion is realized by a diffraction grating and an
echelle grating with main sections that are perpendicular to each other. As we know, echelle gratings
are, to date, mainly applied in ultraviolet (UV) and visible (VIS) spectrometers, so most of the prisms
are used as auxiliary dispersers placed before or after an echelle grating to achieve cross-dispersion. In
our work, the laser operates in the C-band and the prism glass material shows strong absorption in
infrared. Therefore, a diffraction grating is adopted to replace the prisms in fiber lasers.

Figure 2. Schematic of cross-dispersion of the diffraction grating and the echelle grating.

83



Micromachines 2019, 10, 37

Figure 3 demonstrates the tunable laser structure employing a DMD chip as a programmable
filter in bulk optics and a fiber resonator with an erbium-doped fiber amplifier (EDFA). The lasing
process in a fiber cavity is achieved by optical pumping and erbium gain. The bulk optics obtain
the high-precision mode selection by an echelle grating and a 0.55” DMD in the experiment. The
detailed working principle of a 0.55” DMD and its diffraction efficiency have been analyzed in [13].
The EDFA emits the amplified spontaneous emission spectrum (ASE) signals from 1530–1560 nm.
After a 90/10 optical fiber coupler, 90% ASE light energy returns into a ring and then continues
to be coupled into the bulk optics via a circulator and an optical fiber collimator. The bulk optics
consists of two cylindrical lenses, a diffraction grating, an echelle grating, and a DMD chip. The
fiber collimator and the 1200 line/mm diffraction grating are located at the front and the rear focal
planes of lens (f 0 = 100 mm), respectively. The diffraction grating and the 79 line/mm echelle grating
are separated by 100 mm. In order to ensure that the echelle grating adheres to the quasi-Littrow
condition, the incident beam is arranged at an off-axis angle γ so that the diffracted beam and the
incident beam are in the same horizontal plane. The cylindrical lens 1 (f 1 = 150 mm) and cylindrical
lens 2 (f 2 = 100 mm) are 50 mm and 100 mm from the echelle grating, respectively. Therefore, the
busbars of two cylindrical lenses are perpendicular to each other, and the two dispersion directions
after two gratings are collimated, respectively. The DMD is at the back focal plane of two cylindrical
lenses, as shown in Figure 4. By uploading steering holograms onto the DMD controlled by remote
software, any waveband of ASE spectra can be routed and coupled into the optical system along the
original path, and the others are dropped out with dramatic attenuation, thereby achieving the laser
longitudinal mode selection and wavelength tuning. The selected wavebands through the collimator
and circulator returning into a ring cavity are amplified by EDFA, leading, after several recirculations,
to high-quality single-mode laser generation.

 
(a) 

(b) 

Figure 3. (a) Diagram of a cross-dispersion tunable laser system. (b) Layout of wavelength
selective path.
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Figure 4. Distribution of the dispersion bar on the digital micromirror device (DMD) surface simulated
by Zemax OpticStudio. The inset is the experimental pattern (rectangular box is illustrated as a DMD).

The off-axis arrangement greatly influences the laser tuning range and accuracy. We optimize the
off-axis angle γ of the echelle grating (79 line/mm) for the laser system. According to Equation (5),
m = 15 and λ = 1550 nm are selected as the calibration blazed wavelength, and the corresponding
γ under the quasi-Littrow condition is calculated as 18.05◦. Using Zemax OpticStudio software, we
design the optical system to analyze the beam distribution on the DMD surface. The simulation results
illustrate the length of the two-dimensional dispersion strip is 12.2 mm in Figure 4, matching with the
experimental pattern in the inset of Figure 4. The 0.55” DMD receiving wavelength range is around
20 nm from 1540–1560 nm and is limited by the DMD size. The tuning accuracy of the laser wavelength
is 0.0177 nm/pixel, in theory. Considering the used echelle grating has a wide working range from
UV to 25 μm, this laser system is convenient to be extended in the 2 μm-band, which has potential
applications in the biomedical domain [14,15].

3. Experimental Results

When the optical loop is closed, Figure 5 shows a typical laser signal with the center of the
wavelength at 1546.733 nm when the pump power is 120 mW. The power of the laser output is
around 7.5 dBm, the 3 dB-linewidth is less than 0.02 nm (limited by the resolution of the YOKOGAWA
spectrum analyzer, Yokogawa Test & Measurement Corporation, Tokyo, Japan), and the SMSR exceeds
40 dB.

Different holograms are loaded onto the DMD chip, each hologram corresponds to a different
selected wavelength. Each selected wavelength is amplified by EDFA to achieve lasing. Figure 6 is the
measured outputs of the echelle-grating-based fiber laser tuning from 1542 to 1558 nm by remotely
uploading the 8 × 768 pixel-holograms at different positions along the DMD active window when
the threshold pumping power is 28 mW. It demonstrates an excellent tuning capability. Notice that
the range of the actual tuning wavelength is a little wider than 16 nm. The wavelength outside the
tuning range requires a higher threshold power to lasing due to the off-axis angle and the influence of
stray light.
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Figure 5. Typical laser signal with the wavelength centered at 1546.733 nm.

Figure 6. Coarse tuning characteristics of fiber laser in the range 1542–1558 nm.

Figure 7 is the fine tuning characteristics of laser outputs with the fine tuning accuracy 0.036 nm.
We modulate the selected wavelength each time by moving 2-pixels on the hologram. The tuning
accuracy corresponding to each pixel is related to the number of DMD pixels covered by the ASE
spectrum on the surface of the DMD. Note that the tuning accuracy can be further improved by
employing a DMD with a smaller pixel size, like the DLP2010NIR (Texas Instruments Incorporated,
Dallas, TX, USA. Each pixel size is 5.4 μm). The shoulders on both sides of the laser spectrum may
be due to self-phase modulation or other nonlinear phenomena arising from a high-level of output
power [16].

Figure 8 shows the drift of wavelength (dotted line) and the fluctuation of peak power (solid
line) at the pump power 40 mW during 1-h observation at the center wavelength of 1546 nm. The
maximum wavelength drift is less than 0.013 nm and the maximum peak power fluctuation is 0.07 dB
at room temperature. The linewidth is better than that reported in [5] (0.05 nm) and [8] (0.02 nm), and
the maximum peak power fluctuation is better than that in [8] (0.25 dB). Compared with other tunable
lasers with the same tuning mechanism, the laser output stability has been further improved.
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Figure 7. Fine tuning characteristics of the laser system from 1546.4–1546.8 nm with a tuning step of
0.036 nm.

Figure 8. The shift of the center wavelength (dash line) and the fluctuation of laser powers (solid line)
within 1 h.

Finally, due to the off-axis angles introduced into the tunable fiber laser, the aberration-like coma
and astigmatism influences the tuning range and accuracy. Therefore, we will continue to optimize
the optical path and reduce the stray light effect caused by an echelle grating in the follow-up work,
which will be helpful to further improve the tuning property of devices. Also, loading the modulation
algorithm on the DMD is an attractive solution, and our research process in the future will also consider
using algorithms to further improve the performance of tunable fiber lasers.

4. Conclusions

The C-band tunable fiber laser based on a DMD chip and an echelle grating is proposed and
demonstrated experimentally. The laser employs a DMD as a programmable wavelength filter and
an echelle grating with high-resolution features to design a cross-dispersion optical path to achieve
high-precision tuning. The optimal off-axis angle of an echelle grating under the quasi-Littrow
condition is simulated and analyzed in detail. Experimental results show that wavelength channels are
tuned in the range of 1542–1558 nm with a tuning step of 0.036 nm. The 3 dB-linewidth of the signals
is less than 0.02 nm, the SMSR reaches 40 dB, and the maximum output power is 7.5 dBm. At room
temperature, the output power fluctuation is better than 0.07 dB in 1 h, and the wavelength shift is
below 0.013 nm.
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Abstract: In traditional laser-based 3D measurement technology, the width of the laser stripe is
uncontrollable and uneven. In addition, speckle noise in the image and the noise caused by
mechanical movement may reduce the accuracy of the scanning results. This work proposes a
new multiple laser stripe scanning profilometry (MLSSP) based on microelectromechanical systems
(MEMS) scanning mirror which can project high quality movable laser stripe. It can implement
full-field scanning in a short time and does not need to move the measured object or camera.
Compared with the traditional laser stripe, the brightness, width and position of the new multiple
laser stripes projected by MEMS scanning mirror can be controlled by programming. In addition,
the new laser strip can generate high-quality images and the noise caused by mechanical movement
is completely eliminated. The experimental results show that the speckle noise is less and the light
intensity distribution is more even. Furthermore, the number of pictures needed to be captured is
significantly reduced to 1/N (N is the number of multiple laser stripes projected by MEMS scanning
mirror) and the measurement efficiency is increased by N times, improving the efficiency and accuracy
of 3D measurement.

Keywords: 3D measurement; laser stripe width; vibration noise; MLSSP; MEMS scanning mirror

1. Introduction

3D scanning using a structured light projection is widely applied to the measurement of
geometric parameters and 3D reconstruction of object surfaces in many fields, including industrial
inspection [1–3], biomedical treatments [4], culture heritage digitization [5] and food detection [6,7].
This method has several advantages, including noncontact measurement, large measurement ranges,
high speed and high accuracy.

Structured light can be divided into two categories: coded-pattern and fixed-pattern light [8].
In coded-pattern light, the most is the Digital Light Processing (DLP) projection, which is widely
used in optical measurement because DLP projection is a programmable pattern [9–11]. DLP usually
projects sinusoidal fringes to obtain the information modulated by the surface of the object, thereby
the three-dimensional reconstruction is implemented. This method usually takes a few seconds to
implement full-field scanning [12–14]. However, the DLP based method is sensitive to measurement
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environment and the surface reflectivity of the object. The reliability of DLP projection is reduced in
the case where the surface reflectivity difference of the measured object is large or the measurement
environment is complicated [15].

Laser is mainly taken as the light source of a fixed-pattern light [8]. In this laser-based 3D
reconstruction system, a laser stripe is projected onto an object and then a camera acquires a series of
laser stripe images while the object or the laser stripe is moving forward. The laser stripe is modulated
by the shape of the object. Thus, using optical triangulation is possible to calculate 3D information of the
object. Due to the intensity and information concentration of the laser stripes, even if the surrounding
light is not controlled or the surface of the object to be measured is complex, the measurement results of
this method are rarely affected by the environment and the measured object. Therefore, laser-based 3D
reconstruction methods can be applied to various industrial environments. Since this method mainly
relies on the extraction of the center of the laser strip to obtain the surface information of the measured
object, better quality laser stripe can be used to achieve higher measurement accuracy. However, the
width of the traditional laser stripe is difficult to reduce and the light intensity distribution is not
even, affecting the lateral resolution [16,17]. In addition, the measuring time of this method is mainly
subject to the scanning mechanism and the vibration caused by the mechanical movement during the
scanning also affects the measurement accuracy [18]. These shortcomings greatly reduce the efficiency
and accuracy of measurement results.

In view of the above, it is significant to improve the accuracy of 3D measurement by replacing the
traditional line laser scanning with a projector which can project high quality laser stripes. The laser
micro-mirror scanning appeared about 40 years ago based on the fact that laser is taken as a light source
and micro-mirror as a light modulator [19]. This technology is implemented by microelectromechanical
systems (MEMS) manufacturing process which can realize the scanning of laser beam through
different control strategies to form a two-dimensional projection image [20,21]. With the development
of MEMS, laser micro-mirror scanning technology has found wide applications in engineering
in recent years [22–25]. MEMS scanning mirror has been used in optical coherence tomography
(OCT) scans [26,27], time of flight (ToF) cameras [28], 3D confocal scanning microscopes [29–31] and
other fields of measurement [32–34], however, there are few reports of its use in 3D measurement.
In this work, a novel 3D measurement method, called multiple laser stripe scanning profilometry
(MLSSP) based on MEMS scanning mirror projection, is proposed, which can solve the problems
presented above. Compared with conventional laser scanning method, the proposed method has many
advantages. The brightness, width, period and position of the new multiple laser stripes projected
by MEMS scanning mirror can be controlled by programming, which can generate high-quality
measurement images, thereby the MLSSP based on MEMS scanning mirror can improve the accuracy
of 3D measurement. The MLSSP is capable of completing full-field scanning measurement in a short
time without moving the projector or object, completely eliminates the measurement error caused by
the vibration and the measurement efficiency is improved by N times in contrast to the traditional
laser-based 3D measurement method. In addition, the proposed method is less affected by industrial
environment and surface reflectivity. Due to the robustness, high efficiency and accuracy, this method
can be applied to measure objects in various industrial measurement environments including obviously
changed surface reflectivity of the measured object and other complicated environment.

This paper is organized as follows: In Section 2, the methods and principles of MLSSP are
introduced. In Section 3, experiments on laser stripe performance and 3D measurement are conducted,
followed by the discussion of the results and conclusions will be briefly described in Section 4.

2. Methods and Principles

In order to improve the scanning speed and reduce the number of pictures in 3D measurement,
the MEMS scanning mirror is used to project simultaneously multiple parallel laser stripes. If the
number of laser stripes projected is N, the number of images to be captured will be reduced to 1/N and
the scan time will also be reduced to 1/N compared to the single laser stripe scanning. The scanning
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using MLSSP is generally performed in a direction perpendicular to the laser stripe at a fixed interval.
By taking the number of laser stripes N = 4 as an example, multiple laser stripes scanning process is
shown in Figure 1. Controlled by the multiple laser stripe coding method, MEMS scanning mirror
projects four parallel laser stripes at time ti,ti+1,ti+2 . . . . . . with an equal time intervals. Its projection
on the continuous surface is in the form of four unoverlapped curves at a certain interval. It only
needs to scan the distance of Δx to implement full-field scanning instead of 4Δx by single laser stripe,
wherein Δx is the distance of the adjacent laser stipe in the reference surface.

Δx Δx

Figure 1. Scanning process of multiple laser stripe scanning profilometry (MLSSP) taking the number
of laser stripes of N = 4.

Multiple laser stripe scanning profilometry involves two key techniques, namely multiple laser
stripe coding and 3D reconstruction. This section introduces measurement methods and principles
different from traditional laser-based 3D measurement technology.

2.1. Multiple Laser Stripe Coding Method

Figure 2 shows the driving signals generating multiple laser stripes projected by MEMS scanning
mirror. When the laser incident onto micro-mirror, the micro-mirror fast axis performs simple harmonic
motion under the control of a sinusoidal signal to achieve horizontal scanning. The micro-mirror slow
axis implements the longitudinal scanning under the control of the sawtooth signal.
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Figure 2. Driving signals generating multiple laser stripes projected by microelectrochemical systems
(MEMS) scanning mirror.

The number, position and output light intensity of the laser stripes are controlled by laser driving
pulse signals. There are four equally spaced laser impulse signals in the half cycle of the micro-mirror
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fast axis driving signal. After reflecting by micro-mirror, each row pixel points of spatial projection
field are evenly spaced to generate four laser stripes with equal spacing.

Step synchronization signal controls the synergy between the laser and fast axis of micro-mirror.
After the micro-mirror fast axis completes one cycle of scanning, the slow axis undergoes a slight
angular deflection in the vertical direction and achieves accurate step-wise scanning under the control
of the sawtooth wave signal, which in turn triggers the fast axis to scan in the next cycle. Figure 3 is
one of the multiple laser stripe images projected by MEMS scanning mirror when setting the number
of laser stripes N as 4.

Figure 3. A four-laser stripe image projected by MEMS scanning mirror.

2.2. 3D Reconstruction Mechanism

MEMS scanning mirror projects multiple laser stripes onto the object and two cameras capture
the deformed laser stripe images. In the experiment, the camera is MV-EM1200M produced by the
Microvision of China, with a resolution of 1280 × 960 pixels, pixel size is 3.75 μm × 3.75 μm, equipped
with 8 mm fixed lens. The projector is a MEMS scanning mirror driven by a signal control board with
two-axis two-dimensional scanning electromagnetic micro-mirror. Figure 4a shows the internal optical
path structure of the MEMS scanning mirror. The laser stripe captured by the camera is not a single
pixel and hence the centerline of laser stripe needs to be extracted by centerline extraction method,
then it is also required to carry out stereo matching and then 3D point cloud images of the object can be
obtained. Figure 4b shows a representative schematic diagram of MLSSP. In order to avoid staggered
superposition of adjacent laser stripes, the distance between adjacent laser stripes is correspondingly
set wider when the depth variation of the measuring object is larger. Taking the left camera as an
example, the most suitable distance between adjacent laser stripes is calculated and the number of
projected multiple laser stripes will be determined.

 xΔ

(a) (b) 

Figure 4. (a) Internal structure of the MEMS scanning mirror. (b) Schematic diagram of MLSSP.
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The MEMS scanning mirror is placed at the center of the horizontal connection of the two cameras
in the binocular system. It is known that the distance between the two cameras is b, the optical distance
between the camera’s optical center and the projection device is b/2 and the measurement distance is
L. The physical size of the adjacent laser stripe distance is Δx and the maximum step height that can
be measured is h. Points A and B are located on the adjacent two laser stripes in the reference plane.
According to this triangular relationship, the physical size of the adjacent laser stripe distance is

Δx =
bh
2L

(1)

The resolution of MEMS mirror projection is (up, vp), the parameter of the projection ratio is RP
and the representation of the projection ratio is

RP =
L
m

(2)

where m is the maximum physical size of the long side of the projected image.
Figure 5 shows the geometry model of the proposed method, by taking the number of laser

stripes N = 4 as an example. A laser source of MEMS mirror scans to generate multiple laser stripes
A1, A2, A3 and A4 in the reference plane. One laser stripe is emitted from O, passes through a pixel E
in the MEMS mirror plane and falls on a point A1 in a reference plane. The adjacent laser stripe passes
through a pixel point F in the MEMS mirror plane and falls at a point A2 in a reference plane. The
length of MN is m with the measurement distance of L, the pixel pitch size EF of the adjacent laser
stripe in the MEMS projector is Δp that can be calculated by:

Δp =
up

m
Δx =

upRpbh
2L2 (3)
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Figure 5. Geometry model of MLSSP.

In this way, if the MEMS scanning mirror projects N laser stripes and there are N laser stripe
information in each line of the pictures captured by the left and right cameras, these laser strips in
left and right images are matched in order. However, the laser stripe may be missing or broken when
measuring the edge of the object, as shown in Figure 6. In this case, if the stereo matching is performed
according to the principle of simple matching order, the matching of the laser stripes are difficult and
results may be wrong. In order to solve this problem, the fixed area needs to be divided for each
laser stripe.

93



Micromachines 2019, 10, 57

  
(a) (b) 

Figure 6. Missing and damaged laser stripes: (a) Left image and (b) Right image.

When the surface depths of the measurement object are different, each laser stripe has a certain
range in the image captured by camera. So the multiple laser stripe image can be divided into N
areas. The ith laser stripe is always fixed in the ith area, then the left and right images can be matched
according to the corresponding laser stripe area.

The following section describes the method of dividing laser stripes area by taking the number of
laser stripes N = 4 as an example. Firstly, place the white flat plate parallel to two optical centers of
the cameras with a measurement distance of L and then capture the laser stripe image by the camera.
Calculate the longitudinal pixel coordinates of four laser stripe centerlines in the image are xn1, xn2, xn3

and xn4. Secondly, translate the white calibration plate to the position with the measurement distance
of L–h, capture the laser stripe image, calculate the longitudinal pixel coordinates of the four laser
stripe centerline in the distance of L–h as x f1, x f2, x f3 and x f4. Then the fixed area of each laser stripe
in the image respectively are (xn1, x f1), (xn2, x f2), (xn3, x f3) and (xn4, x f4) in this position. Then it
can be linearly shifted by one or two pixels as unit step in the projected pixel plane. The methods of
dividing area for each laser stripe of left and right images are the same. After dividing all the laser
stripes area of left and right images, stereo matching and reconstruction work can be performed within
the fixed areas.

3. Experiment and Analysis

3.1. Robust Test

In order to verify the robustness of the laser stripe projected by MEMS scanning mirror, the laser
stripe images captured by cameras are investigated. Firstly, two laser stripes, one is projected by
traditional linear laser device and another by a MEMS mirror, are simultaneously projected onto a flat
surface. The captured image is shown in Figure 7a, wherein the left side is a traditional laser stripe and
the right side is a MEMS projection laser stripe. The pixels in the up, middle and bottom cross-sections
of the captured image are drawn in Figure 7b. It can be seen that the traditional laser stripe image
has more speckle noise and the width and intensity distribution of laser stripe are not even, while the
laser stripe projected by MEMS mirror is more even and finer, which is more helpful to improve the
measure accuracy.

In addition, in order to test the depth of field of the MEMS mirror, the MEMS and DLP project the
same size spot. The camera is aligned with the light exit of the MEMS scanning mirror and the DLP. By
changing the distance between the camera and the light exit, the relationship between the spot size and
the projection distance is tested. To prevent interference from other ambient light, the experiment is
conducted in the darkroom. The size of the MEMS mirror spot and the size of the DLP spot at different
projection distances are shown in Figure 8. The solid dot is the measurement value of the spot diameter
and the curve is the relationship between the fitted spot size and the projection distance.

94



Micromachines 2019, 10, 57

 

200 300 400 500 600 700 800 900 1000
0

100

200

Pixel point

G
ra

y 
va

lu
e

200 300 400 500 600 700 800 900 10000

100

200

200 300 400 500 600 700 800 900 10000

100

200

G
ra

y 
va

lu
e

G
ra

y 
va

lu
e

Pixel point

Pixel point  
(a) (b) 

Figure 7. Laser stripe contrast: (a) Two laser stripes captured in the same field of view; and (b) Gray
distribution of different rows of pixels.

Figure 8. Depth of field comparison between Digital Light Processing (DLP) and MEMS
scanning mirror.

It can be seen from the experiment that the spot projected by MEMS mirror is focused at 500 mm
after passing through the lens, the spot size is about 300 μm and the spot diameter is kept within
0.5 mm within the 300 mm from the focus point. The red curve is the depth of field simulation of
MEMS scanning mirror. The spot projected by DLP is also focused at 500 mm and the spot quickly
blurs after deviating from the focus position. The blue curve is the depth of field simulation of DLP
technology. The experiment results show that the spot size of the MEMS scanning mirror is smaller
than DLP at the focus position and the spot diameter changes little within the measurement area.
This experiment verifies the advantages of the MEMS scanning mirror with a large depth of field. In
contrast, the DLP projection has a smaller depth of field and is sensitive to different reflectivity of
object surface and to ambient light, which greatly reduce the accuracy of results. Thus DLP could not
replace laser when using line structured light method in a complex environment. Therefore, DLP is
generally used only as a fringe projection for full-field scanning measurement and the scanning time
is a few seconds. The above experiments proved that the laser stripes projected by MEMS scanning
mirror are robust and more suitable for line structured light measurement.

3.2. Reconstruction of A Face Plaster Model

A human-face plaster model was reconstructed by the proposed method and traditional
laser-based 3D reconstruction method. The resolution of the MEMS scanning mirror is 1280 × 720
pixels. If the object is scanned pixel by pixel in the horizontal direction with a single laser stripe, the
number of the laser stripe images needed to be captured is 1280. According to Equation (3), the most
minimum pixel pitch for MEMS scanning mirror can be calculated as 285 pixels. Since the number of
projected laser stripes must be an integer, the number of laser stripes is selected to be 4 for scanning and
reconstruction. In this situation, only 320 images can implement the measurement of the face plaster
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model. The frame rate of the camera is 30 frames/s and the frame rate of the MEMS scanning mirror
is 50 frames/s. The maximum frame rate of the system 30 frames/s is selected and the time taken
for the field measurement is only 10.6 s. Then the laser stripe centerline is extracted by the gravity
center extraction method [35] and the three-dimensional reconstruction of the model is implemented
by binocular stereo matching method based on a fixed area.

Figure 9 shows the results of reconstruction by traditional laser scanning method and the MLSSP.
Due to the large amount of speckle noise and the unevenness of the brightness of the conventional laser
stripe, the images captured by cameras need filtering and removing noises before 3D reconstruction.
Otherwise, a large number of mismatched points will appear in the stereo matching, which can reduce
the accuracy of 3D reconstruction. Figure 9a shows the result of three-dimensional reconstruction
by the conventional laser stipe scanning method after noise reduction. The texture features of the
mouth and eyes are smoothed and errors may occur on the left face. For the MEMS scanning mirror,
no noise reduction is required before 3D reconstruction. More importantly, no mechanical motion
device is needed and it only takes 15 s to implement the scanning and 3D reconstruction. Compared
with traditional methods, the measurement time by MLSSP is greatly reduced. Figure 9b is the
3D reconstruction model by MLSSP. The facial model is reconstructed very clearly and the surface
curvature changes such as the nose and eyes are also clearly reconstructed. It can be seen that the
3D reconstruction model has higher accuracy by MLSSP contrasting to traditional laser-based 3D
reconstruction method.

  
(a) (b) 

Figure 9. Three Dimensional reconstruction results contrast: (a) Traditional laser scanning method;
and (b) MLSSP.

3.3. Accuracy Test

The precision of the system should be judged by measuring the standard objects with known size.
As shown in Figure 10a two gauge blocks are stacked to form a standard step. The upper ceramic
gauge block is 5 mm thick with tolerance of ±6 μm. The three-dimensional model of gauge block above
is reconstructed by the MLSSP as shown in Figure 10b. The red plane is the result of the reconstruction
of the ceramic gauge above and the blue is the result of the reconstruction of the ceramic gauge below.
The reconstructed profiles appear to be correct. To further check the measurement accuracy, the cross
section of the recovered profiles with x = 30mm is plotted in Figure 10c. It is detected that the step
height is around 5 mm. The measurement size of the gauge block above is subtracted by the true
size of 5 mm to obtain an error distribution of all points as shown in Figure 11. The different colors
represent the different errors of the upper surface of the standard gauge block. The maximum residual
of the step size can be obtained as (/mm)

emax = max(hi − hreal) (4)
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where hi is the measurement size of the ith pixel and hreal is the true size of 5 mm. If ei is the
measurement deviation of the ith pixel and e is the value of average deviation, the standard deviation
is calculated by the following equation (/mm)

σ =

√√√√ 1
N

N

∑
i=1

(ei − e)2 (5)
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Figure 10. (a) Standard gauge block placed on a standard plane; (b) Three-dimensional model; (c) Cross
section of the reconstructed 3D profile with x = 30 mm.
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Figure 11. Measurement error distribution of standard gauge block upper surface.

According to measurement error distribution of standard gauge block upper surface, the result of
emax is 0.1428 mm and the standard deviation of σ is 0.0535 mm.

The image processing methods in the experiment use the gravity center extraction method [35]
and linear interpolation stereo matching. However, the methods are not focal of my research, which
can be replaced by other more accurate method to improve the accuracy of 3D reconstruction. In
addition, the accuracy of the method is also affected by the surface accuracy of the ceramic block
itself, the systematic errors and the external disturbances, which can be further reduced during the
experiment. It can be seen that the measurement system of the MLSSP has excellent three-dimensional
measurement performance and can provide powerful technological support for 3D inspection, reverse
engineering and rapid manufacturing represented by 3D printing.

4. Conclusions

In summary, a robust multiple laser stripe scanning method for three-dimensional measurement
is proposed in this work. It is based on programmable projection and fast scanning of MEMS scanning
mirror. The test results show that the laser stripes projected by MEMS scanning mirror are more even
and finer than traditional laser stripe. MEMS scanning mirror is more suitable for the line-structured
light measurement than DLP and traditional laser. In addition, the number, period and scanning
direction of multiple laser stripes projected by MEMS scanning mirror can be adjusted by calculating
and programming. The MLSSP can implement the automatic scanning without the need of mechanical
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motion devices, which eliminates vibration noise caused by mechanical motion. Moreover, the number
of the pictures needed to be captured is reduced to 1/N. It greatly improves the efficiency of online
3D measurement. Finally, the reliability tests are conducted, including reconstruction of a face plaster
model and accuracy test. The human-face plaster model is reconstructed clearly including the surface
curvature changes of mouth and eyes. Accuracy test shows that standard deviation is 0.0535 mm and
the accuracy of 3D reconstruction can be further improved.
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Abstract: A surface with large reflection variations represents one of the biggest challenges for optical
3D shape measurement. In this work, we propose an alternative hybrid 3D shape measurement
approach, which combines the high accuracy of fringe projection profilometry (FPP) with the
robustness of laser stripe scanning (LSS). To integrate these two technologies into one system, first,
we developed a biaxial Microelectromechanical Systems (MEMS) scanning micromirror projection
system. In this system, a shaped laser beam serves as a light source. The MEMS micromirror
projects the laser beam onto the object surface. Different patterns are produced by controlling the
laser source and micromirror jointly. Second, a quality wised algorithm is delivered to develop a
hybrid measurement scheme. FPP is applied to obtain the main 3D information. Then, LSS helps
to reconstruct the missing depth guided by the quality map. After this, the data fusion algorithm is
used to merge and output complete measurement results. Finally, our experiments show significant
improvement in the accuracy and robustness of measuring a surface with large reflection variations.
In the experimental instance, the accuracy of the proposed method is improved by 0.0278 mm and
the integrity is improved by 83.55%.

Keywords: MEMS scanning micromirror; fringe projection; laser stripe scanning; quality map;
large reflection variations

1. Introduction

Three-dimensional (3D) shape information can be widely used in human–computer
interaction [1,2], biometric identification [3,4], robot vision [5,6], virtual/augmented reality [7,8],
industry [9] and other fields. As a result, 3D shape measurement attracts a lot of attention in the
community of computer science and instrument science.

Fringe projection profilometry (FPP) is considered one of the most popular approaches because
of the advantages of non-contact operation, high accuracy and full-field acquisition [10,11]. In FPP,
sinusoidal fringes are projected onto a measuring surface by using a digital projector. Meanwhile,
the observation pattern images are obtained from another angle using a camera. We can decode
the height of the surface by analyzing the distortion of the observation fringe patterns [9,12,13].
However, FPP assumes that the measuring surface exhibits a diffuse reflection and usually considers
low-reflective (dark) and highlighted (specular reflection) areas as outliers. These regions can
completely block any fringe patterns, which results in the loss of depth information [14–16]. To address
this problem, some solutions are presented. In [17], Salahieh et al. propose a multi-polarization fringe
projection (MPFP) imaging technique that handles high dynamic range (HDR) objects by selecting the
proper polarized channel measurements. A similar polarization solution is also adopted in [18]. On the
other hand, Liu et al. demonstrate the use of a dual-camera FPP system, which can also be considered
as two camera-projector monocular systems. By viewing from different angles, these highly specular
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and dark pixels, which are missing from binocular reconstruction, can be filled in [19]. In addition,
Jiang et al. [20] present using 180-degree phase-shifted (or inverted) fringe patterns to reduce the
measurement error for high-contrast surfaces reconstruction. Some other researchers have attempted
to adjust the parameters of the camera and projector to handle the surface with large reflection
variations. Lin et al. [21,22] suggest adjusting the maximum input gray level of projecting image
globally, while Chen et al. [23,24] proposed adjusting projecting images pixel-by-pixel. In [16,25],
the author proposes projecting a set of fringe images that are captured with different exposures.
For [16,21–25], the reflection of the surface needs to be calibrated first. Then, by fusing these images
captured with different parameters, a new fringe pattern with fewer saturated regions can be obtained.
Although Jiang et al. [16,20–25] improve the performance without adding any extra equipment, they
need to project or capture a lot of images when the measuring surface has very complex reflection
variations. On the other hand, these approaches still use an FPP principle, which can be ineffective for
extreme reflection areas.

Laser stripe scanning (LSS) [26,27] is another kind of structured light approach, which shares the
same triangulation [28] measurement principle with FPP. The difference is that LSS applies a scanning
stripe pattern instead of a fringe pattern. As LSS just needs to extract the stripe in the observation
images, it results in very high robustness [29–31]. Therefore, LSS is widely used in the 3D shape
measurement industry [32]. However, it is expensive to obtain a very high accuracy in LSS, which is
mainly determined by the width of the stripe pattern and the resolution of the camera. It is reasonable
to consider whether we could use the same hardware to set up an LSS and an FPP system to handle
different surface reflection. Generally, because of the limited projection depth of the field, the answer
is no. In FPP, Digital Light Processing (DLP) or a Liquid Crystal On Silicon (LCOS) projector is used to
project fringe patterns on the measuring surface [33,34]. Those projection techniques can only produce
sharp images in the focal plane. If a stripe is projected, it will be severely blurred on the defocused
plane. This means that a commercial projector cannot work for LSS. In LSS, a laser stripe projector is
adopted, and the object surface is scanned by moving the object or measurement system. A typical
laser stripe projector employs a laser beam as the light source, a cylindrical lens is used to scatter the
laser beam into a stripe. Therefore, it can’t produce a fringe pattern generally. However, by using
Microelectromechanical Systems (MEMS) projection technology, it is possible to generate a stripe
pattern and fringe pattern with the same hardware. In MEMS projection [35], a biaxial (or single axial)
MEMS micromirror [36–38] is applied to scan a laser beam point by point (row by row for single axial
MEMS scanner with a cylindrical lens) to produce the projection pattern. In Ref. [39], the authors set
up a compact 3D shape measurement system with a single axial MEMS micromirror. As only the FPP
principle is used in this work, they still cannot measure the surface with large reflection variations.

In this paper, we propose a hybrid 3D shape measurement approach, which employs FPP and
LSS in the same system by applying a biaxial MEMS scanning micromirror to generate the fringe
pattern and scanning laser stripe with the same setup. By doing so, the proposed method can handle
the surface that has large reflection variations with high accuracy and high robustness.

2. Principles

2.1. Principle of 3D Shape Measurement with FPP and LSS

2.1.1. Principle of Fringe Projection Profilometry

As shown in Figure 1a, a typical FPP measurement system consists of a digital projector and
a digital camera [10]. The light axis (EpO) of the projector intersects the light axis (EcO) of the
Charge-coupled Device (CCD) camera at Point O in the reference plane (along the x-axis). The distance
between the two optical centers is d, and the distance between the camera and the reference plane
is l. Point D is an arbitrary point on the object’s surface with a height of h. Points A and C are the
intersections of the light paths of the projector and the camera, respectively, with the reference axis.
Compared with projecting a sinusoidal fringe pattern onto the reference plane, when an object is
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placed on the reference plane, the fringe pattern captured by the CCD will be distorted by the object’s
height. The modulated phase difference will have a relationship with the true height h, as given by
Equation (1), where the inference process can be found in [12]:

hFPP(x, y) =
lΔφ(x, y)

2π f0d
, (1)

where f0 is the frequency of the fringe pattern projection. Δφ represents the phase difference between
Point D and Point A, which is equal to the phase difference between Point A and Point C in the
reference plane.

Figure 1. Schematic drawings of fringe projection and laser stripe scanning. (a) basic light path of
Fringe projection profilometry system; (b) schematic diagram of laser stripe scanning system.

2.1.2. Principle of Laser Stripe Scanning

Laser stripe scanning is based on active laser-triangulation (Figure 1b). In LSS, a laser stripe,
created by a dot laser and then scattered by a cylinder lens, is projected onto the measuring object
surface and the reflection light is observed under the triangulation angle with a digital camera [26].
Changing the distance between the object and measurement system results in a movement of laser
stripe’s position in the x-direction observed with the z-direction. This position is calculated by
extracting the laser stripe center. LSS thus delivers a height distribution of the object. In most cases,
industry applications need to make full-field measurements where a highly accurate moving part
is introduced. The moving part changes the position between the system and the object, so that the
laser stripe sweeps across the surface of the object to obtain full field height distribution. Similar to
FPP, when an object is placed on the reference plane, the laser stripe delivers Δx movement, and
Equation (2) shows the relationship between Δx and height hLSS (x, y):

hLSS (x, y) =
dΔx

l
, (2)

where d is the distance between the laser and the camera. l is measurement distance.
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2.2. Hybrid 3D Shape Measurement System

2.2.1. Biaxial MEMS Micromirror-Based Pattern Projection

The biaxial MEMS micromirror-based pattern projection system is the foundation of our pipeline,
which can produce both a stripe pattern and fringe pattern. Figure 2 shows the basic layout of our
MEMS pattern projection system. There is a single model laser diode (LD) which served as the light
source. Meanwhile, near the LD, an aspheric lens is placed to adjust the focus of the laser beam and
shape the beam. Before the laser beam is relayed onto the biaxial MEMS micromirror, there is an
aperture to remove the stray light. A biaxial electromagnetic actuation MEMS micromirror working on
raster scan mode reflects the light source to the object surface to produce a different 2D pattern. Both of
the fast and slow axes rotate reciprocally driven by the current signal, which makes the micromirror
scan the laser beam row by row. At the same time, the intensity of the laser is modulated under the
synchronization of the sync signal. Figure 3a,b illustrate the controlling signals for fringe pattern
and stripe pattern projection. H and V are the horizontal and vertical driven signals of the MEMS
micromirror, respectively. Sync is the row sync signal. Additionally, Laser modulates the LD to produce
different intensity. It should be noted that both the horizontal and vertical axes just operate in resonant
vibration mode, no matter whether the fringe pattern or stripe pattern is projected. As shown in
Figure 3, H and V are always sinusoidal waveforms. This kind of variable-speed scanning introduces
distortion in pattern projection, which can be considered as a phase error resulting in a systematic
error. To remove the distortion, pre-correction is performed on Laser generally, where more detailed
information can be found in [35].

Different from the pixel array based projection technique, a MEMS micromirror based pattern
projection system produces different patterns by scanning the laser beam two-dimensionally.
This makes it possible to project fringe pattern and stripe pattern with the same hardware. Meanwhile,
due to a laser source having better linearity than the light-emitting diode (LED) source, no gamma
correction [40] is required in FPP with proposed pipeline, which brings additional benefits.

Figure 2. Schematic diagram of the biaxial Microelectromechanical Systems (MEMS)-based fringe
pattern projection system.
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Figure 3. Controlling signals of pattern projection. (a) controlling signal of fringe projection;
(b) controlling signal of stripe projection. H and V are the horizontal and vertical driven signals
of the MEMS micromirror. Sync is the row sync signal. Laser is the modulation signal of the laser
diode (LD).

2.2.2. Quality Index in the Proposed Approach

Our system is significantly simplified by implementing FPP and LSS in the same system. Another
benefit is that the data from FPP and LSS are based on the same coordinate system, which makes it
much easier to align these two parts of the data. Before data fusion, we need to build an error model to
evaluate the quality of measuring data, so that we can guide the process of data fusion. In this section,
we define a quality index for our hybrid measurement approach.

In FPP, the phase of each point is calculated by the phase shift method. The fringe image obtained
by the CCD can be described by

Ici(x, y) = a0(x, y) + bmod(x, y) cos(Φ + 2πni/Ns) + n(x, y). (3)

In Equation (3), a0(x, y) is the respective backgrounds, while bmod(x, y) is the respective
modulation functions, also called the contrast. In addition, Ns is the number of steps of phase
shifting, ni is an integer, and n(x, y) is the random noise.

In fact, we modulate the phase by changing the grayscale of the projection images. Here,
we would like to discuss how the grayscale affects measurement accuracy. In the N-steps phase
shifting method, the phase shifting noise caused by random noise is determined by Ns and the
distribution of n(x, y). We assume that this part noise ns ∈ [−N, N], as shown in Figure 4, where the
complex plane represents the phase calculated by an imaginary part and a real part. If point P is a
measurement point, the coordinates of Point P are P(bmod cos Φ, bmod sin Φ). Due to the noise ns, P will
and change within the blue square (Figure 4), which has a side length of 2N. If n = (−N, N), then P
will shift to Q and P will have a maximum phase error of ϕmax. If we assume that the phase of P is Φ,
then the phase of Q can be given by

Φ + ϕ = arctan(
bmod sin(Φ) + N
bmod cos(Φ)− N

). (4)
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Thus, the phase difference is ϕ. Supposing that k = N
bmod

∈ [0, 1), then Equation (4) can be
simplified as

ϕ = arctan
(

sin(Φ) + k
cos(Φ)− k

)
− Φ. (5)

Figure 4. Error analysis in fringe projection profilometry (FPP).

From Equation (5), we know that the error of the FPP system is determined by k. This means that
we can evaluate FPP depth data by bmod.

In a fixed experiments setup, the noise in Equation (3) considered as a constant variable generally.
Therefore, it can be simplified as Equation (6):

Ici(x, y) = A + bmod cos(Φ + 2πni/Ns)

= A + bmod cos(Φ + δi)

= A + bmod(cos Φ cos δi − sin φ sin δi)

= A + Bc cos δi + Bs sin δi,

(6)

where A is the combine of background a0(x, y), noise n(x, y), and bmod is the modulation in FPP:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

A = a0(x, y) + n(x, y),
Bc = bmod cos φ,
Bs = −bmod sin φ,
δi = i 2π

Ns
; i = 0, 1 · · · Ns − 1.

(7)

Based on the principle of trigonometric function orthogonality,

{
Bc =

2
Ns

∑ Ii cos δi,
Bs =

2
Ns

∑ Ii sin δi.
(8)

Thus, we have

bmod =

√
Bc

2 + Bs
2. (9)

It can be known from Equation (5) that the quality of depth data is positively correlated with
the modulation of fringe images. Therefore, we choose to conclude that modulation as the guiding
quality index for data fusion in the proposed pipeline, where the quality index Q can be defined in
Equation (10):

Q =

√(
2

Ns
∑ Ici cos δi

)2
+

(
2

Ns
∑ Ici sin δi

)2
. (10)
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The region with high reliability, where the Q is above a threshold, will use the depth data from
FPP. As a supplement, depth information that comes from LSS is used to fill in the other part, where the
Q is not good enough. This allows us to keep the integrity with the optimal accuracy.

2.2.3. Hybrid 3D Shape Measurement Pipeline

Our Hybrid 3D shape measurement pipeline is shown in Figure 5. Both FPP and LSS are
implemented with one system. Before measuring, we should first calibrate the camera and the
projector. The calibration process provides the relationship between the height and distortion of
structured Pattern [41]. FPP is adopted to obtain the quality map and depth map 1, while LSS
is employed to obtain depth map 2. Generally, depth 1 has high accuracy but loses some depth
information because of the extreme reflection. On the other hand, map 2 has lower accuracy but
loses little depth information due to excellent robustness. Because map 1 and map 2 are naturally
aligned, we can fill the final depth map by selecting a better part from map 1 and map 2 without any
registration. The quality map shows where FPP works well; therefore, it is employed to guide the data
fusion. When the quality index in quality map is above a threshold, the depth coming from FPP is
considered high quality and will be used for the final depth map. Otherwise, LSS data will be adopted,
and even both FPP and LSS data are available. Finally, the 3D surface is reconstructed from the refined
depth map and calibration parameters. A carefully selected threshold is very important for proposed
pipeline, and it will be presented in the next section.

Figure 5. Flow chart of the proposed hybrid measurement approach.

3. Experiments

To implement the proposed hybrid measurement approach, we build our system as in Figure 2.
Figure 6 illustrates our experimental setup. A MEMS pattern projector, driven by the driver
board, produces both the fringe pattern and stripe pattern. In addition, a USB hub is adopted
for communication and collection of the image data. A CCD camera with a 12 mm lens is used to
capture the pattern images. The angle between the MEMS projector and the camera is set to 15 degrees,
which can balance measuring resolution and coincidence of field of view. While the measuring distance
is set to 500 mm, where the projector and CCD have the largest coincidence field of view and the
best projection pattern quality. All these modules are mounted on an aluminum alloy casing with
the overall size of 187 mm × 90 mm × 45 mm. More detailed parameters and description for these
components are in Table 1. Both camera, USB hub and lenses are commercial products. The optical and
mechanical part are designed by our own team. The driver board and MEMS scanner are designed
and manufactured by the cooperation team. With all these setups, the hybrid 3D shape measurement
system achieves a 0.07 mm measuring accuracy with a 286 mm × 176 mm field of view at an optimum
working distance of 500 mm. Additionally, laser beam scanning has a larger depth of field than pixel
array based projection. Hence, the depth of view of proposed system is mainly determined by the
limitation of camera. It is about 100 mm in this experiment.
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Table 1. Parameters and description for experimental components.

Items Parameters and Description

Camera Model: Charge-coupled Device (CCD), mono, global shutter. Resolution: 1920 × 1200.
Max frames per second: 163

Lens for camera Focal length: 12 mm
MEMS scanner Model: 2D electromagnetic actuation. Fast axis: 18 kHz, ±16◦. Slow axis: 0.5 kHz, ±10◦
Laser diode Wavelength: 650 nm. Power consumption: 320 mW
Lens for LD Model: aspheric lens. Focal length: 4.51 mm. Aspheric coefficient: −0.925. Distance from

LD: 4.55 mm. Distance from MEMS scanner: 33 mm
USB hub USB3.0 × 5

Figure 6. Hybrid 3D shape measurement setup.

3.1. Linearity Test of Proposed Pattern Projection System

In FPP, the nolinearity, which makes ideal sinusoidal waveforms nonsinusoidal, can significantly
influence the performance [40]. Due to the use of a laser source, the proposed system has better
linearity than a conventional LED based pattern projector. To verify the linearity of these two kinds of
projectors, a commercial projector (coolux S3) is chosen as a comparison, which is an LED based DLP
projector. Both projectors project pure white images with different gray levels. Then, an illuminometer
is used to measure the illuminance with a fixed distance. Figure 7a,b illustrate the relationship between
the projection gray value and illuminance of the proposed system and a commercial LED projector.
As is shown in Figure 7, the proposed system has better linearity than a commercial LED projector.
In fact, these two curves give luminescence characteristics of laser source and LED source. Therefore,
gamma calibration, which is usually applied to eliminate the influence of nonlinearity in FPP [40],
is no longer needed.
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Figure 7. Linearity test. (a) proposed system; (b) commercial LED projector, item model: coolux S3.

3.2. Experiments on the Quality Index

In the previous section, we demonstrated the use of the quality index to evaluate depth
information, and give the theoretical basis. In this section, we will verify the given theoretical
basis and find the best threshold for data fusion by experiments. Here, we use a standard gauge
block (30 mm × 50 mm × 8 mm) as the measuring object. The flatness of the block is less than
5 μm. The distribution of the depth value reflects the quality of depth data. In this work, we take the
uncertainty of depth data as the evaluation of the measurement accuracy. Additionally, it is computed
with Equation (11),

RMSerror =

√√√√ 1
N

N

∑
i=1

(ei − ē)2, (11)

where ei is the height of real measuring points and ē is the height of the same position in the fitted
plane by Equation (12) with the least squares method. N is the total number of real measuring points,
and i stands for the index of a point:

A f itx + Bf ity + Cf itz + Df it = 0. (12)

To find the relationship between fringe modulation and measurement accuracy, we set the
modulation of the projected fringe pattern as different values to obtain the related uncertainty. Figure 8a
is the standard gauge block. Figure 8b is the standard gauge block with the fringe pattern. Figure 8c
illustrates the relationship between the modulation of the captured fringe pattern and measurement
error. Obviously, lower modulation results in higher measurement error.

In Equation (2), the uncertainty of hLSS (x, y) is determined by the resolution of Δx due to the Δx
being observed with a CCD camera. Thus, the resolution of Δx is a spatial distance, which is one pixel
in the observation frame. It can be calculated as

Δxmin =
lδ
f

, (13)

where l is the measurement distance, δ and f are the size of pixel and the focal length of the lens of
observation camera. In these experimental settings, l = 500 mm, δ = 0.0064 mm and f = 12 mm.
Jointly with Equation (2), we have ΔhLSS (x, y) = 0.0715 mm. From Figure 8, when the modulation
is above 32, FPP presents better accuracy than 0.0715 mm, which is the resolution of LSS. Therefore,
the threshold for data fusion is chosen to be 32.
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Figure 8. Depth reliability experiments. (a) standard gauge block; (b) standard gauge block with fringe
pattern; and (c) the relationship between modulation and measurement error.

3.3. Hybrid 3D Shape Measurement

In this section, a black porcelain doll is chosen as our measuring object—see Figure 9a. For a
black porcelain surface, the normal direction has a strong influence on the reflection. Weak reflection
can be observed in most regions. When the normal direction is towards the camera, extremely strong
reflection will be captured. This makes it difficult for FPP to work well. As a comparison, we paint
the body of the doll with developer, which makes the body an ideal diffuse surface. Figure 9b is the
quality map, where the threshold is 25. Figure 9c illustrates the fusion mask. Guided by the mask,
we fuse the depth of FPP Figure 10a with the depth of LSS Figure 10b, and then we obtain the optimal
3D shape information Figure 10c. From Figure 10, we can find that FPP gives better accuracy (body
of doll), but it cannot handle large reflectance variations (head of doll). LSS shows high robustness
with different reflectance (head of doll) but lower accuracy (body of doll). The fusion data combines
the advantages of FPP and LSS. To evaluate the measurement data quantitatively, a 3D measurement
instrument (see Figure 11a) with a resolution of ±5 μm, is adopted to offer the ground truth data
(see Figure 11b). Because of the limitation of measurement range and efficiency, only the head of the
doll is scanned. Then, the FPP reconstruction result and hybrid measurement result are registered with
ground truth data to compute the 3D geometric error, respectively. As illustrated in Figure 12a, for FPP
data, the root mean square (RMS) error is 0.0991 mm, and 0.0713 mm for hybrid measuring results in
Figure 12b. In this case, integrity is computed to evaluate the robustness. For FPP, it is 54.48% taking
hybrid results as the reference (100%). The experiments show that the proposed hybrid approach gets
an improvement of 0.0278 mm in accuracy and 83.55% in integrity under the conditions described in
this paper.

To verify the performance of the proposed approach, we chose several objects with large reflection
variations that FPP cannot handle integrally. Figure 13a shows a plastic car model with shiny, dark and
specular reflection regions. Figure 13b shows a metal surface. When the normal direction changes
dramatically, it becomes hard to scan a metal surface. Figure 13c,d also show two difficult cases:
stone material with very low reflection and a plastic surface with multiple reflectance and a large
variation of normal directions. These results show the excellent performance of our approach.
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Figure 9. Measuring object and intermediate data. (a) measuring object; (b) quality map from FPP;
(c) binary mask for data fusion.

Figure 10. 3D reconstruction results. (a) reconstructing from FPP; (b) reconstructing from laser stripe
scanning (LSS); (c) fusion results.

Figure 11. Ground truth data. (a) high accuracy 3D measurement equipment, resolution = ±5 μm;
(b) high accuracy ground truth measurement result.
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Figure 12. Accuracy evaluation. (a) comparison between FPP data and ground truth; (b) comparison
between the data measured with proposed method and ground truth.

Figure 13. Experimental results of the proposed hybrid measurement approach. (a) plastic surface with
shiny, dark and specular reflection regions; (b) metal surface, which results in shiny and dark regions
from different perspectives of observation; (c) stone material with very low reflection; (d) plastic surface
with multiple reflectance and large variation of normal directions.

4. Conclusions

In this paper, we have addressed the 3D shape measurement for large reflection variations with
a hybrid approach. We proposed using a biaxial MEMS scanning micromirror and laser source to
produce the fringe pattern and stripe pattern with the same hardware. Both FPP, which has the
advantages of high accuracy and high efficiency, and LSS, which is one of the most robust methods,
are employed to achieve a hybrid 3D shape measurement approach. Real experiments of different
objects with large reflectance variations were carried out to verify the proposed method. The metal,
plastic and stone materials with large reflection variations and large normal direction variations were
reconstructed successfully, which shows the excellent performance of our method.
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Abstract: This paper presents a flame retardant 4 (FR4)-based electromagnetic scanning micromirror,
which aims to overcome the limitations of conventional microelectromechanical systems (MEMS)
micromirrors for the large-aperture and low-frequency scanning applications. This micromirror is
fabricated through a commercial printed circuit board (PCB) technology at a low cost and with a
short process cycle, before an aluminum-coated silicon mirror plate with a large aperture is bonded
on the FR4 platform to provide a high surface quality. In particular, an electromagnetic angle sensor
is integrated to monitor the motion of the micromirror in real time. A prototype has been assembled
and tested. The results show that the micromirror can reach the optical scan angle of 11.2◦ with a low
driving voltage of only 425 mV at resonance (361.8 Hz). At the same time, the signal of the integrated
angle sensor also shows good signal-to-noise ratio, linearity and sensitivity. Finally, the reliability
of the FR4 based micro-mirror has been tested. The prototype successfully passes both shock and
vibration tests. Furthermore, the results of the long-term mechanical cycling test (50 million cycles)
suggest that the maximum variations of resonant frequency and scan angle are less than 0.3% and
6%, respectively. Therefore, this simple and robust micromirror has great potential in being useful in
a number of optical microsystems, especially when large-aperture or low-frequency is required.

Keywords: scanning micromirror; electromagnetic actuator; angle sensor; flame retardant 4 (FR4)

1. Introduction

The scanning micromirror is a promising component for wide applications, such as projection
displays [1], barcode readers [2], micro-spectrometers [3,4] and biomedical imaging [5]. Currently, most
of the scanning micromirrors are developed and fabricated using the microelectromechanical systems
(MEMS) technology and can be driven by different actuation mechanisms, such as electrostatic [6,7],
electrothermal [3,8], electromagnetic [4,9,10] and piezoelectric mechanisms [11,12]. The silicon MEMS
micromirror shows exceptional properties that are suitable for high frequency scanning applications
due to its small size, low power consumption and fast speed [13]. However, the low-frequency (in the
order of a few hundred Hz) silicon MEMS micromirror is fragile and cannot survive the environmental
shocks and vibrations due to the brittleness of silicon [14]. Moreover, the fatigue strength of silicon
decreases when the size of MEMS structure increases [15], thus dramatically limiting the aperture of
the mirror plate.

Currently, a low-frequency scanning and large-aperture micromirror is required for a broad
spectrum of applications, such as micro-spectrometers [4], laser projection [16–18], fluorescence
microscopes [19] and so on. It has been a continuous and ongoing task to find a proper alternative
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in order to meet the vast application demand. Some groups have proposed the use of metal instead
of silicon as the substrate material in the scanning micromirror devices [19–22]. The metal-based
micromirror possesses stronger robustness due to the ductile properties of the metal compared with
silicon. However, the metal substrate usually needs an additional separation process to form actuators,
inevitably increasing the process complexity and the production cost. Moreover, the surface quality
of the metal-based micromirror is inferior to that of the silicon micromirror. Another inexpensive
yet highly suitable candidate is flame retardant4 (FR4) [17,18,23], which is inherently a soft material
with a low Young’s modulus of about 20 Mpa. It is the most widely used material for printed circuit
boards (PCB) due to its good electrical, mechanical and thermal properties. Thus, a robust scanning
micromirror can be quickly fabricated using FR4 as the substrate through the commercially available
and low-cost PCB fabrication process.

In this paper, a FR4-based electromagnetic scanning micromirror is proposed in order to overcome
the limitations of the conventional MEMS micromirrors for large-aperture and low-frequency scanning
applications. The copper coils for the actuation are printed on the bottom layer of a thin FR4 platform.
An aluminum-coated silicon mirror plate with a large aperture (11.7 mm × 10.3 mm) is bonded on
the FR4 platform to provide a high surface quality. Particularly, an electromagnetic angle sensor
with double-layer sensing coil is integrated on the same FR4 platform without the requirement of an
additional process. The angle sensor can monitor the deflection angle in real time, which is very useful
for a micromirror as it forms precise closed-loop control [24,25]. The innovation lies in that both the
actuator and angle sensor are simultaneously fabricated on a FR4 board using a low-cost PCB process
instead of the expensive Si-based MEMS process. Furthermore, the device is fully packaged and tested
to demonstrate its great performance in terms of driving, sensing and reliability. The rest of this paper
is organized as follows. The design and theory of the electromagnetic micromirror integrated with the
angle sensor is introduced in Section 2. After this, the tests and corresponding results of actuation,
sensing, response and reliability are described in Section 3. Finally, a brief conclusion is given in
Section 4.

2. Design and Theory

The proposed FR4-based electromagnetic scanning micromirror is shown in Figure 1. It includes a
400-μm-thick FR4 platform, a 500-μm-thick silicon mirror plate on it and a pair of permanent magnets.
The layout of the FR4 platform is shown in Figure 1a. Both the outer single-layer driving coil (on the
bottom layer) and the inner double-layer sensing coil are simultaneously integrated into this platform.
Furthermore, the top and bottom layers for sensing coil are connected with vias. The 12 mm × 12 mm
central platform is anchored to the frame by a pair of torsion bars. The length and width of the torsion
bars are 11 mm and 1 mm, respectively. Two permanent magnets are assembled in parallel, generating
a magnetic field that is mainly parallel to the mirror. When the driving coil is energized, a Lorentz
force is generated to exert a net torque about the torsion axis. Consequently, the platform with the
mirror plate is actuated to tilt, which is shown in Figure 1b. At the same time, the sensing coil induces
an electromotive force in this platform. Therefore, the deflection angle can be monitored in real time.
Figure 1c shows the schematic drawing of the assembled scanning micromirror. Both the FR4 platform
and permanent magnets are sandwiched between the baseplate and coverplate.
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Figure 1. (a) Layout of the flame retardant 4 (FR4) platform with double-layer copper coils;
(b) Electromagnetic actuation and sensing of the FR4 platform with the attached Al-coated Si mirror
plate; and (c) Schematic drawing of the assembled scanning micromirror.

The motion of the scanning micromirror can be approximated as a forced oscillating system and
thus, the corresponding dynamical equation can be expressed as:

Jm
..
θ + C

.
θ + Kθ = T (1)

where Jm, C, K, T and θ present the moment of inertia of the platform with the mirror plate around the
torsion axis, the damping coefficient, the torsional stiffness of the torsion bars, the net torque and the
mechanical half deflection angle, respectively. As the driving signal is sinusoidal with the resonant
frequency f, by solving Equation (1), the mechanical half deflection angle can be obtained as:

θ =
T
K

Q (2)

where Q = 1/2ξ is the quality factor and ξ represents the damping ratio.
When the mechanical half deflection angle is small (cos θ ≈ 1), the net torque can be approximately

described as:
T = iBMd (3)
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where

Md =
Nd
∑

n=1

(
w−2s−b

2 − (n − 1)(a + b)
)
× ((2l − 4s − 3a − 5b)− 4(n − 1)(a + b))

−
(

w−2s−b
2 − (Nd − 1)(a + b)

)
× ((l − 2s − 2a − 3b)− 2(Nd − 1)(a + b))

(4)

where i is the driving current; B is the magnetic flux density produced by the magnets; Md is the total
area of all the driving coils; l and w are the length and width of the FR4 platform, respectively; Nd is
the number of the driving coil turns; a is the spacing of adjacent coils; b is the width of coil; and s is the
width of the exterior border zone of the platform. According to Equations (2)–(4), it is easy to predict
the micromirror scan angle.

At the same time, the electromotive force induced in the sensing coil can be approximately
described as:

εs = BMs
.
θ (5)

where

Ms = 2
Ns
∑

n=1

((
a + 3

2 b
)
+ (n − 1)(a + b)

)× ((5a + 7b) + 4(n − 1)(a + b))

−((a + 3
2 b
)
+ (Ns − 1)(a + b)

)× ((3a + 4b) + 2(Ns − 1)(a + b))
+
(w

2 − s
)× ((a + 3

2 b
)
+ (Ns − 1)(a + b) +

(
l
2 − s

)) (6)

where Ms is the total area of the all the sensing coils; and Ns is the number of the sensing coil turns. All
the aforementioned parameters of the FR4 platform are listed in Table 1. The mechanical half deflection
angle θ can be described by means of the maximum mechanical half deflection angle θ0 and the phase
shift ϕ with respect to the driving voltage as follows:

θ = θ0 sin(2π f t + ϕ) (7)

By substituting Equation (7) to Equation (5), the electromotive force induced in the sensing coil
can be expressed as:

εs = 2π f BMsθ0 cos(2π f t + ϕ) (8)

Therefore, the scanning angle can be attained in real time through the voltage output of the angle
sensor. Moreover, the amplitude of the induced electromotive force is proportional to the maximum
deflection angle of the micromirror.

Table 1. Parameters of the flame retardant 4 (FR4) platform integrated with driving and sensing coils.

Parameters l w Nd Ns a b s

Value 12 mm 12 mm 11 9 0.1 mm 0.1 mm 0.5 mm

3. Test Results of Prototype

3.1. Optical Scan Angle

Figure 2 shows the prototype of the FR4-based electromagnetic scanning micromirror with a
simple plexiglass package. The performance of the device is tested by shooting a laser spot on the
mirror plate and measuring the length of the projected laser line. After this, the scan angle can be
calculated according to the length of the projected laser line and the distance between the projected
screen and the mirror plate. A sinusoidal voltage is applied to the driving electrodes to actuate
the micromirror. Therefore, it is convenient to find the resonant frequency and test the actuation
performance by adjusting the driving signal frequency and driving voltage amplitude, respectively.
Figure 3a shows the results of the micromirror optical scan angle with changes in the frequency.
According to the test results, its resonant frequency is 361.8 Hz when it reaches the maximum scan

117



Micromachines 2018, 9, 214

angle and the 3-dB bandwidth is 6.16 Hz. Hence, the quality factor of Q = 59 and damping ratio of
ξ = 0.0085 can be obtained by the half-power bandwidth method. Figure 3b shows the relationship
between the optical scan angle and the driving voltage amplitude when the driving frequency is fixed
at its resonant frequency of 361.8 Hz. The optical scan angle increases with an increase in the driving
voltage and can reach the maximum value of 11.2◦ at 425 mV. This result is very close to the theoretical
value. The slightly non-linear nature of the test curve could be caused by the non-linear spring effect
of the torsion bars [26]. The measured resistances of the driving coil and sensing coil are 3.7 Ω and
2.4 Ω, respectively.

Figure 2. (a) The photograph of the prototype of FR4-based electromagnetic scanning micromirror
with a simple plexiglass package; (b) Front-side of the FR4 platform integrated with copper coils for
sensing; and (c) Back-side of the FR4 platform integrated with copper coils for driving and sensing.

Figure 3. Optical scan angle test of the FR4-based scanning micromirror: (a) Optical scan angle versus
frequency with fixed driving voltage and the resistance of the driving coil being 3.7 Ω; and (b) Optical
scan angle versus driving voltage at its resonant frequency.
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3.2. Angle Sensor

The output signal of the angle sensor is amplified by a simple amplifier with a gain of 400. After
this, it can be measured using an oscilloscope. As seen in Figure 4a, the sensor output shows a good
signal-to-noise ratio and is approximately in phase with the driving signal. This result indicates
the good feasibility of using the sensing coil as an angle sensor. The value of the signal-to-noise
ratio can be obtained as 43 dB through a fast Fourier transform for the sensor output in the time
domain. Furthermore, the phase relation can be predicted theoretically. According to Equation (5),
the electromotive force induced in the sensing coil is in phase with the angular velocity of the
micromirror, while the angular velocity is in phase with the driving voltage when the micromirror is
actuated at its resonant frequency. Consequently, the electromotive force is in phase with the driving
voltage, which means that the resonance can be tracked by monitoring the phase difference between
the driving and sensing signals.

Figure 4. Measurement of the integrated angle sensor: (a) Time dependence of the driving signal and
the sensor output signal; and (b) Relation between the sensor output signal and the optical scan angle.

Figure 4b plots the relationship between the sensor output voltage and the micromirror optical
scan angle at the resonance point. The sensor signal is proportional to the optical scan angle of the
micromirror. We determined a significant linear relation with a correlation coefficient of r = 0.99963.
This is consistent with the theoretical relation determined by Equation (8). The sensitivity of the angle
sensor can be determined as 40.70281 mV/◦, which is enough for feedback control [12]. According to
Equation (8), the theoretical value of sensitivity is 44.2131 mV/◦. The difference between the theoretical
and experimental values could be attributed to the fabrication error and coupling influence between
the driving and sensing coils.

3.3. Response Test

Due to the integration of the angle sensor, it is very convenient to test the dynamic response of
the micromirror through the sensor signal without the need of an external experimental setup. A
sinusoidal driving signal of 361.8 Hz, which is the resonant frequency, is applied. The results are shown
in Figure 5. According to the test result in Figure 5a, it takes about 120 ms for the micromirror to reach
stable oscillation. This short time will not cause any noticeable unstable scanning delay. Furthermore,
the damping ratio can be obtained by the free vibration decay method shown in Figure 5b, with the
corresponding value being 0.0081. The result obtained from the angle sensor is very close to the
aforementioned value obtained from the micromirror scanning. This small error can be attributed to
the measuring error and the difference between the two test methods of the damping ratio. Therefore,
the accuracy of the sensor signal is further verified by the test result.
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Figure 5. Test of: (a) the transient response and (b) damping ratio of the micromirror through the
integrated angle sensor.

3.4. Reliability of Micromirror

The mechanical shock, vibration, and long-term cycling tests are all performed to evaluate the
reliability of FR4-based electromagnetic scanning micromirror. In the mechanical shock, the prototype
is tested in three mutually perpendicular axes. The amplitude of the shock is 1000 g with a duration of
1 ms. The results show that the prototype passes the shock test successfully.

After this, the vibration test is carried out by mounting the prototype on the vibration machine.
The amplitude of the vibration is 20 g with the sweeping frequency from 20 Hz to 1000 Hz and back in
20 min. It also passes the vibration test without any failure in the three mutually perpendicular axes.

Finally, we perform a long-term cycling test on the prototype by keeping it in resonance for nearly
50 million cycles. Figure 6 plots the variation of the resonant frequency and scan angle. The maximum
variations of both parameters are less than 0.3% and 6%, respectively, which demonstrates its great
reliability and resistance against the stress and heat of FR4. The minor changes can be explained by
the changing temperature and humidity in the laboratory environment during the nearly 40-hour
test period [19]. Furthermore, the angle variation can be reduced or even eliminated by using the
integrated angle sensor to form a precise close-loop feedback control system.

Figure 6. Long-term cycling test on the prototype by keeping it in resonance for nearly 50 million
cycles, which shows the variation of: (a) resonant frequency and (b) scan angle in the test.

120



Micromachines 2018, 9, 214

4. Conclusions

In summary, a prototype of FR4-based electromagnetic scanning micromirror integrated with
an angle sensor is presented in this paper. It is designed and fabricated based on a commercial PCB
technology for a short time period at a low cost. The device has a large aperture (11.7 mm × 10.3 mm)
with high surface quality and low frequency, which is difficult to achieve with the conventional silicon
MEMS. The test results show that the optical scan angle can reach 11.2◦ under a low driving voltage
of only 425 mV at the resonant frequency of 361.8 Hz. Additionally, the signal of the integrated
angle sensor is confirmed to be proportional to the optical scan angle of the micromirror. It has good
signal-to-noise ratio, linearity and sensitivity. Thus, it can be used for the real-time angle monitoring
and precise close-loop control. Finally, the reliability tests, including shock, vibration and long-term
cycling, are carried out. The results show that the prototype possesses high reliability. Therefore, this
simple and robust micromirror holds promise for a number of optical microsystem applications that
require low-frequency scanning. In the future, the performance of the actuation and sensing can be
further improved by employing a multilayer PCB process to increase the number of coil turns and
some simple electronics can be even integrated on the same FR4 platform.
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Abstract: Applications in broadband optical fiber communication system need variable optical
attenuators (VOAs) with low wavelength-dependent loss (WDL). Based on analysis on the dispersion
of the optical system of a MEMS-based VOA, we provide a method to reduce the WDL significantly
with minor revision on the end-face angle of the collimating lens. Two samples are assembled, and the
measured WDL is <0.4 dB over the C-band (1.53–1.57 μm) at a 0–20 dB attenuation range. Meanwhile,
the new structure helps to reduce the polarization-dependent loss (PDL) to <0.15 dB, which is only
half that of conventional devices.

Keywords: variable optical attenuator (VOA); wavelength dependent loss (WDL); polarization
dependent loss (PDL); micro-electro-mechanical systems (MEMS)

1. Introduction

A variable optical attenuator (VOA) is an important optical device for optical fiber communication
and optical instrumentation [1,2]. The main approaches for a VOA include: thermo-optically adjusted
Mach–Zehnder interferometer (MZI) based on a planar lightwave circuit (PLC) [3], optical fluid driven
by a pump [4,5], liquid-core fiber driven by thermo-optical effect [6], and MEMS technology. Among
the variable technologies, MEMS technology is one of the most favorable approaches for a VOA.
Chengkuo Lee’s group did much work to develop different mechanisms for MEMS VOAs, such as
retro-reflective mirrors driven by electro-thermal actuators [7], and reflective mirrors driven by rotary
comb drive actuators [8]. The most applicable mechanisms are the MEMS shutter [9,10] and the MEMS
torsion mirror [11].

One application of VOAs is in erbium-doped fiber amplifier (EDFA) modules for optical fiber
communication. An EDFA usually amplifies broadband optical signals over 1.53–1.57 μm. The same
amplification for different wavelengths is required. A VOA is employed in the EDFA module to control
the optical power dynamically, which requires it to generate nearly the same attenuation for different
wavelengths over the bandwidth of 40 nm. However, the existence of wavelength-dependent loss
(WDL) means that the VOA generates different attenuation for different wavelengths. The MEMS
torsion mirror, driven by comb drive actuators is characterized by low power consumption and
ease of packaging, which enable a VOA to be created with low voltage, small size, and low cost.
Thus, VOAs based on a MEMS torsion mirror are widely employed in optical fiber communication.
However, they are confounded by high WDLs, especially when operating at a high attenuation level.
The conventional VOAs without optimization usually show WDLs of more than 1 dB. Reducing the
WDL helps to improve the specifications of the EDFA modules.
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Researchers from Mega Sense Inc. presented an optimization method by axially rotating the
lens with respect to the fibers, while the process is rather time-consuming [12]. Researchers from JDS
Uniphase Corp. optimized the WDL by introducing a wedge prism, which added to the complexity of
the device [13]. Researchers from NeoPhotonics Corp. analyzed the cause of WDL extensively, and
provided an optimization method, while it requires the collimating lens to be fabricated with high
dispersion glass [14].

For applications such as optical instrumentation, PDL is another important parameter for VOAs.
The existence of PDL means that the VOA generates different attenuations for different polarizations
of light. Reducing PDL helps to improve the precision of the optical instruments. PDL is usually
introduced by angular surfaces (which are necessary for reduction of back-reflection) and stress in
the optical system. The proposal in [14] requires that the angle of the collimating lens is more than
10 degrees, which will introduce more PDL.

Based on the work in [13,14], this paper systematically addressed the WDL and PDL problems in
a VOA based on a MEMS torsion mirror. A simple solution for both WDL and PDL optimization was
presented with no excess optical element and special glass material required.

2. Theories

2.1. Structure of the VOA

The addressed VOA comprises a dual-fiber collimator and a MEMS torsion mirror coaxially
assembled, as shown in Figure 1. The collimator includes a plano-convex collimating lens and two
single-mode fibers (SMFs) fixed by a glass capillary. Both the collimating lens and the glass capillary
are housed by a glass tube. The fiber facet and the MEMS torsion mirror are located at the front and
rear focal planes of the collimating lens, respectively, as shown in Figure 1a,b. The optical signal is
input from one optical fiber, and then collimated. The collimated beam is reflected by the mirror and
then refocused onto the facet of another optical fiber. The refocused beam spot deviates from the
output fiber core, due to the deflection of the mirror, and thus results in the desired attenuation of
optical power. In order to reduce back reflection, the facet of the fibers and the planar facet of the lens
are both angularly polished. For a conventional structure, both facets are usually polished with an
angle of 8◦ and aligned parallel, as shown in Figure 1c. Based on analysis on the dispersion of the
optical system, we provide a new design to optimize the WDL of the VOA. The facet of the fibers keeps
unchanged, while the facet of the lens is polished with an angle of −7◦. The two facets are aligned as
Figure 1d. Meanwhile, the length of the lens is also adjusted, and the theories are shown in Section 2.2.

Figure 1. Structure of the variable optical attenuator (VOA) based on a MEMS torsion mirror.
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The optical attenuation is tunable by adjusting the tilt angle of the mirror, which results in a lateral
offset X of the refocused beam spot on the facet of the output fiber. The attenuation due to lateral offset
can be described as [13,15]:

A = 4.34
(

X
ω

)2
(1)

where ω is the mode radius of the SMF.

2.2. WDL Analysis and Optimization

The mode size ω(λ) of the SMF is wavelength-dependent, and thus results in a wavelength-
dependent attenuation A(λ) (which is usually called WDL) according to Equation (1). The wavelength
dependence of the mode size is rather complicated. However, within a relatively narrow range, such
as C-band, the mode size can be linearly approximated. Thus we can assume the mode radii as ωs = ωc

− Δω and ωl = ωc + Δω for the shortest wavelength λs and longest wavelength λl, respectively, given
ωc as the mode radius of the central wavelength λc. According to Equation (1), the WDL before
optimization can be obtained as:

WDL = 4.34X2

(
1

ω2
s
− 1

ω2
l

)
= Acω2

c

(
1

ω2
s
− 1

ω2
l

)
(2)

which is the attenuation difference between λl and λs in the C-band. Ac is the attenuation for
wavelength λc. Equation (2) shows that the WDL adds up when the attenuation level increases. For a
VOA operating in the C-band (1.53–1.57 μm), the WDL is usually more than 1 dB at 20 dB attenuation.

According to Equation (1), if we can introduce a wavelength-dependent variable X, then it is
possible to reduce the WDL. Considering the dispersion of X, the WDL can be rewritten as:

WDL = 4.34

[(
Xc + ΔX
ωc + Δω

)2
−
(

Xc − ΔX
ωc − Δω

)2
]

(3)

We assume a linear dispersion for X, with Xc, Xc + ΔX and Xc − ΔX as the lateral offset of the λc,
λl and λs beam spots, respectively.

According to Equation (3), if Equation (4) is satisfied, the WDL can be reduced to zero for a
specified Xc, which corresponds to a certain attenuation level Ac. As shown in Figure 7 of [14], when a
specific Ac is selected for zero WDL design, the maximum WDL over the attenuation range (such as
0–20 dB) can be minimized. Here we choose Ac = 13.3 dB for optimization design.

ΔX
Xc

=
Δω

ωc
(4)

The dispersion ΔX of the lateral offset results from the dispersion of the optical system. The optical
model of the VOA in side view is shown in Figure 2. nf and nc are the refractive indexes of the fiber
core and the collimating lens, respectively. The focal length of the lens is fc = R/(nc − 1), where R is the
curvature radius of the right surface. The fiber facet locates at the front focal plane of the collimating
lens, and thus, the gap is obtained as d = fc − L/nc, where L is the length of the lens. The polished
angles of the optical fiber and the collimating lens are α and ϕ, respectively. The deflection of the mirror
results in offset X of the beam spot, focused on the output fiber facet. Considering the dispersion effect,
the subscript c in nc and fc is the parameter corresponding to the central wavelength λc.
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Figure 2. Optical model of the VOA in side view.

Based on the above optical model, the lateral offset X and the dispersion ΔX of the optical system
are obtained as Equations (5) and (6) after ray tracing and paraxial approximation:

X = Xc + 2Δn
[

dϕ +
dβ

nc − 1
+

βL − (nc − 1)ϕL
n2

c (nc − 1)

]
(5)

ΔX = 2Δn
[

dϕ +
dβ

nc − 1
+

βL − (nc − 1)ϕL
n2

c (nc − 1)

]
(6)

where β = (nf − 1)α, and Δn = ns − nc = nc − nl (the subscripts s and l correspond to the shortest and
longest wavelengths in the C-band, respectively) is the difference on refractive index of the lens. By
substituting Equation (6) into Equation (4), we obtain Equation (7) as follows,

dϕ +
dβ

nc − 1
+

βL − (nc − 1)ϕL
n2

c (nc − 1)
=

ΔωXc

2Δnωc
(7)

The fiber employed is SMF-28 by Corning Corp. (Corning, NY, USA) and the glass for the
collimating lens is N-SF11 by Schott Corp. (Mainz, Germany). The given parameters are nf = 1.4682,
Δω = 0.0622 μm, α = 8◦ and nc = 1.7434, Δn = 0.00036, R = 1.419 mm. Thus there are only two
parameters related by Equation (7), i.e., the facet angle ϕ and the length L of the lens.

Equation (7) is rather complicated. The correlation between ϕ and L is numerically plotted, as
shown in Figure 3. The lens length is L = nc(fc − d) < ncfc = 3.33 mm. Thus, we just plot the curve with
the range of L being 2.6–3.0 mm. Parameters corresponding to any point on the curve can be employed
for WDL optimization.

 

Figure 3. Correlation between the parameters of the collimating lens.
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2.3. Return Loss Consideration

In order to reduce the back reflection, the facets of the optical fibers and the collimating lens are
usually angled, polished, and aligned, as in Figure 1c. However, we find in Figure 3 that the angle ϕ

must be negative, which means that the facets of the optical fibers and the collimating lens are aligned
as in Figure 1d. Thus, the reflected light from the left facet of the lens is more likely to return to the
optical fiber than the conventional structure, as shown in Figure 4.

Figure 4. Back flection from the left facet of the collimating lens.

The return loss (RL) can be obtained based on fiber-to-fiber coupling with angular and longitudinal
misalignments. By simplifying Equation (33) in [15] with zero lateral misalignment, the RL is obtained
as Equation (8), with consideration of the angular misalignment θ and the longitudinal misalignment
Z0, as well as the residual reflection Rr at the AR (anti-reflection)-coated left facet of the lens:

RL = −10 log(Rr)− 10 log

{
4

C2 + 4
exp

[
− kZ0

(
C2 + 2

)
sin2 θ

C(C2 + 4)

]}
(8)

where C = λcZ0/πωc
2. Based on ray tracing and paraxial approximation, the angular and longitudinal

misalignments are obtained as θ = −2(ϕ + β) and Z0 = 2d (d = fc − L/nc), respectively. Note that all of
the surfaces in the optical system are AR-coated. The reflection from the other facets are negligible.

According to Equation (8), the RL is improved when |ϕ| increases and L decreases. We choose
a point from the curve in Figure 3. The corresponding parameters are ϕ = −7◦ and L = 2.72 mm.
The residual reflection from the lens facet is Rr = 0.1% (by sample measurement). Thus, RL is calculated
as 53 dB, according to Equation (8).

2.4. PDL Analysis

PDL is usually introduced by angular surfaces and stress in the optical system. The influence of
stress depends on the materials and the assembly process, which is outside the scope of this paper.
We focus on the influence of the angled surfaces.

Because all of the surfaces in the optical system are AR-coated, the difference between the p-ray
and s-ray transmittance introduced by the angular surfaces is negligible. The angular surfaces expand
or compress the optical beam only in the tangential plane, and thus result in a slightly elliptical beam
spot focused on the facet of the output fiber. When the elliptical beam is received by the circular optical
fiber, PDL is introduced.
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A circular beam emits from the input fiber, and finally an elliptical beam is focused on the facet of
the output fiber. The transformation can be obtained by tracing of the Gaussian beam. Gaussian beam
tracing is based on q-parameter and ABCD matrices of the optical elements. When a Gaussian beam
is refracted by an angular facet tilted in tangential plane, the ABCD matrix shows different forms in
tangential and sagittal planes as Equations (9) and (10), respectively [16].

MT =

⎛
⎜⎝

cos θ2

cos θ1
0

0
n1 cos θ1

n2 cos θ2

⎞
⎟⎠ (9)

MS =

⎛
⎝ 1 0

0
n1

n2

⎞
⎠ (10)

where θ1 and θ2 are the incidence and refraction angles, respectively, and n1 and n2 are the refractive
indices of the materials before and after the angular surface, respectively. Based on Gaussian beam
tracing through the entire optical system, the radii of the beam focused on the output fiber facet is
obtained. For the conventional structure, the sizes are ωT = 5.184 μm and ωS = 5.224 μm (note that the
subscripts T and S correspond to the tangential and sagittal planes, respectively), with a difference
of ΔωTS = 0.04 μm. For the present structure, the sizes are ωT = 5.184 μm and ωS = 5.187 μm, with a
difference of ΔωTS = 0.003 μm. The ellipticity is reduced to 1/13, and thus the PDL can be optimized.

3. Experimental Results

Based on above analysis, we designed a MEMS VOA operating at 1.53–1.57 μm. The type of the
input/output optical fibers is SMF-28 by Corning Inc. (Corning, NY, USA), with related parameters
summarized in Table 1. We keep the facet angle of the optical fiber as 8◦, which is the same as the
conventional structures. The collimating lens is designed according to the optimization curve in
Figure 3. The lens material is N-SF11 by Schott Inc. (Mainz, Germany), with parameters summarized
in Table 2. The MEMS mirror is provided by Preciseley Microtechnology Corp. (Edmonton, AB,
Canada), and the parameters are summarized in Table 3.

Table 1. Parameters of the optical fiber.

Optical Fiber Refractive Index Mode Radius Mode Dispersion Facet Angle

Corning SMF-28 nf = 1.4682 ωc = 5.2 μm Δω = 0.0622 μm α = 8◦

Table 2. Parameters of the collimating lens.

Material Refractive Index Length Curvature Radius Facet Angle

Schott N-SF11 nc = 1.7434 L = 2.72 mm R = 1.419 mm ϕ = −7◦

Table 3. Parameters of the MEMS mirror.

MEMS Mirror Clear Aperture Maximum Tilting Angle

Preciseley LV-VOA Φ0.85 mm 0.35◦ @5 V

Figure 5 shows the schematic diagram of the assembly procedures. The MEMS chip was first
mounted on a Transister Outline (TO) base, as shown in Figure 6a. Then, a specially designed TO cap
was added, with the collimating lens mounted in the cap. Finally, the sub-assembly of MEMS in TO
with the lens was aligned with a dual-fiber pigtail by mechanical stages, as shown in Figure 6b. The two
parts were fixed with adhesive after optical alignment. According to the above design, the facets of
the lens and fiber were aligned as Figure 1d. In real assembly, the enlarged view between the lens
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and fiber facets is shown in Figure 6c. The final assembly of the MEMS VOA is shown in Figure 7,
with the MEMS and optical parts protected by a metal housing and the pigtail fibers protected by
plastic tubes of Φ0.9 mm. The samples were assembled in AOFSS (Shenzhen) Ltd., Shenzhen, China,
and the product type is LMA-1 B20LV1L1000.

Figure 5. Schematic diagram of the assembling procedures.

 

Figure 6. Alignment and assembly of the MEMS VOA. (a) MEMS chip assembled on a TO base, (b)
optical alignment of the VOA, (c) enlarged view between the lens and fiber facets.

 

Figure 7. Photograph of the VOA sample.

The measured specifications of two samples are summarized in Table 4, including the insertion
loss (IL), RL, and PDL at different attenuation levels. For comparison, a conventional MEMS VOA
assembled as in Figure 1c was also measured, and the specifications were also summarized in Table 4.
As we can see, the new samples show specifications of IL < 0.6 dB, RL > 50 dB, and PDL < 0.15 dB over
the attenuation range of 0–20 dB, which meet the application requirements. The PDL is reduced to
nearly half of the conventional VOA. Meantime, the IL is increased by 0.14 dB, and the RL is reduced
by 4.8 dB.
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Table 4. Measured specifications of the new samples and a conventional MEMS VOA.

No.
IL RL PDL (dB)

(dB) (dB) @IL @5 dB @10 dB @15 dB @20 dB

#1 0.55 52.2 0.02 0.05 0.07 0.10 0.10
#2 0.58 51.5 0.01 0.04 0.05 0.07 0.12

Conventional 0.44 56.3 0.04 0.07 0.13 0.19 0.26

In order to obtain the WDL specifications, the spectra of the new samples and the conventional
VOA were measured with an optical spectrum analyzer. Figures 8 and 8 show the spectra of sample #1
and the conventional one at the attenuation level of Ac = 20 dB, respectively. For the former one, the
WDL over the C-band @20 dB can be read as 0.28 dB from the spectrum curve, while the latter one is
read as 1.07 dB.

The measured WDL over the C-band at different attenuation levels is summarized in Figure 9.
The two new samples show a maximum WDL of <0.4 dB, while the maximum WDL of the conventional
VOA is 1.07 dB at 20 dB attenuation. The new design reduces the WDL significantly.

  
(a) (b) 

Figure 8. Measured transmission spectrum at an attenuation level of 20 dB, (a) the optimized MEMS
VOA, (b) the conventional MEMS VOA.

 

Figure 9. Measured WDL over the C-band at different attenuation levels.

4. Conclusions

We addressed the WDL and PDL problems in a VOA, based on a MEMS torsion mirror. The causes
for WDL and PDL were analyzed, and a simple optimization method was presented with the
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consideration of return loss. The experimental results show that the maximum WDL is <0.4 dB
over the wavelength range 1.53–1.57 μm @0–20 dB attenuation range, and the maximum PDL at a
0–20 dB attenuation range is reduced to <0.15 dB, which is only half that of the conventional devices.
The results verify the effectiveness of the optimization method well.
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Abstract: A new dual-mode liquid-crystal (LC) micro-device constructed by incorporating a
Fabry–Perot (FP) cavity and an arrayed LC micro-lens for performing simultaneous electrically
adjusted filtering and zooming in infrared wavelength range is presented in this paper. The main
micro-structure is a micro-cavity consisting of two parallel zinc selenide (ZnSe) substrates that
are pre-coated with ~20-nm aluminum (Al) layers which served as their high-reflection films and
electrodes. In particular, the top electrode of the device is patterned by 44 × 38 circular micro-holes of
120 μm diameter, which also means a 44 × 38 micro-lens array. The micro-cavity with a typical depth
of ~12 μm is fully filled by LC materials. The experimental results show that the spectral component
with needed frequency or wavelength can be selected effectively from incident micro-beams, and
both the transmission spectrum and the point spread function can be adjusted simultaneously by
simply varying the root-mean-square value of the signal voltage applied, so as to demonstrate a
closely correlated feature of filtering and zooming. In addition, the maximum transmittance is already
up to ~20% according the peak-to-valley value of the spectral transmittance curves, which exhibits
nearly twice the increment compared with that of the ordinary LC-FP filtering without micro-lenses.

Keywords: dual-mode liquid-crystal (LC) device; infrared Fabry–Perot (FP) filtering; LC micro-lenses
controlled electrically

1. Introduction

In recent years, the infrared detection technology [1] has been developed rapidly, because it
presents several advantages including relatively long working distance, better anti-interference,
full-time availability, and strong penetration of haze smoke or dust. So far, it has played a significant
role in many applications such as the earth resources survey [2], global pollution and disaster
warning [3–5], biomedical diagnosis [6,7], food safety monitoring [8–12], and so on. As demonstrated,
the electromagnetic radiation out from targets exhibits its own specific spectral characters, which
contain objective surface or structural information or chemical composition. Unfortunately, the spectral
clues acquired by us are not only originated from targets, but also from environmental circumstances,
which means that a mixed broad spectrum can be expected. So, it is of great importance to select only
the needed spectral components from incoming beams.

Micromachines 2019, 10, 137; doi:10.3390/mi10020137 www.mdpi.com/journal/micromachines132
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Recently, many methods including typical Mach–Zehnder interferometer [13], Michelson
interferometer [14], Bragg grating [15], electro-optical or acousto-optical tuning [16], and Fabry–Perot
(FP) micro-cavity [17–20] were constructed successfully. Among them, the FP micro-cavity based
on the common interference theory had been developed quickly due to its typical characteristics
of ultra-small size and relatively low cost and very high spectral resolution. Combining with the
micro-electro-mechanical system (MEMS) [21,22], the electrically tunable MEMS-FP filter had already
been effectively constructed. According to the MEMS architecture developed, the depth of the FP
micro-cavity could be altered through moving mechanical parts, which supported the mirrors to
achieve the spectral choice or further spectral adjustment. At the same time, the liquid-crystal (LC)-FP
filters [23–26] composed of the similar FP micro-cavity filled by LC materials had also attracted
much attention. As shown, the depth of the FP micro-cavity was fixed, which indicated that the
choice or adjustment of the spectral component needed could be conducted by only varying the
equivalent index of refraction of the LC layer without any mechanical movement. As known, the
characteristics of the lenses with variable focus, as core parts in modern imaging equipment, would
greatly determine the final performances of the imaging system. So, the electrically controlled LC
micro-lenses [27–32] can be a perfect type of micro-device for flexibly readjusting the patterned
light-fields compressed over the surface of the sensor array by main optical system, and thus applied
to advanced light-field cameras [33], autostereoscopic devices [34–37] and wave-front measurement
and correction sensors [38–40].

In our previous work, a graphene-based LC micro-lens array with a tunable focal length had been
developed successfully [41,42]. In order to develop a new kind of dual-mode LC micro-device for
simultaneous electrically adjusted filtering and zooming, a structured FP cavity was incorporated into
a common LC micro-lens array. The experimental results showed that the maximum transmittance of
the spectral micro-beams was already up to ~20% according the peak-to-valley value of the spectral
transmittance curves, which exhibited nearly twice the increment compared with the ordinary LC-FP
filter. A needed zooming performance was acquired, as shown in the near infrared (NIR) band. When
the root-mean-square (RMS) value of the signal voltage was varied from ~2 Vrms to ~16 Vrms, the point
spread function (PSF) of the micro-lenses can be adjusted efficiently, and thus the focal length altered
from ~2.80 mm to ~3.93 mm.

2. Materials and Methods

2.1. Device Design and Fabrication

The basic micro-structure of the dual-mode LC micro-device is shown in Figure 1. Figure 1a
exhibits the main architecture. Both the patterned Al electrode and the appearance of the actual
micro-device are shown in Figure 1b,c, respectively. In the micro-device, ZnSe were chosen as the
substrates according to the design of the transmittance being more than 70% in infrared region and
having a good tolerance at a relatively high temperature for fabrication process. Firstly, a ~20-nm
aluminum (Al) film as a high-reflection film and electrode was simultaneously coated over the surface
of ZnSe substrate, since it presented a high reflectivity in the infrared region and a nice electrical
conductivity. The top electrode of the micro-device was patterned by 44 × 38 circular micro-holes of
120 μm diameter, which also meant a 44 × 38 micro-lens array. The center-to-center distance between
adjacent micro-holes was 336 μm. An alignment layer for initially directing LC molecules made of a
thin film of polyamide (PI) was firstly coated on the top and bottom Al film, respectively, and then
rubbed in anti-parallel direction to form V-grooves. Both ZnSe substrates were placed in parallel to
each other and separated by glass micro-spheres with a typical diameter of ~12 μm so as to construct
a stable micro-cavity, where a layer of nematic LC materials of Merck E44 (no = 1.5280, ne = 1.7904,
K11 = 15.5 × 10−6, K22 = 13.0 × 10−6, K33 = 28.0 × 10−6, ep = 22ε0, et = 5.2ε0) was fully filled. The
outline size of the final micro-cavity fabricated was about 3 cm × 2 cm × 2 cm.
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(a) 

 
(b) 

 
(c) 

Figure 1. The dual-mode liquid-crystal (LC) micro-device—(a) main architecture; (b) patterned Al
electrode; and (c) appearance of the final micro-device.

2.2. Theoretical Analysis

According to the design, the multi-interference based on FP effect was performed between the
micro-holes or LC micro-lenses. Equation (1) shows a wavelength selection effect, and a relationship
between the wavelength and the corresponding transmittance is also revealed in Equation (2), when
the incident beams are perpendicular to the micro-device.

mλ = 2ndcosα (1)

where m is a positive integer, λ is the wavelength of the beams satisfying the resonance condition, n is
the equivalent refractive index of LC materials, α is the incident angle of incoming beams, and d is the
depth of the micro-cavity.

T(λ) = (1 − A
1 − R

)
2 1

1 + 4R
(1−R)2 sin2 ( 2πnd

λ + ϕ)
(2)

where T is the transmittance of the micro-device, A is the absorptivity of all materials used in fabricating
the micro-device, R is the reflectivity of Al film, and ϕ is the phase shift of the beams.

If the incident beams are perpendicularly passing through the micro-device, α = 0, then only
needed spectral micro-beams in a specific wavelength narrow band and satisfying the condition
according to Equation (1) can emit at a high transmittance, so as to realize desired filtering operation.
Generally, there are two ways to adjust the emitting wavelength—one is to vary the depth of the cavity,
as shown in the MEMS-FP; the other is to alter only the refractive index of the medium between the
electrodes of the micro-device, which is exactly the situation proposed by us. Since the LC ordering
was influenced not only by surface anchoring but also by bulk elastic energy [43,44], a key parameter d
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was introduced to represent the micro-device and an experienced value of 12 μm was used to shape
the functional LC layer for exhibiting both the zooming function of the LC micro-lens and the filtering
function of the FP cavity, simultaneously.

When an electric field was stimulated effectively between the top and bottom electrodes, LC
molecules distributed over the surface of the micro-hole would stay in their initial constraint state
according to the appearance of the shaped V-grooves, because no electric field can be shaped at the
center of each micro-hole. In other words, outside the micro-holes or in the effective FP region, the
electric field was perpendicular to the electrode, and most of LC molecules were driven to align
along the electric field lines except for partial LC molecules directly contacting with PI layer of the
top electrode, and thus strongly directed by PI fabricated V-grooves. It should be noted that the
closer to the central area of the micro-hole, the greater the distortion of the electric field lines, and
the larger the inclination angle of LC molecules distributed over the middle LC layer corresponding
to each LC micro-lens. In addition, the inclination can also be related to the intensity of the electric
field stimulated. Generally, it would increase when the electric field was enhanced. The equivalent
indices of LC materials varied with the change of the inclination angle of LC molecules, as revealed in
Equation (3).

n =
none√

ne2 cos2 θ + no2 sin2 θ
(3)

where θ is the inclination angle, no and ne are the refractive indices of LC materials corresponding to
the ordinary light and the extraordinary light, respectively. It can be seen that when the stimulated
electric field was enhanced, the inclination of LC molecules became larger and then the equivalent
index of refraction was decreased. As a result of the reduction of the stimulated electric field, the
inclination would be small and thus resulted in an increase of the equivalent index of refraction.
Therefore, the refractive indices of LC materials would decrease gradually from the center with respect
to the micro-hole to the edge, so as to lead to a needed decrease of light path. Eventually, the beam
converging effect appears. Furthermore, since both the transmission spectrum and the focal length of
the micro-device are obviously related with the equivalent index of the LC layer or the inclination of
the LC molecules, they will be varied simultaneously with the alteration of the signal voltage applied.

3. Experiments and Results

During measurements, a Fourier transform infrared spectrometer (FTIR) of EQUINOX 55 (Bruker,
Madison, WI, USA) was used to test the transmission spectrum. The sampling rate was about 80
spectra per second, and the wave numbers were from 4000 cm−1 to 400 cm−1, which meant that the
wavelength range was from 2.5 μm to 25 μm. A square wave signal with a 1000 Hz frequency and
a duty ratio of 1:1 was applied, and its voltage increased gradually from 0 Vrms to 22 Vrms. Figure 2
reveals the measurement results about spectral filtering. The transmission of ZnSe substrate covered
with Al film is shown in Figure 2a. Figure 2b–d show the transmittance spectra of the dual-mode LC
micro-device in several wavelength bands including ~2.5 to ~3.2 μm, ~3.6 to ~5.2 μm, and ~10.5 to
~12.0 μm, at the signal voltage of 0 Vrms, 4.01 Vrms, 7.99 Vrms, 10.02 Vrms, 16.02 Vrms, and 22.00 Vrms.
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(a) 

 
(b) 

 
(c) 

 
(d)

Figure 2. The results of spectral filtering showed the transmittance of (a) the substrate covered by
Al film; (b) wavelength band from 2.5 to 3.2 μm; (c) wavelength band from 3.6 to 5.2 μm; and (d)
wavelength band from 10.6 to 12.0 μm. The signal voltages included were 0 Vrms, 4.01 Vrms, 7.99 Vrms,
10.02 Vrms, 16.02 Vrms, and 22.00 Vrms.
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As shown, the transmission of the substrate coated with Al film decreased from ~22.5% to ~12.5%
with the increase of the wavelength from ~2.5 to ~12.5 μm, and the average value was about 15%.
So, the reflectance of the micro-mirror was about 85%. The spectra indicated by solid lines were the
performances of the dual-mode LC micro-device. Since LC of E44 presented a strong absorption in the
wavelength range ~3.2 to ~3.6 μm, the wavelength bands of ~2.5 to ~3.2 μm and ~3.6 to ~5.2 μm were
analyzed carefully. It can be clearly seen that there were three peaks in each band, and the maximum
peak transmittance was up to ~20%. The light loss was mainly due to the strong absorption of Al
film and ZnSe and LC materials. As shown, an effective transmission peak with a maximum value
of ~12% appeared in the long-wave infrared. When the RMS value of the signal voltage was varied,
the transmission spectrum was also shifted, so as to prove the electrically adjusting feature of the
developed micro-device. As demonstrated, the maximum adjusting range had already extended to
~80 nm. Furthermore, the dotted lines in the pictures represent the spectrum of the ordinary LC-FP
filter without micro-lenses at 0 Vrms. Obviously, the transmittance of the micro-device proposed was
around 5% higher at the same voltage. In addition, the peak-to-valley value of the obtained spectrum
exhibited nearly twice the increment compared with the ordinary one, which was a new result.

The measurement platform for acquiring zooming performances is exhibited in Figure 3. Figure 3a
shows the schematic diagram of the optical path, and Figure 3b displays the actual system. During
measurements, an infrared beam was emitted from a NIR laser with a central wavelength of ~980 nm,
and then weakened by two polarizers, and finally a vertical polarization component being into the
micro-device and continuously received by a beam profiler with a magnifying objective of 10×.

 
(a) 

 

(b) 

Figure 3. Optical measurement platform for zooming performance—(a) schematic diagram and (b)
actual testing platform.

In experiments, the applied signal voltage was kept constant, for example, at ~4 Vrms, and then
the distance between the objective lens and the center of the micro-device was adjusted continuously.
Figure 4 shows the light intensity distribution formed by LC micro-lenses. The 2D and 3D light
intensity distributions at 0 Vrms corresponding to a distance of ~3.550 mm are displayed in Figure 4a,b.
Figure 4c–e exhibit the 2D light intensity distribution at ~2.215 mm, ~2.555 mm, and ~3.550 mm
at ~4 Vrms. Figure 4d displays a 3D light intensity distribution at the distance of ~3.550 mm at ~4
Vrms. Testing results suggested that the micro-device demonstrated a needed micro-beam convergence
performance when an electric field was applied, and the facula size of each LC micro-lens decreased
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gradually with the distance increasing from ~2.215 mm to ~3.550 mm at ~4 Vrms. Since the PSF was
already centralized and sharpened fully at ~3.550 mm, this value can be taken as the focal length of
the micro-device at ~4 Vrms. By changing the applied signal voltage and repeating the measurements,
the focal length of the LC micro-device under different voltages can be acquired. The relationship
between the focal length and the applied signal voltage is indicated in Figure 5. When the voltage
was 2 Vrms, the focal length was ~3.93 mm and then decreased with the increase of the voltage. As
shown, the minimum value of ~2.80 mm was at 8 Vrms and then increased gradually to ~3.50 mm at
~16 Vrms. Beyond this working range, the focusing performance was poor because the electric field in
the LC micro-lenses was not suitable for forming an effective gradient distribution and variance of the
refractive index.

  

  

(a) (b) 

(c) (d) 

Figure 4. Cont.
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(e) (f) 

Figure 4. The light intensity distribution formed by LC micro-lenses. (a) The 2D light intensity
distribution at 0 Vrms at the distance of ~3.550 mm and (b) the 3D light intensity distribution at
0 Vrms at the distance of ~3.550 mm. The 2D light intensity distribution at ~4 Vrms at the distance of
(c) ~2.215 mm, (d) ~2.555 mm, and (e) ~3.550 mm. (f) The 3D light intensity distribution at ~4 Vrms at
the distance of ~3.550 mm.

Figure 5. The relationship between the focal length of the dual-mode LC micro-device and the signal
voltage applied.

Figure 6 shows a cross-sectional view of the structural piece of the dual-mode LC micro-device.
The working area of each LC micro-lens includes region -I, -II, and -III, and the width of the region
-I or -III, as shown, is ~20% of that of region -II or the diameter of a micro-hole. Moreover, when the
light is incident upon the surfaces of the region -I and -III, the emitted beams should be in a narrow
wavelength band, due to the micro-beam filtering effect of the FP cavity constructed, and finally
resulted in a slight weakness of the micro-beam intensity converged by the LC micro-lens. For the FP
cavity, the main working area is region -IV, and considering the superposition of light going through
region -I, -II, and -III, the final spectral transmittance will be increased, as shown in Figure 2.
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Figure 6. The cross-sectional view of the structural piece of the dual-mode LC micro-device.

From the experiments, it was clear that the proposed micro-device had some special features
derived from a FP filter and an arrayed LC micro-lens, because the filtering and zooming operation
were closely correlated. When varying the RMS value of the signal voltage applied, the transmission
spectrum and focal length of the micro-device were adjusted simultaneously, so as to demonstrate a
featured spectral function of the dual-mode micro-device different from common FP filters and LC
micro-lenses coupled with sensors. In addition, the obtained infrared spectrum involved several small
wavelength bands. The focusing beams shaped at the sensor array also showed a relatively narrow
wavelength region corresponding to incident infrared radiation. Through changing the applied electric
filed over the functional LC layer, the filtered wave bands were varied. Then, the wave bands of
focusing beams at the surface of the sensor array were also affected by changing the focused spectral
components, which also involved micro-beams from the region I and III, so as to demonstrate a
complicated behavior of adjusting spectrum. Currently, the relationship between filtered wave bands
and focused wave bands is being studied carefully.

4. Conclusions

In this paper, a new kind of dual-mode LC micro-device for simultaneously electrically controlled
filtering and zooming in infrared band was proposed. The testing results showed that the spectral
component with needed light frequency or wavelength band can be effectively selected from incident
micro-beams, and the transmission spectrum and the zooming performance were able to be adjusted
simultaneously by varying only the RMS value of the signal voltage applied over the micro-device.
The correlation relationship between the filtered wave bands and the focused wave bands should
be discussed carefully. Due to the ability of recording the light field information of targets by LC
micro-lenses, the dual-mode micro-device has a good application prospect in integrating it into
infrared light field cameras for conveniently conducting digital refocusing and three-dimensional
pattern reconstructing.
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Abstract: Metasurfaces have been studied and widely applied to optical systems. A metasurface-based
flat lens (metalens) holds promise in wave-front engineering for multiple applications. The metalens
has become a breakthrough technology for miniaturized optical system development, due to its
outstanding characteristics, such as ultrathinness and cost-effectiveness. Compared to conventional
macro- or meso-scale optics manufacturing methods, the micro-machining process for metalenses is
relatively straightforward and more suitable for mass production. Due to their remarkable abilities
and superior optical performance, metalenses in refractive or diffractive mode could potentially
replace traditional optics. In this review, we give a brief overview of the most recent studies on
metalenses and their applications with a specific focus on miniaturized optical imaging and sensing
systems. We discuss approaches for overcoming technical challenges in the bio-optics field, including
a large field of view (FOV), chromatic aberration, and high-resolution imaging.

Keywords: metasurface; metalens; field of view (FOV); achromatic; Huygens’ metalens; bio-optical
imaging; optical coherence tomography; confocal; two-photon; spectrometer

1. Introduction

Miniaturized optical systems, for both imaging and sensing, have recently become very attractive
for many biomedical applications, such as wearable and endoscopic medical devices. Novel optical
lenses with ultrathin structure and light weight have played an important role in the miniaturization
of state-of-the-art bio-optical systems. Traditional planar optical lenses (such as micro-gratings and
Fresnel micro-lenses) and thin-film micro-optics have been studied in the last few decades. Although
the device’s footprint has been slightly reduced by using these lenses, conventional lenses have already
been shown to have many disadvantages, including limited optical quality for imaging, integration
difficulties, and high cost. Metasurface-based flat optical lenses (so-called metalenses) [1–7] show
great potential and could overcome most of the challenges. The meta building blocks (MBBs) work as
subwavelength-spaced scatterers. Many basic properties of light [8–10] (such as phase, polarization,
and focal points) can be controlled in high-resolution imaging and sensing, through tuning the MBBs’
shapes, size, and positions. Conventional lenses, such as refractive lenses (objectives and telescope), are
usually bulky and expensive, although they are still dominant in optical systems. Unfortunately, their
fabrication processes (such as molding, polishing, and diamond-turning) are commonly sophisticated.
In addition, the phase profiles are quite limited, while the structure of the lenses is small. On the
contrary, metalenses overcome those limitations and provide great advantages compared to traditional
optical elements. Especially by using accurate numerical methods, the phase profiles of metalenses
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can be well designed with MBBs. With advanced micro-machining processes, metalenses can be
mass-produced with high yield.

2. The Fundamentals of Metasurface-Based Lenses

2.1. Phase Profile Control

Refractive lenses are widely used in various optical systems such as telescopes and microscopes.
Although they have very good properties in phase control and polarization, traditional refractive lenses
with a high numerical aperture (NA) are often bulky and expensive. Additionally, the complex macro-
or meso-scale fabrication process still relies on conventional optics manufacturing methods, which
have been developed for over 100 years. To meet the optical requirements, refractive lenses are usually
designed with different shapes. However, a metalens provides new opportunities to overcome these
limitations. For instance, the phase profile can be modified by changing the MBBs [11]. The hyperbolic
phase profile [2] required for focusing a normal incident beam that remains collimated inside the
substrate can be expressed as follows:

ϕ(r) = −2π
λ

(√
r2 + f 2 − f

)
(1)

where f is the focal length of the illumination wavelength and r is the radial coordinate. The designed
metasurface should create a phase profile to modulate the incident planar wavefront into spherical
ones at focal length f from the lenses.

2.2. Plasmonic Metasurface-Based Lenses

Usually, metasurface-based lenses use MBBs to modify the optical characteristics. One of the most
representative techniques is to create plasmonic effects on the surface. A plasmonic antenna [12] can
be easily micro-machined using advanced electron beam lithography (EBL) and a relatively simple
lift-off process. The concentrated incident light can be transformed into a smaller region that matches
its own wavelength and causes oscillations. By having the plasmonic effect on its metasurface, the
metalens has attracted great interest in the optics field. For example, experimental results reported by
Yin et al. [13] have indicated that the micro-structures have a plasmonic effect on the Ag film surface
and successfully formed a focal spot at the focusing plane. Another study, by Zhang et al. [14], has
shown that the focusing could be achieved and also tuned using different nano-antenna shapes such as
elliptical and circular blocks.

2.3. All Dielectric Metasurface-Based Lenses

While dielectric phase shifters are utilized in the MBBs, the energy absorption loss of the incident
could potentially be reduced significantly. Researchers have taken advantage of this and included
dielectric phase shifters in many new optics designs. For example, Vo et al. [10] proposed polarization
independent lenses with dielectric building blocks (circular silicon arrays). High transmission efficiency
(70%) has been achieved with the incident light at a wavelength of 850 nm. Faraon’s group from
Caltech [15] has demonstrated that a single dielectric nano-antenna could be designed as an efficient
building block that might provide full phase coverage. Based on the optimized nanostructures, the
spatial image resolution has excellent qualities and relatively high transmission efficiency. Capasso’s
group from Harvard University [16] has demonstrated that the dielectric metalens also has superior
performance in spectral applications in the visible range. The polarization independent metalens has
been micro-fabricated by titanium dioxide (TiO2) nanopillars. The metalens could achieve a relatively
high NA = 0.85 with an efficiency of more than 60% for incident wavelengths of 532 nm and 660 nm.
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3. Advanced Techniques for Metasurface-Based Lenses

3.1. Wide Angular Field of View

In a miniaturized optical system, the field of view (FOV) is one of the key factors for evaluating
the overall qualities of the imaging and sensing system [17]. Unfortunately, due to technical limitations,
most metalenses suffer from serious off-axis aberration, leading to a limited FOV. Pursuing increased
FOV is a common goal of many scientific studies. For example, in traditional optical lens-based
imaging systems, bulky and expensive aberration-corrected objective lenses are frequently utilized to
achieve a relatively large FOV.

Theoretically, single-layer metasurface-based flat lenses suffer from off-axis aberrations [18,19],
along with wide-angle absorption [20–23] and other problems. To broaden the FOV, multiple-layer
metalens structures have been successfully demonstrated. For example, Faraon’s group [24] has
shown a doublet lens formed by cascading two metasurfaces (Figure 1a), which could achieve limited
diffraction, focusing up to ± 30◦ with near-infrared (NIR) incident light of 850 nm. For a shorter
wavelength (532 nm) in the visible range, Capasso’s group [25] reported a metalens doublet design.
For the aperture metalens, shown in Figure 1b, with positive and negative angle incident light, the
spherical aberration can be corrected and all the focusing points can eventually be allocated on the
same focal plane. Based on the principle of the Chevalier lens [26], the metalens shown in Figure 1c
has provided a relatively larger FOV with an incident light angle up to ±25◦.

 

Figure 1. Focal spot characterization for different angles of incidence source. (a) (left) Schematic
illustration of focusing of on-axis and off-axis light by a metasurface doublet lens. (right) Simulated
focal plane intensity for different incident angles. (Reproduced from [24] with permission.) (b) The Ray
diagram obtained by adding the aperture meta-lens resulting in diffraction-limited focusing along the
focal plane. (c) Focal spot measurement setup. (1–5) Focal spot intensity profile at (1) 0◦, (2) 6◦, (3) 12◦,
(4) 18◦, (5) 25◦ incidence angle. (Reproduced from [25] with permission.)

Most recently, single-layer metalens with disorder-engineered design [27] providing the optical
randomness of conventional disordered media, but in a way that is fully known a priori (Figure 2a),
has been demonstrated by Yang and Faraon’s groups at Caltech [27] with improved resolution and
FOV. This disorder-engineered metalens has individual input-output responses, which is different
from the multiple-lens based system. The new metalens has a high numerical aperture (NA ~0.5)
focusing to 2.2 × 108 points in an ultra-large FOV with an outer diameter of 8 mm.
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Figure 2. Disorder-engineered metasurfaces. (a) Photograph and SEM image of a fabricated
disorder-engineered metasurface. (b) Schematic of optical focusing assisted by the disordered
metasurface. The incident light is polarized along the x direction (b1–b6). (c) Low-resolution
bright-field image captured by a conventional fluorescence microscope with a 4 × objective lens
(NA = 0.1). (Reproduced from [27] with permission.)

To increase the FOV, another approach has been proposed by Guo et al. [28]. The key to constructing
a metalens with larger FOV is to realize a perfect conversion from rotational symmetry to translational
symmetry in the light field [28]. The wavenumber in free space and incident angles should satisfy the
following relation, shown as Equation (2):

k0sinθxx + k0sinθyy +∅m(x, y) = ∅m
(
x + Δx, y + Δy

)
(2)

where the k0 is the wavenumber in free space, ∅m(x, y) is the phase shift profile carried by the flat lens,
Δx and Δy correspond to the translational shift of ∅m(x, y) at incidence angles of θx and θy [28]. To
verify this method, a new metalens with diameter of 350 mm and focal length f = 87.5 mm (NA ~ 0.89)
was simulated at 19 GHz, shown in Figure 3a. As a proof of concept, the measurement of far-field
power patterns is demonstrated with a circularly polarized horn through the metalens for wide FOV.
The result shows that a ± 60◦ beam steering can be realized by the transversely changing the location
of the antenna within an area from − 75.8 mm to + 75.8 mm.

 

Figure 3. Performance of the wide-angle flat lens. (a) Perspective and zoom view of the wide-angle flat
lens. (b) Simulated light intensity distributed on the xoz plane at 19 GHz electric field distributions.
(c) Ray trajectories of 19 GHz before and after propagating through the flat lens. Left, middle, and
right panels of (b) and (c), respectively, represent the cases of ∅ = 0

◦
, 30

◦
, 60

◦
. (Reproduced from [28]

with permission.)

To achieve broader FOV and preserve high-resolution imaging performance, Yang and Faraon’s
groups [29] have demonstrated a new phase-array-based method (Figure 4) that does not require a
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large scale-up in the number of controllable elements [29]. It uses disorder-engineered design, as the
key factor is similar to that of previous work [27].

 

Figure 4. Wide-angular-range and high-resolution beam steering by a metasurface-coupled phased
array. (a) The comparison of steering range of a single SLM structure and a metasurface-coupled SLM
structure. (left) without the metasurface, the SLM can provide only a small diffraction envelope. (right)
With the metasurface-coupled SLM structure, since each scatterer is subwavelength, the steerable range
can span from −90◦ to +90◦. (b) Illustration of the steering scheme (c) 1D far−field beam shapes at other
steering angles. Red lines denote the theoretical shapes of the beams. Blue dots denote the measured
data. (Reproduced from [29] with permission.)

The 2D array subwavelength scatters (SiNx with height 630 nm) were deposited on the silica
substrate arranged in a square lattice with a pitch size of 350 nm. Also, when the designed lens
combined with a spatial light modulator (SLM), the output light of the system would have a larger
cover angle range than what is possible with a SLM alone. As a result, the disorder-engineered
metasurface with SLM was able to scatter light uniformly within the range of ± 90◦ (Figure 4a) due to
the subwavelength size and random distribution of the nanofins.

Based on the above introduction, the FOV of optical systems can be increased by using proper
metasurface design. The nano-element size, material and metasurface structure have different effects to
the selected incident light in improving the FOV. A comparison table of different metasurface designs
for improving the FOV is shown below (Table 1).

Table 1. Comparison between each fabricated metasurface-based lens in wide angular FOV design.

Reference (Year) Efficiency Material NA Wavelength FOV

Arbabi et al. (2016) [24] 70% a-Si:H N/A 850 nm ±30◦
Groever et al. (2017) [25] N/A TiO2 0.44 532 nm ±25◦

Jang et al. (2018) [27] N/A SiNx >0.5 532 nm 8 mm
Guo et al. (2018) [28] 93% Simulation 0.89 Far-field power ±60◦
Xu et al. (2018) [29] 95% SiNx N/A 532 nm ±80◦

3.2. Achromatic Metasurface-Based Lenses

With the significant progress in nano-fabrication, researchers not only focus on high-resolution
imaging but also exploit the diffractive optics system by overcoming more fundamental problems, such
as chromatic aberration. Like the traditional refractive lenses, new techniques have been demonstrated
for focusing on multiple different wavelengths’ incident light with the same focal length. Traditionally,
for apochromatic and super-achromatic lenses [30], macro- or meso-scale manufacturing methods
are complex. However, the metasurface provides a new approach because the flexible shape of the
electromagnetic field [31] can be modified by changing the phase profile. Capasso’s group [32] reported
that the phase realization process and interference mechanism result in large chromatic aberrations
in diffractive lenses. For the dielectric-based metalens [5], the phase shifter, nanopillars, acts as a
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truncated waveguide with predetermined dispersion. To realize achromatic metalenses, the key is to
optimize the phase shifters’ geometric parameters (Figure 5a) by satisfying the phase coverage from 0
to 2π with different wavelength dispersion [33]. The fabricated achromatic metalens (AML), shown in
Figure 5b, has more advantages and overcomes the existing optics problems. The primary goal is to
maximize the phase coverage. Second, the phase shifters guarantee polarization-insensitive operation
for AML. To characterize the performance of the AML, the focal distance for different wavelength
incident light was measured (Figure 5c). The simulated focal point intensity is shown in Figure 5d.
Even for different wavelength incident light, the focal spots have a perfect shape at the same distance
(z = 485 μm). The results show a theoretical and experimental achromatic response, where the focal
length remains unchanged with a broad bandwidth (60 nm) in the visible range.

 

Figure 5. A 60 nm bandwidth achromatic metalens. (a) Side view scanning electron microscope
(SEM) image of the fabricated AML, scale bar: 200 nm. (b) Optical image of the AML. Scale bar:
25 μm. (c) Measured intensity profiles of the reflected beam by the AML in the xz-plane at different
wavelengths. (d) Simulated intensity profiles of the reflected beam by the AML in the xz-plane at
different wavelengths. (Reproduced from [32] with permission.)

When a longer wavelength incident light is used in the miniaturized optical system, it will cause
chromatic dispersion [34] because the index of refraction decreases with a longer wavelength. The
refractive lenses need to have a larger focal length and prisms, which will deflect at a smaller angle for a
longer wavelength. A serious chromatic aberration will degrade the system performance, especially in
multi-color imaging applications. Although there have been some good achromatic metalens designs,
which can suppress the chromatic effect over 60 nm bandwidth in the visible range [32], the working
achromatic bandwidth (~11.4% of the central wavelength) is still not broad enough for practical
applications. Wang et al. [35] demonstrated a new broadband achromatic metalens (BAML) (Figure 6)
in the infrared (IR) range. The new metalens works within a broad infrared bandwidth at wavelengths
from 1200 nm to 1680 nm.

 

Figure 6. Verification of achromatic converging metalens. (a) Optical image of a fabricated metalens
with NA = 0.268. (b) Measured light intensity of focal spot at incident wavelength λ = 1500 nm.
(c) Zoomed-in scanning electron microscope (SEM) image of the fabricated metalens. (d) Experimental
(top row) and numerical (bottom row) intensity profiles of BAML along axial planes at various incident
wavelengths. (Reproduced from [35] with permission).

Generally speaking, the dispersion can be divided into two different effects: dispersion elimination
and dispersion expansion. For imaging purposes, researchers attempt to eliminate the dispersion
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because it could cause chromatic aberration and degrade the overall image quality. However, the
dispersion can be used to suppress the nonlinear effects during fiber communication [36]. For natural
materials, dispersion is determined by their own electronic and energy levels [37]. To resolve this
problem, Li et al. [38] from the Chinese Academy of Sciences proposed a new method to control the
dispersion. The metalens design was fabricated by silicon nanocuboids, which respond to specific
wavelengths (473, 532, and 632.6 nm). With the Pancharatnam-Berry (P-B) phase shift design, the
chromatic dispersion among different wavelengths can be engineered independently. Subsequently, a
series of flat optical devices with both achromatic and super-dispersive (positive or negative) focusing
properties can be demonstrated.

As shown in Figure 7a, there are five designed metasurface lenses. The first metalens M1 is a
flat achromatic lens (f = 10 μm and NA = 0.6294). The schematic and phase profile of M1 are shown
in Figure 7b,c. The second and third metalenses (M2 and M3) were designed as super-dispersion
metalenses, shown in Figure 7d–g. For M2, it could focus the red, green, and blue light into different
focal lengths (6, 10, and 17 μm). M3 has a reversed super-dispersion where focal points of red, green,
and blue light are in reverse order compared to M2. M4 and M5 are off-axis super-dispersion metalenses,
shown in Figure 7h–k).

Figure 7. Dispersion controlling meta-lens. (a) The schematic of the designed metasurface. (b) Schematic
and (c) phase distribution of achromatic metalens M1. (d) Schematic and (e) phase distribution of
super-dispersion metalens M2 designed to separate different wavelength light in order of normal
dispersion. (f) Schematic and (g) phase distribution of super-dispersion flat metalens M3 with
anomalous dispersion. The distribution of focal points is opposite to M3. (h) Schematic and (i) phase
distribution of super-dispersion flat metalens M4 with off-axis color separation. (j) Schematic and
(k) phase distribution of super-dispersion flat metalens M5 with different off-axis colors separation.
(Reproduced from [38] with permission).

In Table 2, it shows the different achromatic metasurface-based lens designs. The broadband
achromatic lenses are pursued by researchers, with the great development of nano-fabrication technique
and new materials applied in optical system, the performance of designed metasurface-based lenses
will have a remarkable breakthrough.

Table 2. Comparison of metasurface-based lens in broadband achromatic optics design.

Reference (Year) Material NA Wavelength

Khorasaninejad et al. (2017) [32] TiO2 0.2 490–550 nm
Wang et al. (2017) [35] Au 0.324 1200–1680 nm

Li et al. (2017) [38] Si 0.629 473, 532, and 632.8 nm
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3.3. Metalens-Enabled Focus Scanning Devices

Miniaturized optical imaging and sensing systems commonly require focusing scanning or tuning
mechanisms with ultra-compact size, lightweight, and fast scan speed. Micro-electro-mechanical
system (MEMS) [39,40], electrowetting [41,42] and thermal tuning-based [43] methods have provided
partial solutions. However, so far, these approaches are still relatively bulky and only provide a
relatively slow tuning speed. Tunable focusing liquid crystal lenses [44–46] have been proposed for
high tuning speed. However, due to the polarization dependence, the tuning speed is fully restricted.
Metalenses have shown great potential for focus tuning applications. A reflective-mode metalens has
been successfully integrated onto a high-speed MEMS scanner through the collaboration between
Capasso’s group at Harvard University and Lopez’s group at the Argonne National Lab [47] for
lateral beam scanning. Actuated by staggered comb-drives, the 2D MEMS scanner offers fast speed
beam steering, high-resolution imaging, and high optical efficiency [48]. The fabricated metasurface
lens was on a square substrate with side 0.8 mm and has a focal length of 5 mm with incident light
45◦ away from the surface, shown in Figure 8a. The metasurface lens was mounted at the center of
the 2D MEMS scanner. To achieve biaxial scanning, the outer gimbal-frame rotates at a slow speed
while the inner mirror scans with 9◦ tilting angle at high speed (~1 kHz). With an increasing voltage
applied on the rotational axis, the MEMS scanner begins rotating until it reaches the maximum angles.
The relationship between the applied voltage and the mechanical angle is shown in Figure 8b. To
characterize the performance of the metasurface lens, the Finite Difference Time Domain (FDTD)
method has been used to search for the electric field distribution (Figure 8c).

(a) (b) (c) 

Figure 8. Metasurface-enabled MEMS (a) Optical microscope image of a MEMS scanner with a flat
lens on top. (b) Angular displacement of the MEMS scanner with and without the metasurface-based
lens. (c) Simulation: distribution of the intensity of the reflected beam in the xz-plane at y = 0. The
maximum intensity occurred when z = 5 mm and focusing efficiency is 83%. (Reproduced from [47]
with permission.)

Another metasurface-based MEMS device with tunable focus has been reported by Faraon’s
group [49] at Caltech. The new MEMS device was composed of two metalenses (a converging and
diverging metasurface lenses), shown in Figure 9a. An axial focus scanning length can be achieved
within a range of 565 to 629 μm. The first stationary metasurface lens was fabricated on a glass
substrate and another moveable metasurface was fabricated on the SiNx membrane. By applying a
voltage potential, the distance between the two metalenses will change. By calculation, the various
distance (Δx ~1 μm) results in a large tuning range (Δ f ~ 36 μm). To tunable focal length, two series
capacitors were placed on the substrates. In Figure 9b,c, the mechanical resonance of 2.6 kHz and 5.6
kHz was measured.

151



Micromachines 2019, 10, 310

 

Figure 9. Metasurface-based MEMS device wit tunable focus. (a) Schematic illustration of the proposed
tunable lens, comprised of a stationary lens on a substrate, and a moving lens on a membrane. The
first (b) and second (c) mechanical resonances of the membrane at frequencies of 2.6 and 5.6 kHz,
respectively. The scale bars are 100 μm. (Reproduced from [49] with permission.)

For testing the image qualities, the measurement step-up is shown in Figure 10a. When the object
sets p ~ 15 mm away from the lens and no voltage applied, the image was out of focus. When we
increased the voltage to 85 V, the image became clear. The same measurement was done for p equals 4
and 9.2 mm (Figure 10b).

(a) 

(b) 

Figure 10. Imaging with the tunable doublet. (a) Schematic illustration of the imaging setup using
a regular glass lens and the tunable doublet. The image formed by the doublet is magnified and
re-imaged using a custom-built microscope with a ×55 magnification onto an image sensor. (b) Imaging
results, showing the tuning of the imaging distance of the doublet and glass lens combination with
applied voltage. By applying 85 V across the device, the imaging distance increases from 4 to 15 mm.
The scale bars are 10 μm. (Reproduced from [49] with permission.)

3.4. Computational Optics Based on Metasurface

For bio-imaging applications, the most challenging problem is to image through scattering media
(like human tissue specimens), because the passing light may have a complex speckle pattern. There are
many existing methods to achieve high-resolution imaging, such as wavefront engineering [50], speckle
correlations based on speckle correlations via non-invasive imaging through scattering layers [51,52],
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and a transmission matrix [53]. Recently, multiple computational imaging approaches have been
demonstrated, including phase-space measurements [54,55], wavefront sensing with the Demon
algorithm [56], and the speckle-correlation scattering matrix (SSM) [57,58]. For the conventional
scattering media (CSM), lots of limitations still exist for practical applications in the real world, such
as the stability of optical properties [59] and incomplete channel control in multiple scattering [60].
The trade-off between maximum scattering angle and memory-effect range [27] will ultimately cause
significant defects from a practical point of view.

Recently, a few studies have been reported on the metasurface diffuser (MD), which can be
used in wavefront control with a spatial light modulator [2,5,61–63]. The results show that the new
imaging system will obtain a large FOV and high-resolution imaging quality. However, speckle
patterns’ computational imaging is less studied. Faraon’s group [64] proposed a method combining
MDs and SSM to replace the CSM complex field for 3D imaging. Researchers indicated that the MDs
(Figure 11a) capture samples’ amplitude and holographic imaging with numerical backpropagation.
The nano-scatterers array (Figure 11b) provides 2π phase coverage and NA = 0.6.

Figure 11. Metasurface-based computational imaging process. (a) Schematic illustration of the side view
of the MD. (b) Schematics of a uniform array and unit cell of the metasurface, showing the parameter
definitions. The transmission phase of the two orthogonal polarizations can be manipulated using the
meta-atoms. (c) In-focus images of targets captured by a custom-built microscope. (d) The resulting
speckle patterns of the samples after passing through the MD. (e) The retrieved object amplitudes. (f)
Phases from the captured speckle patterns. The scale bars are 25 μm. (Reproduced from [64] with
permission.)

To characterize the metasurface-based computational imaging system, the 1951 USAF resolution
test target was used as an amplitude object (Figure 11c–f). As a result, CSM can be replaced by SSM
and MD will overcome the trade-off limitations between efficiency and scattering angle.

4. A Metalens -Based Optical Imaging and Sensing System

Metalenses have been successfully integrated into state-of-the-art miniaturized bio-optical systems.
Experimental results have validated the feasibility of the metalens for very broad applications in
the future. The metalens holds promise for miniature optical imaging and sensing systems, such as
optical coherence tomography (OCT), two-photon fluorescence microscopy, confocal microscopy, and
spectrometers (Table 3). Details will be introduced in each session.

Table 3. Metalens-based optical imaging and sensing system.

Reference (Year) Modality Wavelength

Pahlevaninezhad et al. (2018) [78] OCT λEx = 1310 nm
Arbabi et al. (2018) [91] Two-photon Fluorescence λEx = 820 nm

Qiu et al. (2018) [93] Confocal λEx = 660 nm
Zhu et al. (2017) [101] Spectrometer 480–700 nm
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4.1. Metalens-Based Endoscopic Optical Coherence Tomography (OCT)

Endoscopic optical coherence tomography (OCT) [65,66] has been developed as a non-invasive
bio-imaging tool for early cancer detection, diagnosis, and cancer staging. Among the various
bio-imaging modalities, confocal endomicroscopy can provide high resolution of tissue structures at
the cellular level but lacks sufficient penetration depth. In contrast, OCT provides an adequate depth
range (up to 1 mm) and FOV but the limited resolution (relatively lower lateral resolution). OCT was
designed based on coherence interferometry [67,68], which obtains images from under-the-surface tissue
structures [69,70]. New OCT tools with ultra-high image resolution have been demonstrated [71–77].
Shorter wavelengths with broader-bandwidth light sources potentially improve image resolution.
However, the depth of penetration still does not meet the requirements for applications such as
deep tissue scanning. Capasso’s group and Suter’s group at Harvard University have recently
developed a new metalens-based endoscopic OCT [78] that can provide high-resolution imaging with
extended depth.

As shown in Figure 12, the new OCT endoscope uses the metalens to replace the refractive lenses.
However, the chromatic dispersion is a large defect in the system. Several techniques [79,80] have
been reported to overcome or reduce the chromatic dispersion of metasurface. A phantom with a
subwavelength gold line on the glass substrate was fabricated by electron-beam lithography (EBL). This
new nano-optic endoscope was connected to the Fourier–domain OCT system [81,82]. The effective
depth of focus will achieve 211 μm (tangential) and 315 μm (sagittal), larger than the achromatic lens,
with the same NA that can provide (about 90 μm). Ex vivo imaging on freshly excised lung tissue
has been demonstrated with the metalens-based nano-optic endoscope (Figure 12e), visualizing fine
features in tissue, including epithelium, basement membrane, and cartilage.

Figure 12. Metalens-based endoscopic optical coherence tomography (a) Schematic of the nano-optic
endoscope. (b) Photographic image of the distal end of nano-optic endoscope. (c) Measured intensity
distribution of the output beam of the nano-optic endoscope along the propagation direction in the
yz-plane at λ = 1250, 1310 and 1370 nm. (d) (left) Focal spot profiles of the nano-optic endoscope at
corresponding wavelengths. (d) (right) Focal spot profiles of a graded-index (GRIN) OCT catheter, a
ball lens OCT catheter and the nano-optic endoscope at 1310 nm wavelength. (e) OCT images of fruit
flesh (grape) obtained using a nano-optical endoscope. (Reproduced from [78] with permission.)

4.2. Metalens-Based Two-Photon Microscope

In biological study, high-resolution two-photon microscopy (nonlinear optics) has been widely
used [83–86]. The development of a miniaturized two-photon microscope is still a challenge in the
optics field. With the progress in dielectric metasurface research, researchers in Caltech have begun
to construct a new two-photon microscope with tiny metalenses, because of the unique advantages
such as lightweight, small structure, high efficiency, and controllable phase profiles. Commonly,
metalenses are used for single-photon (linear optics) fluorescence images due to their limits with narrow
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effective wavelength. Metalenses usually operate at a single wavelength. However, for fluorescence
microscopic imaging, metalenses will have excitation and emission wavelengths at different focal
positions due to the chromatic dispersion [87–90]. This dispersion will reduce the collection efficiency
of the system. A metalens-based two-photon microscope has been proposed by Arbabi et al. [91].
The designed system used double-wavelength metalenses (DW-ML) to replace the objective lenses.
The DW-ML has the excitation and emission wavelength at the same focal distance and can acquire
high-resolution fluorescence images compared to the traditional objectives. A schematic drawing of
the metalens-based two-photon microscope is shown in Figure 13a. The incident high-peak-power
pulsed laser passes through the DW-ML and is focused into the specimens. Collimated by the DW-ML,
emitted fluorescent light (shorter wavelength) will be reflected by the dichroic mirror and collected
by a detector. To realize the same focal length, the birefringent dichromic meta-atom method has
been used [92]. The excitation wavelength is 820 nm near-infrared (NIR), while the collected emission
light wavelength is 605 nm (Figure 13b). The nanofins are based on polycrystalline silicon (p-Si) due
to its high index and low efficiency loss at the selected wavelength. Figure 13c shows the imaging
characterization. Finally, the new metalens has been tested by replacing the traditional objectives
in a table-top two-photon microscope. The acquired images of fluorophore-coated polyethylene
microspheres are shown in Figure 13d,e. The quality of the DW-ML image is similar to that of
conventional and bulky objectives. Although the DW-ML can provide a high-resolution image for a
two-photon microscope, the number of collected photons is 15× lower and the required excited laser
energy is 4.7× higher than a conventional objective.

 

Figure 13. Metalens-based two-photon microscope system. (a) Schematic of a two-photon microscope
employing a metasurface objective. (b) Schematic illustration of a conventional metasurface lens
focusing light with different wavelengths to distinct focal lengths, and the DW-ML designed to focus
820 nm x-polarized light and 605 nm y-polarized light to the same focal distance of f . (c) (Top) Measured
light intensity in the axial (left) and focal (right) planes for x-polarized 822 nm illumination. (Bottom)
Same results as in the top figure for a y-polarized light source with a center wavelength of 600 nm
and full width at half-maximum of approximately 10 nm. (d) Two-photon fluorescent microscope
image captured by DW-ML. (e) captured using a conventional refractive objective, scale bars: 10 μm.
(Reproduced from [91] with permission).
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4.3. Metalens-Based Confocal Microscope System

The metalens has become an emerging technology for advanced miniature bio-medical optical
imaging systems, including confocal microendoscopy for imaging hollow organs, which is one of the
most promising imaging tools used in the clinic for “optical biopsy” applications. Qiu et al. [93] of
Michigan State University recently demonstrated the feasibility of using a metalens for miniaturizing
an optical fiber-based laser confocal microscope. The Huygens’ metasurface-based metalens [94,95] has
been made out of TiO2 nano-disc shape resonators, which are polarization-independent (Figure 14a).
With the support of crossed electric and magnetic dipole resonances, the incidence scattering direction
will be cancelled, leaving only the forward propagation. By the ideal of designing the nanostructure
geometry, the resonator arrays are able to achieve high transmission efficiency and 2π phase shift
coverage (Figure 14b). The confocal microscope system consists of a photodetector, a data acquisition
system, a CW incident laser wavelength of 660 nm, and Huygens’ metalens. The system was
characterized using the USAF resolution target. The measured focal length is 4 mm and the focused
spot size is 4.29 μm (Figure 14c).

 

Figure 14. Metalens-based confocal microscope system. (a) TiO2 nanoresonator array. (b) Phase and
transmission vs. nanodisc radius by FDTD simulation. (c) a 3D intensity laser-focused spot profile.
(Reproduced from [93] with permission.)

4.4. Metalens-Enabled Advanced Spectrometer

A miniaturized spectrometer system is another important and promising application for metalenses.
Advanced spectrometers have been utilized for many applications, such as on-site environmental
monitoring and in vivo disease diagnostics [96–98]. Currently, spectrometers are developed with
conventional optics, such as non-polarizing beam splitters, wave plates, and polarizers. These
spectrometer systems usually consist of focusing mirrors and grating turret [99]. Because of the limited
grating dispersion, large spatial separation is hard to achieve within a short light propagation distance.
Due to the limited properties of traditional optics, researchers are motivated to search for novel optics,
such as metasurface-based lenses.

A new silicon-based off-axis metalens at near-infrared (NIR) wavelength has been demonstrated,
which can provide higher spectral resolution than the conventional grating [100]. To improve the
efficiency in the visible range, Capasso’s group [101] also proposed an upgraded system, which
operates in the visible wavelength range (Figure 15), adding an additional process—titanium oxide
atomic layer deposition (ALD) [102]. The meta-spectrometer has several advantages: (1) focusing and
dispersive elements will be placed in a planar structure; (2) it can surpass traditional blazed grating
such as larger dispersions; (3) with different NA metasurface structures integrated on a single substrate,
multiple spectral resolutions can be achieved.
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Figure 15. Ultra-compact visible chiral spectrometer with metalens. (a) Scanning electron microscope
image of a fabricated off-axis metalens. (b) Measured (black circles) and simulated (green line)
efficiencies of the +1 order metasurface grating under illumination with right-handed circularly
polarized light. Extinction ratio (red triangles) of the meta-grating as a function of wavelength.
(c) Photograph of a fabricated device with four separate metalenses labeled R1, R2, L1, and L2.
(d) Measured spectra from a supercontinuum laser with 5 nm bandwidth using the metalens
spectrometer. (e) Measured spectra from a commercial handheld spectrometer, the center wavelength
varied from 480 nm to 700 nm. (Reproduced from [101] with permission.)

The challenges of refractive and diffractive limitations [103–106] still exist, such as curved focal
plane and different wavelength aberrations, for the off-axis focusing metalenses. To resolve these, a
newly developed aberration-corrected off-axis metalens [107], shown in Figure 16a, has a focal spot
profile with a broad bandwidth, simultaneously engineering the phase and its higher order derivatives
with respect to frequency (i.e., group delay (GD) and GD dispersion (GDD)). To achieve off-axis
focusing, the phase profile of the metalens needed to satisfy Equation (3):

ϕ(x, y,ω) = −ω
c
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where x and y are spatial coordinates along the lens, and ω is the angular frequency of incident light. c
is the light speed in vacuum. By using Taylor expanding on Equation (2) at designed angular frequency
ωd, the phase profile can be represented by Equation (4):
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where the second term ∂ϕ
∂w of the partial derivative is the GD and the next higher term ∂2ϕ

∂ω2 represents
GDD. The working distance is 4 cm and the spectral resolution can achieve 200 nm bandwidth in the
visible range. To characterize the metalens performance, a traditional Berry phase lens was used as
the comparison target. Each lens was illuminated with a collimated monochromatic laser at different
wavelengths: 488, 532, 632, and 660 nm (Figure 16b).

The focal spots of the aberration-corrected metalens have the perfect single-peak signal for four
different wavelengths. However, the focal spots for Berry phase lens become abnormal when the
wavelength exceeds 532 nm. Another challenge for the aberration-corrected metalens is the dispersion.
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A doublet-based metalens has been micro-machined to achieve strictly linear dispersion (Figure 17).
The spectrometer can work for the helicity-polarized light.

 

Figure 16. Compact aberration-corrected spectrometer. (a) Scanning electron micrographs of a fabricated
aberration-corrected off-axis metalens. (b) A regular Berry-phase lens and (c) an aberration-corrected metalens.
The metalenses designed with focal length f = 40 mm and focusing angle a = 25 degrees at wavelength λ =
470 nm. The focusing planes for each case are indicated by bold lines; the dashed line in the left is horizontal
and meant as a reference to the curved focal plane. (Reproduced from [107] with permission.)

 

Figure 17. Compact aberration-corrected spectrometer characterizations. (a) Schematic of a doublet,
comprising of a metasurface corrector and the original aberration-corrected off-axis metalens. The
corrector serves to impart group delay (GD) and group delay dispersions (GDDs) such that the focal
spot positions of the metalens are linear in frequency. (b) Plots of the focal spot positions of the singlet
metalens (blue) and the doublet (orange) as a function of frequency. (c) Plot of the required phase as a
function of frequency for an element at the edge of the metasurface corrector (blue line), and the results
of second- and third-order polynomial fits (orange crosses and black circles, respectively). (d) GD
and GDD values required for elements across the middle of the metasurface corrector, along x and
y directions (blue circles and orange crosses). Inset: magnified view of the dispersion required for
elements along y, which is minimal, due to the choice of the orthogonal camera plane. (Reproduced
from [107] with permission.)
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The compact spectrometer design successfully integrates a series of different wavelength band-pass
filters on a single array of photodetectors [108,109]. However, such devices have system limitations
in terms of resolution due to filter quality factors. Another design based on flat on-chip photonics
can provide high spectral resolution [110–115], but the input on-chip coupling light losses and the
reduced output are major challenges in many applications. To achieve a compact spectrometer with
high resolution, Faraon’s group [106] proposed a compact folded multi-metalenses system. With
only 1 mm thickness, the new spectrometer can provide 1.2 nm resolution over a broad bandwidth
range (~ 100 nm) in the NIR range. A schematic is shown in Figure 18a. Multiple metalenses are
micro-machined on a transparent substrate to focus and disperse the incident light to different points.
Ray-tracing simulation results are shown in Figure 18b, while the spot profiles are shown in Figure 18c.
A small aberration was confirmed in the range of 760 nm to 860 nm. Using the diffraction-limited Airy
radius and the focus displacement by the wavelength, the resolution was calculated in Figure 18d; the
theoretical value is ~1.1 nm. To characterize the performance of the designed system, one-dimensional
intensity profiles are shown in Figure 18e,f for transverse electric (TE) and transverse magnetic (TM).

 

Figure 18. Compact folded metasurface spectrometer (a) The proposed scheme for a folded compact
spectrometer. (b) Ray-tracing simulation results of the folded spectrometer, shown at three wavelengths
in the center and two ends of the band. The system consists of a blazed grating that disperses
light to different angles, followed by two metasurfaces optimized to focus light for various angles
(corresponding to different input wavelengths). The grating has a period of 1 μm, and the optimized
phase profiles for the two metasurfaces are shown on the right. (c) Simulated spot diagrams for three
wavelengths: center and the two ends of the band. The scale bars are 5 μm. (d) Spectral resolution of
the spectrometer, which is calculated from simulated Airy disk radii and the lateral displacement of the
focus with wavelength. (e,f) One-dimensional focal spot profiles measured for several wavelengths
in the bandwidth along the y-direction (as indicated in the inset) for TE and TM polarizations. The
wavelengths start at 760 nm (blue curve) and increase at 10-nm steps up to 860 nm (red curve).
(Reproduced from [106] with permission.)

5. Conclusions and Future Work

Metalenses has shown great potential for the development of miniaturized imaging and sensing
systems. By replacing traditional lenses of bulky size, researchers have successfully demonstrated not
only novel metalens designs but also advanced metalens-based optical systems with ultra-compact
size. Many bio-optical applications will benefit from the remarkable advantages of the metalens,
including ultrathin structure, large FOV, achromatic effects in a broad bandwidth, etc. Superior optical
performance can be achieved by optimizing nanostructures on the metalens’ surface. It has been proven
that a metalens could potentially have a very high transmission or reflectivity efficiency. We believe
that metalenses will have significant impacts on multiple imaging and sensing modalities, such as
camera-based imaging systems, optical coherent tomography, two-photon, confocal, and spectrometer.

In a miniaturized optical system, metalenses could provide plenty of functions, including
phase control, polarization, focus tuning, etc. Currently, most studies are still mainly focused
on the fundamental properties of metalenses and their advanced microfabrication. In the future,
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metalens-based miniaturized bio-optical systems will attract more attention for broader biomedical
applications, such as handheld, wearable, endoscopic, and implantable medical devices for
quantitative healthcare.
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